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Preface

Although it holds the promise for substantial processing speed improvements, in
today’s communication infrastructure optics remains largely confined to the signal
transport layer, as it lags behind electronics as far as signal processing is concerned.
This situation is bound to change in the near future as the tremendous growth of
data traffic requires the development of new, energy efficient, and fully transparent
all-optical networks for telecom and datacom applications. This book provides a
comprehensive review of the state of the art of all-optical devices based on non-
linear optical materials for applications to optical signal processing. Contributors to
this book present breakthrough solutions for enabling a pervasive use of optics in
data communication and signal storage applications. The book content ranges from
the development of innovative materials and devices, such as graphene and pho-
tonic crystal structures, to the use of nonlinear optical signal processing for secure
quantum information processing, for increasing the transmission channel capacity,
and for enhancing the performance of broadband radio frequency signal processing.
The book is expected to benefit all researchers in the fields of optical communi-
cations, photonic devices for optical signal processing, nonlinear guided wave
optics, quantum information processing, and microwave photonics, including
senior undergraduate and postgraduate students and industry researchers.

Chapter 1 summarizes the recent progress in materials and structures for all-
optical signal processing that employ either second- or third-order optical nonlin-
earities. The dominant choice for quadratic materials is provided by periodically
poled lithium niobate waveguides. For cubic nonlinearities, the range of materials
ranges from glasses to both active and passive semiconductor devices: a brief
summary of the advantages and disadvantages of each class of materials and device
structure is provided. In Chap. 2, recent advances in new nonsilicon CMOS-
compatible platforms for nonlinear integrated optics are revised, focusing on Hydex
glass and silicon nitride. The promising new platform of amorphous silicon is also
briefly discussed. These material systems have opened up new functionalities such
as on-chip optical frequency comb generation, ultrafast optical pulse generation,
and measurement. Chapter 3 overviews the principles of optical switching devices,
based on either optical or electrical control signals, which permit to avoid the
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necessity of electro-optic conversion. Discussed devices include nonlinear mode
couplers and interferometers based on optical fibers, and integrated waveguides
based on photonic crystal structures or surface wave interactions in novel materials
such as graphene. Chapter 4 reviews the recent progress on using nonlinear optical
fibers for optical pulse shaping in the temporal and spectral domains. Significant
examples that are most relevant for applications include the synthesis of specialized
temporal waveforms, the generation of ultrashort pulses, and optical
supercontinuum.

Given the exponential growth rate of the total volume of data transported across
the communication network, energy consumption, alongside increased information
capacity, has become a critical driver in deploying new technologies. In addition to
transponders at the end terminals of an optical network, certain signal processing
functions, such as regeneration, format conversion, wavelength conversion, and
arbitrary waveform generation, are often proposed. The following chapters of the
book discuss how many of these intermediate functions may be performed all-
optically, with the primary advantage of increased bandwidth and consequent
resource sharing. In Chap. 5 the need, the general principles, and the approaches
used for the all-optical regeneration of mainly phase encoded signals of differing
levels of coding complexity are discussed. The key underpinning technology and
the current state of the art of optical regeneration, including a historic perspective,
are presented.

Chapter 6 presents the theory and experiments of photonic signal processing,
logic operations, and computing. These functionalities take advantage of nonlinear
processes with ultrafast response time to perform high speed operations either on
analog or digital optical signals directly in the optical domain. Practical all-optical
frequency generation and conversion requires highly efficient parametric interac-
tions across a wide spectral band. Chapter 7 presents a new class of traveling wave
parametric mixers for efficient, cavity-free frequency generation. Driven by
continuous-wave seeds, these devices combine inherently more stable lasers with
distributed noise inhibition in dispersion-managed parametric processes. The
operating principles, the design methodology, and the performance limits of
parametric mixers are discussed, together with applications to signal multicasting
and ultrafast channel processing.

Optical pulse shaping techniques are an active area of research for increasing the
spectral efficiency of optical modulation formats in dense wavelength division
multiplexed (DWDM) transmissions, by avoiding interchannel and intersymbol
interference. In Chap. 8 the main pulse shapes of interest are introduced, the dif-
ferent available techniques for their generation are presented, along with the
associated signal multiplexing schemes, namely orthogonal frequency division
multiplexing (OFDM) and Nyquist pulse modulation. The relative performances of
electronic and optical signal processors for implementing Fourier transforms and
Nyquist pulse generation are discussed.

As previously mentioned, energy saving will be a main driver for the transition
from electronic to optical signal processing solutions. Chapter 9 describes advanced
functionalities for optical signal processing with reduced energy consumption using
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optical time lenses. This approach permits broadband optical processing, which is
also capable of handling many bits in a single operation. In this way, the processing
energy is shared by the many bits, and the energy per bit is reduced. The basic
functionality is serial-to-parallel conversion in a single time lens. Combining time
lenses into telescopic arrangements allows for more advanced signal processing
solutions, such as conversion of OFDM signals into DWDM-like signals, which
can be separated passively, i.e., without additional energy consumption. The pre-
viously discussed signal processing functions may also be performed by using the
very optoelectronic devices used in the transponders themselves, either including
decision circuitry and/or forward error correction or as linear media converters. In
Chap. 10, the performance and energy consumption of digital coherent tran-
sponders, linear coherent repeaters, and modulator-based pulse shaping/frequency
conversion is analyzed, thus setting an important benchmark for the proposed all-
optical implementations.

The exponential growth in demand for information transmission capacity
requires a rethinking of the maximum or Shannon capacity of the fiber-optic
communication channel, in the presence of fiber nonlinearity. Chapter 11 addresses
the problem of estimating the Shannon capacity for nonlinear communication
channels, and discusses the potential of different optical signal coding, transmis-
sion, and processing techniques to improve the information capacity and increase
the system reach of fiber-optic links.

Information and communication technologies based on quantum optics princi-
ples may lead to greatly improved functionalities such as enhanced sensing,
exponentially faster computing, and the secure transfer of information. Chapter 12
overviews techniques for the nonlinear optics-based encoding and fully secure
transfer of information in a quantum communication optical network. Chapter 13
discusses how classical optical signal processing techniques can be extended to
nonclassical entangled photon states, thus permitting unprecedented control of the
time frequency correlations shared by these light quanta. Moreover, in Chap. 13 it is
shown that quantum properties produce interesting effects that are not observable
with classical fields. Examples include Fourier transform pulse shaping, which
relies on programmable spectral filtering and electro-optic modulation, where the
temporal phase or amplitude of the entagled photon state is manipulated by means
of an electrical signal.

Chapter 14 discusses how nonlinear optical effects in photonic chip scale devices
may be exploited for enhancing the performance of radio frequency (RF) signal
processing in microwave photonics applications. Specific examples presented in
Chap. 14 include frequency agile and high suppression microwave bandstop filters,
general purpose programmable analog signal processors, and high performance
active microwave filters. Finally, Chap. 15 presents recent advances in optical
signal processing techniques for wireless RF signals. Specifically, Chap. 15 dis-
cusses photonic architectures for wideband analog signal processing, including RF
beamforming, co-channel interference cancelation, and physical layer security.

Preface vii

http://dx.doi.org/10.1007/978-3-319-14992-9_10
http://dx.doi.org/10.1007/978-3-319-14992-9_11
http://dx.doi.org/10.1007/978-3-319-14992-9_12
http://dx.doi.org/10.1007/978-3-319-14992-9_13
http://dx.doi.org/10.1007/978-3-319-14992-9_13
http://dx.doi.org/10.1007/978-3-319-14992-9_14
http://dx.doi.org/10.1007/978-3-319-14992-9_14
http://dx.doi.org/10.1007/978-3-319-14992-9_15
http://dx.doi.org/10.1007/978-3-319-14992-9_15


Besides broadband operation, photonics offers reduced size, weight, and power, in
addition to low transmission loss, rapid reconfigurability, and immunity to elec-
tromagnetic interference.

We would like to thank Dr. Claus E. Ascheron, Springer Executive Editor for
Physics, for inviting us, during the 2013 Conference on lasers and electro-optics in
Munich, Germany, to bring a volume on all-optical signal processing to a wider
audience. We also acknowledge helpful comments and suggestions by Dr. Herbert
Venghaus of the Fraunhofer Institute for Telecommunications, and Editor of the
Springer Series in Optical Sciences. Last but not the least, we are most grateful to
all colleagues who contributed to this book for their brilliant work and continued
effort in bringing this project to reality.

Brescia, Italy Stefan Wabnitz
Sydney, Australia Benjamin J. Eggleton
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Chapter 1
Materials and Structures for Nonlinear
Photonics

Xin Gai, Duk-Yong Choi, Steve Madden and Barry Luther-Davies

Abstract In this chapter we summarize progress in materials and structures for
all-optical signal processing that employ either the second or third order optical
nonlinearity. Three-wave mixing and cascading in periodically-poled lithium nio-
bate waveguides dominates signal processing in second order materials. In the case
of third-order nonlinearities, four wave mixing is the dominant physical process but
here the range of materials that have been employed is wider and ranges from
glasses to both active and passive semiconductor devices. This chapter provides a
brief summary of the advantages and disadvantages of each class of materials and
device structure as well as the state-of-the-art for each case.

1.1 Introduction

Research into all-optical processing dates back to the 1980s when the so-called
“electronic bottleneck”, the limited speed of electronics, was seen as the major
barrier that would limit the information capacity of fiber-optic networks. This was
the era pre-dating the development of wavelength division multiplexing (WDM)
and, hence, research was exclusively focused on time division multiplexed (TDM)
signals on a single wavelength channel [1]. In this “first era” of optical signal
processing the main idea was to use the ultra-fast third order nonlinearity of Kerr-
like materials to create fast switches so that an interleaved signal could be de-
multiplexed efficiently to different output ports of a device. Although there was a lot
of work on self-switched devices, where routing was controlled by varying the
signal power itself, the most practical implementation involved switching the state
of the device using separate control pulses.
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A canonical optical switch consisted of a nonlinear Michelson interferometer in
which a third order nonlinear element existed in only one of the arms. At the input
port the beam was split in two and one half propagated through the linear arm and
the other through the nonlinear arm to the output. At the output the signals inter-
fered at a second beam splitter and the power was divided between the two output
ports depending on the relative phase of the beams. At low power if the phase shift
in the two arms was identical, the two beams interfered constructively to create an
output at the “through” port. However, if the power was increased (or a control
pulse was present) such that the nonlinear phase change that occurred in the non-
linear arm was Δϕnl = kon2IL = π (L is the length of the nonlinear element; n2 its
nonlinear refractive index, I the light intensity and ko the free space wavenumber),
the power would be switched to the “cross” port. This type of nonlinear optical
switch, therefore, relied on a nonlinear phase shift caused by the real part of the
third order nonlinearity.

Of course, in this description, losses are ignored and no account is taken of the
time dependence of the pulse that can lead to partial switching and pulse distortion.
This can only be eliminated for the special case where the propagating pulses are
temporal solitons [2] or when the control pulse is flat-topped and long compared
with the signal pulse. Losses are, however, invariably present and can have a
number of important consequences. Firstly, linear (and nonlinear) losses lead to
power dissipation and this causes heating of the device. Via the thermo-optic effect
this creates a slow phase change that can imbalance the interferometer. Thermal
effects can be particularly serious in high average power applications, such as
processing of telecommunications signals, or when micro-resonators with very
small thermal mass are used as a switch [3]. Secondly, losses linear or nonlinear,
reduce the effective path length in the nonlinear medium and this can limit the
available nonlinear phase change because the power decays in the propagation
direction. Finally, in a case of a simple Michelson interferometer, loss can imbal-
ance the arms reducing the contrast of the switch. These matters were considered
extensively in the early 1990s and a number of figures of merit were proposed to
compare different switching devices and materials [1]. Whilst there is now little
research into these true optical switches, except in the case of photonic crystal
cavities, these remain relevant today.

One of the most widely quoted figures of merit (FOM) is associated with two-
photon absorption [4]. The nonlinear refractive index, n2, and the two-photon
absorption (2PA) coefficient, β2PA, reflect the real and imaginary components of the
third order susceptibility. They are related via the Kramers-Kronig relation just as is
the case of the linear refractive index and the linear absorption coefficient. As a
consequence, two-photon absorption can be present in any third order nonlinear
material operated at photon energies close to half the bandgap. Figures of merit
(FOM) define the nonlinear phase change that can be achieved over an absorption
length. For two-photon absorption, the nonlinear phase change and the nonlinear
absorption coefficient are both linearly dependent on intensity and hence the
resulting FOM2PA depends only on material parameters and is written
FOM2PA = n2/(β2PAλ). For efficient all-optical processing we ideally require
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FOM2PA ≫ 1. A similar FOM can be written for linear absorption as reads
FOM1PA = n2Imax/(λα) [1] where Imax is the maximum intensity that the material can
sustain (e.g. limited by optical damage, or by the maximum power available for the
device) and α is the linear absorption coefficient. Taking this further, in materials
where three photon absorption may exist (3PA) we obtain FOM3PA = n2/(β3PAIλ)
where I is the beam intensity. Clearly in the case of 3PA the FOM3PA is no longer a
constant but gets smaller with as the intensity is increased.

There have been a number of attempts to predict the dispersion of the real and
imaginary components of the third order nonlinearity. One of the more useful
results was published by Sheik-Bahae et al. [5–7], and was based on a simple two-
band model for direct-gap semiconductors. Their analysis resulted in expressions
for the dependence of n2 and β2PA on the ratio of the photon to bandgap energies,

and had the form n2 ¼ A= n20E
4
g

� �
�G2 �h-=Eg

� �
and b2PA ¼ B= n2oE

3
g

� �
�F2 �h-=Eg
� �

where A and B are constants; no is the linear refractive index; and Eg the bandgap
energy. The functions �F2 and �G2 are reproduced in Fig. 1.1a. These expressions
have been shown to provide a reasonable fit to experimental measurements for a
wide range of materials [5, 6]. For the case of indirect-gap semiconductors the
situation is somewhat more complex but was analyzed by Dinu [8] whose results
are shown in Fig. 1.1b. In both these cases the dispersion of the nonlinear coeffi-
cients contain similar features. Firstly, as the frequency increases, the third order
nonlinearity becomes resonantly enhanced above its value at DC frequency as the
two-photon resonance close to half the band gap of the material is approached.
Once this resonance is passed, two photon absorption (�F2, β(ω)) grows and
maintains a high value all the way up to the band edge of the material. The
influence of the single photon resonance has a marked effect on the real part of the
nonlinearity and, in general, results in a reversal in the sign of the nonlinearity from
positive to negative. In the case of the direct gap semiconductors this is predicted to
occur at ≈0.7Eg whilst for indirect materials it is located within the bandgap of the
material at around 1.25Eg. In both these models β2PA = 0 when hω < Eg/2, thus in

Fig. 1.1 a Dispersion functions for the nonlinear refraction (�G2) and two photon absorption (�F2)
for direct gap materials (from [7]). b Similar relationships for n2(ω) (=n2) and β(ω) (=β2PA) for
indirect gap materials (from [8])
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this regime the FOM2PA becomes very large. Whilst this is true, one must remember
that the nonlinear polarization of the material contains higher order terms. For
example, the imaginary part of χ(5) gives rise to 3PA and this is not necessarily
small as, for example, has been demonstrated recently for silicon [9]. Thus, beyond
half its band-gap silicon has the intensity dependent FOM3PA mentioned above. In
fact as the frequency is progressively reduced we expect that higher and higher
orders of nonlinear absorption can appear. For the case of the direct gap materials,
the dispersion of the high order multi-photon absorption was predicted by Wherrett
[10] and consists of a series of similar curves to that shown for 2PA in Fig. 1.1a, but
displaced progressively lower frequencies with a cut-off frequencies corresponding
to hω < Eg/3, <Eg/4. etc. To our knowledge no similar analysis exists for indirect
gap materials. Of course it is generally assumed that such higher order absorption
can be neglected but this may not always be the case as has been illustrated by
recent results in silicon, which shows that strong nonlinear absorption can exist at
wavelengths well into the mid infrared [9].

So far we have concentrated on the ultrafast Kerr nonlinearity, but intensity-
dependent changes in the phase of the light can also be due to other mechanisms.
Apart from the thermal effects, mentioned above, the most common of these is due
to the creation of free carriers that lead to a change of index as described by the
Drude model. Free carrier effects in semiconductors can be strong and have proved
very useful for all-optical switching. However, in passive materials such as silicon,
free carriers created by single or multi-photon absorption lead to strong free carrier
absorption (FCA) and this is generally detrimental. However, in active devices
based on III–V semiconductors, the losses can be compensated using laser action
and, hence, the semiconductor optical amplifier (SOA) has proved to be a very
effective structure for nonlinear optics. As outlined in more detail below, SOAs
main limitation arises because of the finite lifetime of the free carriers which leads
to a speed limitation.

Finally in the late 1990s, the so-called “cascaded” second order nonlinearity was
(re-)discovered and showed that a nonlinear phase shift could be generated using
second order nonlinear materials [11]. Implemented in PPLN this has led to very
efficient all-optical processors that are effective even at the single photon level.
Their general characteristics are described below.

In what follows we summarize the properties of materials and devices using
Kerr, cascaded and free carrier nonlinearities outlining the material and device
properties and some of their capabilities and limitations for all-optical signal
processing.

1.2 All-Optical Processing Using χ(2) Nonlinearities

In the late 1990s it was realized that an intensity-dependent phase shift that was
used for all-optical switching could also be obtained by cascading two second-order
(χ(2)) frequency conversion processes, creating an effective third order nonlinearity
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without nonlinear loss [11]. In this early work, cascading involved imperfectly
phase matched second harmonic generation and degenerate parametric down con-
version operating simultaneously. Because of the phase mismatch, power flowed
from the low frequency pump to its second harmonic and back again. In this
process the down-converted signal originating from the second harmonic accu-
mulated a small phase shift (positive or negative depending on the sign of the phase
mismatch) relative to the unconverted pump so when these combined coherently,
the phase of the pump was slightly modified. If the coherence length of the SHG/
DFG processes was small compared with the device length (the case of large phase
mismatch) the phase shift increased linearly with device length, and also linearly
with pump intensity mimicking the behavior of a χ(3) nonlinear material. Various
schemes for all-optical switching using cascading were reported [12].

The advent of WDM significantly changed the emphasis of the research into all-
optical signal processing away from switching devices. For example, the challenge
in a WDM network was not, at least until recently, to de-multiplex signals at speeds
beyond the limits of electronics, but to transfer data from one to another wavelength
or to multi-cast data on many channels simultaneously. Conventionally such pro-
cesses used direct detection and electronic modulation of a wavelength shifted laser
or multiple lasers but this can become power-hungry and complex as channel counts
rise. An alternative and potentially better solution is to use nonlinear optics to
directly convert light at one wavelength to another using nonlinear mixing processes.
Thus, optical signal processing using χ(3) nonlinear optics became mostly based on
four-wave mixing (4WM) whilst in the case of χ(2) devices three-wave mixing
(3WM) was employed. Many of the wave mixing devices are agnostic to the data
format and can readily preserve the amplitude and phase of the incoming signal.

4WM and 3WM are shown schematically in Fig. 1.2. In the case of 4WM two
pump photons at frequency ωp mix with a signal photon at ωs to create an idler
photon at frequency ωi for which energy conservation requires 2ωp = ωs + ωi. In
this case ωp = ωs,i ± Δω where Δω ≪ ωs,i which means that all three frequencies lie
in the telecommunications band where there are readily available sources. Since
two photons at the pump are destroyed and new photons created at ωs, ωi, the signal
and idlers experience gain.

Fig. 1.2 a Schematic of 4WM in which two pump photons (ωp) mix with a signal photon (ωs) to
create an idler (ωi) such that 2ωp = ωs + ωi; b schematic of 3WM in which difference frequency
mixing between a single high frequency pump photon (ωp) and a signal (ωs) creates an idler (ωi)
symmetrically positioned around ωp/2 such that ωp = ωs + ωi; c cascaded 3WM where second
harmonic generation converts a pump at ωp to 2ωp which then undergoes 3WM with the signal to
create an idler

1 Materials and Structures for Nonlinear Photonics 5



The case of 3WM is quite similar, however, here a single pump photon decays
into signal and idler photons so that the energy conservation condition now reads
ωp = ωs + ωi. Again ωp = ωs,i ± Δω but now Δω ≈ ωs,i and hence a high frequency
pump is required that lies well outside the telecommunication band where sources
are generally less compatible with telecommunications technology. This difference
between the pump and signal/idler frequencies in 3WM would be a large disad-
vantage were it not possible to eliminate it using cascading. To achieve this a strong
pump at frequency ωp ≈ ωs,i in the telecommunications band is frequency doubled
in the χ(2) material to create a new second harmonic pump at 2ωp. Difference
frequency generation then allows this second harmonic pump to mix with the signal
to create a new idler spaced symmetrically around the original low frequency
pump. For this case the pump, signal and idler all exist in the telecommunications
band although it must be remembered that the process inevitably generates a new
high frequency pump at 2ωp which needs to optimally couple with the signal and
idler waves to achieve high overall conversion efficiency. Just like in the 4WM
process, two pump photons are thus destroyed and their energy transferred to the
signal and idler exactly mimicking 4WM in a χ3 material.

To achieve low operating powers, compatible with telecommunications systems,
3WM must take place in a non-centrosymmetric crystalline waveguide exhibiting
very strong χ(2) nonlinearity with perfect phase matching. The most common
material of choice has been periodically-poled lithium niobate (PPLN) for which
there are several well-established routes for waveguide fabrication. In addition, the
technology for electric field poling of lithium niobate is well developed and
complex grating patterns can be engineered, for example, to increase the bandwidth
for phase matching. Of the approaches to waveguide fabrication that have been
developed, the most widely used is the so-called reverse proton exchange process
(RPE) [13, 14]. This involves, firstly, the preparation of a substrate using electric
field poling to periodically invert the ferroelectric domains. This is then followed by
proton exchange and annealing steps that define the waveguide channel creating as
annealed proton exchange (APE) waveguides [15, 16]. The losses, nonlinearity and
field overlap between second harmonic pump and signal and idler fields are not
optimum in APE structures and so a second exchange process with a lithium-rich
melt is used to replace proton by lithium near the channel surface thus creating a
RPE waveguide. These waveguides have lower losses because the interacting fields
are pushed further from the top surface, and better overlap between the interacting
modes which also enhances the nonlinearity. RPE waveguides typically have losses
are 0.1–0.2 dB/cm and modes well-matched to standard SMF-28 optical fiber which
reduces coupling loss [17]. Whilst RPE waveguides have been used in many
demonstrations of all-optical signal processing, they do suffer from some issues
with photorefractive damage. This can be alleviated by operation at elevated
temperatures or by using alternative materials and fabrication methods such as Ti
in-diffusion. A fuller description of the various fabrication approaches can be found
in the references [17].
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An important parameter for any χ(2) waveguide is its normalized efficiency ηcor.
For the cascaded process the output power at the idler can be written in the non-
depleted pump approximation as Pout = (ηcorL

2Pp/2)
2Ps where Pp and Ps are the

pump and signal powers respectively. Typically ηcor ≈ 1 W−1 cm2 and this implies
that if the losses are negligible, 100 % conversion can be obtained for a pump
power of only 80 mW in a 5 cm long device at low signal levels. In fact one of the
remarkable features of the devices based on cascaded nonlinearities is their high
dynamic range and ability to up-convert single signal photons to access high
detector sensitivity [18].

The second important parameter is the phase matching bandwidth for the
interaction. For DFG the conversion scales with sinc2(ΔkL/2), where is the device
length and Δk = kp − ks − ki − Kg is the phase mismatch with kp,s,i are the k-vectors
of the pump, signal and idler at frequencies ωp, ωs and ωi, respectively, and
Kg = 2π/Γg with Γg being the grating period. Similarly for the SHG process
Δk = kp − 2kp/2 − Kg. In either case the output falls to half it maximum when
Δk ≈ 0.89π/L. The DFG bandwidth substantially exceeds that for SHG and is
typically 70 nm FWHM for a 50 mm long device, however, for SHG the bandwidth
is only ≈0.2 nm for a similar device length. This rather narrow pump bandwidth can
be overcome either by engineering multiple gratings into the crystal to allow several
different pumps to be used simultaneously [19] or by using two tunable pump
beams [17].

PPLN based all-optical processors have proven be highly capable in applications
such as wavelength conversion [20]; dispersion compensation via phase conjuga-
tion [21]; digital signal processing including header recognition, time-slot inter-
change [22], etc. For an extensive review of their capabilities the reader is referred
to recent reviews by Langrock et al. [17] and Willner et al. [23]. In terms of
limitation there are three of consequence. The first arises from group velocity
dispersion (GVD) because of the need to convert the pump in the telecom band near
1550 nm to its harmonic around 775 nm. This large frequency difference results in
GVD of ≈0.3 ps/mm which means that 50 mm long devices are restricted to operate
with pulses >15 ps in duration. Whilst techniques have been proposed to circum-
vent this issue, such as the introduction of delays lines to retime the fundamental
and second harmonic waves [24], the large GVD makes it more difficult to process
signals at very high rates. Nevertheless optical processing at 640 Gbit/s has been
reported [25]. A second limitation arises from the single polarization nature of the
interaction, and generally requires the use of polarization diversity techniques.
Finally, in a photonic world increasingly dominated by silicon waveguide devices,
PPLN remains a material that is difficult to integrate to create highly functional
circuits and because of the interactions are phase matched require temperature
stabilization. Countering these are the ability of PPLN devices to operate with low
noise; minimal cross talk, high bandwidth and high efficiency and no chirp making
them a powerful platform for all-optical signal processing.

1 Materials and Structures for Nonlinear Photonics 7



1.3 All-Optical Processing Using χ(3) Nonlinearities

3WM can achieve efficient all-optical processing but the use of the χ(2) nonlinearity
requiring a non-centro-symmetric material limits its applicability to only a few
materials and these are generally incompatible with current CMOS processing
technology. As a result 4WM using the χ(3) nonlinearity that exists in all materials
has started to dominate all-optical processing. In this case, the pump signal and idler
all lie in the telecommunication band, group velocity dispersion can be small, and
phase matching can be achieved by engineering the structure of the waveguide so
that the dispersion is anomalous. A large number of materials can be used for FWM
and combined with the simply device geometry and, in many cases, compatibility
with CMOS processing, allow all-optical devices to be integrated at low cost. In this
section we describe some of the materials dependent factors that influence the
efficiency and bandwidth for FWM.

For waveguides that utilize the χ(3) nonlinearity, the nonlinear phase change is
generally written in the form Δϕnl = γPL, where P is the laser power; L is the
propagation length; and γ is the waveguide nonlinear parameter γ = kon2/Aeff, with
ko = 2π/λ is the free space wavenumber; and Aeff is the effective area of the
waveguide mode. In a lossless waveguide, the 4WM conversion efficiency from
signal to idler in the non-depleted pump approximation, can be written
η4WM = (Δϕnl)

2 = (γPL)2, and is directly determined by nonlinear phase change. It is
worth noting here that compared with switching devices where Δϕnl needs to be
large (>π), FWM can be quite efficient for small values of Δϕnl ≈ 0.3. The nonlinear
parameter γ is important for any χ(3) waveguide because a high γ value minimizes
P and L, and small, low power devices are essential in most applications. In practice
P is often limited by energy constraints in the system, and L has a maximum value
determined by the loss of the waveguide. In a lossy waveguide, L is replaced by an
effective length written Leff = (1 − exp(−αL))/α where α is the linear loss coefficient.
Because of these constraints, as high a value of γ as possible is always preferable
and this motivates the use of materials with high n2 and waveguides with small Aeff.

Thephasematching condition for 4WMisgenerallywritten−4γP<Δk≈β2Δω
2<0,

where Δk = 2kp− ks− ki is the phasemismatch with kp,s,i are the k-vectors of the pump,
signal and idler at frequencies ωp,s,i respectively, Δω = |ωp − ωs,i| is the frequency
difference between pump and signal (or idler), and β2 is the second order dispersion of
waveguide. The dispersion of waveguide β(ω) = k(ω) = 2πneff/λ can be expanded as a
Taylor series as β(ω0 + Δω) = β0 + β1Δω + β2Δω

2/2 + β3Δω
3/6 +…, where βm = dmβ/

dωm
(m=1, 2,…) at ω0; neff is the waveguide effective index. The first order of the

dispersionβ1=1/vg=ng/c0where vg is the groupvelocity,ng is thegroup index and c0 is
the light speed in free space. The second orders of the dispersion β2 = dβ1/dω = −λ2D/
2πc0, whereD is the group velocity dispersion (GVD) of waveguide. β1 and β2 are the
most critical parameters for all-optical processing because the pulse envelope prop-
agates at vg and pulse broadening is relating to GVD.

In order to achieve phase matching for FWM, the waveguide dispersion must be
anomalous, that is β2 < 0 and when this is achieved, power in the signal and idler
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waves grows exponentially at the expense of the pump. However, most materials
exhibit normal dispersion, β2 > 0, at telecommunication frequencies and it is,
therefore, necessary to engineer the waveguide structure to produce sufficient
anomalous waveguide dispersion so that the normal material dispersion is com-
pensated. This means that for any particular material, only specific waveguide
designs can be used and these determine the minimum mode area, Aeff, and hence
the γ of the waveguide. Figure 1.3 is an example of such dispersion engineering for
a 630 nm wide chalcogenide nanowire and shows the effect of changing the
waveguide height on the TM mode dispersion [26]. In this example, the waveguide
has to be >450 nm thick in order to achieve anomalous dispersion at 1550 nm. In
other materials, like crystalline silicon, anomalous dispersion occurs in smaller
structures potentially leading to higher γ. Thus material dispersion becomes the
dominant parameter that ultimately determines the achievable value of γ at a par-
ticular wavelength.

In the phase matching relation, Δω represents the bandwidth of 4WM and it is
determined by β2 and γP. β2 close to zero and a large γP will support 4WM over a
very wide bandwidth. This is important for many devices required for telecom-
munications and allows 4WM to span the whole S- C- and L-bands. As a result, the
‘zero-dispersion’ is a target for dispersion engineering as well as a large γ value.

The phase-matching condition of 4WM, in fact, demonstrates the relation
between the nonlinear phase change and the dispersive phase change. However, this
conventional phase matching relation ignores the influence of other nonlinearities,
notably Raman scattering. In fact Raman scattering can cause an additional phase
change that originates from the real part of the Fourier transform of the Raman
response function Re[hR(ω)] [27, 29]. Thus, in materials where the bandwidth for
FWM extends as far as the Raman bands, the phase matching relation must be
modified to include this additional phase term and thus reads −4γP−4γPfR(Re[hR(ω)
−1]) < Δk ≈ β2Δω

2 < 0, where fR is the fractional Raman factor which normally
range from 0.1 to 0.2 depending on material. When the Re[hR(ω)] ≈ 1, the

Fig. 1.3 The group velocity
dispersion (GVD) of
Ge11.5As24Se64.5 nanowire as
a function of film thickness
and wavelength. The
waveguide width is fixed at
630 nm [26]
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inequality becomes −4γP < Δk ≈ β2Δω
2 < 0, and Raman scattering does not

contribute to the phase change. When Re[hR(ω)] > 1, it causes a positive phase
change which broadens the phase-matching condition increases and the gain for
4WM. On the other hand, if Re[hR(ω)] < 1, then the Raman phase change is
negative, the phase-matching condition narrows and the 4WM gain is reduced.

Figure 1.4a, b shows the imaginary and real parts of hR(ω) for SiO2, As2S3 and
Ge11.5As24Se64.5 glasses [27]. Typically Re[hR(ω)] remains ≈1 for small detuning,
and then exhibits a resonant behavior to increase up several times right after the
Raman peak of Im[hR(ω)] before dropping sharply. At large detuning, Re
[hR(ω)] → 0, but never returns to its original value of unity. As a result, the
bandwidth of 4WM is restricted by the spectrum of Raman scattering even if β2 is
near zero and γ is large. Figure 1.4c shows the effect of Re[hR(ω)] on 4WM for a
Ge11.5As24Se64.5 chalcogenide nanowire [28]. When the Re[hR(ω)] recovers to zero
at large detuning, the gain is less than 70 % of that Re[hR(ω)] ≈ 1. The maximum
bandwidth for high gain 4WM can be predicted using the Raman detuning fre-
quency for the material, and is 130 nm for Ge11.5As24Se64.5; 180 nm for As2S3;
190 nm for SiO2; 220 nm for amorphous Si; and over 250 nm for crystalline Si
assuming a pump at 1550 nm.

1.3.1 Properties of χ(3) Materials and Devices

Very many materials and device structures have been considered for χ(3) nonlinear
optics although only a few of these have actually been used in demonstrations of
optical signal processing. One of the most successful has been silica-based highly
nonlinear optical fiber (HLNF) that has been used for parametric signal processing
for more than two decades [30]. Despite its inherent compatibility with fiber optic
systems, the small material nonlinearity implies large device lengths and additionally
the fiber geometry makes integration of multiple structures for signal processing
impractical. Several alternative media with much larger material nonlinearity have

Fig. 1.4 a The imaginary part of Fourier transform of the Raman response function of
Ge11.5As24Se64.5, As2S3 and SiO2 [27]. b The real part of Fourier transform of the Raman response
function of Ge11.5As24Se64.5, As2S3 and SiO2 [27]. c The experimental result of Raman modulated
4WM in a Ge11.5As24Se64.5 chalcogenide nanowire [28]
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emerged including bismuth oxide glass; crystalline and amorphous silicon; silicon
nitride; AlGaAs; chalcogenide glasses; and high-index doped silica-based glasses. In
this section we summarize the characteristics of a few of these materials and discuss
device properties relevant to a few on-chip platforms that use the nonlinear Kerr
effect and 4WM based all-optical processing. Because of the large amount of work
based on the following materials we focus on crystalline silicon (c–Si); hydroge-
nated amorphous silicon (a–Si:H); and silicon nitride that are all compatible to
complementary metal oxide semiconductor (CMOS) processes and the somewhat
less CMOS-compatible chalcogenide glasses.

1.3.1.1 Crystalline Silicon

In the past decade a new application for silicon has emerged as a material for
photonics. The main driver for this has been the interconnect bottleneck now facing
electronic processors. The major advantage of silicon photonic devices is they can
leverage the precision of advanced CMOS processing technology. However, in
order to create a small-scale communication network, various functional photonic
components must be integrated onto the silicon platform. This has resulted in some
remarkable developments including germanium light emitters [31] and germanium
photo-detector [32] integrated onto silicon chips as well as high-speed optical
modulators [33]. There has also been substantial interest in all-optical signal pro-
cessing utilizing the χ(3) nonlinearity of Si.

Si is transparent from 1100 to 7000 nm and linear absorption can, therefore, be
low across the whole optical communications bands between 1260 and 1675 nm,
but two-photon absorption is large. This results in a relatively low FOM2PA of*0.4
at 1550 nm corresponding to a Kerr nonlinear coefficient n2 = 4.4 × 10−14 cm2/W
and β2PA = 8.4 × 10−10 cm/W [34]. This means that Si is, perhaps, not the best
material for nonlinear photonics but since it can be used to produce complex
circuits at low-cost in high-volume there has been a large incentive to explore its
use in all-optical signal processing. Si also has excellent thermal conductivity and
high damage resistance and because of its high refractive index can confine light
into a very small mode and this can lead to exceptionally large values of γ. In
addition, waveguide designs that lead to near optimal confinement also correspond
to those which achieve anomalous dispersion.

The silicon-on-insulator (SOI) platform has become the foundation of silicon
photonics and comprises of 220 nm thick top silicon layer sitting on thermally
oxidized (1–2 μm SiO2 layer) silicon substrate. Figure 1.1a shows a schematic of a
typical silicon photonic nanowire, and the optical field distribution in the funda-
mental TE mode. The large refractive index contrast between Si (n = 3.45) and SiO2

(n = 1.45) or air (n = 1) leads to a strong light confinement which makes it possible
to scale down the size of the waveguides mode to approximately 0.1 μm2. Com-
bining high n2 and small Aeff yields an extremely large nonlinear parameter γ of
300 W−1 m−1 [35]. On the other hand this rectangular geometry makes much lower
effective index in TM so that the mode area is a few times larger than that of TE.
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Silicon photonic wire waveguides are typically fabricated by plasma etching
with electron-beam or deep-ultraviolet (DUV) lithography used to define the sub-
micron pattern. Nowadays, propagation losses of 1–2 dB/cm [36] are routinely
achieved mostly limited by light scattering from the sidewalls but this is low
enough since the devices are short (a few cm or less). A more difficult issue has
been light coupling into the photonic wire due to a large mode mismatch between
nanoscale silicon waveguides and fibers. Two coupling schemes are commonly
employed to overcome this issue are to use surface grating couplers [36] and Si
inverse tapers [37] for which the coupling efficiency reaches around 40–70 %.

In spite of its many advantages over other media, silicon-based all-optical signal
processing inevitably suffers from nonlinear loss and patterning effects resulting
from large TPA and free carrier absorption (FCA). The lifetime of free carriers
generated by two-photon absorption is in the range of several hundred ps to several
hundred ns [38] and slow carrier dynamics can limit the speed of signal processing.
Several approaches have been proposed to mitigate the issue as shown in Fig. 1.5b–
d. The main idea is that direct light-silicon interaction can be avoided by engi-
neering the Si waveguide structure. The first is to employ a thin strip waveguide and
cover it with a material possessing both a large nonlinear Kerr coefficient (n2) and a
small nonlinear loss (β2PA) [39]. In this case the structure makes TM mode extend
far into the cladding material so that most of the nonlinear effect can be due to the
upper cladding. Figure 1.5c shows a so-called “slotted waveguide” where trenches
several tens to hundreds nanometer wide are formed along the middle of Si
waveguide, and this slot is filled with another nonlinear medium. With an appro-
priate design the light intensity in the slot is enhanced a few times relative to the
unstructured waveguide [39]. Photonic crystal waveguides have also been dem-
onstrated to further increase nonlinearity by slowing-down the light speed [40].
This slow-light effect can boost the light-matter interaction proportional to the
group index squared (c/νg)

2.

Fig. 1.5 Silicon waveguidesilicon waveguide structures and their respective electric field
distributions. a Strip waveguide using silicon nonlinearity in core. b Strip waveguide using cover
nonlinearities. c Slot waveguide using nonlinearities in the slot. d Slot slow-light waveguide [35]
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To conclude, it is worthwhile noting that in spite of the limitations of silicon, two
recent reports clearly show that these can be overcome with careful attention to
device design. Forster et al. [41] achieved peak conversion efficiencies >10 % and
conversion bandwidths >150 nm in carefully dispersion-engineered Si nanowire
waveguides. For this they used rather fat and thick Si core (300 nm tall and 500 nm
wide) and operated with the TM mode. The work of Denmark Technical University
group is also remarkable in that ultra-high bit rate signals were processed in a
nominal Si nanowire without incurring TPA and associated FCA problems [42].
They demonstrated the wavelength conversion of 640 Gbit/s signal by low-power
4WM in a 3.6 mm long silicon waveguide with a switching energy of *110 fJ/bit,
which is low enough to reduce nonlinear absorption.

1.3.1.2 Hydrogenated Amorphous Silicon (a–Si:H)

Over the years a–Si:H has been extensively deployed in applications from photo-
voltaics to flat-panel displays but its applications in lightwave technology is just
evolving. As a nonlinear medium for all-optical signal processing, amorphous
silicon outperforms crystalline silicon in some respects. First of all, this material
retains CMOS-compatibility so that low-cost mass manufacturing is available.
Another attractive feature of a–Si:H comes from the fact that it can be deposited at
low temperature (below 400 °C) on almost any substrate including glass, metal and
even plastic, whilst crystalline silicon (SOI) does not offer this flexibility. More-
over, the low temperature deposition allows back-end integration of a–Si:H pho-
tonic components on pre-processed CMOS electronic chips without any damage to
the underlying metal routing wires [43]. In addition it also proves to be a highly
promising nonlinear material for power efficient photonic devices due to its ultra-
high optical nonlinearity and low nonlinear loss relative to crystalline Si.

Plasma-enhanced chemical vapour deposition (PECVD) is a well-established
technique for depositing high quality amorphous silicon-hydrogen alloy (*10 at.%
H) at low temperature. Silane (SiH4) is the dominant precursor gas, mixed with
hydrogen, helium, or argon as a diluent. If amorphous silicon is deposited by
sputtering it has mid-bandgap absorption in the near infrared due to dangling bonds.
These Si dangling bonds, however, can be saturated by incorporating hydrogen
during PECVD, resulting in the low optical attenuation below 1 dB/cm [44]. The
fabrication of a–Si:H photonic nanowaveguides is identical to that of SOI; i.e.
optical or electron-beam lithography followed by plasma etching and SiO2 PECVD
for cladding. a–Si:H nanowires have similar or slightly smaller dimension com-
pared with crystalline Si because of its higher index. The linear propagation losses
achieved in a–Si:H waveguides lies in the same range as c–Si; that is a few dB/cm,
and even *1 dB/cm has been achieved by adopting a delicate thickness control
technique [45].

The nonlinear characteristics of the material are favourable with a Kerr non-
linearity (n2) reported to be several or up to 10 times [46] higher than that of c–Si. It
is debatable as to whether TPA in a–Si:H is a still the dominant nonlinear loss
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mechanism in the telecommunication band, since TPA should vanish since the
photon energy is less than the half the bandgap (Eg/2 * 0.85 eV) of the medium.
Nevertheless, it is generally considered to have similar level of nonlinear absorption
to c–Si. Because of the high nonlinearity, γ can reach 3000 W−1 m−1 in a 500 nm
wide, 200 nm high nanowire [47]. Utilizing this extremely high nonlinear parameter
in a–Si:H, Wang et al. [47] demonstrated wavelength conversion through nonlinear
parametric processes with maximum conversion efficiency of −13 dB using mere
15 mW of pump peak power. In addition on-chip parametric amplification with
26.5 dB gain was attained in a–Si:H photonic wire at telecommunication wave-
lengths [48].

A key concern of hydrogenated amorphous silicon devices has been its lack of
stability. Kuyken et al. [49] observed a decrease of parametric amplification with
the time of exposure to pump light. They asserted that this results from material
degradation and has the same origin to the Staebler-Wronski effect [49], which is
well known to the a–Si solar cell community. Most recent results, however, dem-
onstrated that deterioration in amorphous silicon may not be an issue. The large
scatter in n2, β2PA (or β3PA), FOM2PA, γ, and free carrier lifetime in the literature is
another nagging problem. For instance, the measured β2PA spans from 41 × 10−10 to
2.5 × 10−10 cm/W. The origin of this large variation remains an open question, but
it is a general thought to be due to differences in the film deposition process. Even
so, a–Si:H is quite a promising platform for ultra-compact all-optical signal pro-
cessing chips operating at low power.

Silicon nitride (SiN): This is another CMOS-compatible material that has
recently emerged as a candidate for nonlinear photonics. Since SiN can be
deposited from gas precursors in a standard silicon processing environment, it
benefits from flexibility in deposition parameters which produce different film
characteristics. Despite n2 of SiN (n2 = 2.5 × 10−15 cm2/W at 1.55 μm) being more
than an order of magnitude lower than c–Si, the most significant advantage of SiN
over crystalline and amorphous Si comes from the absence of 2PA or multi-photon
absorptions and associated FCA due to its wide bandgap (Eg * 5 eV) [50].

Low-pressure chemical vapour deposition (LPCVD) at high temperature
(*800 °C) is the preferred method to grow low loss SiN layer and leads to minimal
hydrogen contamination in the film. Using this method, propagation losses of
0.5 dB/cm loss was obtained in a SiN waveguide with 1 µm2 cross section [51]. In
order to facilitate back-end integration with pre-existing electronic circuits, how-
ever, PECVD below 400 °C was also demonstrated to produce SiN waveguides
with only *1 dB/cm propagation losses. Here, the absorption in the near IR was
controlled by reducing the number of hydrogen bonds (Si–H and N–H) in the
grown SiN by employing techniques such as adding helium into the plasma [52]
and replacing NH3 with a N2 precursor [53].

The group at Cornell University [51] demonstrated on-chip multiple wavelength
source exploiting 4FM optical parametric oscillation in a SiN micro-ring (Fig. 1.6).
They used a single pump laser tuned to the resonance of the ring, then*1000 times
higher light power circulating in the ring which leads to cascaded 4WM, and
allowing narrow multi-wavelength lines.
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Diaz et al. [54] reported a systematic comparison of eight nonlinear media for
parametric all-optical signal processing using degenerate 4WM wavelength con-
version. Figure 1.7 represents the minimum pump power required to attain a given
conversion efficiency (CE). Here CE is the ratio of the idler power at the waveguide
output to the signal power at its input. Crystalline and amorphous silicon can
operate at low pump power because of their very high γ, but their CE is limited to
around 10 % due to TPA and FCA. Whilst the performance of SiN is inferior to

Fig. 1.6 On-chip optical parametric oscillator in SiN waveguide. a A single pump laser tuned to
the resonance of an integrated SiN microring allows the generation of numerous narrow linewidth
sources at precisely defined wavelengths. b A scanning electron micrograph of a SiN microring
resonator coupled to a bus waveguide [51]

Fig. 1.7 Minimum pump
power required to achieve a
given CE for the different
materials [54]
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c–Si and a–Si because of its smaller nonlinear parameter, it can handle much higher
pump power without suffering nonlinear losses. An additional difficulty, however,
is that the large mode area needed for dispersion engineering which is around 1 μm2

results in the footprint of SiN being two orders higher than the equivalent devices
made in c–Si and a–Si:H and this makes it difficult to achieve compact devices.

Chalcogenide glass: Chalcogenide glasses have attracted a lot of interest for all-
optical signal processing. These are amorphous, highly nonlinear materials con-
taining the chalcogen elements S, Se and Te covalently bonded with glass forming
materials such as Ge, As, P, Sb or Si. Chalcogenide glasses provide low optical loss
in the telecommunication bands (1310 and 1550 nm) and transmission out to
beyond 8 µm in the infrared. These glasses have high linear refractive indices (2.0–
3.0 at 1550 nm) which leads to small mode volumes in dispersion-engineered
nanowires and a Kerr nonlinear index similar to c–Si (≈a few hundred × silica) [55,
56]. Most importantly they generally have negligible 2PA which leads to
FOM2PA > 100 [57–59]. In most chalcogenide glasses, there are no free carrier
effects and this provides a distinct advantage compared with the semiconductors.

As2S3 is one of the most well known chalcogenide glasses with a linear index of
2.43 at 1550 nm, a nonlinear index over 120 times silica and FOM2PA over 320 and
a glass transition temperature over 170 °C. The first reports demonstrating the
efficacy of As2S3 fiber for all-optical processing were produced by Asobe [60].
More recently a large number of ultra-fast nonlinear devices have been demon-
strated using rib waveguides made from this glass including a signal regenerator
[61]; RF spectrum analyser [62, 63]; dispersion compensator using mid-span
spectral inversion [64]; TDM demultiplexers [65]; wavelength convertor [66];
parametric amplifier [29, 67]; as well as a supercontimuum source [68].

Although, As2S3 glass has, therefore, exhibited some good properties for all-
optical processing, even better chalcogenide materials would be of advantage
particularly if higher nonlinearity and an absence of photosensitivity can be
obtained [69]. High nonlinear index and low TPA has been demonstrated in Ge–
As–Se, Ge–As–S–Se and As–S–Se compositions [55, 56, 58]. Germanium rich
compositions have reported nonlinearities between 200 and 900 times that of fused
silica. It was found that the optical properties of the glasses can be improved by fine
tuning the composition in the Ge–As–Se system.

The Ge11.5As24Se64.5 glass is one of a small family of Ge–As–Se glass com-
positions that show high nonlinearity, particularly high thermal and optical stability
when exposed to near band edge light and good film forming properties. It is known
that the physical properties of ternary chalcogenides vary significantly as a function
of their chemical composition and mean coordination number (MCN = the sum of
the products of the valency times the atomic abundance of the constituent atoms)
and that MCN can be used to categorize the basic properties of the glass network. In
the case of Ge–As–Se glasses, it has been found that their linear and nonlinear
refractive indices; optical losses; elastic properties, etc., all vary strongly with
MCN. Ge11.5As24Se64.5, for which MCN = 2.47, lies in the so-called “intermediate”
phase (IP) which lies between the “floppy” and “stressed-rigid” glass networks.
Of particular significance is that films produced by thermal evaporation in this
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region have similar properties to those of bulk glasses—an unusual behaviour for
films made from ternary chalcogenides.

Compared with As2S3 glass, which has been the workhorse for all-optical
devices to date, Ge11.5As24Se64.5 has a higher linear refractive index (2.65 com-
pared with 2.43) which leads to better mode confinement and, as would be expected
from Miller’s rule, a higher nonlinear index, n2 (8.6 × 10−14 cm2/W c.f. 3 × 10−14

cm2/W for As2S3 at 1500 nm) [70]. No TPA could be detected during z-scan
measurements made on bulk Ge11.5As24Se64.5 samples, however, the FOM has been
found to be ≈60 from measurements of the power-dependence of the transmission
for Ge11.5As24Se64.5 rib waveguides, as shown in Fig. 1.8a [71]. Ge11.5As24Se64.5
nanowires with γ ≈ 135 W−1 m−1 have been reported with losses around 1.5–
2.5 dB/cm [26, 28]. 4WM and SC were demonstrated in such nanowires as well as
polarization independent properties using the structure shown in Fig. 1.8b [28].
These nanowires were also used to demonstrate correlated quantum photon pair
generation [27, 72]. High Q (>700,000) photonic crystal cavities are also made
from this material for optical switching application, as shown in Fig. 1.9 [73].

Fig. 1.9 SEM images of an end coupled Ge11.5 photonic crystal. a, b The profile from top surface.
c Cross section of holes cut by FIB and filled with Pt for imaging the side walls

Fig. 1.8 a The As2S3 rib waveguide. b The polarization independent Ge11.5As24Se64.5 nanowires
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1.4 All-Optical Processing in Semiconductor Optical
Amplifiers

Semiconductor optical amplifiers (SOAs) have a long history in all-optical pro-
cessing with their popularity stemming from the range and strength of nonlinear
effects available; from the early commercial availability of fibre pigtailed devices;
from the capacity for on chip integration of multiple functions/devices; and from the
potential for low power operation with net conversion gain. Such is the diversity of
architectures that it is beyond the scope of this summary to cover these in their
entirety and the reader is instead referred to some of the excellent recent review
articles and books on the topic for the wider view, e.g. [74–81]. Here the types of
nonlinear effects will be briefly reviewed, the limitations facing SOAs examined
along with some of the proposed remedies and the potential limits, and the best and
latest achievements briefly summarized.

1.4.1 Types and Origins of Nonlinear Effects
in Semiconductor Optical Amplifiers

As electrically pumped devices, SOAs are dominated by carrier density driven
nonlinearities. These result in effects operating on the amplitude, phase and
polarization of optical signals. The first and most obvious effect is due to the signal
power dependence of the SOA gain which saturates as a result of carrier depletion
as the input power is raised. Thus, cross gain modulation (XGM) occurs where an
intense pulse modulates a co-propagating CW beam at a different wavelength. This
process is commonly used in wavelength conversion. Gain saturation is also used in
optical limiting where the SOA output power becomes essentially independent of
the input power, thereby reducing amplitude noise on high signal levels. This is
particularly useful for non-return to zero (NRZ) modulation.

The Kramers-Kronig relation means gain or absorption changes are always
accompanied by changes in refractive index and also therefore phase change in the
propagating signals. Refractive index power dependence of course manifests as a χ3

effect. Ascribing a precise value to the nonlinearity is troublesome due to the
differing contributing parts [82], but to give some comparative indication of the
effective size of n2, values from 2 × 10−12 up to *1 × 10−9 cm2/W have been
reported, e.g. [83–85]. However the response time of the electron plasma is not as
fast as the response of bound electron states in glasses, for example, leading to
speed limitations as will be discussed shortly. Cross phase modulation (XPM)
between a strong pulsed pump and a weaker CW probe can also be exploited in
SOAs for wavelength conversion by placing the SOA inside a Mach-Zehnder or
other interferometer.

Nonlinear polarisation rotation (NPR) in SOAs has also been increasingly har-
nessed for high speed nonlinear processing. This results from a combination of the
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different gain saturation behaviours of the TE and TM modes, and also from the
intrinsic waveguide birefringence in the SOA (with both geometrical and stain
components) which can also be modulated by changes in the carrier density. Thus a
signal launched into both polarization states sees a “waveplate” with an effective
input power dependent retardation, and this can be used for all optical processing.

1.4.2 Impairments in SOA Devices

1.4.2.1 Carrier Induced Switching Speed Limitations

The strengths of SOAs for nonlinear processing stem from the strong carrier-based
nonlinearity in the devices, but this also leads to their main shortcoming. A major
driver for all-optical signal processing is speed, but the relaxation times of carrier-
based nonlinearities are long compared with those due to bound electron (Kerr)
nonlinearities in dielectrics. This is the most significant impairment for SOA based
devices and so will be explored in some detail.

The dynamics of the gain compression and its associated phase shift has been
studied by quite a number of groups, e.g. [83, 86–101] with good summaries of
the varying contributing processes and their distinct timescales being available e.g.
[75, 76, 102]. It should also be noted that the SOA gain region structure (bulk vs.
Quantum well (QW) vs. Quantum dot (QD) [103]) also strongly influences the
relative contributions of these components. The recovery time is also affected by
the input power, the polarization, the level of bias current applied to the SOA, the
dimensions and design of the active region, and the pump wavelength, e.g. [92, 94,
97–101]. This makes it hard to compare recovery times in any absolute sense, but
nonetheless some broad generalizations of structural impacts, and mitigating
approaches is in order. It is also important to note that the phase recovery has
different characteristics to the gain recovery.

Hall et al. [83], undertook one of the most comprehensive earlier studies at
1550 nm in bulk and strained multi-quantum well devices, showing that carrier
injection and carrier heating effects dominated the dynamic recovery of the gain and
phase. Under the conditions studied in their pump-probe experiment, the QW
device exhibited faster gain recovery than the bulk albeit with a small but long lived
tail, but broadly similar phase recovery to the bulk device, however at about one
third the amplitude. Responses from the devices studied are reproduced from their
paper below in Fig. 1.10.

QD SOAs exhibit a different response again with very rapid gain recovery but
rather slower and smaller phase response as shown in Fig. 1.11. The reason for the
more rapid gain recovery in QD devices is considered to be the action of the wetting
layer used to grow the dots as a charge reservoir that feeds the dots locally and
therefore quickly. The wetting layer itself can also deplete but this has to refill via
normal interband mechanisms and so displays the characteristic long time constant
(visible as a very small and long exponential recovery tail in Fig. 1.11).
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Taking the published results as a whole, the obvious question is how short can
the recovery times go? As noted earlier operating parameters influence the recovery
times as was recently graphically illustrated by Cleary et al. [75, 105]. By opti-
mizing the pump and probe wavelengths relative to the SOA gain peak, they
achieved 10–90 % gain recovery times from 3–5 ps in an MQW SOA, up to 7×
improvement over some of the unoptimized conditions. The phase response was
improved by factors up to 2×. QD SOAs have also demonstrated similar gain
recovery times [104, 106]. These results suggest bit rates of 3–500 Gbit/s should be
possible at least using XGM effects.

There are other effects that can also be harnessed in the quest for ultimate speed.
To improve pure carrier recovery these include doping to reduce the carrier lifetime
in the bulk/feeding zones, exploiting tunnelling effects in QW and QD structures

Fig. 1.10 Bulk gain left and phase underneath, MQW to the right from [83]

Fig. 1.11 Gain and phase
recovery of typical QD SOA
(from [104])
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[91], the use of pulsed or CW optical holding/reset beams [86, 107, 108], and
increasing the energy gap of QDs to the wetting layer [97] amongst others. Exactly
how far the intrinsic recovery time can be pushed is not yet clear, but modelling has
shown that speeds of 1 Tbit/s appear possible in some devices [93].

Sub-picosecond phase response times without long lived tails have also been
reported both experimentally and theoretically in MQW SOAs and have been used
in NPR based wavelength conversion experiments under carefully tailored low
current injection regimes where two photon absorption dominates [109–111].
However the major issue with this mode of operation is the large pulse energy
required for switching (*10 pJ meaning an average power at the SOA input of 5 W
for a 1 Tbit/s PRBS RZ stream!) and the observation that the output pulses were
broadened considerably (nonetheless at 500 fs these are still the shortest pulses ever
wavelength translated in an SOA).

In addition to directly attacking the carrier recovery, architectural design can also
aid in improving the overall system response time. To cite a single example from
many, in XGM based wavelength conversion the nature of the phase response can
also be exploited as it causes the long recovery tail to be red shifted on the probe
and so a blue shifted bandpass filter can remove it, e.g. [112]. This effect was used
to demonstrate XGM based wavelength conversion at 640 Gbit/s SOAs with a
carrier recovery time of *60 ps [113]. A wide variety of other architectures have
also been developed to enhance overall switching speed as are discussed elsewhere,
e.g. [74–81].

The discussion above relates to nonlinear devices utilising the gain or XPM
effects, but the Kerr effect in SOAs is large enough to enable Four Wave Mixing
(FWM) based processing. There are two distinct scenarios for FWM operation, one
where intense CW pumping is used and the pulsed input signal is relatively weak
(often for optical phase conjugation), and the other where the input pulsed signal is
strong and the CW probe used to generate the wavelength shifted idler is weak. In
the latter case all the recovery processes and timescales discussed above clearly
apply and this scenario has also been analysed by several authors for interactions
between pulses, e.g. [88, 114, 115]. In the former case, the recovery processes are
strongly suppressed due to the strong CW pump leading to the question of how fast
a signal can be accurately phase conjugated or wavelength translated by this
process?

Surprisingly there seem to be no analyses of the ultimate speeds achievable,
though Kikcuhi et al. [116] Summerfield et al. [117] and Kim et al. [118] recog-
nized that the ratio of CW pump power to signal power is critical and that a trade off
exists with conversion efficiency (due to carrier lifetime effects) and SNR for bulk
SOAs. In QD SOAs different and less stringent restrictions apply to the conversion
efficiency e.g. [88, 103] but the trade off still exists. Experimentally, Kikuchi et al.
[119] demonstrated phase conjugation of a 1.6 ps pulse train in an SOA cascade and
successful transmission through 40 km of standard single mode fibre limited only
by third-order fibre dispersion differences resulting from the wavelength translation.
Taken together this suggests that the potential for Tbit/s CW pumped FWM
wavelength translation and OPC in SOAs are good.
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1.4.2.2 Other Limitations and Impairments of SOA Nonlinear Elements

Speed aside, there are other potential limitations in using SOAs as nonlinear ele-
ments. First and foremost all the nonlinear effects in an SOA except the Kerr effect
require amplitude modulation. Phase, subcarrier, and polarization encoding are
increasingly important in today’s communication systems and amplitude modulation
is no longer implicit. Where modulation formats such as NRZDQPSK are employed,
the signal has no amplitude modulation and XGM, XPM, and NPR cannot be har-
nessed for nonlinear signal processing. FWM however is a format transparent effect
and remains highly useful for wavelength translation and phase conjugation.

Another obvious issue in using a device with gain is the linear addition of
amplified spontaneous emission noise and its effect on optical signal to noise ratio,
but also the less well studied nonlinear interactions between noise and the signal.
OSNR is well understood and can be engineered and optimized with well proven
approaches. Nonlinear noise based interactions in SOAs have been studied by
numerous groups but most recently and with the least approximation by Connelly
et al. [120] for phase encoded signals in the context of line amplifiers operating in
the saturated regime (i.e. as nonlinear elements are). However further study is
needed to clarify whether the effects of the various nonlinear noise mixing pro-
cesses in operation present a limiting factor to high speed data processing.

A further limitation often considered to limit the applicability of SOAs is
multichannel crosstalk. This relates to the imposition of the modulation of other
channels onto the channel under consideration by XGM, XPM, and NPR as a
channel ensemble passes through an SOA. In general this is an issue for devices
relying on these effects as the modulated signal is usually the pump and so it is
rather difficult to suppress the crosstalk as the nonlinear effect being exploited relies
upon it. However it can sometimes be managed enabling multichannel operation
with acceptable performance, e.g. [121].

There is however one potential exception to this which exploits the properties of
QD SOAs. QD SOAs have a range of dot sizes, each size amplifying a reasonably
narrow portion of the optical spectrum through the homogenous broadening of the
theoretically atom like DOS. Thus if the signals are sufficiently separated in
wavelength that they each address different QD cohorts, then they will not impact
on each other’s gain to first order [103] (at a more detailed level they are all fed by
the same wetting layer which may deplete based on the total instantaneous power,
this however as seen previously is a lower level effect in QD SOAs with appropriate
design and operating conditions).

Multichannel Crosstalk is also an issue in devices employing FWM. Here all the
same XGM mediated effects can apply if the powers are high enough, but in addi-
tion, there are also multiple interchannel FWM products that can fall inside the
desired signal bandwidth [117]. Whilst certain optimisations can minimise this, the
effects cannot be eliminated completely. Multichannel devices usually operate with a
strong CW pump that suppresses the gain compression based effects, and early work
demonstrated that even for purely intensity modulated data that the effects were
acceptable for four channel conversion [122]. With NRZ phase modulated data the
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gain compression effects are absent leaving only the intermixing effects, and four
channel NRZ DQPSK modulated signals were wavelength converted by FWM in a
QD SOA with <4 dB penalties from intermixing [123]. Much further work however
remains to optimise the systems architecture to attain higher channel counts.

1.4.3 Current State of the Art and Future Prospects for SOA
Nonlinear Processing

Whilst the range of applications and therefore relevant results is too broad to
summarise meaningfully here, there are a number of key achievements for SOA
based nonlinear devices related to speed, conversion range, and conversion effi-
ciency which will now be briefly discussed. Taking speed first, Table 1.1 gives an
overview of some of the fastest demonstrations using both pulses and full data
streams.

There are a number of pertinent points to consider from this summary. High bit
rates, up to 640 Gbit/s, have been achieved with error free transmission and under
special circumstances that even shorter pulses have been converted. However this
has not been achieved to date will all nonlinear effects, nor with very low detection
penalties. The detection penalties at best were 4 dB, this is not a small number
compared to the essentially penalty free results achieved in for example passive
waveguide demultiplexers using FWM at even 1.2 Tbit/s [65], although such
schemes are much less power efficient than SOAs. The origins of the penalties seem
to be connected in these two cases of 640 Gbit/s performance to the filtering
required to speed up the SOA response, particularly for the XGM based method
when used for demultiplexing.

Conversion efficiencies for the system experiments were also relatively low
though the input powers were much lower than used in passive nonlinear wave-
guide devices. In particular, [126] shows performance that appears close to usable
in a real system. However there was only a single demonstration at high speed of a
device that could be format independent using FWM [128]. This would of course
allow for higher bit rates through multilevel coding schemes, and the use of phase
only modulation would also reduce XGM effects considered to be partly respon-
sible for the detection penalty (the output OSNR of *−23 dB was though to make
up the remnant part).

With further research and perhaps utilizing some of the techniques discussed
earlier the detection penalties might be decreased in the future, conversion effi-
ciencies increased and possibly operation at 1.2 Tbit/s demonstrated as some
modelling has predicted [93].

Where speed is a lesser concern (e.g. for 40 Gbit/s RZ-OOK or 100 Gbit/s
coherent schemes), then some impressive results have been achieved in terms of
conversion efficiency, range, and regenerative performance. Table 1.2 summarizes a
few of the more recent and impressive examples.
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The work of Contestabile et al. [129, 130] has conclusively demonstrated that
ultra-broadband wavelength conversion with gain is possible in a single device with
minimal signal degradation, and that it can be format and bitrate independent at
least to symbol rates <100 GBaud/s. Additionally the phase conjugation function
can also be obtained if desired for distortion compensation. Perhaps the only
shortcoming of their experiment was that the device was not polarization insensi-
tive, but this can be addressed with dual pump schemes [131, 132] and an
appropriately optimized QD SOA, or by using a polarization diversity approach to
obtain the best performance [133].

Filion et al. [134] recently demonstrated wideband conversion with >10 %
efficiency of even high order multiplexed signals for the first time. They also
demonstrated data rates up to 320 Gbit/s with low penalties including the phase
conjugation function.

Given the de facto nature of DWDM technology, the conversion of multiple
channels in a single device is clearly also a priority. Matsuura et al. [123] dem-
onstrated that acceptable penalties can be achieved for wavelength translation/OPC
in a single SOA even with coherent transmission. The penalties resulted from intra-
channel mixing products, meaning that to process a complete DWDM comb four or
less channel banding would be required, as partly demonstrated by Andriolli et al.
[136].

Taking this body of work, it is clear that the prognosis for system deployment of
format transparent highly efficient wideband wavelength translation devices using
in SOAs is very good. All optical regeneration of coherent signals in an SOA is
becoming competitive. Unlike On-Off Keying where an electronic regenerator can
be comparatively simple, coherent versions are relatively complex and expensive.
Saturation effects in SOAs can also be used to limit amplitude noise without
introducing significant phase noise (or even reducing it in some cases) to improve
the signal Q factor or reduce the detection penalty. Porzi et al. [135] and Wu et al.
[121] demonstrated significant improvements in the signal quality of coherently
coded data this way, and in the case of Wu et al. did this with 8 channels of
polarisation and wavelength division multiplexed data. In both cases these opera-
tions were performed in a simple integratable single SOA based device.

Finally there have also been developments to enable effects based on FWM to be
mimicked in SOAs. Optical phase conjugation has recently been accomplished for
the first time based on non-parametric processes [137], and it remains to be seen
whether this enables new types of processing or superior performance to conven-
tional approaches.

References

1. G.I. Stegeman, E.M. Wright, All-optical wave-guide switching. Opt. Quant. Electron. 22,
95–122 (1990)

2. N.J. Doran, D. Wood, Nonlinear-optical loop mirror. Opt. Lett. 13, 56–58 (1988)

26 X. Gai et al.



3. L.D. Haret, T. Tanabe, E. Kuramochi, M. Notomi, Extremely low power optical bistability in
silicon demonstrated using 1D photonic crystal nanocavity. Opt. Express 17, 21108–21117
(2009)

4. V. Mizrahi, K.W. Delong, G.I. Stegeman, M.A. Saifi, M.J. Andrejco, 2-Photon absorption as
a limitation to all-optical switching. Opt. Lett. 14, 1140–1142 (1989)

5. M. Sheikbahae, D.J. Hagan, E.W. Vanstryland, Dispersion and band-gap scaling of the
electronic kerr effect in solids associated with 2-photon absorption. Phys. Rev. Lett. 65, 96–
99 (1990)

6. M. Sheik-Bahae, D.C. Hutchings, D.J. Hagan, E.W. Van Stryland, Dispersion of bound
electronic nonlinear refraction in solids. IEEE J. Quantum Electron. 27, 1296–1309 (1991)

7. M.H.M. Sheik-Bahae, Third order optical nonlinearities, in Handbook of Optics (OSA, 2000)
8. M. Dinu, Dispersion of phonon-assisted nonresonant third-order nonlinearities. IEEE

J. Quantum Electron. 39, 1498–1503 (2003)
9. X. Gai, Y. Yu, B. Kuyken, P. Ma, S.J. Madden, J. Van Campenhout, P. Verheyen, G.

Roelkens, R. Baets, B. Luther-Davies, Nonlinear absorption and refraction in crystalline
silicon in the mid-infrared. Laser Photonics Rev. 7, 1054–1064 (2013)

10. B.S. Wherrett, Scaling rules for multiphoton interband absorption in semiconductors. J. Opt.
Soc. Am. B: 1, 67–72 (1984)

11. G.I. Stegeman, D.J. Hagan, L. Torner, Chi((2)) cascading phenomena and their applications
to all-optical signal processing, mode-locking, pulse compression and solitons. Opt.
Quantum Electron. 28, 1691–1740 (1996)

12. H. Kanbara, H. Itoh, M. Asobe, K. Noguchi, H. Miyazawa, T. Yanagawa, I. Yokohama, All-
optical switching based on cascading of second-order nonlinearities in a periodically poled
titanium-diffused lithium niobate waveguide. IEEE Photonic Tech. L. 11, 328–330 (1999)

13. J.L. Jackel, J.J. Johnson, Reverse exchange method for burying proton exchanged wave-
guides. Electron. Lett. 27, 1360–1361 (1991)

14. Y.N. Korkishko, V.A. Fedorov, T.M. Morozova, F. Caccavale, F. Gonella, F. Segato,
Reverse proton exchange for buried waveguides in LiNbO3. J. Opt. Soc. Am. A: 15, 1838–
1842 (1998)

15. M.L. Bortz, M.M. Fejer, Measurement of the 2nd-order nonlinear susceptibility of proton-
exchanged Linbo3. Opt. Lett. 17, 704–706 (1992)

16. Y.N. Korkishko, V.A. Fedorov, F. Laurell, The SHG-response of different phases in proton
exchanged lithium niobate waveguides. IEEE J. Sel. Top. Quantum 6, 132–142 (2000)

17. C. Langrock, S. Kumar, J.E. McGeehan, A.E. Willner, M.M. Fejer, All-optical signal
processing using chi((2)) nonlinearities in guided-wave devices. J. Lightwave Technol. 24,
2579–2592 (2006)

18. R.V. Roussev, C. Langrock, J.R. Kurz, M.M. Fejer, Periodically poled lithium niobate
waveguide sum-frequency generator for efficient single-photon detection at communication
wavelengths. Opt. Lett. 29, 1518–1520 (2004)

19. M.H. Chou, K.R. Parameswaran, M.M. Fejer, I. Brener, Multiple-channel wavelength
conversion by use of engineered quasi-phase-matching structures in LiNbO3 waveguides.
Opt. Lett. 24, 1157–1159 (1999)

20. G.W. Lu, S. Shinada, H. Furukawa, N. Wada, T. Miyazaki, H. Ito, 160 Gb/s all-optical
phase-transparent wavelength conversion through cascaded SFG-DFG in a broadband linear-
chirped PPLN waveguide. Opt. Express 18, 6064–6070 (2010)

21. M.H. Chou, I. Brener, G. Lenz, R. Scotti, E.E. Chaban, J. Shmulovich, D. Philen, S.
Kosinski, K.R. Parameswaran, M.M. Fejer, Efficient wide-band and tunable midspan spectral
inverter using cascaded nonlinearities in LiNbO3 waveguides. IEEE Photonics Technol. Lett.
12, 82–84 (2000)

22. M.C. Cardakli, D. Gurkan, S.A. Havstad, A.E. Willner, K.R. Parameswaran, M.M. Fejer, I.
Brener, Tunable all-optical time-slot-interchange and wavelength conversion using
difference-frequency-generation and optical buffers. IEEE Photonics Technol. Lett. 14,
200–202 (2002)

1 Materials and Structures for Nonlinear Photonics 27



23. A.E. Willner, O.F. Yilmaz, J.A. Wang, X.X. Wu, A. Bogoni, L. Zhang, S.R. Nuccio,
Optically efficient nonlinear signal processing. IEEE J. Sel. Top. Quantum 17, 320–332
(2011)

24. J. Huang, J.R. Kurz, C. Langrock, A.M. Schober, M.M. Fejer, Quasi-group-velocity
matching using integrated-optic structures. Opt. Lett. 29, 2482–2484 (2004)

25. A. Bogoni, X.X. Wu, S.R. Nuccio, A.E. Willner, 640 Gb/s all-optical regenerator based on a
periodically poled lithium niobate waveguide. J. Lightwave Technol. 30, 1829–1834 (2012)

26. X. Gai, S. Madden, D.Y. Choi, D. Bulla, B. Luther-Davies, Dispersion engineered Ge(11.5)
As(24)Se(64.5) nanowires with a nonlinear parameter of 136 W(−1)m(−1) at 1550 nm. Opt.
Express 18, 18866–18874 (2010)

27. X. Gai, R.P. Wang, C. Xiong, M.J. Steel, B.J. Eggleton, B. Luther-Davies, Near-zero
anomalous dispersion Ge11.5As24Se64.5 glass nanowires for correlated photon pair
generation: design and analysis. Opt. Express 20, 776–786 (2012)

28. X. Gai, D.-Y. Choi, S. Madden, B. Luther-Davies, Polarization-independent chalcogenide
glass nanowires with anomalous dispersion for all-optical processing. Opt. Express 20,
13513–13521 (2012)

29. X. Gai, D.Y. Choi, S. Madden, B. Luther-Davies, Interplay between Raman scattering and
four-wave mixing in As(2)S(3) chalcogenide glass waveguides. J. Opt. Soc. Am. B: 28,
2777–2784 (2011)

30. M.H.T. Okuno, T. Nakanishi, M. Onishi, Highly-nonlinear optical fibers and their
applications. SEI Tech. Rev. 62, 34–40 (2006)

31. R.E. Camacho-Aguilera, Y. Cai, J.T. Bessette, L.C. Kimerling, J. Michel, High active carrier
concentration in n-type, thin film Ge using delta-doping. Opt. Mater. Express 2, 1462–1469
(2012)

32. L. Vivien, J. Osmond, J.M. Fedeli, D. Marris-Morini, P. Crozat, J.F. Damlencourt, E. Cassan,
Y. Lecunff, S. Laval, 42 GHz p.i.n Germanium photodetector integrated in a silicon-on-
insulator waveguide. Opt. Express 17, 6252–6257 (2009)

33. A.S. Liu, R. Jones, L. Liao, D. Samara-Rubio, D. Rubin, O. Cohen, R. Nicolaescu, M.
Paniccia, A high-speed silicon optical modulator based on a metal-oxide-semiconductor
capacitor. Nature 427, 615–618 (2004)

34. V.G. Ta’eed, N.J. Baker, L.B. Fu, K. Finsterbusch, M.R.E. Lamont, D.J. Moss, H.C.
Nguyen, B.J. Eggleton, D.Y. Choi, S. Madden, B. Luther-Davies, Ultrafast all-optical
chalcogenide glass photonic circuits. Opt. Express 15, 9205–9221 (2007)

35. J. Leuthold, C. Koos, W. Freude, Nonlinear silicon photonics. Nat. Photonics 4, 535–544
(2010)

36. X. Chen, C. Li, H.K. Tsang, Device engineering for silicon photonics. Npg Asia Mater. 3,
34–40 (2011)

37. V.R. Almeida, R.R. Panepucci, M. Lipson, Nanotaper for compact mode conversion. Opt.
Lett. 28, 1302–1304 (2003)

38. A.R. Motamedi, A.H. Nejadmalayeri, A. Khilo, F.X. Kartner, E.P. Ippen, Ultrafast nonlinear
optical studies of silicon nanowaveguides. Opt. Express 20, 4085–4101 (2012)

39. C. Koos, L. Jacome, C. Poulton, J. Leuthold, W. Freude, Nonlinear silicon-on-insulator
waveguides for all-optical signal processing. Opt. Express 15, 5976–5990 (2007)

40. J.M. Brosi, C. Koos, L.C. Andreani, M. Waldow, J. Leuthold, W. Freude, High-speed low-
voltage electro-optic modulator with a polymer-infiltrated silicon photonic crystal
waveguide. Opt. Express 16, 4177–4191 (2008)

41. M.A. Foster, A.C. Turner, R. Salem, M. Lipson, A.L. Gaeta, Broad-band continuous-wave
parametric wavelength conversion in silicon nanowaveguides. Opt. Express 15, 12949–
12958 (2007)

42. H. Hu, J.D. Andersen, A. Rasmussen, B.M. Sorensen, K. Dalgaard, M. Galili, M. Pu, K.
Yvind, K.J. Larsen, S. Forchhammer, L.K. Oxenlowe, Forward error correction supported
150 Gbit/s error-free wavelength conversion based on cross phase modulation in silicon. Opt.
Express 21, 3152–3160 (2013)

28 X. Gai et al.



43. F.G. Della Corte, S. Rao, Use of amorphous silicon for active photonic devices. IEEE Trans.
Electron Devices 60, 1495–1505 (2013)

44. G. Cocorullo, F.G. Della Corte, R. De Rosa, I. Rendina, A. Rubino, E. Terzi, Amorphous
silicon-based guided-wave passive and active devices for silicon integrated optoelectronics.
IEEE J. Sel. Top. Quantum 4, 997–1002 (1998)

45. K. Furuya, K. Nakanishi, R. Takei, E. Omoda, M. Suzuki, M. Okano, T. Kamei, M. Mori, Y.
Sakakibara, Nanometer-scale thickness control of amorphous silicon using isotropic wet-
etching and low loss wire waveguide fabrication with the etched material. Appl. Phys. Lett.
100 (2012)

46. C. Lacava, P. Minzioni, E. Baldini, L. Tartara, J.M. Fedeli, I. Cristiani, Nonlinear
characterization of hydrogenated amorphous silicon waveguides and analysis of carrier
dynamics. Appl. Phys. Lett. 103 (2013)

47. K.Y. Wang, A.C. Foster, Ultralow power continuous-wave frequency conversion in
hydrogenated amorphous silicon waveguides. Opt. Lett. 37, 1331–1333 (2012)

48. B. Kuyken, S. Clemmen, S.K. Selvaraja, W. Bogaerts, D. Van Thourhout, P. Emplit, S.
Massar, G. Roelkens, R. Baets, On-chip parametric amplification with 26.5 dB gain at
telecommunication wavelengths using CMOS-compatible hydrogenated amorphous silicon
waveguides. Opt. Lett. 36, 552–554 (2011)

49. B. Kuyken, H. Ji, S. Clemmen, S.K. Selvaraja, H. Hu, M. Pu, M. Galili, P. Jeppesen, G.
Morthier, S. Massar, L.K. Oxenlowe, G. Roelkens, R. Baets, Nonlinear properties of and
nonlinear processing in hydrogenated amorphous silicon waveguides. Opt. Express 19, 146–
153 (2011)

50. D.J. Moss, R. Morandotti, A.L. Gaeta, M. Lipson, New CMOS-compatible platforms based
on silicon nitride and hydex for nonlinear optics. Nat. Photonics 7, 597–607 (2013)

51. J.S. Levy, A. Gondarenko, M.A. Foster, A.C. Turner-Foster, A.L. Gaeta, M. Lipson, CMOS-
compatible multiple-wavelength oscillator for on-chip optical interconnects. Nat. Photonics
4, 37–40 (2010)

52. G.N. Parsons, J.H. Souk, J. Batey, Low hydrogen content stoichiometric silicon-nitride films
deposited by plasma-enhanced chemical vapor-deposition. J. Appl. Phys. 70, 1553–1560
(1991)

53. S.C. Mao, S.H. Tao, Y.L. Xu, X.W. Sun, M.B. Yu, G.Q. Lo, D.L. Kwong, Low propagation
loss SiN optical waveguide prepared by optimal low-hydrogen module. Opt. Express 16,
20809–20816 (2008)

54. J.B. Nadal, J.M. Díaz, D. Vukovic, F.Da Ros, E. Palushani, C. Peucheret, A comparison of
nonlinear media for parametric all-optical signal processing. IEEE Photonic Conf. ThG1.5
(2013)

55. F. Smektala, C. Quemard, L. Leneindre, J. Lucas, A. Barthelemy, C. De Angelis,
Chalcogenide glasses with large non-linear refractive indices. J. Non-Cryst. Solids 239, 139–
142 (1998)

56. J.T. Gopinath, M. Soljacic, E.P. Ippen, V.N. Fuflyigin, W.A. King, M. Shurgalin, Third order
nonlinearities in Ge–As–Se-based glasses for telecommunications applications. J. Appl.
Phys. 96, 6931–6933 (2004)

57. J.S. Sanghera, L.B. Shaw, P. Pureza, V.Q. Nguyen, D. Gibson, L. Busse, I.D. Aggarwal, C.
M. Florea, F.H. Kung, Nonlinear properties of chalcogenide glass fibers. Int. J. Appl. Glass
Sci. 1, 296–308 (2010)

58. C. Quemard, F. Smektala, V. Couderc, A. Barthelemy, J. Lucas, Chalcogenide glasses with
high non linear optical properties for telecommunications. J. Phys. Chem. Solids 62, 1435–
1440 (2001)

59. R.A. Ganeev, A.I. Ryasnyansky, M.K. Kodirov, T. Usmanov, Two-photon absorption and
nonlinear refraction of amorphous chalcogenide films. J. Opt. Pure Appl. Opt. 4, 446–451
(2002)

60. M. Asobe, Nonlinear optical properties of chalcogenide glass fibers and their application to
all-optical switching. Opt. Fiber Technol. 3, 142–148 (1997)

1 Materials and Structures for Nonlinear Photonics 29



61. S.J. Madden, D.Y. Choi, D.A. Bulla, A.V. Rode, B. Luther-Davies, V.G. Ta’eed, M.D.
Pelusi, B.J. Eggleton, Long, low loss etched As2S3 chalcogenide waveguides for all-optical
signal regeneration. Opt. Express 15, 14414–14421 (2007)

62. M. Pelusi, F. Luan, T.D. Vo, M.R.E. Lamont, S.J. Madden, D.A. Bulla, D.Y. Choi, B.
Luther-Davies, B.J. Eggleton, Photonic-chip-based radio-frequency spectrum analyser with
terahertz bandwidth. Nat. Photonics 3, 139–143 (2009)

63. T.D. Vo, M.D. Pelusi, J. Schroder, F. Luan, S.J. Madden, D.Y. Choi, D.A.P. Bulla, B.
Luther-Davies, B.J. Eggleton, Simultaneous multi-impairment monitoring of 640 Gb/s
signals using photonic chip based RF spectrum analyzer. Opt. Express 18, 3938–3945 (2010)

64. M.D. Pelusi, F. Luan, D.Y. Choi, S.J. Madden, D.A.P. Bulla, B. Luther-Davies, B.
J. Eggleton, Optical phase conjugation by an As(2)S(3) glass planar waveguide for
dispersion-free transmission of WDM-DPSK signals over fiber. Opt. Express 18, 26686–
26694 (2010)

65. T.D. Vo, H. Hu, M. Galili, E. Palushani, J. Xu, L.K. Oxenlowe, S.J. Madden, D.Y. Choi, D.
A.P. Bulla, M.D. Pelusi, J. Schroder, B. Luther-Davies, B.J. Eggleton, Photonic chip based
transmitter optimization and receiver demultiplexing of a 1.28 Tbit/s OTDM signal. Opt.
Express 18, 17252–17261 (2010)

66. M. Galili, J. Xu, H.C.H. Mulvad, L.K. Oxenlowe, A.T. Clausen, P. Jeppesen, B. Luther-
Davies, S. Madden, A. Rode, D.Y. Choi, M. Pelusi, F. Luan, B.J. Eggleton, Breakthrough
switching speed with an all-optical chalcogenide glass chip: 640 Gbit/s demultiplexing. Opt.
Express 17, 2182–2187 (2009)

67. M.R.E. Lamont, B. Luther-Davies, D.Y. Choi, S. Madden, X. Gai, B.J. Eggleton, Net-gain
from a parametric amplifier on a chalcogenide optical chip. Opt. Express 16, 20374–20381
(2008)

68. M.R.E. Lamont, B. Luther-Davies, D.Y. Choi, S. Madden, B.J. Eggleton, Supercontinuum
generation in dispersion engineered highly nonlinear (gamma = 10/W/m) As(2)S(3)
chalcogenide planar waveguide. Opt. Express 16, 14938–14944 (2008)

69. A. Zakery, P.J.S. Ewen, A.E. Owen, Photodarkening in As-S films and its application in
grating fabrication. J. Non-Cryst. Solids 198, 769–773 (1996)

70. A. Prasad, C.J. Zha, R.P. Wang, A. Smith, S. Madden, B. Luther-Davies, Properties of
GexAsySe1-x-y glasses for all-optical signal processing. Opt. Express 16, 2804–2815 (2008)

71. A. Prasad, Ge–As–Se chalcogenide glasses for all-optical signal processing, in Laser Physics
Center (Australian National University, Australia, 2010)

72. J. He, C. Xiong, A.S. Clark, M.J. Collins, X. Gai, D.Y. Choi, S.J. Madden, B. Luther-Davies,
B.J. Eggleton, Effect of low-Raman window position on correlated photon-pair generation in
a chalcogenide Ge11.5As24Se64.5 nanowire, J Appl. Phys. 112 (2012)

73. X. Gai, B. Luther-Davies, T.P. White, Photonic crystal nanocavities fabricated from
chalcogenide glass fully embedded in an index-matched cladding with a high Q-factor
(>750,000). Opt. Express 20, 15503–15515 (2012)

74. E. Ciaramella, Wavelength conversion and all-optical regeneration: achievements and open
issues. J. Lightwave Technol. 30, 572–582 (2012)

75. C.S. Cleary, High speed nonlinear optical components for next-generation optical
communications, PhD. Thesis, Photonic Systems Group, Tyndall National Institute,
Department of Physics, University College Cork, 2013

76. R. Bonk, Linear and Nonlinear Semiconductor Optical Amplifiers for Next-Generation
Optical Networks (KIT Scientific Publishing, 2013)

77. J. Leuthold, W. Freude, G. Boettger, J. Wang, A. Marculescu, P. Vorreau, R. Bonk, All-
optical regeneration, in ICTON 2006: 8th International Conference on Transparent Optical
Networks, Vol 1, Proceedings: ICTON, MPM, INDUSTRIAL, PICAW, GOWN, ed. by
Marciniak, (2006), pp. 28–31

78. J. Leuthold, J. Wang, T. Vallaitis, C. Koos, R. Bonk, A. Marculescu, P. Vorreau, S. Sygletos,
W. Freude, New approaches to perform all-optical signal regeneration, in ICTON 2007:
Proceedings of the 9th International Conference on Transparent Optical Networks, Vol 2,
ed. by Marciniak, (2007), pp. 222–225

30 X. Gai et al.



79. R.J. Manning, R. Giller, X. Yang, R.P. Webb, D. Cotter, Faster switching with
semiconductor optical amplifiers, in 2007 Photonics in Switching (2007), pp. 145–146

80. S. Diez, C. Schmidt, R. Ludwig, H.G. Weber, K. Obermann, S. Kindt, I. Koltchanov, K.
Petermann, Four-wave mixing in semiconductor optical amplifiers for frequency conversion
and fast optical switching. IEEE J. Sel. Top. Quantum Electron. 3, 1131–1145 (1997)

81. H. Ishikawa, Ultrafast All-Optical Signal Processing Devices (Wiley, Chichester, 2008)
82. N. Christodoulides, I. Khoo, G. Salamo, G. Stegeman, E. Van Stryland, Nonlinear refraction

and absorption: mechanisms and magnitudes. Adv. Opt. Photonics 2, 60–200 (2010)
83. K. Hall, G. Lenz, A. Darwish, E. Ippen, Subpicosecond gain and index nonlinearities in

InGaAsP diode lasers. Opt. Commun. 111, 589–612 (1994)
84. R.S. Grant, W. Sibbett, Observatiobns of ultrafast nonlinear refraction in an InGaAsP optical

amplifier. Appl. Phys. Lett. 58, 1119–1121 (1991)
85. G.P. Agrawal, N.A. Olsson, Self phase modulation and spectral braodening of optical pulses

in semiconductor laser amplifiers. IEEE J. Quantum Electron. 25, 2297–2306 (1989)
86. K. Abedi, H. Taleb, Phase recovery acceleration in quantum-dot semiconductor optical

amplifiers. J. Lightwave Technol. 30, 1924–1930 (2012)
87. L.G. Chen, R.G. Lu, S.J. Zhang, J.F. Li, Y. Liu, Time-resolved chirp properties of

semiconductor optical amplifiers in high-speed all-optical switches, Opt. Eng. 52 (2013)
88. A.H. Flayyih, A.H. Al-Khursan, Theory of four-wave mixing in quantum dot semiconductor

optical amplifiers, J. Phy. D-Appl. Phys. 46 (2013)
89. W. Freude, R. Bonk, T. Vallaitis, A. Marculescu, A. Kapoor, E.K. Sharma, C. Meuer, D.

Bimberg, R. Brenot, F. Lelarge, G.H. Duan, C. Koos, J. Leuthold, IEEE linear and nonlinear
semiconductor optical amplifiers, in 2010 12th International Conference on Transparent
Optical Networks (2011)

90. S.R. Hosseini, M. Razaghi, N.K. Das, Analysis of ultrafast nonlinear phenomena’s influences
on output optical pulses and four-wave mixing characteristics in semiconductor optical
amplifiers. Opt. Quantum Electron. 42, 729–737 (2011)

91. X. Huang, C. Qin, Y. Yu, X.L. Zhang, Acceleration of carrier recovery in a quantum well
semiconductor optical amplifier due to the tunneling effect. J. Opt. Soc. Am. B-Opt. Phy. 29,
2990–2994 (2012)

92. J.H. Kim, Influence of optical pumping wavelength on the ultrafast gain and phase recovery
acceleration of quantum-dot semiconductor optical amplifiers, J. Opt. 15 (2013)

93. A. Kotb, 1 Tb/s high quality factor NOR gate based on quantum-dot semiconductor optical
amplifier. Opt. Quantum Electron. 45, 1259–1268 (2013)

94. T. Liu, K. Obermann, K. Petermann, F. Girardin, G. Guekos, Effect of saturation caused by
amplified spontaneous emission on semiconductor optical amplifier performance. Electron.
Lett. 33, 2042–2043 (1997)

95. Y. Liu, L.G. Chen, X. Zheng, S.J. Zhang, R.G. Lu, Ultrafast nonlinear dynamics in
semiconductor optical amplifiers for optical signal processing, in Semiconductor Lasers and
Applications V, eds. by Zhu, Li, Peters, Yu (Spie-Int Soc Optical Engineering, Bellingham,
(2012)

96. F.D. Mahad, A.S.M. Supa’at, S.M. Idrus, D. Forsyth, Analyses of semiconductor optical
amplifier (SOA) four-wave mixing (FWM) for future all-optical wavelength conversion.
Optik 124, 1–3 (2013)

97. K. Solis-Trapala, H.J.S. Dorren, Dynamic and static gain characteristics of quantum-dot
semiconductor optical amplifiers operating at 1.55 mu m. Opt. Commun. 298, 106–113
(2013)

98. R. Giller, R.J. Manning, G. Talli, R.P. Webb, M.J. Adams, Analysis of the dimensional
dependence of semiconductor optical amplifier recovery speeds. Opt. Express 15, 1773–1782
(2007)

99. F. Ginovart, J. Simon, I. Valiente, Gain recovery dynamics in semiconductor optical
amplifier. Opt. Commun. 199, 111–115 (2001)

100. F. Girardin, G. Guekos, A. Houbavlis, Gain recovery of bulk semiconductor optical
amplifiers. IEEE Photonics Technol. Lett. 10, 784–786 (1998)

1 Materials and Structures for Nonlinear Photonics 31



101. R. Manning, A. Ellis, A. Poustie, K. Blow, Semiconductor laser amplifiers for ultrafast all-
optical signal processing. JOSA B 14, 3204–3216 (1997)

102. J. Mørk, M. Nielsen, T. Berg, The dynamics of semiconductor optical amplifier: modeling
and applications. Opt. Photonics News 14, 42–48 (2003)

103. M. Sugawara, T. Akiyama, N. Hatori, Y. Nakata, K. Otsubo, H. Ebe, Quantum-dot
semiconductor optical amplifiers, in APOC 2002: Asia-Pacific Optical and Wireless
Communications; Materials and Devices for Optical and Wireless Communications, eds. by
Chang Hasnain, Xia, Iga (2002), pp. 259–275

104. T. Vallaitis, C. Koos, R. Bonk, W. Freude, M. Laemmlin, C. Meuer, D. Bimberg,
J. Leuthold, Slow and fast dynamics of gain and phase in a quantum dot semiconductor
optical amplifier. Opt. Express 16, 170–178 (2008)

105. C. Cleary, M. Power, S. Schneider, R. Webb, R. Manning, Fast gain recovery rates with
strong wavelength dependence in a non-linear SOA. Opt. Express 18, 25726–25737 (2010)

106. T. Akiyama, H. Kuwatsuka, T. Simoyama, Y. Nakata, K. Mukai, M. Sugawara, O. Wada, H.
Ishikawa, Ultrafast nonlinear processes in quantum-dot optical amplifiers. Opt. Quantum
Electron. 33, 927–938 (2001)

107. A. Rostami, H. Nejad, R. Qartavol, H. Saghai, Tb/s optical logic gates based on quantum-dot
semiconductor optical amplifiers. IEEE J. Quantum Electron. 46, 354–360 (2010)

108. S. Alavizadeh, H. Baghban, A. Rostami, Quantum-dot semiconductor optical amplifier
performance management under optical injection. J. Mod. Opt. 60, 509–514 (2013)

109. H.J.S. Dorren, A.K. Mishra, Z.G. Li, H.K. Ju, H. de Waardt, G.D. Khoe, T. Simoyama, H.
Ishikawa, H. Kawashima, T. Hasama, All-optical logic based on ultrafast gain and index
dynamics in a semiconductor optical amplifier. IEEE J. Sel. Top. Quantum Electron. 10,
1079–1092 (2004)

110. A.K. Mishra, X. Yang, D. Lenstra, G.D. Khoe, H.J.S. Dorren, Wavelength conversion
employing 120-fs optical pulses in an SOA-based nonlinear polarization switch. IEEE J. Sel.
Top. Quantum Electron. 10, 1180–1186 (2004)

111. X. Yang, A.K. Mishra, D. Lenstra, F.M. Huijskens, H. de Waardt, G.D. Khoe, H.J.S. Dorren,
Sub-picosecond all-optical switch using a multi-quantum-well semiconductor optical
amplifier. Opt. Commun. 236, 329–334 (2004)

112. J. Leuthold, R. Bonk, T. Vallaitis, A. Marculescu, W. Freude, C. Meuer, D. Bimberg, R.
Brenot, F. Lelarge, G.H. Duan, Linear and nonlinear semiconductor optical amplifiers, paper
OThI3,” in 2010 Conference on Optical Fiber Communication (OFC) Collocated with
National Fiber Optic Engineers Conference (NFOEC) (IEEE, 2010)

113. E. Tangdiongga, Y. Liu, H. de Waardt, G.D. Khoe, A.M.J. Koonen, H.J.S. Dorren, X. Shu, I.
Bennion, All-optical demultiplexing of 640–40 Gbits/s using filtered chirp of a
semiconductor optical amplifier. Opt. Lett. 32, 835–837 (2007)

114. A.H. Flayyih, A.H. Al-Khursan, Four-wave mixing in quantum dot semiconductor optical
amplifiers. Appl. Optics 52, 3156–3165 (2013)

115. J. Inoue, H. Kawaguchi, Highly nondegenerate four-wave mixing among subpicosecond
optical pulses in a semiconductor optical amplifier. IEEE Photonics Technol. Lett. 10, 349–
351 (1998)

116. K. Kikuchi, C. Lorattanasane, K. Saito, Telenor, Phase-conjugation characteristics of
semiconductor optical amplifiers, in 22nd European Conference on Optical
Communications, Proceedings, Vols 1–6: Co-Located With: 2nd European Exhibition on
Optical Communication—Eeoc ‘96(1996), pp. C269-C272

117. M.A. Summerfield, R.S. Tucker, Frequency-domain model of multiwave mixing in bulk
semiconductor optical amplifiers. IEEE J. Sel. Top. Quantum Electron. 5, 839–850 (1999)

118. Y. Kim, H. Lee, J. Jeong, Analysis of four-wave mixing in semiconductor optical amplifiers
for optical frequency conversion and optical phase conjugation. J. Korean Phys. Soc. 34,
S582–S586 (1999)

119. K. Kikuchi, K. Matsuura, Transmission of 2-ps optical pulses at 1550 nm over 40 km
standard fiber using midspan optical phase conjugation in semiconductor optical amplifiers.
IEEE Photonics Technol. Lett. 10, 1410–1412 (1998)

32 X. Gai et al.



120. M.J. Connelly, C.L. Janer, Modeling of semiconductor optical amplifier RIN and phase noise
for optical PSK systems. Opt. Quantum Electron. 44, 219–225 (2012)

121. W.H. Wu, Y. Yu, B.R. Zou, W.L. Yang, X.L. Zhang, Single SOA based simultaneous
amplitude regeneration for WDM-PDM RZ-PSK signals. Opt. Express 21, 6718–6723
(2013)

122. J.P.R. Lacey, S.J. Madden, M.A. Summerfield, R.S. Tucker, A.I. Faris, 4-Channel WDM
optical-phase conjugator using 4-wave-mixing in a single semiconductor optical amplifier.
Electron. Lett. 31, 743–744 (1995)

123. M. Matsuura, N. Calabretta, O. Raz, H.J.S. Dorren, Multichannel wavelength conversion of
50 Gbit/s NRZ-DQPSK signals using a quantum-dot semiconductor optical amplifier. Opt.
Express 19, 560–566 (2011)

124. T. Hirooka, M. Okazaki, T. Hirano, P.Y. Guan, M. Nakazawa, S. Nakamura, All-optical
demultiplexing of 640 Gb/s OTDM-DPSK signal using a semiconductor SMZ switch. IEEE
Photonics Technol. Lett. 21, 1574–1576 (2009)

125. M. Matsuura, O. Raz, F. Gomez-Agis, N. Calabretta, H.J.S. Dorren, Error-free 320–40 Gbit/s
optical demultiplexing based on blueshift filtering in a quantum-dot semiconductor optical
amplifier. Opt. Lett. 38, 238–240 (2013)

126. M. Matsuura, O. Raz, F. Gomez-Agis, N. Calabretta, H.J.S. Dorren, Ultrahigh-speed and
widely tunable wavelength conversion based on cross-gain modulation in a quantum-dot
semiconductor optical amplifier. Opt. Express 19, 551–559 (2011)

127. Y. Liu, E. Tangdiongga, Z. Li, H. de Waardt, A.M.J. Koonen, G.D. Khoe, X.W. Shu, I.
Bennion, H.J.S. Dorren, Errior-free 320 Gb/s all-omtical wavelength conversion using a
single semiconductor optical amplifier. J. Lightwave Technol. 25, 103–108 (2007)

128. M. Matsuura, O. Raz, F. Gomez-Agis, N. Calabretta, H.J.S. Dorren, 320 Gbit/s wavelength
conversion using four-wave mixing in quantum-dot semiconductor optical amplifiers. Opt.
Lett. 36, 2910–2912 (2011)

129. G. Contestabile, Y. Yoshida, A. Maruta, K. Kitayama, Ultra-broad band, low power, highly
efficient coherent wavelength conversion in quantum dot SOA. Opt. Express 20, 27902–
27907 (2012)

130. G. Contestabile, Y. Yoshida, A. Maruta, K.I. Kitayama, Coherent wavelength conversion in a
quantum dot SOA. IEEE Photonics Technol. Lett. 25, 791–794 (2013)

131. J. Lu, J.J. Yu, H. Zhou, Y. Li, L. Chen, Polarization insensitive wavelength conversion based
on dual-pump four-wave mixing for polarization multiplexing signal in SOA. Opt. Commun.
284, 5364–5371 (2011)

132. R.M. Jopson, R.E. Tench, Polarization independent phase conjugation of lightwave signals.
Electron. Lett. 29, 2216–2217 (1993)

133. J.P.R. Lacey, M.A. Summerfield, S.J. Madden, Tunability of polarization-insensitive
wavelength converters based on four-wave mixing in semiconductor optical amplifiers.
J. Lightwave Technol. 16, 2419–2427 (1998)

134. B. Filion, W.C. Ng, A.T. Nguyen, L.A. Rusch, S. LaRochelle, Wideband wavelength
conversion of 16 Gbaud 16-QAM and 5 Gbaud 64-QAM signals in a semiconductor optical
amplifier. Opt. Express 21, 19825–19833 (2013)

135. C. Porzi, A. Bogoni, G. Contestabile, Regenerative wavelength conversion of DPSK signals
through FWM in an SOA. IEEE Photonics Technol. Lett. 25, 175–178 (2013)

136. N. Andriolli, S. Faralli, X.J.M. Leijtens, J. Bolk, G. Contestabile, Monolithically integrated
all-optical regenerator for constant envelope WDM signals. J. Lightwave Technol. 31, 322–
327 (2013)

137. R.X. Yu, N.K. Fontaine, R. Proietti, B.B. Guan, S.J.B. Yoo, All-optical phase conjugation
using a 90° optical hybrid and nested SOA-MZIs, in 2013 Optical Fiber Communication
Conference and Exposition and the National Fiber Optic Engineers Conference (2013)

1 Materials and Structures for Nonlinear Photonics 33



Chapter 2
CMOS Compatible Platforms
for Integrated Nonlinear Optics

David J. Moss and Roberto Morandotti

Abstract Nonlinear photonic chips are capable of generating and processing sig-
nals all-optically with performance far superior to that possible electronically—
particularly with respect to speed. Although silicon-on-insulator has been the
leading platform for nonlinear optics, its high two-photon absorption at telecom-
munications wavelengths poses a fundamental limitation that is an intrinsic property
of silicon’s bandstructure. We review recent progress in new non-silicon CMOS-
compatible platforms for nonlinear optics, focusing on Hydex glass and silicon
nitride, and briefly discuss the promising new platform of amorphous silicon. These
material systems have opened up many new capabilities such as on-chip optical
frequency comb generation, ultrafast optical pulse generation and measurement.
We highlight their potential future impact as well as the challenges to achieving
practical solutions for many key applications.

2.1 Introduction

All-optical signal generation and processing [1, 2] have been highly successful at
enabling a vast array of capabilities, such as switching and de-multiplexing of
signals at unprecedented speeds [3, 4], achieving parametric gain [5] on a chip,
Raman lasing [6], wavelength conversion [7], optical logic [8], all-optical regen-
eration [9, 10], radio-frequency (RF) spectrometers operating at THz speeds
[11, 12], as well as entirely new functions such as ultra-short pulse measurement
[13, 14] and generation [15] on a chip, optical temporal cloaking [16], and many
others. Phase sensitive functions [14, 17], in particular, will likely be critical for
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telecommunications systems that are already using phase encoding schemes
[18, 19]. The ability to produce these devices in integrated form—photonic inte-
grated circuits (PICs)—will reap the greatest dividends in terms of cost, footprint,
energy consumption and performance, where demands for greater bandwidth,
network flexibility, low energy consumption and cost must all be met.

The quest for high performance platforms for integrated nonlinear optics has
naturally focused on materials with extremely high nonlinearity, and silicon-on-
insulator (SOI) has led this field for several years [2]. Its high refractive index
allows for tight confinement of light within nanowires that, combined with its high
Kerr nonlinearity (n2) has yielded extremely high nonlinear parameters of
γ = 200,000 W−1 km−1 (γ = ω n2/c Aeff, where Aeff is the effective area of the
waveguide, c is the speed of light and ω is the pump frequency).

As a platform for linear photonics, SOI has already gained a foothold as a
foundation for the silicon photonic chip industry [20] aimed at replacing the large
network interface cards in optical communications networks, with the ability to
combine electronics and photonics on the same chip. These first-generation silicon
photonic chips typically employ photonics for passive splitters, filters, and multi-
plexers and offer the substantial benefit of potentially exploiting the enormous
global CMOS infrastructure, although not without challenges [21, 22]. What is
clear, however, is that any progress made in this direction for these first generation
SOI chips will have a direct benefit on future generation all-optical chips, whether
in SOI directly or in other CMOS-compatible platforms. Many of the issues that
make CMOS compatibility compelling for linear passive devices apply equally well
to all-optical-processing chips.

Indeed, silicon is so attractive as a platform for both linear and nonlinear pho-
tonics that were it not for one single issue, the quest for the ideal all-optical platform
might already be solved. In 2004 it was realized [23] that crystalline silicon (the
basis of SOI) suffers from high nonlinear absorption due to (indirect) two-photon
absorption (TPA) in telecommunications bands at wavelengths less than 2000 nm
(Fig. 2.1). Furthermore, the problem is compounded by the fact that TPA generates
free carriers which themselves produce significant linear absorption. This was first
realized as being a fundamental limitation, at that time in terms of achieving net
Raman gain on a chip [23]. Since then, many methods have been developed for
reducing the effect of TPA generated free carriers, such as sweeping carriers out by
the use of reverse-biased p-i-n junctions [24], reducing carrier lifetime by ion-
implantation, and other approaches.

However, this only solves the secondary effect of free carriers—it has no effect
on silicon’s intrinsic nonlinear figure of merit (FOM = n2/β λ, where β is the TPA
coefficient and λ the wavelength), which is only 0.3 near 1550 nm [25–27]
(Fig. 2.1). This represents a fundamental limitation—an intrinsic property of sili-
con’s bandstructure. The fact that many impressive all-optical demonstrations have
been made in silicon despite its low FOM is a testament to how exceptional its
linear and nonlinear optical properties are. Nonetheless, the critical impact of sili-
con’s large TPA was illustrated [28, 29] in 2010 by the demonstration of high
parametric gain at wavelengths beyond 2 µm, where TPA vanishes. Indeed, it is
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likely that in the mid-infrared wavelength range where silicon is transparent to both
one photon and two photon transitions—between 2 and 6 µm—it will undoubtedly
remain a highly attractive platform for nonlinear photonics, despite the influence of
higher order absorption [30].

For the telecom band, however, the search has continued for the ideal nonlinear
platform. Historically, two important platforms have been chalcogenide glasses [31]
and AlGaAs [32]. Chalcogenide glasses have achieved very high performance as
nonlinear devices, but pose some unique challenges. Realizing nanowires with
ultrahigh nonlinearity (>10,000 W−1 km−1) has proven elusive due to fabrication
challenges, as has been achieving a material reliability on par with semiconductors.
AlGaAs was the first platform proposed for nonlinear optics in the telecom band

Fig. 2.1 Source of two-photon absorption in silicon in the telecom band near 1550 nm and
nonlinear FOM of silicon from 1400 to 2400 nm obtained by taking an average of results reported
in the literature [25–27], showing that the FOM is well below 1 in the telecom band due to the
indirect TPA, and exceeds 1 beyond 2000 nm, making it an attractive nonlinear platform in this
wavelength range
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[32] and offers the powerful ability to tune the nonlinearity and FOM by varying the
alloy composition. A significant issue for AlGaAs, however, is that nanowires
require very challenging fabrication [33] methods. Nonetheless, both platforms
offer significant advantages and will undoubtedly play a role in future all-optical
photonic chips.

With the motivation of overcoming this fundamental shortcoming of silicon,
new platforms for nonlinear optics have recently been proposed [34–38] that have
achieved considerable success and also offer CMOS compatibility. They are based
on silicon nitride SiN and high-index doped silica (trade-named Hydex reference
patents). Originally developed for linear optics [39–41], these platforms are par-
ticularly promising due to their low linear loss, relatively large nonlinearities and,
most significantly, negligible nonlinear loss at telecommunication wavelengths
[42]. In addition, their high quality CMOS-compatible fabrication processes, high
material stability, and the ability to engineer dispersion [36] make these platforms
highly attractive.

Indeed, within a short period of time significant progress has been made with
respect to their nonlinear performance—particularly in the context of optical
frequency comb (OFC) generation in microresonators [43–50]. Since the demon-
stration of OFCs in SiN [36] and Hydex [37] in 2010, this field has proliferated.
Extremely wide-band frequency combs [42–44], sub 100-GHz combs [46], line-by-
line arbitrary optical waveform generation [47], ultrashort pulse generation [15, 49],
and dual frequency combs [50] have been reported. In addition to OFC generation,
optical harmonic generation [51] has been observed. These achievements have not
been possible in SOI at telecom wavelengths because of its low FOM.

Here, we review the substantial progress made towards nonlinear optical
applications of these new CMOS-compatible platforms as well as the newly
emerging promising platform of amorphous silicon. The high performance, reli-
ability, manufacturability of all of these platforms combined with their intrinsic
compatibility with electronic-chip manufacturing (CMOS) has raised the prospect
of practical platforms for future low-cost nonlinear all-optical PICs.

2.2 Platforms

Silicon nitride (Si3N4), a CMOS-compatible material well known in the computer
chip industry as a dielectric insulator, has been used as a platform for linear inte-
grated optics [39] for some time. However, only recently [34] has it been proposed
as a platform for nonlinear optics. Historically, the challenge for SiN optical devices
has been to grow low loss layers thicker than 250 nm, due to tensile film stress.
Achieving such thick layers is critical for nonlinear optics since both high mode
confinement as well as dispersion engineering for phase matching [36] are needed.
Thick (>500 nm) low loss SiN layers were recently grown (Fig. 2.2) by plasma-
enhanced chemical vapor deposition (PECVD) [34] as well as by low-pressure
chemical vapor deposition (LPCVD) [36] (Fig. 2.3). The latter approach employed
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a thermal cycling process that resulted in very thick (700 nm) films that yielded
nanowires with very low propagation loss (0.4 dB/cm).

The first nonlinear optical studies of SiN waveguides were reported in 2008 [34]
showing nonlinear shifting of the resonances in 700 nm thick SiN ring resonators
with 200 mW CW optical pump power. Time resolved measurements enabled
thermal and Kerr contributions to be separated, resulting in an n2 * 10× that of
silica glass, which is consistent with Millers rule [52]. This value has been validated
in subsequent reports of nonlinear optics in SiN nanowires and resonators. Fig-
ure 2.2 also shows the group refractive index and linear dispersion β2 as a function
of wavelength for different nanowire dimensions. This represents the first report of
dispersion engineering in SiN waveguides.

Parametric gain in SiN was first demonstrated [36] in low loss nanowires by
centering the pump for the FWM process in the anomalous group-velocity
dispersion (GVD) regime near the zero-GVD point (Fig. 2.3). This allowed for
broad-bandwidth phase matching, and hence signal amplification, over a wide range
of wavelengths. Net gain was achieved in long (6 cm) SiN waveguides with
a nonlinear γ parameter of 1200 W−1 km−1 and a zero-GVD point near 1560 nm.

Fig. 2.2 Silicon nitride nanowires (a) SEM micrograph of the SiN/SiO2 waveguides a before and
b after SiO2 upper-cladding deposition, respectively [34]; Bottom calculated group index (a) and
group velocity dispersion (b) of SiN nanowires with different geometries from [35]
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An on/off signal gain as high as 3.6 dB was observed over a 150-nm bandwidth,
and since the total propagation loss through the waveguides was 3 dB, this
represented net parametric amplification.

Hydex glass was developed [41] as a low loss CMOS compatible optical platform
primarily for advanced linear filters. Its refractive index range of n = 1.5–1.9 is
slightly lower than SiN, being comparable to SiON, and so a buried waveguide
geometry is typically used rather than nanowires. Nonetheless, the core-cladding
contrast of 17 % still allows for relatively tight bend radii of 20 μm. Its proprietary
composition is primarily aimed at reducing the need for annealing by reducing the
effect of N–H bonds—the main source of absorption loss in the telecom band. This
platform has resulted in extraordinarily low linear propagation losses of 5–7 dB/m,
allowing for the use of extremely long waveguide spirals [14, 42, 53]. Figure 2.4
shows a schematic of a 45-cm-long spiral waveguide contained within a square area
of 2.5 mm × 2.5 mm, pigtailed to single-mode fiber via low loss on-chip beam

Fig. 2.3 Silicon nitride nanowires. a Theoretical dispersion [36] of a SiN nanowire grown by low
pressure CVD, showing a zero-GVD point at 1560 nm with anomalous dispersion in the C-band.
Inset shows a scanning electron micrograph (SEM) of the cross-section of the SiN nanowire
highlighting the trapezoidal shape of the core and the cladding materials; (b) parametric gain
achieved with a pump wavelength at 1550 nm, from [36]

40 D.J. Moss and R. Morandotti



expanders and a SEM picture of its cross section (before cladding deposition). The
films were fabricated with CMOS compatible processes that yielded exceptionally
low sidewall roughness in the core layer. Self-phase modulation experiments [42]
yielded a Kerr nonlinearity of n2 = 1.15 × 10−19 m2/W, or *4.6× silica glass, and
roughly half as large as that for SiN, with a nonlinearity parameter γ ≅ 233W−1 km−1

(*200× standard single-mode telecommunications fiber). This enhancement in n2 is,
like SiN, in agreement with Miller’s rule [52], meaning that the proprietary chemistry
of Hydex is not relevant to its nonlinear optical performance. The waveguides were
engineered to yield anomalous dispersion [54] (Fig. 2.4), critical for efficient, wide
bandwidth FWM over most of the C-band with zero-GVD points being 1600 nm for
TE polarization and 1560 nm for TM. This resulted in a large FWM wavelength
tuning range with efficient parametric gain of +15 dB and a signal to idler conversion
efficiency of +16.5 dB (Fig. 2.4) [53].

Fig. 2.4 Hydex waveguides. a SEM image of the cross-section of the Hydex waveguide [14] prior
to the final deposition of the SiO2 upper cladding; b theoretical mode profile and c top down
schematic view of the 45 cm long spiral waveguide; d dispersion curves for the quasi-TE and
quasi-TM modes of the Hydex waveguides [54]. The shaded region indicates the experimentally
measured wavelength range (solid lines); the dispersion is extrapolated outside this region (dashed
lines). The two zero dispersion points are illustrated by the vertical arrows e parametric gain
curves from [53] when pumping with a pulsed source at peak powers up to 40 W with a
wavelength at 1540 nm
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Table 2.1 summarizes the linear and nonlinear properties of these CMOS
compatible platforms. The empirical Millers rule [52] predicts that n2 increases as
the 4th power of n0. The price of increasing n0 in order to increase the Kerr
nonlinearity is that this also tends to increase propagation losses. The relatively low
refractive indices of Hydex (1.75) and Si3N4 (2.0) result in extremely low linear and
nonlinear losses—their greatest strength—but also results in fairly modest values of
n2. The low linear and nonlinear losses have largely accounted for the success of
these platforms for nonlinear optics in the telecommunications band, resulting in a
combination of many factors that include negligible TPA, a moderately high
nonlinearity, the ability to engineer dispersion, their high quality growth and fab-
rication processes, and their excellent material reliability. However, the ultimate
platform would be one with a nonlinearity ideally larger than silicon and with a
much larger FOM.

While amorphous silicon has been studied as a nonlinear material for some time
[55], and developed as a platform for linear photonics in the telecom band for a
number of years [56, 57], only recently has it been proposed [58] as an alternative
to SOI for nonlinear optics in the telecom band, with the hope that a-Si could
possibly offer lower TPA than silicon. Table 2.2 surveys the measured nonlinear
properties for a-Si, which show a near universal improvement in both the nonlin-
earity and FOM over c-Si. Although initial measurements yielded a FOM no better
than c-Si (*0.5) [58, 59], more recent results have yielded FOMs from 1 [60] to as
high as 2 [61, 62]. This has enabled very high parametric gain of more than +26 dB
over the C-band [63]. However, to date a key issue for this material has been a lack
of stability resulting in a significant degradation in performance over relatively
short timescales [64].

Table 2.1 Nonlinear parameters for CMOS compatible optical platforms

a-Si [65] c-Si [2, 27] SiN [34–36] Hydex [42, 54]

n2 (×fused silicaa) 700 175 10 5

γ [W−1 m−1] 1200 300 1.4 0.25

βTPA [cm/GW] 0.25 0.9 Negligibleb Negligiblec

FOM 5 0.3 ≫1 ≫1
a n2 for fused silica = 2.6 × 10−20 m2 /W [1]
b No nonlinear absorption has been observed in SiN nanowires
c No nonlinear absorption has been observed in Hydex waveguides up to intensities of
25 GW/cm2 [42]

Table 2.2 Nonlinear parameters from the literature, for amorphous silicon

References [65] [63, 64] [60] [59] [61] [62]

n2 (10
−17 m2/W) 2.1 1.3 4.2 0.05 0.3 7.43

γ (W−1 m−1) 1200 770 2000 35 N/A N/A

βTPA (cm/GW) 0.25 0.392 4.1 0.08 0.2 4 from [58, 60]

FOM 5 ± 0.3 2.2 ± 0.4 0.66 ± 0.3 0.4 0.97 1.1
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Very recently, a-Si nanowires were demonstrated [65] that displayed a combi-
nation of high FOM, high nonlinearity, and good material stability at telecom
wavelengths. Figure 2.5 shows a cross section SEM picture of a hydrogenated
amorphous silicon nanowire (a-Si:H) waveguide fabricated in a 200 mm CMOS
pilot line at CEA-LETI, France. The a-Si:H film was deposited by plasma enhanced
chemical vapor deposition (PECVD) at 350C on 1.7 µm oxide deposited on a bulk
wafer. After deposition of a silica hard mask, two steps of 193 nm DUV lithography
and HBr silicon etching were used to define grating couplers that were well aligned
with serpentine waveguides with varying lengths (1.22–11 cm). The fabricated
waveguides are *220 nm in thickness and *500 nm in width. A 500 nm oxide
was deposited to provide an upper cladding. The group velocity dispersion for
the TE mode confined within a 500 nm × 220 nm nanowire was calculated
with FEMSIM, yielding an anomalous second-order dispersion parameter
β2 = −4.2 × 10−25 s2/m at λ = 1550 nm.

Figure 2.5 shows a schematic of the experimental setup used for the measure-
ment of both the linear and nonlinear propagation characteristics of the a-Si:H
nanowires. A modelocked fiber laser with near transform limited *1.8 ps long
pulses at a repetition rate of 20 MHz at 1550 nm was coupled into the TE mode of
the nanowires via in-plane gratings. The fiber to waveguide coupling loss per
coupler was *10.6 and 12.4 dB per entry and exit, respectively—higher than
expected due to the grating couplers not being optimized. The propagation loss of
the TE mode was measured to be about 4.5 dB/cm, via a cut-back method on
serpentine waveguides with lengths varying from 1.22 to 11 cm. A comparison with
linear measurements performed on 1.3 mm long straight nanowires yielded a loss
contribution due to the bends (10 µm radius) of about 4 dB, i.e. on the order of
0.04 dB/bend.

To determine the nonlinear parameters of the waveguides a series of self- phase
modulation (SPM) measurements in a 1.22 cm long nanowire were performed with
a coupled peak power up to *3 W. The output spectrum was then measured as a
function of input power.

Figure 2.5 shows the measured output spectra of the pulses for three coupled
peak powers as well as the experimental contour plots of the output spectra as a
function of coupled peak power ranging between 0.03 and 3 W. Strong spectral
broadening is observed, which is the signature of self-phase modulation of the pulse
propagating along the nonlinear nanowire. At higher coupled powers (>1.8 W), the
spectral broadening of the pulse was limited by the spectral transfer function of the
grating couplers, which had a 3 dB bandwidth of around *35 nm centered near
1550 nm. Split-step-Fourier method simulations were used to solve the nonlinear
Schrödinger equation governing the propagation of the picosecond optical pulse in
the nonlinear waveguide, in the presence of second-order dispersion and TPA. The
impact of dispersion was negligible, as expected for β2 = −4.2 × 10−25 s2/m,
associated with a dispersion length exceeding 7 m for the 1.8 ps pulses—well over
the physical length of the waveguide. Figure 2.5 shows the output spectra from the
simulations, showing good agreement with measurement, when taking the TPA
contribution stated above and a nonlinear waveguide parameter γ = 1200/W/m,
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Fig. 2.5 Amorphous silicon nanowires from [65]. Top a Experimental setup for measuring self
phase modulation and nonlinear transmission in order to extract the Kerr nonlinearity (n2) and the
two-photon absorption coefficient. b SEM image of nanowire cross-section. Output spectra for
0.03, 1.21 and 3.03 W coupled peak power c Experiment d Simulation. The curves are normalized
and shifted upwards with increasing powers for clarity. e Experimental and f theory 2D plots
showing the spectral broadening of the output pulse spectra versus coupled peak power. Note the
linear intensity scale at the right is relative. g self phase modulation broadened spectrum taken over
a period of an hour, showing negligible change. h Band diagram of silicon showing the principle
of simultaneous increasing the nonlinearity and nonlinear FOM
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associated with a Ker nonlinearity of n2 = 2.1 × 10−17 m2/W. The low TPA of a-Si:
H was also reflected in the absence of any blue shift in the output spectra. Figure 2.5
also shows the output spectra taken over a period of several hours, showing no
degradation in the nonlinear characteristics. Experimental measurements of self-
phase modulation and nonlinear transmission yielded a record high nonlinear FOM
of 5—over 10× that of SOI—together with an n2 of 3–4 times c-Si.

The ability for a:Si to display both high nonlinearity and FOM has surprised
many researchers, since in most materials, higher nonlinearity is accompanied by
higher TPA. The key to the “anomalous” behavior of amorphous silicon may reside
in the difference between direct and indirect transitions. In direct bandgap semi-
conductors (GaAs/AlGaAs [66]), below the bandgap both n2 and TPA always
increase with decreasing bandgap energy. For these simple direct bandgap semi-
conductors this is largely a result of Kramers–Kronig relations (adapted for nonlinear
response functions [67]) that predict that increasing the bandgap to decrease non-
linear absorption also decreases the nonlinear response. In Si, however, the situation
is more complex since TPA in the telecom band arises solely from indirect transi-
tions, while n2 (the real part of χ

(3)) is dominated by direct transitions [67]. The direct
bandgap in Si is >3.2 eV while the indirect bandgap is only 1.1 eV—well below the
two-photon energy (1.6 eV) in the telecom band. For a:Si, it is likely that the
effective direct “bandgap” (or mobility gap, being amorphous) is decreased com-
pared to Si, thus increasing n2, while the contribution of indirect transitions is greatly
reduced, thus decreasing the TPA. This is entirely plausible since indirect transitions
involve phonons which depend on long range order which, even for optical phonons,
is clearly reduced in a:Si. Figure 2.5 shows the band structure of silicon and illus-
trates the principle of simultaneously increasing the nonlinearity and FOM.

A key goal for all-optical chips is to reduce device footprint and operating
power, and the dramatic improvement in the FOM of a-Si raises the possibility of
using slow-light structures [68, 69] to allow devices to operate at mW power levels
with sub-millimeter lengths.

Finally, we note that the broad use of the description “CMOS compatible” in this
context is intended to reflect a general compatibility in terms of growth tempera-
tures (<400 C) and materials that are familiar and used in the CMOS process
(silicon nitride, silicon oxynitride). It does not address the complexities and chal-
lenges of integrating optical and electronic devices with substantially different size
scales, nor does it address the challenges of adapting CMOS production lines to
optical device fabrication, both of which have been discussed at length [20–22]. A
central issue in terms of integrating waveguides and nanowires with electronic
components is the rather thick nature of both the core and cladding films. In this
regard, SiN, with a higher refractive index contrast of about 0.5, offers a significant
advantage over Hydex where the index contrast is only about 0.3. Both glasses,
however, require noticeably thicker layers (both core and cladding) than SOI and
this is probably a key area where SOI out-performs these platforms. Nonetheless,
the concept of CMOS compatibility presented here, that these new platforms adhere
to, is a powerful one that will go a long way towards enabling the broad application
of CMOS techniques and manufacturing infrastructure to nonlinear photonic chips.
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2.3 Low Power Nonlinear Optics in Ring Resonators

Optical microcavities, including ring resonators, can dramatically enhance nonlin-
ear processes [70] and offer a powerful approach to greatly reducing operating
powers for many applications such as frequency comb generation for spectroscopy
and metrology [70, 71]. Microcavities are particularly conducive to enhancing
FWM processes because FWM typically involves a pump, signal and idler beams
with frequencies (ωPump, ωIdler, ωSignal) related by energy conservation:
xIdler ¼ 2xPump � xSignal. This process can occur with (classical) or without
(spontaneous) a separate input signal at ωSignal, the classical effect being much
stronger and the basis for most all-optical signal processing. Very low CW oper-
ation was achieved in silica and single crystal micro-toroids and spheres with
Q-factors from 107 to 1010 [70, 71]. For microcavities, achieving phase-matching is
critical, which is equivalent to achieving equal resonance spacings (constant FSR)
(with due allowance for the Kerr induced resonance shifts [36]) that results in
pump, signal and idler all being in resonance—a triple resonance that greatly
reduces the power requirement for the round-trip parametric gain to exceed the loss,
thus producing oscillation. A comprehensive review of the use of microcavities for
frequency comb generation is found in [48].

The first demonstration of low power nonlinear optics in these CMOS platforms
was in Hydex [38] in 2008, where low power CW nonlinear optics was achieved
via FWM in integrated ring resonators. Figure 2.6 shows a four port micro-ring
resonator, radius ≅ 48 μm, along with a scanning electron microscope (SEM) cross
section of the waveguide, having similar dimensions and composition to the spiral
structure. Figure 2.6 also shows the transmission spectrum of the resonator showing
a Q-factor of ≅65,000, a free-spectral range (FSR) of 575 GHz, and a full-width-
half-maximum (FWHM) of 3 GHz. The bus waveguides, buried in SiO2 beneath
the ring, couple light in and out of the resonator.
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SiO2
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DropInput
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Fig. 2.6 Hydex micro-ring resonator [38] with moderate Q factor = 65,000, resulting in a
bandwidth of 3 GHz, with an FSR of 575 GHz
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Figure 2.7 shows the experimental setup as well as the basic physics behind
FWM in ring resonators. The experiments were conducted with the ring resonator
using only a few mW of CW pump power, with the signal tuned to an adjacent
resonance to the pump. FWM was achieved near 1558 nm with 5 mW of CW pump
power (in the waveguide) and a signal power of 570 μW tuned to an adjacent
resonance. This yielded an idler that was almost exactly on resonance indicating
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Signal

Signal

Pump

Pump

SignalIdlerPumpk k k+=2
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CW Pump Power = 5.6mW
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Fig. 2.7 Low power FWM in Hydex ring resonators with moderate Q factor = 65,000, resulting in
a bandwidth of 3 GHz, with an FSR of 575 GHz [38]. Bottom External conversion efficiency along
with estimated efficiency of silicon RR reported in [72]
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that the dispersion in the system was indeed negligible and confirmed that the
process was triply resonantly enhanced.

The experiments were performed with about 5 mW [38] of CW pump power
tuned to a ring resonance at 1553.38 nm (TM polarization) and directed to the
INPUT port, while a signal laser (TM polarization) with a power of 550 μW was
tuned to an adjacent resonance at 1558.02 nm and directed to the ADD port.
Figure 2.7 shows the resulting output power spectra (TM polarization) as recorded
from both the THROUGH and the DROP ports after the pigtail; experiments carried
out with TE polarized modes led to similar results. Two detectable idlers were
generated by the FWM process—the first-idler power in the bus waveguide
was ≅930 pW, whereas the second idler had a power of ≅100 pW. The ratio of the
powers for the two idlers agrees remarkably well with the ratio of the pump to the
signal power, Pidler(−1)/Pidler(−2) ≅ Ppump/Psignal, as expected for FWM. The first idler
was almost exactly on resonance at 1548.74 nm, indicating that the dispersion in the
system is indeed negligible.

The theoretical conversion efficiency η takes into account the cavity enhance-
ment factor due to the ring geometry:

g � Pidler

Psignal
¼ 2pRcj j2P2

pump � FEp
� �4� FEsð Þ2� FEið Þ2 ð2:1Þ

FEl ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 1� rl
� �q

2 1� rl
� �þ alpR

rl ¼ 1� p
2Finessel

� �
exp

alpR
2

� �
ð2:2Þ

where R is the ring radius, FEμ describes the field enhancement of the ring and αμ is
the mode linear loss coefficient for the mode μ. Finally, σμ is the self-coupling
coefficient between ring and channels. The product (FEp)

4(FEs)
2(FEi)

2 identifies an
overall field enhancement factor.

Figure 2.7 shows the external conversion efficiency (including coupling losses),
along with the external conversion efficiency of comparable experiments carried out
in silicon ring resonators [72], estimating the efficiency from the coupling loss.
Although the conversion efficiency of the Hydex device was predictably lower than
the SOI ring resonators due to the much lower γ, the negligible nonlinear absorption
potentially allows the scaling of pump powers to levels at which high bit rate
all-optical signal processing in silicon nanowires is typically performed [73, 74].

2.4 Microresonator-Based Frequency Combs

The area where these platforms have arguably had the greatest impact is in inte-
grated OPOs based on ring resonators. These devices have significant potential for
many applications including spectroscopy and metrology as well as the ability to
provide an on-chip link between the RF and optical domains [75]. As discussed
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above, micro-cavities enhance nonlinear optical processes, such as FWM involving
a continuous-wave (CW) pump, signal and idler beams with frequencies (ωPump,
ωIdler, ωSignal) related by energy conservation: xIdler ¼ 2xPump � xSignal. Achieving
phase-matching of the propagation constants for three interacting waves is essential
for efficient FWM, which for the microcavities is equivalent to having near-equal
resonance spacings, or a constant FSR, with due allowance for the Kerr-induced
resonance shifts [36]. This results in the pump, signal and idler waves all being in
resonance—a triple resonance that greatly reduces the power requirement for the
round-trip parametric gain to exceed the loss, thus producing oscillation. Phase
matching, or low and anomalous waveguide dispersion, can be achieved with a
suitable design of the waveguide cross-section.

Reports in early 2010 of OPOs in both SiN [36] and Hydex [37] opened the door
to achieving these devices in practical CMOS-compatible integration platforms
with much lower Q factors than previous micro-cavity oscillators, and hence with
much less sensitivity to environmental perturbations and without the need for
delicate tapered fibre coupling. This will allow these devices to benefit not just the
scientific community but telecommunications, computing, and precision spectros-
copy and timekeeping.

Figure 2.8 shows a four port micro-ring resonator based in Hydex glass with a
Q factor of 1.2 million [37] along with a scanning electron microscope (SEM) of
the waveguide cross section and the corresponding optical transmission spectrum.
Figure 2.9 shows the experimental setup [37] for demonstrating an on-chip OPO

Fig. 2.8 Integrated ring resonators based in Hydex [37]. a Hydex four-port microring resonator
(fibre pigtails not shown) with Q = 1.2 × 106. b SEM image of the Hydex ring resonator cross
section before depositing the upper cladding of SiO2; c bottom left linear transmission through ring
resonator from the INPUT to THROUGH port for TM and TE polarizations and d bottom right
high resolution transmission plot showing a resonance linewidth of 1.2 pm
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using an externally pumped laser, highlighting the use of soft thermal locking to
achieve resonant coupling between the pump laser and the cavity resonances.

The optical frequency comb generated by the Hydex device (Fig. 2.10) exhibited
a very wide spacing of almost 60 nm when pumped at 1544.15 nm, in the
anomalous GVD regime (Fig. 2.3). The output power versus pump power shows a
very high single line differential slope efficiency above threshold of 7.4 %, with a
maximum power of 9 mW achieved in all oscillating modes out of both ports,
representing a remarkable absolute total conversion efficiency of 9 %. When
pumping at a slightly different wavelength closer to the zero-GVD wavelength (but
still anomalous), the device oscillated with significantly a different spacing of
28.15 nm.

These observations are consistent with parametric gain based on a combination
of FWM and MI described above, where the spacing depends on the waveguide
dispersion characteristics and agrees well with calculations. Oscillation begins via
modulational instability (MI) gain—essentially pure spontaneous (degenerate)
FWM (with only a pump present). Once oscillation is achieved, “cascaded” FWM
among different cavity modes takes over, resulting in the generation of a frequency
comb of precisely spaced modes in the frequency domain. However, the
enhancement of the fields in the cavity (all fields in the case of phase matching) that
is responsible for lowering the oscillation threshold, also enhances the nonlinear
losses, and it is primarily for this reason that oscillation in silicon ring resonators in
the telecom band where the FOM <1, has not been achieved.

Figure 2.11 shows the calculated MI gain curve when pumping at 1544 nm with
54 mW of power, using the experimentally measured dispersion curves. This shows
a gain peak at 1590 nm—close to the observed initial oscillation peaks. This
confirms that oscillation begins via MI gain near the peak. Once oscillation is
achieved, “cascaded” FWM can occur among many different cavity modes resulting
in the generation of a frequency comb of precisely spaced modes in frequency. This
illustrates the degree of freedom one can achieve in varying the frequency comb
spacing—chiefly through dispersion engineering, and so one is not restricted by the
FSR of the resonator itself. The trade-off is that MI generated combs can themselves
further seed sub-combs that are poorly related in terms of coherence to the original
comb, limiting the degree to which modelocking, or ultrashort pulse generation, can
be achieved [47].

Fig. 2.9 Experimental setup for OPO via external pumping with soft thermal locking [37]
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Fig. 2.10 (Top) Output spectra of Hydex hyper-parametric oscillator [37] with a pump power
varying from 50.8 mW (just above threshold) tuned to a resonance at 1544.15 nm (TM
polarization) to well above threshold at 101 mW. (Bottom) Output power vs pump power (at
1544.15 nm) in the drop port waveguide of the Hydex oscillator for a single oscillating mode at
1596.98 nm, showing a threshold of 54 mW with a differential slope efficiency of 7.4 % (linear fit
—blue dashed line) above threshold
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Fig. 2.11 Theoretical calculation of modulational instability (MI) gain [37] based on the
measured dispersion, at a pump power of 54 mW and pump wavelength near the zero dispersion
point at 1544 nm, showing a gain peak about 46 nm away from the pump wavelength

Fig. 2.12 Integrated OPO multiple wavelength sources in SiN [36] ring resonators [36]. a SEM
image of SiN microring resonator (58 μm radius and Q = 500,000, FSR = 403 GHz) from [36]
coupled to a bus waveguide, with cross section height of 711 nm, base width of 1700 nm and a
sidewall angle of 20°, giving anomalous GVD in the C-band and a zero-GVD point at 1610 nm;
b Output spectra of a 58-µm-radius SiN ring resonator OPO with a single pump wavelength tuned
to a resonance at 1557.8 nm, numerous narrow linewidths at precisely defined wavelengths. The
87 generated wavelengths were equally spaced in frequency, with an FSR of 3.2 nm c spectra of a
20-µm radius SiN ring resonator generating a comb with a different frequency spacing, pumped at
1561 nm and producing 21 wavelengths over a 200-nm span, with a spacing of 9.5 nm d output
power in the first generated mode of SiN OPO versus pump power, showing a threshold of 50 mW
with a slope efficiency of 2 %
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Optical parametric oscillation was simultaneously reported in SiN [36] by res-
onantly pumping the rings with CW light near 1550 nm using a soft ‘thermal lock’
process in which the cavity heating is counteracted by diffusive cooling. Figure 2.12
shows a schematics of 2-port SiN micro-ring resonators: [36] a 58 µm radius
resonator (Q factor = 500,000, FSR = 403 GHz) with dimensions designed to yield
anomalous GVD in the C-band with a zero GVD point at 1610 nm. Oscillation of
multiple lines over a very broad (>200 nm) wavelength range was achieved
(Fig. 2.12) at a pump threshold of 50 mW. Eighty-seven new frequencies were
generated between 1450 and 1750 nm, corresponding to wavelengths covering the
S, C, L and U communications bands. Several designs were employed with dif-
ferent ring radii, or FSR. A smaller ring with a Q factor of 100,000 generated
oscillation in 20 resonator modes when pumped with modest input powers
(150 mW) with THz mode spacing. These results represent a significant step toward
a stabilized, robust integrated frequency comb source that can be scaled to other
wavelengths.

2.5 Advanced Frequency Comb Generation

Since these initial demonstrations of multiple wavelength oscillation, significant
progress has been made in advanced comb generation, including both very wide
bandwidth octave spanning combs [45] and very low (sub 100 GHz) FSR spacing
combs [46].

The development of microresonator-based frequency combs with a free spectral
range (FSR) significantly less than 100 GHz is critical to provide a direct link
between the optical and electrical domains in order to produce highly stable
microwave signals detectable with photodiodes. The challenge is that simple ring
geometries with sub-100 GHz FSR spacings do not fit on typical single e-beam
fields and so novel ring geometries such as spirals need to be employed. Figure 2.13
shows spiral ring resonators with unique geometries for different FSRs below
100 GHz [46], all having a constant semicircular coupling region to enable critical
coupling between the bus and resonator, independent of path length. Bends in the
resonators had radii >100 μm to ensure that bend induced dispersion was negligible,
a critical requirement for proper operation of the frequency comb. The experimental
spectra for 80, 40, and 20 GHz combs are shown in Fig. 2.13, typically requiring
about 2 W pump power to fill the entire comb spans.

Octave-spanning frequency combs are of great interest for spectroscopy, preci-
sion frequency metrology, and optical clocks and are highly desirable for comb self-
stabilization using f to 2f interferometry for precision measurement of absolute
optical frequencies [76]. Figure 2.14 shows an optical frequency comb in a SiN ring
resonator spanning more than an octave [45] from 1170 to 2350 nm, corresponding
to 128 THz, achieved by suitable dispersion engineering and employing higher
pump powers of up to 400 mW inside the waveguide, detuned slightly from a
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cavity resonance. Figure 2.14 shows the simulated dispersion for nanowires with
varying widths (1200, 1650, and 2000 nm) indicating that large anomalous-GVD
bandwidths spanning nearly an octave are possible with appropriate design. These
results represent a significant step toward a stabilized, robust integrated frequency
comb source that can be scaled to other wavelengths.

Fig. 2.13 Advanced frequency combs in SiN ring resonators [46]. Sub-100GHz spacing SiN ring
resonators. Micrographs of the a 80 GHz, b 40 GHz, and c 20 GHz FSR resonators and the
corresponding linear transmission spectra (insets). A 2 nm section of each comb is inset in each
figure to illustrate the spacing of the comb lines. The nanowire cross section was 725 nm by 1650
nm, with a loaded Q of 100,000. Output spectra are d 300 nm wide for the d 80 GHz and e 40 GHz
FSR rings and f 200 nm for the 20 GHz FSR ring
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2.6 Supercontinuum Generation

By injecting ultrashort modelocked pulse trains into suitably designed waveguides
very broadband spectra can be generated. This super-continuum (SCG) spectra also
can result in octave-spanning frequency combs and has been of great interest for
spectroscopy, precision frequency metrology, and optical clocks and is highly
desirable for comb self-stabilization using f to 2f interferometry for precision mea-
surement of absolute optical frequencies [76–80]. Wide bandwidth SCG has been
demonstrated in microstructured fibers [81–83], ChG waveguides [84], periodically
poled lithiumniobate (PPLN) [85], and in Si [86–88].Hydex andSiNoffer advantages
of much lower linear and nonlinear loss as well as transparency well into the visible.

Figure 2.15 compares the broadband frequency combs with SCG in Hydex
waveguides [89] where a spectral width >350 nm was achieved (limited by
experimental measurement capability), with that generated in 1100-nm wide SiN
nanowires [90] that yielded a spectrum spanning 1.6 octaves, from 665 to 2025 nm,
pumping at 1335 nm. The SiN results in particular represent the broadest recorded
SCG to date in a CMOS compatible chip. Both of these results were enabled by a
high effective nonlinearity, negligible TPA and most significantly very flexible
dispersion engineering. SCG is significantly enhanced if the pulse is launched near
a zero group-velocity dispersion (GVD) point or in the anomalous GVD regime.
The former minimizes temporal pulse broadening, thereby preserving high peak

Fig. 2.14 Advanced frequency combs in SiN ring resonators [45]. a Top Optical spectrum of
octave-spanning parametric frequency comb generated in a SiN ring resonator and b Bottom
dispersion simulations for the fundamental TE mode of SiN waveguide with a height of 730 nm
and widths of 1200, 1650, and 2000 nm. The dashed curve shows the dispersion for bulk silicon
nitride
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powers and thus maintaining a strong nonlinear interaction. The latter regime
enables soliton propagation, whose dynamics can contribute to spectral broadening.
The higher flexibility of dispersion engineering in SiN as compared to Hydex is
partly enabled by its higher available core/cladding index contrast and is probably
one of its most significant advantages.

2.7 Comb Coherence and Dynamic Properties

As with conventional modelocked lasers, parametric frequency combs can also
potentially serve as sources of ultrashort laser pulses that, depending on the pump
laser and material system, can produce ultrashort pulses from the visible to the mid-
infrared at repetition rates in the GHz to THz regimes. The last few years have seen
significant breakthroughs in understanding the dynamics and coherence behavior of
frequency comb formation [44, 47, 48]. These reports have revealed complex and
distinct paths to comb formation that can result in widely varying degrees of
coherence, wavelength spacing, and RF stability of these sources. This field has

Fig. 2.15 Supercontinuum generation in a Hydex waveguides [89] and b silicon nitride nanowires
[90] and c engineered dispersion in silicon nitride waveguides [90]
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recently been highlighted by the achievement of an ultrastable, ultrashort optical
pulse source via modelocking [15] based on an integrated microcavity. Under-
standing and harnessing the coherence properties of these monolithic frequency
comb sources is crucial for exploiting their full potential in the temporal domain, as
well as for generally bringing this promising technology to practical fruition.

The first investigation of the coherence properties of these on-chip oscillators
[47] focused on phase tuning of the comb via programmable optical pulse shaping
(Fig. 2.16). This “line-by-line” pulse shaping of microresonator frequency combs
was enabled by the relatively large mode spacings and represented a significant
development in the field of optical arbitrary waveform generation [77–79]. In this
approach, transform limited can be realized for any spectral phase signature of
coherent combs by appropriately compensating the relative phase of the different
comb lines (Fig. 2.16). The ability to achieve successful pulse compression also
provides information on the passive stability of the frequency-dependent phase of
the Kerr combs. These time domain experiments revealed different pathways to
comb formation in terms of phase coherence properties, with the ability to effec-
tively modelock the combs varying significantly depending on many factors such as
pump conditions and waveguide dispersion.

Recent studies of the dynamics of comb formation [44] (Fig. 2.17) have shown
that initial oscillation often begins at resonances near the parametric gain, or
modulational instability, peak with spacings varying widely from the FSR to values
as wide as 50–100 nm. Cascaded FWM then replicates a comb with this initial
spacing. More complex dynamics arise when these comb lines themselves seed
their own mini-comb bands based on the local dispersion and pumping conditions,
often with a spacing at or near the cavity FSR in that wavelength region. While
these “sub-combs” maintain coherence within themselves, they are not coherently
related to the sub-combs generated by other lines of the initial, more widely spaced,
comb, and so this results in broadband comb with complex and generally limited
coherence. One approach to achieve high coherence is to design the device such
that the initial comb intrinsically oscillates at the FSR, producing a wideband comb
with high coherence properties. Figure 2.17 shows the output of a ring resonator
under different pumping conditions [44], dramatically showing the transition to
from an incoherent state where the frequency sub-combs are well separated and
hence incoherent, to a coherent state resulting in a much improved ability to lock
the modes to produce optical pulses, resulting in much lower RF noise in the output.

Further studies [49] of the temporal and optical and radio-frequency spectral
properties of a parametric frequency combs generated in SiN microresonators
demonstrate that the system undergoes a transition to a modelocked state and that
ultrashort pulse generation occurs. From a 25-nm filtered section of the 300-nm
comb spectrum, sub-200-fs pulses are observed and calculations indicate that the
pulse generation process is consistent with soliton modelocking, which is consistent
with very recent work involving comb generation in MgF2 microresonators [91]
and could be explained by the formation of temporal cavity solitons [91, 92], where
contributions from dispersion and loss are compensated by nonlinearity and a
coherent driving beam.
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JFig. 2.16 a SEM image of SiN microring resonator from [47] (radius 40 µm) along with b fibre-
pigtailed coupling waveguide to resonator; c Optical transmission spectrum for TM polarized light
of ring resonator [46] including d high resolution spectrum for a mode at 1556.43 nm showing a
linewidth of 1.2 pm, corresponding to a loaded Q factor of 1.3 × 106 with a FSR of 4.8 nm. Bottom
Coherence and frequency comb formation dynamics. e–h, Frequency comb coherence properties
from [47]. The output spectrum generated by a high-Q silicon nitride microring shows the ability
of type-I Kerr combs to perform pulse compression. Spectrum of the combs after processing with a
pulse shaper, together with the phase applied to the liquid-crystal modulator pixels required to
achieve optimum SHG signals e, f. Autocorrelation traces g, h corresponding to e, f [47]. The red
lines depict the compressed pulses after applying a phase correction, the blue lines are
uncompressed pulses and the black lines are calculated from the spectra shown in e and f by
assuming a flat spectral phase. The contrast ratios of the autocorrelations measured after phase
compensation are 14:1 (g) and 12:1 (h). Light grey traces show the range of the simulated
autocorrelation traces

Fig. 2.17 Studies of coherence evolution in SiN microring resonators [44] showing the transition
to a low phase noise Kerr comb. a Optical spectra of two microresonator comb states 1 (a) and 2
(b) (pump power 6W). State 2 evolves from state 1 when reducing the detuning of the pump laser.
A transition is observed from multiple sub-combs to a single (sub) comb over the bandwidth of the
Kerr comb reconstruction. In state 1, all sub-combs have the same mode spacing, but have different
offsets which differ by a constant of 66 MHz. c, d In the transmission from state 1 to state 2, the
amplitude noise peak resulting from the beating between overlapping offset sub-combs disappears
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2.8 Ultrashort Pulsed Modelocked Lasers

The first demonstration of stable modelocking of a frequency comb based on a
microresonator was recently achieved (Fig. 2.18) [15, 50, 93] by embedding the
resonator in an active fiber loop. The unique aspect of this system is that the
microresonator is used as both a linear filter and as the nonlinear element. This
scheme, termed Filter-Driven Four-Wave-Mixing (FD-FWM), is an advancement
inspired by dissipative FWM (DFWM) [94–96] where the nonlinear interaction
occurs in-fibre and is then “filtered” separately by a linear FP filter. This new
approach is intrinsically more efficient and so allows for substantially reduced main
cavity lengths which in turn has enabled the achievement of highly stable operation
—something that has so far eluded DFWM based lasers. A fundamental challenge
with DFWM lasers is that the main cavity mode spacing is typically much finer than
the microcavity, allowing many cavity modes to oscillate within each micro-reso-
nator mode, giving rise to so-called “supermode instability”. The FD-FWM
approach allows a substantial reduction in the main cavity length to the point where
only a very small number (<3) cavity modes—and even a single mode—exist
within each microresonator resonance, allowing for the possibility of only one main
cavity mode oscillating within each ring resonance. Hence, FD-FWM has achieved
highly stable operation at high repetition rates over a large range of operating
conditions, without a stabilization system, robust to external (i.e., thermal) pertur-
bations. In addition, it can potentially produce much narrower linewidths than
ultrashort cavity modelocked lasers because the long main cavity results in a much
smaller Schawlow-Towns phase noise limit [97]. Figure 2.19 compares the optical
spectra, time resolved optical waveforms (measured by autocorrelation) and radio-
frequency (RF) spectra of short and long cavity length lasers, clearly showing that
the RF spectra for the short cavity laser is highly stable whereas the long cavity
length laser not only shows large, long timescale, instabilities in the RF output, but
is also unstable on a short timescale where the optical autocorrelation traces show a
very limited contrast ratio—a hallmark of unstable oscillation. Recently [50] stable
modelocked laser operation with two modes oscillating within each ring cavity was
demonstrated, which produced a highly pure RF tone over the modelocked train,
enabling high resolution RF spectral measurement of the optical linewidth, which
achieved the remarkably narrow width of about 10 kHz.

2.9 Ultrafast Phase Sensitive Pulse Measurement

Coherent optical communications [18, 19] have created a compelling need
for ultrafast phase-sensitive measurement techniques operating at milliwatt peak
power levels. Ultrafast optical signal measurements have been achieved using
time-lens temporal imaging on a silicon chip [13, 98] and waveguide-based
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Oscillating modes

Unstable
Long Cavity = 33m
FSRc = 6MHz

FSRRing = 200GHz

Stable
Short Cavity = 3m
FSRc = 67MHz

(a)

(b)

(c)

Fig. 2.18 Ultrafast modelocked laser based on filter driven four-wave mixing in a modelocked
fiber loop laser [15]. a Experimental configuration for fiber loop modelocked laser based on filter
driven four wave mixing (FDFWM) based on a microring resonator, where the resonator performs
the dual function of linear filtering and nonlinear interaction. b, c oscillating modes of the laser
superimposed on the filter profle of the microresonator structure. b long (33 m) cavity length
showing 6 MHz spacing and c short (3 m) cavity showing much larger 67 MHz spacing
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Frequency-Resolved Optical Gating (FROG) [105], but these are either phase
insensitive or require waveguide-based tunable delay lines—a difficult challenge.
Recently [14], a device capable of both amplitude and phase characterization of
ultrafast optical pulses was reported, operating via a novel variation of Spectral
Phase Interferometry for Direct Electric-Field Reconstruction (SPIDER) [100–108]
based on FWM in a Hydex waveguides. Here, pulse reconstruction was obtained
with the aid of a synchronized incoherently related clock pulse.

SPIDER approaches are ultrafast, single-shot, and have a simple, direct and
robust phase retrieval procedure. However they traditionally have employed either
three-wave mixing (TWM) or linear electro-optic modulation, both of which require
a second-order nonlinearity that is absent in CMOS compatible platforms. Also,
typical SPIDER methods work best with optical pulses shorter than 100 fs (small
time-bandwidth products (TBP)) and peak powers >10 kW, and hence are not
ideally suited to telecommunications. The device reported in [14] measured pulses
with peak powers below 100 mW, with a frequency bandwidth greater than a
terahertz and on pulses as wide as 100 ps, yielding a record TBP >100 [105].

Figure 2.20 shows a schematic of the device. The pulse under test (PUT) is split
into two replicas and nonlinearly mixed with a highly chirped pump inside the
chip. The resulting output is then captured with a spectrometer and numerically
processed to extract the complete information (amplitude and phase) of the incident
pulse. Figure 2.21 compares the results from the X-SPIDER device using both a
standard algorithm and a new extended (Fresnel) phase-recovery extraction

JFig. 2.19 Ultrafast modelocked laser based on filter driven four-wave mixing in a modelocked
fiber loop laser [15]. Experimental optical output of unstable laser (a, b) and stable laser (c, d).
a optical spectrum and b autocorrelation trace of unstable (long length) laser, and c optical
spectrum and d autocorrelation trace of stable (short length) laser. Power output versus pump
power for unstable (e) and stable (f) lasers. The autocorrelation plots show theoretical calculations
(green) starting from the experimental optical spectra for a fully coherent and transform-limited
system calculated by considering each line of the experimental optical spectra as being perfectly
monochromatic and in-phase with the others, yielding an output pulse with a FWHM of 730 fs for
the highest excitation power condition. The measured autocorrelation for the long cavity laser
(b) shows a considerably higher background than the expected autocorrelation (50:1). Conversely,
the calculated autocorrelation trace for the short-cavity laser (d) perfectly matches the measured
trace, indicating stable modelocking, and corresponding to a transform-limited pulse width
(FWHM) of 2.3 ps with a peak to background ratio of 5:1. Stable oscillation was obtained by
adjusting the phase of the cavity modes for the short main cavity length laser relative to the ring
resonator modes via a free space delay line. Temporal waveforms measured via radio frequency
(RF) detectors (g–i) and RF spectral (j–l) output of the fiber loop laser for different main cavity
lengths. (g, j) are for the long cavity (L = 33 m, FSR = 6.0 MHz) unstable laser, (h, k) are for the
short cavity laser (L = 3 m, FSR = 68.5 MHz) laser but with the main cavity modes detuned from
the microresonator mode, thus allowing more than one cavity mode to oscillate. (i, I) are for the
short cavity laser where the main cavity is tuned (via free space delay) such that the cavity modes
are aligned to the microcavity mode—thus restricting the laser to a single mode
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algorithm [14, 108] designed for pulses with large TBP, with results from SHG-
based FROG measurements. As expected, for low TBP pulses (short-pulse regime)
the SPIDER device yielded identical results with both algorithms and agreed with
the FROG spectrogram. For large TBP pulses (highly chirped, long pulsewidths)
the X-SPIDER results obtained with the new algorithm agreed very well with the
FROG trace, whereas results using the standard phase-recovery algorithm were
unable to accurately reproduce the pulse.

Fig. 2.20 Experimental setup for the phase measurement of ultrafast pulses. Phase and amplitude
measurement of ultrafast optical pulses using spectral phase interferometry for direct electric-field
reconstruction (X-SPIDER) device based on FWM in Hydex spiral waveguide [14]. The pulse
under test (PUT) is split in two replicas and nonlinearly mixed with a highly chirped pump inside
the chip (extracted from the same laser source in these experiments). The resulting output is
captured by a spectrometer and numerically processed by a suitable algorithm to extract the
complete information (amplitude and phase) of the incident pulse
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2.10 Conclusions

We have reviewed the recent progress in CMOS-compatible, non c-Si integrated
optical platforms for nonlinear optics, focusing on SiN, Hydex glass, and amor-
phous Si. The combination negligible nonlinear (two-photon) absorption, low linear
loss, the ability to engineer dispersion, and moderately high nonlinearities has
enabled these new platforms to achieve new capabilities and novel devices not
possible in c-Si because of its low FOM. These include on-chip multiple wave-
length oscillators, optical frequency comb sources, ultrashort optical pulse gener-
ators, high-gain optical parametric amplifiers, phase-sensitive optical pulse
measurement and many others. These platforms will likely have a significant impact
on future all-optical devices, complementing the capabilities already offered by
silicon nanophotonics. The high performance, reliability, manufacturability of all of
these platforms combined with their intrinsic compatibility with electronic-chip
manufacturing (CMOS) raises the prospect of practical platforms for future low-
cost nonlinear all-optical PICs that offer a smaller footprint, lower energy con-
sumption and lower cost than present solutions.

SHORT PULSE LONG PULSE VERY LONG PULSE
Propagation ~0m SMF Propagation ~200m SMF Propagation ~700m SMF

Duration ~2ps Duration ~30ps Duration ~100ps

Time bandwidth product ~2 Time bandwidth product ~30 Time bandwidth product~100

SPECTRUMTIME SPECTRUMTIME SPECTRUMTIME

(a) (b)

(c) (d)

(a) (b)

(c) (d)

(a) (b)

(c) (d)

(e) (f) (g) (e) (f) (g) (e) (f) (g)

Fig. 2.21 Measurement of Ultrafast Pulses. X-SPIDER device based on FWM in Hydex spiral
waveguide [14]. Retrieved phase and amplitude profiles for pulses with time bandwidth products
(TBP) of 2 (left), 30 (middle) and 100 (right). For each pulse, plots a are the temporal amplitude
output b the spectral amplitude c temporal phase and d spectral phase. The contour plots for each
pulse (short, long, ultra-long) are shown in e–g. e was obtained by the X-SPIDER device using a
standard algorithm, f was obtained from the X-spider using a new algorithm [14] for large time-
bandwidth product (TBP) pulses, while g (plots at the right) were experimentally measured FROG
SHG measurements
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Chapter 3
Optical Guided Wave Switching

Costantino De Angelis, Daniele Modotto, Andrea Locatelli
and Stefan Wabnitz

Abstract Optical switching is a key functionality for enabling transparent
all-optical networks. We present an overview of optical switching devices, based on
either optical or electrical control signals, which permit to avoid the necessity of
optics-electronics-optics conversion. We describe the basic principles of various
guided wave optical switching devices, which exploit either relatively long inter-
action lengths in order to reduce the operating power requirements, or strong
transverse confinement to reduce device dimensions. These devices include non-
linear mode couplers and interferometers based on optical fibers, as well as inte-
grated waveguides based on photonic crystal structures or surface wave interactions
in novel materials such as graphene.

3.1 Introduction: Optical Switching Using
Guided-Waves

In recent years, telecommunication networks have witnessed a dramatic increase of
capacity, mostly driven by the exponential growth of IP traffic. Researchers had to
tackle and solve several problems, and certainly the challenge of realizing trans-
parent all optical switching was among the most important issues which have been
addressed. In this framework, the goal is to use optics not only at the transmission
level, but also at the switching level; this in turn requires to conceive devices which
can perform switching directly in the optical domain, thus overtaking the
unavoidable limitations of switching at the electronic level. Remarkably the goal
can be achieved using either an optical or an electrical control; the common
denominator is not the physical nature of the control signal, but the possibility of
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avoiding optics-electronics-optics (OEO) conversions which lead to inefficient and
nontransparent switching.

In particular, in this paper we review some basic ideas and devices for all-optical
switching in guided wave geometries, as this scenario offers important possibilities
for tuning the light confinement, and thus exploring more efficient light-matter
interactions. In Sect. 3.2 we will discuss some relevant examples of all-optical
switching devices exploiting optical fibers; in Sect. 3.3 we will move into the field
of integrated optics and we will discuss optical switching in photonic crystal
waveguides, as well as using surface waves as a tool to enhance light matter-
interactions in novel nonlinear materials such as graphene.

3.2 All-Optical Pulse Switching in Optical Fibers

We review the different implementations of switching in optical fibers, including
polarization effects in both high and low-birefringence fibers, and nonlinear optical
loop mirrors. Both self-switching and two-beam, phase or cross-phase modulation
(XPM) controlled switching will be analyzed.

3.2.1 Nonlinear Mode Coupling

We start by considering the continuous wave (CW) case and focus our attention on
the linear and nonlinear coupling between the two modes of a structure composed
of two waveguides placed in close proximity. The basic model to describe the
evolution of the modal amplitudes A1;2 along the coupler [1] is given by the
following coupled equations:

i
dA1

dz
þ CA2 þ c jA1j2 þ qjA2j2

h i
A1 ¼ 0

i
dA2

dz
þ CA1 þ c jA2j2 þ qjA1j2

h i
A2 ¼ 0 ð3:1Þ

where C is the linear coupling coefficient, c is the nonlinear coefficient and q is the
XPM factor. The previous equations were introduced for the nonlinear coherent
directional coupler (NLDC) [2, 3], and they work well for dual-core fibers and for
integrated couplers [4].

In the case of a birefringent optical fiber the XPM factor is 2=3 and nonlinear
four-wave mixing terms must be included, as well [5–7]:
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dax
df

þ 1
2
ax þ jaxj2 þ 2

3
jayj2

� �
ax þ 1

3
a2ya

�
x ¼ 0

i
day
df

� 1
2
ay þ jayj2 þ 2

3
jaxj2

� �
ay þ 1

3
a2xa

�
y ¼ 0 ð3:2Þ

where Ax;y are the complex envelopes of the fundamental modes polarized along the
x; y principal axes of the fiber with propagation constants bx;y, respectively.

Moreover, ax;y �
ffiffiffiffiffiffiffiffiffiffiffi
c=Db

p
expf�iðbx þ byÞz=2gAx;y, f ¼ Dbz is a dimensionless

distance, Db ¼ bx � by ¼ 2p=Lb is the linear fiber birefringence and Lb the beat
length. Let us express (3.2) in a more compact form in terms of the circularly
polarized components a� ¼ ðax � iayÞ=

ffiffiffi
2

p
as

i
daþ
df

þ 1
2
a� þ 2

3
jaþj2 þ 2ja�j2
h i

aþ ¼ 0

i
da�
df

þ 1
2
aþ þ 2

3
ja�j2 þ 2jaþj2
h i

a� ¼ 0 ð3:3Þ

At relatively low powers, fiber birefringence leads to the periodic exchange of
power among the two circular polarizations: the spatial period of such linear cou-
pling is equal to the linear beat length Lb ¼ 2Lc (Lc is the linear coupling length).

In order to better visualize the action of nonlinear coupling, it proves convenient
to rewrite (3.2) in terms of the real Stokes parameters si � Si=S0, where
S0 � P ¼ jaxj2 þ jayj2, S1 � jaxj2 � jayj2, S2 � axa�y þ c:c:, and S3 � �iaxa�y þ c:c::

ds1
df

¼ 2ps2s3

ds2
df

¼ �s3 � 2ps1s3

ds3
df

¼ s2 ð3:4Þ

where we defined the dimensionless input power p � P=Pc, with the critical power
level Pc � 3Db=2c. In vector notation, (3.4) can be written as

ds
df

¼ XL þ XNLðsÞð Þ � s ð3:5Þ

which describes polarization evolution on the Poincaré sphere as the motion of a
rigid body subject to the sum of the fixed and the position-dependent angular
velocities XL � 1; 0; 0ð Þ and XNL ¼ 0; 0;�ps3ð Þ, respectively [6, 8]. Figure 3.1a
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illustrates the radically different behavior of the polarization evolution trajectories
of the tip of the Stokes vector s as the input power is below or above the critical
power Pc. Below the critical power, all points on the Poincaré sphere rotate around
the axis defined by XL: as a result, the two circular polarizations periodically
exchange their power along the fiber length. On the other hand, for P[Pc the
mode polarized along the fast axis of the fiber (i.e., whose Stokes vector is
sF ¼ �1; 0; 0ð Þ) loses its spatial stability and becomes an unstable saddle (see right
part of Fig. 3.1a) [6, 8–10]: as it is shown in Fig. 3.1b, an input right-handed
circular polarization (whose power is Pþ � jAþj2) no longer periodically couples
into the orthogonal left-handed polarization whenever Pþ [ 2Pc.

3.2.2 Nonlinear Fiber Couplers

The NLDC is a basic device which permits all-optical routing and switching
operations [2, 3]. Experiments have demonstrated nonlinear transmission and self-
switching in fiber-optic NLDCs, such as: dual-core fibers [11–15], low birefrin-
gence fibers [16], and periodically twisted birefringent filters [17, 18]. Even though
fiber optic NLDCs exhibit ultrafast nonlinear response, whenever their length
L ’ Lb, the associated switching power P ’ Pc is relatively high, owing to the
weak nonlinearity of silica. Indeed, because of imperfections in fiber fabrication (in
the case of dual core couplers) or of random fiber birefringence (for polarization
couplers), beat lengths exceeding one or a few meters are not possible in practice.
Earlier experiments with fiber NLDCs involved just one or two linear coupling
distances Lc. In this case, the associated nonlinear transmission exhibits a single
switching power, that is inversely proportional to Lc.

Nevertheless, full switching in a fiber NLDC of any length L is still possible
when operating in the multi-beatlength regime, i.e., whenever L � Lb [19, 20]. The
main advantage of the multi-beatlength NLDC is that the relevant switching power

Fig. 3.1 a Poincaré sphere description of switching in a nonlinear coupler; b evolution with
distance of power in the input mode for different input power levels (Figures adapted from [6, 8])

74 C. De Angelis et al.



is inversely proportional to the total length of the fiber L. Therefore, the switching
performance is comparable to that of other nonlinear fiber switches such as the
nonlinear Mach-Zehnder interferometer (MZI) and the nonlinear optical loop mirror
(NOLM). Using a circularly polarized beam of power P at the input of a bire-
fringent fiber, the exact solution of (3.3) leads to the following expression for the
output power Pþ in the same circular polarization

Pþ ¼ P
2
1þ cnðpL=Lcj~pÞ½ 	 ð3:6Þ

where ~p ¼ p=2 and cn is a Jacobi elliptic function. From (3.6), one obtains that the
nonlinear period of polarization coupling between the two circular polarizations is

Lncð~pÞ ¼ 2LcKð~pÞ
p

ð3:7Þ

where K is the complete elliptic integral of the first kind. Whenever ~p\1, one
obtains that

Kð~pÞ ¼ p
2

1þ ~p2

4
þ Oð~pÞ2

� �
ð3:8Þ

Therefore for ~p 
 1 (3.6) reduces to

Pþ ¼ P cos2ðpL=2Lncð~pÞÞ ð3:9Þ

The associated ON–OFF switching power ps corresponds to the power-induced
increase of the coupling distance which leads to a p=2 shift in the argument of the
cosine in (3.9). One obtains ps ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2Lb=L

p
, i.e., in real units

Ps ¼ 12p
c

ffiffiffiffiffiffiffiffiffiffi
2LbL

p ð3:10Þ

The switching power of a fiber-based NLDC operating in the multi-beatlength
regime may be further reduced by injecting an input elliptically (as opposed to
circularly) polarized beam [21, 22]. Let us set s1ðf ¼ 0Þ ¼ e cosð2/Þ,
s1ðf ¼ 0Þ ¼ e sinð2/Þ, and s3ðf ¼ 0Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
1� e2

p
. From the exact solution of (3.3),

one obtains Pþ ¼ Pð1þ s3ðL; pÞÞ=2 for the right handed circular polarization
component at the output of a fibre of length L, where

s3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e2 cosð2/Þ2

q
f ðpÞcos 2prðpÞL=Lbð Þ ð3:11Þ

and f ðpÞ ¼ ð1þ pecosð2/Þ=2Þ. In this case, the nonlinear beat length ~LbðpÞ ¼
Lb=f ðpÞ ’ Lbð1� pe cosð2/Þ=2Þ. By supposing jcosð2/Þj ¼ 1, the switching
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power ps is defined by 2pðrðpÞ � 1ÞL=Lb ¼ p, so that ps ¼ Lb=eL. In real units, the
switching power reads as

Ps ¼ 3p
ceL

ð3:12Þ

In Fig. 3.2a we show an example of nonlinear CW transmissions computed from
(3.9) at the output of a L ¼ 20Lb long birefringent fiber. Here we plot the trans-
mission dependence on input power for different input polarization angles /, and
we have set e ¼ 0:37, cL ¼ 1. As can be seen from Fig. 3.2a, the switching power
agrees well with the estimate Ps ’ 25 W from (3.12). In Fig. 3.2 we also display the
change of the nonlinear transmission as the input polarization angle / is varied, for
L = 10–20Lb and p ¼ 0:15.

An experimental confirmation of all-optical power and polarization controlled
switching in a multi-beatlength fiber NLDC was performed using 205 m of York
ultralow-birefringence spun fiber [19, 23]. The fiber was wound on a drum with
radius of 15 cm, in order to introduce a bending-induced linear birefringence with
Lb ’ 20 m, so that L ’ 10Lb. By increasing the input power of a right-handed
circularly polarized beam from low values up to the switching power, an accu-
mulated nonlinear variation of the beat length equal to Lc or 10 m (or 5% nonlinear
variation per beat length Lb) was obtained.

Quasi-CW operating conditions were achieved using a mode-locked 100 ps
input pulse train from an Nd-YAG laser operating at 1:06 µm. At the fiber output,
the two circular polarization components of the emerging pulses were the two
output channels of the birefringent fiber NLDC. These components were separated
by means of a calibrated Babinet-Soleil compensator, followed by a Wollaston
prism.

Figure 3.3a, b shows the streak camera pictures of the pulse profiles emerging
from the bar (input) and the crossed circular polarization components at the fiber
output, for an input average power of 320 mW [19]. As it can be seen, the center
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Fig. 3.2 Theoretical CW transmissions at the output of L ¼ 20Lb long birefringent fiber:
a transmission dependence on input power for different input polarization angles; b transmission
variation with input angle for two values of the total number of linear beat lengths Lb
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and the wings of the pulse have opposite handedness, leading to a symmetric pulse
breakup.

Figure 3.3c shows the measured circular polarization transmissions at the fiber
output, as a function of the input average power into the fiber [22]. Because of the
slow response time of the photodetectors, the transmission displays the average
power in each output polarization. At low powers, the input circular polarization
emerges from the fiber almost unchanged. About 50 % switching of the trans-
mission is observed at about 250 mW: the corresponding peak pulse power is of
about 20 W, in relatively good agreement with the estimate of (3.12), since in the
experiment the condition cL ’ 1 is verified.

3.2.3 Nonlinear Mach-Zehnder Interferometers

A relatively simple nonlinear switch may be implemented using an all-fiber-based
Mach-Zehnder interferometer (MZI): here two 3-dB linear directional couplers are
used to split the input signal and then recombine the two arms of the interferometer
of lengths L1 and L2, respectively (see Fig. 3.4). The components of the signal in
the two arms of the MZI thus experience different overall linear and SPM induced
phase shifts [24–28]. The transmission through the bar port of the MZI reads as

TðPÞ ¼ sin2 D/L þ D/NLð Þ ð3:13Þ

where D/NL ¼ cPðL1 � L2Þ. Alternatively, a different nonlinear phase shift in the
two arms of the MZI may be induced whenever L1 ¼ L2 by using an unbalanced
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Fig. 3.3 Experimental pulse energy transmissions from orthogonal polarizations at the output of a
10 beat length long birefringent fiber: a, b streak-camera traces of pulses emerging from the input
(bar state) and the orthogonal (cross state) polarizations; c average energy transmissions from
cross and bar states versus input average power (Figures adapted from [19, 22])
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linear directional coupler, so that the two signal components have different powers.
A different implementation of a MZI type of switch consists of a highly birefringent
fiber, where the two signal paths are represented by the two fiber modes which are
orthogonally polarized along the principal axes of the fiber. For an input beam of
power P that is initially linearly polarized with an orientation at the angle h with
respect to the x-axis of a birefringent fiber of length L, one has Px ¼ P0 cos2ðhÞ,
Py ¼ P0 sin2ðhÞ, and D/NL ¼ cPL cosð2hÞ=3.

Besides SPM-activated switching, a fiber MZI can be used to switch a signal
among its two output ports through XPM by injecting a control pump at a different
wavelength, that shifts the signal phase in the upper arm of the interferometer (see
Fig. 3.4). In the presence of a control pump composed by a pulse train, the input
CW signal may also be converted into a pulse train. The drawback of a fiber MZI is
the presence of two separate paths for the signal, which make it sensitive to
environmental perturbations, so that active stabilization of the fiber lengths may be
required [25].

3.2.4 Nonlinear Loop Mirrors

The environmental stability of an interferometric fiber switch may be ensured by
using a Sagnac loop configuration [28–33]: here the transmitted signal results from
the coherent superposition at the directional coupler output port of two signals that
have traveled in opposite directions around the same loop of fiber (see Fig. 3.5a).
Clearly, whenever the directional coupler equally splits the input signal (i.e., a 3-dB
coupler is used), there is no differential nonlinear phase shift among the two signal
components that travel in opposite directions around the loop, and the Sagnac loop
acts as a perfect mirror by reflecting all of the incoming signal: the transmitted
signal vanishes. On the other hand, whenever an asymmetric coupler is used, there
is a differential nonlinear phase shift which leads to a signal to be transmitted at
high powers. Thus the Sagnac loop of Fig. 3.5a is also known as nonlinear optical
loop mirror (NOLM).

Fig. 3.4 Structure of a fiber based nonlinear MZ interferometer switch exploiting SPM or XPM
(in the presence of a control pump)
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The nonlinear transmission of the NOLM can be simply obtained as follows.
The input amplitude of the waves traveling clockwise and counter-clockwise in the
loop reads as Ai

CW ¼ ffiffiffiffi
K

p
Ain and Ai

CCW ¼ i
ffiffiffiffiffiffiffiffiffiffiffiffi
1� K

p
Ain, respectively, where K is the

power splitting ratio of the coupler and Ain is the input signal amplitude. After one
round-trip through the loop, the two fields traveling in opposite directions acquire
equal linear but different nonlinear (as determined by both SPM and XPM) phase
shifts, so that at the input of the coupler one has the two fields

Ao
CW ¼ Ai

CW exp ibLþ ic jAi
CW j2 þ 2jAi

CCW j2
� �

L
n o

Ao
CCW ¼ Ai

CCW exp ibLþ ic jAi
CCW j2 þ 2jAi

CW j2
� �

L
n o

ð3:14Þ

where b is the linear propagation constant in the fiber loop of length L. At the
coupler output, one obtains At ¼

ffiffiffiffi
K

p
Ao
CW þ i

ffiffiffiffiffiffiffiffiffiffiffiffi
1� K

p
Ao
CCW , so that the transmis-

sivity of the NOLM reads as

TðPÞ � jAtj2=jAij2 ¼ 1� 4K 1� Kð Þ cos2 K � 0:5ð ÞcPinL½ 	 ð3:15Þ

where Pin ¼ jAinj2. The resulting input signal power dependence of the NOLM
transmissivity is illustrated in Fig. 3.5b for different values of the coupling ratio K,
and for cL ¼ 1. The associated switching power (corresponding to the first unit
peak of the transmissivity as P is increased from zero) reads as

Ps ¼ p
cLð1� 2KÞ ð3:16Þ

which leads to Ps ’¼ 16 W and Ps ’¼ 31 W for K ¼ 0:4 and K ¼ 0:45,
respectively (see Fig. 3.5b).

As in the nonlinear MZI, signal switching in the NOLM may also be induced via
XPM by injecting in the loop, by means of a directional coupler, a pump pulse at a
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Fig. 3.5 a Structure of a fiber based NOLM and b associated power dependence of transmission
for different power split coefficients K of the coupler
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different wavelength (see Fig. 3.6a) [34–37]. The control pulse propagates in the
CCW direction, thus it only induces a nonlinear phase shift into the corresponding
component of the signal, so that propagation in the NOLM is un-balanced even
when K ¼ 0:5. In this case, the NOLM acts as a perfect reflecting mirror for a
signal in the absence of the control pump, whereas in the presence of the pump the
signal may be fully transmitted. For evaluating the nonlinear phase shift induced via
XPM on the signal by a short pump pulse, one should take into account the
temporal walk-off between pump and signal due to fiber GVD. The total XPM
phase shift is

D/ðTÞ ¼ 2c
ZL

0

jApðT � dxÞdx; ð3:17Þ

where T is time in the reference frame that moves with the group velocity at the
signal wavelength Vs, and d ¼ V�1

p � V�1
s is the group velocity mismatch between

pump and signal. For a Gaussian pump pulse of the form ApðTÞ ¼ P exp �T2=T2
0

� �
(so that the pump pulse full width at half maximum is Tfwhm ’ 1:66T0), the
resulting nonlinear phase shift reads as

D/ðTÞ ¼ cLP
ffiffiffi
p

p
T0

Tw
erf

T
T0

	 

� erf

T � Tw
T0

	 
� �
; ð3:18Þ

where erf ðxÞ is the error function, and the total walk-off is Tw ¼ dL. The associated
nonlinear signal transmission is

T ¼ 1� 4K 1� Kð Þ cos2ðD/=2Þ; ð3:19Þ

Let us consider a balanced coupler with K ¼ 0:5, a peak XPM-induced phase
shift 2cLP ¼ p, and set T0 ¼ 10 ps. Figure 3.6b shows examples of signal trans-
mission windows for different values of the walk-off time Tw. As it can be seen,
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Fig. 3.6 a Schematic of XPM-controlled switching in a NOLM and b transmission function for
T0 ¼ 10 ps and different values of the walk-off time Tw
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whenever Tw 
 T0 the transmission window is a replica of the control pulse;
whereas as soon as Tw [ T0 the peak value of the transmission drops from unity
and the window broadens in time.

3.2.5 Nonlinear Passive Loop Resonators

A variant of the nonlinear Sagnac interferometer is provided by the nonlinear fiber
ring resonator [38–42]. As an example, consider the scheme of Fig. 3.7a: instead of
connecting the two output ports of the coupler, a fiber loop now connects the first
output port (port 3 in Fig. 3.7a) with the second input port (port 2) of the coupler.
The signal E1 at input port 1 enters the coupler and it continuously recirculates in
the loop; the cavity field can be monitored at the second output port (port 4) of the
coupler. The complex amplitude transmission Y ¼ A4=A1 of the ring resonator is
obtained from the relations A3 ¼

ffiffiffiffiffiffiffiffiffiffiffi
1� s

p ð ffiffiffiffiffiffiffiffiffiffiffiffi
1� K

p
A1 þ i

ffiffiffiffi
K

p
A2Þ and A4 ¼

ffiffiffiffiffiffiffiffiffiffiffi
1� s

p

ði ffiffiffiffi
K

p
A1 þ

ffiffiffiffiffiffiffiffiffiffiffiffi
1� K

p
A2Þ, where s is the fractional power loss of the coupler and

A2 ¼ A3 exp �aLþ ibLþ iD/NLð Þ with D/NL ¼ cjA3j2L. The result is provided by
the implicit equation

Y ¼ ð1� sÞ exp id� aLð Þ þ i
ffiffiffiffiffiffiffiffiffiffiffi
1� s

p ffiffiffiffi
K

p

1� i
ffiffiffiffi
K

p ffiffiffiffiffiffiffiffiffiffiffi
1� s

p
exp id� aLð Þ ; ð3:20Þ

where

d ¼ bLþ cjA1j2L 1� s
1� K

þ K
1� K

jY j2 þ i

ffiffiffiffi
K

p ffiffiffiffiffiffiffiffiffiffiffi
1� s

p

1� K
Y � Y�ð Þ

	 

; ð3:21Þ

Clearly (3.20) is equivalent to two real equations, whose numerical solution yields
the power transmissivity T ¼ jA4j2=jA1j2 of the nonlinear resonator (see Fig. 3.7b,

Fig. 3.7 a Schematic passive fiber loop resonator and b its transmissivity for different values of
bL; here K ¼ 0:95 (Figures adapted from [40])
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where the resonant coupling coefficient is M ¼ ð1� sÞ expð�aLÞ ¼ 0:95). As it
can be seen, by varying the linear phase delay bL right below the resonance
condition bL ¼ 3p=2þ 2pm (where m is an arbitrary integer), one obtains quite
different nonlinear transmission behaviors. For small detunings from resonance
(i.e., bL ¼ 1:49p), it is only necessary to add a weak nonlinear phase shift (of the
order of p=100) in order to bring the resonator back into resonance. At higher input
powers, the resonator gets out-of-resonance and transmissivity rapidly increases.
On the other hand, for larger linear cavity detunings (e.g., for bL ¼ 1:45p), the
transmissivity becomes multi-valued, and optical multistability results: again, the
ON–OFF switching power is relatively low, i.e., it is obtained for nonlinear phase
shifts cjA3j2L ’ p=100, which is accessible at CW signal power levels.

3.2.6 Optical Soliton Switching

As we have seen in Sect. 3.2.1, the efficiency of all-optical switching in nonlinear
couplers using optical pulses is severely limited unless square pulses (e.g., the non-
return-to-zero (NRZ) data modulation format) are used [15]. In fact, the CW
transmission curve is effectively averaged over the pulse profile, and pulse break-up
occurs at the device output, since different portions of the pulse profile are inde-
pendently switched according to their instantaneous power level (see Fig. 3.3a, b);
the same occurs with nonlinear inteferometers. The pulse break-up effect may be
avoided by operating in the soliton regime, that is whenever the signal pulses
represent optical fiber solitons for the fibers used in the switching device [25, 32,
33, 43–45]. In the short pulse regime, the equations describing propagation in a
nonlinear coupler should be extended to include group velocity dispersion terms,
which leads to the coupled nonlinear Schrödinger equations

i
@u
@n

þ b
2
@2u
@s2

þ jvþ juj2 þ qjvj2
� �

u ¼ 0

i
dv
dn

þ b
2
@2v
@s2

þ juþ jvj2 þ qjuj2
� �

v ¼ 0 ð3:22Þ

where the dimensionless distance is n ¼ zjb2j=t2s , b2 is the GVD coefficient, b ¼
�1 for anomalous or normal dispersion, respectively, s ¼ z=ts where ts is a refer-
ence pulse width. Moreover, the dimensionless coupling coefficient j ¼ Ct2s=jb2j ¼
Pc=2Psol, where Pc ¼ 2C=c is the NLDC critical power, Psol ¼ jb2j=ct2s is the
soliton power, and q is the XPM coefficient.

Figure 3.8a, b illustrates beam propagation solutions of (3.22) in the anomalous
GVD regime. Here q ¼ 0 (as in a linear dual-core fiber coupler) and j ¼ 1=4. As it
can be seen, input soliton-like pulses of the form uð0; sÞ ¼ u0sechðs=s0Þ (here
vð0; sÞ ¼ 0 and s0 ¼ 1) are entirely switched as a single entity from the cross to the
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bar output state as the input soliton peak power p ¼ ju0j2=Pc is increased from
p ¼ 2 to p ¼ 3. For p ¼ 2, the input pulse periodically couples back and forth
between the two channels, with a relatively small distortion of the pulse profile.
Whereas for p ¼ 3 the soliton transfer between the channels is inhibited. Therefore
the optical soliton exhibits a particle-like switching behavior, and the pulse break-
up which is observed in the absence of GVD (or for quasi-CW input signals) may
thus be avoided.

Figure 3.8c compares the fraction of energy transmitted in the bar state as a
function of the input peak power p, when using a NLDC in either the anomalous
(b[ 0) or normal (b\0) GVD regime, respectively. Here we have chosen
j ¼ p=2, and s0 ¼ 1=

ffiffiffiffiffiffi
2p

p
, so that twice the CW critical power is equal to the

fundamental soliton peak power. As it can be seen, with normal GVD the dispersive
pulse broadening combined with SPM and linear coupling nearly inhibits the self-
switching behavior. Conversely, in the anomalous GVD regime, the transmission is
similar to that obtained for CWs or ideal square pulses (besides an increase of the
effective switching power).

3.3 Optical Switching in Integrated Optical Waveguide
Structures

3.3.1 All-Optical Switching in Photonic Crystal Couplers

In recent years Photonic Crystals (PC) have received increasing attention from the
scientific community, especially for their ability to control the propagation of light

(a) (c)

(b)

Fig. 3.8 Evolution of power with distance in the bar and cross state of soliton NLDC at a low and
b high powers; c comparison of power-dependent transmission in the bar state for dispersive pulses in the
anomalous (solid curve) and normal (dashed curve) dispersion regime (Figures adapted from [43, 45])
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[46]. The basic building blocks for all-optical data processing such as waveguides
with sharp bends, high-Q resonant cavities, perfect mirrors and so on could indeed
be integrated on a single PC chip, in order to achieve complex functions with high
performance and small size [47]. PC structures seem to be the ideal choice to get
efficient nonlinear devices for optical switching, because of the strong confinement
of the fields that permits to optimize the nonlinear interactions. In particular, the
development of nonlinear PCs exploiting the ultrafast Kerr nonlinearity has become
an important issue. The feasibility of bistable switching devices [48], optical diodes
and nonlinear bends [49], and optical isolators [50] has been reported. Directional
couplers are fundamental components for optical networks, and it has been dem-
onstrated that PC couplers exhibit smaller size and better performance than the
conventional ones [51–53]. Here we describe the properties of an all optical switch
based on an ultrashort PC coupler. Switching is performed by exploiting the strong
Kerr nonlinearity of AlGaAs, by controlling the intensity of the input signal. The
reported two-dimensional finite-difference time-domain (2D FDTD, [54, 55])
analysis shows that the resulting ultra-compact device is characterized by a
switching power comparable with the one reported in the literature for centimeter-
long conventional nonlinear directional couplers [56].

The schematic view of the proposed structure is shown in Fig. 3.9. The PC is
formed by a square lattice of AlGaAs rods in air. AlGaAs seems to be a proper
material since it has a large nonlinear refractive index, with minimal linear and
nonlinear absorption in the 1550 nm telecommunications window [57]. The PC
lattice constant is a ¼ 400 nm, whereas the radius of the rods for the bulk crystal is
r ¼ 130 nm. The resulting structure has a wide bandgap for TM polarization in a
range of wavelengths between 1400 and 1750 nm. Two waveguides are formed
by introducing linear defects reducing the radius of the rods to rdif ¼ 70 nm [58].

Fig. 3.9 Schematic view of the PC structure. LB ¼ 140 µm is the beat length of the coupler. It is
worth to note that the real length is scaled to fit in the figure (Adapted from [56])
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The reason for this choice is twofold. First, single-mode waveguides are essential to
get a directional coupler, with only one even and one odd supermode. It is well
known that reduced-index waveguides satisfy this requirement, whereas the
increased-index ones tend to be multimode [58]. Second, the need to optimize the
nonlinear interactions suggests to reduce only partially the radius of the defect rods,
in order to maximize the semiconductor fill factor. We have calculated that in the
previously described guiding structure over 50 % of the modal field energy is
confined into the nonlinear dielectric defects [59]. The correct design of the coupler
section is the key issue for our problem. We have found that the critical parameter
to achieve switching with reasonable input intensity of the light is the distance
between the two waveguides. Therefore fully vectorial eigenmodes of Maxwell’s
equations for a set of couplers were computed using a freely available mode solver
[59], and 2D FDTD simulations [54, 55] were analyzed to study the device
behavior when the waveguides separation is varied.

Moreover, a very simple and powerful coupled-mode theory was developed to
model nonlinear propagation in PC couplers. As expected, there is a tradeoff
between length of the structure and switching intensity. If the waveguides are close
to each other the linear coupling is strong, thus it is very difficult to decouple them
exploiting the effects of the ultrafast Kerr nonlinearity. If the waveguides are far
away, the beat length of the coupler is very large, and the resulting device is not
ultra-compact. We have then chosen a coupler composed of two waveguides sep-
arated by five lattice constants, as shown in Fig. 3.9. In Fig. 3.10 we report the
projected band structure of the coupler, evaluated through the mode solver [59]. It is
straightforward to calculate the beat length LB ¼ 2p=ðkeven � koddÞ of the device,
which is about 140 µm at the wavelength k ¼ 1560 nm; keven and kodd are the
effective wavenumbers of the even and the odd supermode. Light can be coupled
from a dielectric slab waveguide (width W = 3 μm) to the coupler through a tapered
input section [60], as shown in a schematic way in Fig. 3.9. More complex and

Fig. 3.10 Projected band structure of the coupler, with the normalized dispersion relations for the
odd (solid line) and the even (dash-dotted line) supermode. Note that in our case we are working
around a=k ¼ 0:256 (Adapted from [56])
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efficient PC tapers have been proposed (e.g. in [61]), nevertheless a systematic
analysis of the input section of the PC chip in order to optimize the coupling
efficiency is well beyond the aim of this section. The switch layout is completed
with the double sharp bend that decouples the two waveguides just in proximity of
the half beat length of the coupler (see Fig. 3.9). The final structure, composed of
the tapered input section, the coupler and the double sharp bend is about 75 µm
long.

In order to show the basic operation principle of the proposed structure we
exploit a coupled-mode theory [62–64], developed to study coupled defects in
nonlinear PCs. In case of weak interactions between similar single-mode defects,
the modal field of each defect can be considered unperturbed, so that only the field
amplitudes vary in time. The evolution of the state of each PC waveguide, con-
sidered as a straight chain of resonators, is governed by a set of differential
equations

i
dan
dt

þ Cn anþ1 þ an�1ð Þ þ cn anj j2an ¼ 0 ð3:23Þ

where an is the field amplitude in the n-th defect, Cn is the nearest-neighbor linear
coupling coefficient and cn is the self-phase modulation strength [62–64]. This
theory was proposed for the analysis of propagation in coupled-resonator optical
waveguides (CROW). In our case, the individual defect rods composing the linear
defect are strongly coupled, therefore the accuracy of the model could be ques-
tionable. Nevertheless, we show that this rough and simple theory can help to
understand the behavior of the nonlinear PC coupler. We can introduce the coupling
between the two waveguides by just defining two sets of equations,

i
dan
dt

þ Cn anþ1 þ an�1ð Þ þ Dn � bn þ cn anj j2an ¼ 0 ð3:24Þ

i
dbn
dt

þ Cn bnþ1 þ bn�1ð Þ þ Dn � an þ cn bnj j2bn ¼ 0 ð3:25Þ

where an and bn are the field amplitudes in the n-th defect of the first and the second
waveguide (called WG1 and WG2 respectively), and Dn is the linear coupling
coefficient between the n-th defect in the first and in the second waveguide. We
have solved numerically the system composed of (3.24) and (3.25) in the linear
regime (cn ¼ 0). The coupling coefficient Cn was fixed to 2 s�1 for every n, whereas
Dn ¼ 0:035 s�1 for n\170 and Dn ¼ 0 elsewhere, in order to simulate the intro-
duction of the double sharp bend. Figure 3.11 shows that the coupled-defect theory
is able to reproduce the behavior of the PC coupler. We report the calculated values
of an and bn for a CW excitation when a steady-state is reached. The input field is
injected into WG1, and the field flows toward WG2 because of the linear coupling
between the two waveguides. The sharp bend is in proximity of the half beat length
of the coupler, thus at the output all the optical energy is in WG2. In Fig. 3.12 we
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report the numerical solution of the system composed of (3.24) and (3.25) in the
nonlinear regime (cn ainj j2¼ 0:75 s�1). It is straightforward to note the effect of the
nonlinearity: now at the output all the optical energy is in WG2, which shows that it
is possible to switch the output channel by varying the input field intensity.

Now we show a rigorous 2D FDTD analysis of the feasibility of all-optical
switching in the previously described device. The problem of the implementation of
the structure on a real PC slab is a big issue that would require huge 3D FDTD
simulations, in order to estimate scattering losses in the third dimension. We
highlight that the 2D numerical modeling of the real 3D device is commonly used
in the literature for the study of phenomena due to Kerr effect in PC (see [48–50]),
since this permits to focus the attention mainly on the nonlinear interactions. The
nonlinear PC coupler is simulated by injecting into the taper section a CW Gaussian
field that approximates the fundamental mode of the dielectric slab waveguide. It is
worth to note that in this way we take into account the effects due to the coupling
efficiency into the PC chip. By varying the maximum value of the Gaussian, and
then the related maximum intensity of the input light, we may characterize the
behavior of the power-controlled switch.

In Figs. 3.13, 3.14 and 3.15 we show the intensity of the electromagnetic field in
the device for three different intensities of the input signal. Figure 3.13 shows the
simulation result for a maximum input intensity IINmax ¼ 1 GW/cm2. It is possible to
see that all the optical energy flows through the output port 2, thus the coupler is in
cross state. This behavior is in good agreement with the previously described design
procedure, in fact the double sharp bend decouples the two waveguides just near the
half beat length. In Fig. 3.14 we have increased the maximum input intensity to
IINmax ¼ 3:8 GW/cm2. Here it is clear the effect of the nonlinear phase shift: the
input intensity is equally divided between the two output waveguides, and the
structure behaves as a 50 % power splitter. Figure 3.15 shows the behavior of the
device increasing IINmax to 5 GW/cm2. In this case all the optical energy flows

Fig. 3.11 Normalized
intensity of the field in WG1

(at the top) and WG2 (on the
bottom) in linear regime
(cn ¼ 0) calculated through
the coupled defects model.
The sharp bend is placed near
the defect n ¼ 170 (see the
dash-dotted line) (Adapted
from [56])
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through the output port 1, thus the coupler is in a bar state induced by the non-
linearity. It is worth pointing out that the result of the FDTD simulation shown in
Fig. 3.15 is in agreement with the solution of the coupled defects model (see
Fig. 3.12). The field injected in WG1 initially couples to WG2 as in an asymmetric
coupler, but at the double sharp bend position all the optical energy is in WG1, as
desired. Figure 3.16 summarizes the operation principle: a high-intensity signal
propagates along the input waveguide and flows through the output port 1, whereas
a low-intensity signal is switched toward output port 2.

In Fig. 3.17 we show the power ratio in decibel, i.e. the ratio between the optical
energy in the output ports 2 and 1 of the structure, versus the maximum value of the
input intensity at k ¼ 1555 nm, k ¼ 1560 nm and k ¼ 1565 nm, respectively. The
simulations demonstrate that the device can be considered an optically-controlled

Fig. 3.12 Normalized intensity of the field in WG1 (at the top) and WG2 (on the bottom) in the
nonlinear regime (cn ainj j2¼ 0:75 s�1) calculated through the coupled defects model. The sharp
bend is placed near the defect n ¼ 170 (see the dash-dotted line) (Adapted from [56])

Fig. 3.13 Intensity of the field in the PC coupler with maximum input intensity 1 GW/cm2: the
coupler is in cross state, the power ratio is about 20 dB (Adapted from [56])

Fig. 3.14 Intensity of the field in the PC coupler with maximum input intensity 3:8 GW/cm2: the
coupler behaves as a 50 % power splitter, the power ratio is about 0 dB (Adapted from [56])
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switch, with a power ratio larger than 20 dB in a wide range of wavelengths. In
presence of pulsed excitations the performance of the power-controlled switch
decreases with respect to the CW case. In particular, as has already been described
in Sect. 3.2, with nonsquare input pulses the power ratio is reduced and output pulse
break-up is observed [65, 66]. Nevertheless these phenomena are strongly depen-
dent on the shape and the duration of the pulses, and they do not affect the validity
of the proof-of-principle nonlinear PC coupler. It is interesting to compare the
device behavior with what has already been reported in the literature for NLDCs
made by AlGaAs semiconductor waveguides, and operating in the third-telecom-
munications window. In this second case, both simulations and experiments show

Fig. 3.15 Intensity of the field in the PC coupler with maximum input intensity 5 GW/cm2: the
coupler is in bar state, the power ratio is about �20 dB (Adapted from [56])

Fig. 3.16 The power-controlled switching function: a low-intensity signal is switched toward
output port 2 (linear coupler), whereas a high-intensity signal propagates along the input
waveguide because of the nonlinear phase shift (Adapted from [56])

Fig. 3.17 Power ratio versus
maximum input intensity of
the light at k ¼ 1560 nm
(solid line), k ¼ 1555 nm
(dash-dotted line) and k ¼
1565 nm (dashed line)
(Adapted from [56])
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switching powers from 50 to 90 W, for a few centimeters long devices [65, 66].
Assuming that the field at the input of the PC chip is a Gaussian beam, with the
same spot-size w0 ¼ 1 µm we used in the 2D FDTD simulations, we can integrate
the input intensity finding an approximated power for the total switching of about
70 W, which is comparable with the previously given values. Nevertheless, it is
fundamental to note that the length of the nonlinear PC coupler is less than 80 μm,
which is significantly shorter than a standard waveguide NLDC. The one-pulse
scheme analyzed so far could be extended to a pump signal configuration, with a
strong pump acting through cross-phase modulation (XPM) on a weak signal at
different wavelength.

3.3.2 Graphene-Assisted Control of Coupling Between
Surface Plasmon Polaritons

We discuss in this section the tuning of the coupling of surface plasmon polaritons
between two graphene layers with nanometer spacing. We demonstrate that, by
slightly changing the electrical doping and then shifting the chemical potential, a
graphene coupler can switch from the bar to the cross state. As a consequence, the
coupling coefficient in such structures can be easily controlled in an ultrafast
fashion either by means of an applied electrical signal [67] or by changing the
intensity of the signal at the device input. These findings open the way to fully
exploit the huge nonlinearity of graphene for all optical signal processing: from one
side giving more degrees of freedom to already proposed devices [68–72], from the
other side paving the way to new devices.

Graphene can sustain surface plasmon polariton (SPP) having unique properties
as compared to what we are used to with noble metals. In fact a single layer of
graphene can support either TE or TM polarized plasmons without suffering from
huge loss [73–75]; moreover, as far as the TM polarization is concerned, the
extremely high confinement factor is particularly favourable to explore the huge
vð3Þ nonlinearity of graphene [68, 76, 77]. Experimental endeavors have demon-
strated the evidence of graphene plasmons by measuring the plasmon resonance of
graphene nanoribbon arrays [78], and by acquiring their near field images [79, 80].
The coupling of SPP between separated graphene layers has been recently analyzed
in [81]; however the very interesting properties arising from the easily tunable
optical properties of graphene have not been exploited yet in this framework. Here
in particular we show that by slightly changing the chemical potential, a graphene
coupler can switch from the bar to the cross state.

In Fig. 3.18 we report the basic geometry that we are going to consider in this
section; two graphene layers are embedded in a dielectric structure: region 1 (of
width 2s) is the dielectric in between the two graphene layers. At the graphene
boundary we set the following conditions on the tangential components of the
electromagnetic field:
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E2;3 � E1
� �� x̂ ¼ 0 ð3:26Þ

H2;3 �H1
� �� x̂ ¼ �ixe0erS1�2;3Ejjðx ¼ �sÞ

where Ejj is the electric field tangent to the graphene layer and erS1�2 (erS1�3) is the
relative surface permittivity of the graphene layer between regions 1 and 2 (3). As
far as the electromagnetic constants of graphene are concerned, we write the linear
contribution to the relative complex permittivity as [82, 83]:

erC ¼ erS
dg

¼ 1þ rð1ÞR;I

dgxe0
� i

rð1ÞR;R

dgxe0
¼ erC;R þ ierC;I ð3:27Þ

where dg is the graphene thickness and the surface complex conductivity rð1ÞR ¼
rð1ÞR;R þ irð1ÞR;I (in Siemens) is obtained from theoretical models now well established
and experimentally validated [84, 85], which give the following dependence of the
real and imaginary parts of the conductivity on frequency (x), temperature (T) and
chemical potential (μ):

rð1ÞR;RðxÞ ’
r0
2

tanh
�hxþ 2l
4kBT

þ tanh
�hx� 2l
4kBT

	 


rð1ÞR;IðxÞ ’
r0
p

4
�hx

l� 2l3

9t2

	 

� log

�hxþ 2l
�hx� 2l

� �
ð3:28Þ

where t ¼ 2:7eV is the hopping parameter, �h and kB are the reduced Planck’s and
Boltzmann’s constants, respectively, and r0 ¼ e2=ð4�hÞ ’ 6:0853� 10�5 S, with e
the electron charge.

Fig. 3.18 Schematic of the
graphene directional coupler:
the separation between the
layers is equal to 2s
(Adapted from [67])
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Note also that this model can be easily extended into the nonlinear regime by

adding a nonlinear correction to the surface conductivity as: rR ¼ rð1ÞR þ
rð3ÞR jEj2Ey;z [74]. Moreover, thanks to the extremely small thickness of the graphene
layer, nonlinearity can be analyzed by introducing a parameter embedded into the
coefficients describing the continuity of the tangential components of the electro-
magnetic field [68, 77].

To describe SPP propagation along z, we first note that, at first order, the y
dependence of the electromagnetic field can be neglected; we then look for guided
modes with harmonic temporal dependence expðixtÞ and spatial variation
E1;2;3ðx; zÞ, H1;2;3ðx; zÞ � expð�ibz� C1;2;3xÞ with ¼ C2

1;2;3 ¼ b2 � er1;2;3k20.
Obviously the complex wavenumber b, through its real and imaginary parts,
describes the evolution of both the phase and the amplitude of the guided modes.
We can apply the above modeling to derive the dispersion relation of both TE and
TM modes. In the following we describe in details the TM polarization. We first
consider a very general situation where the two graphene layers can be biased in a
different way to give rise to an asymmetric coupler. After straightforward algebra
we find that coupled SPP in the system are determined by setting to zero the
determinant of the following matrix:

M ¼
eC1s e�C1s �e�C2s 0
e�C1s eC1s 0 �e�C3s

ixe1
C1

eC1s � ixe1
C1

e�C1s g1�2e�C2s 0
� ixe1

C1
e�C1s ixe1

C1
eC1s 0 g1�3e�C3s

2
664

3
775 ð3:29Þ

where g1�2 and g1�3 take into account the contribution of the two graphene layers
in the continuity conditions:

g1�2 ¼ ixe0erS;1�2 þ ixe2
C2

; g1�3 ¼ ixe0erS;1�3 þ ixe3
C3

where erS;1�2 and erS;1�3 refer to the relative dielectric constant of the two graphene
layers, which in general may have different values due to different carriers con-
centrations. This asymmetric coupler offers a wide variety of possible settings
which certainly deserve to be investigated both in the linear and in the nonlinear
regime. Here we describe a prototype example illustrating the possibilities offered
by the tunability of graphene parameters in this framework; we thus focus our
attention on a very particular situation corresponding to a linear and symmetric case
(e2 ¼ e3 and erS;1�2 ¼ erS;1�3); moreover we use T = 300 K and k ¼ 10 µm. For the
sake of simplicity, we also set er1 ¼ er2 ¼ er3 ¼ 2:25. In this regime the graphene
directional coupler has two different eigenstates: the even (odd) supermode corre-
sponding to the out of phase (in phase) hybridization of the SPP guided by the
single graphene layers. Note also that the even mode here has always the highest
value of the propagation constant.
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In Fig. 3.19 we report the solution of the dispersion relation as a function of s for
two different situations: continuous lines here refer to the even and odd supermodes
corresponding to a chemical potential l1 ¼ 0:1 eV in (3.28), while the dashed lines
refer to a choice of the chemical potential l2 ¼ 0:15 eV in (3.28). It is straight-
forward to note that, for large enough s, the two supermodes of the coupler tend to
degeneracy, and their propagation constants approximate the propagation constant
of the SPP of a single graphene layer. The main message we can read from
Fig. 3.19 is that a very small change in the chemical potential can induce a very big
change in the behaviour of the coupler. In the following, we focus our attention to
the case with s = 5 nm. For this value of the separation between the layers, we
computed the beat length of the directional coupler as a function of the chemical
potential: the corresponding results are reported in Fig. 3.20. We can clearly see
there that a very small change of the chemical potential can be used to induce huge
changes of the beat length of the coupler. The two particular points (open square
and open circle) enlightened in Fig. 3.20 are the initial conditions in Fig. 3.21,
where we describe the propagation of the electromagnetic signal in the graphene
coupler. In both panels in Fig. 3.21 total propagation length is set to L ’ 90 nm. On
the left panel in Fig. 3.21 the input condition corresponds to the square in Fig. 3.20
and the coupler is in the cross state; on the right panel the input condition corre-
sponds to the circle in Fig. 3.20 and the coupler is in the bar state.

3.3.3 Graphene-Assisted Control of Coupling Between
Optical Waveguides

In this subsection we demonstrate that, thanks to the ultrafast tunability of losses
which are introduced by graphene layers deposited onto the structures, a careful
design of silicon on insulator ridge waveguides can be used to explore the so-called

Fig. 3.19 Effective index neff ¼ <eðbÞ=k0 of even and odd supermodes of the coupled graphene
layers as a function of the separation among the layers. Continuous (dashed) lines refer to a
chemical potential of l1 ¼ 0:1 eV (l2 ¼ 0:15 eV) (Adapted from [67])
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passive parity-time (PT) symmetry breaking in directional couplers. A quantum
system characterized by a Hamiltonian H is PT-symmetric if H commutes with the
operator PT, where P is the parity operator and T is the temporal operator [84]. At
an exceptional point, two or more eigenvalues are degenerate. We prove that the
exceptional point of the coupler can be probed by varying the applied voltage,
which may lead to very compact photonic structures for the control of coupling
among waveguides, and for tailoring discrete diffraction in arrays [86].

In particular, in this section we present numerical results which demonstrate the
huge potential of graphene as a means to control coupling between optical dielectric
waveguides. The possibility of tuning losses in each waveguide by acting on a thin
loss element permits to break the symmetry of the coupled waveguides without
introducing a strong perturbation in each single waveguide. Remarkably, we
demonstrate that tunable losses induced by graphene and a careful design of ridge
waveguides allows to probe passive PT-symmetry breaking in directional couplers
[87–89]. Moreover, the exceptional point of the coupler can be dynamically

Fig. 3.20 Beat length versus chemical potential for a graphene plasmon coupler. Here 2s = 10 nm
(Adapted from [67])

Fig. 3.21 Field evolution in a graphene plasmon directional coupler: left (right) refers to a
chemical potential of l1 ¼ 0:0908 eV (l2 ¼ 0:1367 eV). Here 2s = 10 nm (Adapted from [67])
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controlled by varying the applied voltage. We will thus explore these properties to
mould energy exchange between waveguides and to finely tune discrete diffraction
in waveguide arrays. These results, together with the strong saturable absorption of
graphene [76, 90], suggest also the possible use of this configuration in nonlinear
devices with a strong pump beam used as a probe for all optical switching of weak
input signals from the bar to cross state.

In order to prove our statement we first need to consider the behavior of silicon
waveguides on a silica substrate in a wavelength range between 1350 and 1600 nm.
The structure has been inspired by the modulator proposed in [91]. In particular, a
layer of silicon with thickness equal to 50 nm is deposited onto the substrate. The
400 nm wide ridge waveguide is composed of lower and higher layers made of
silicon (both with thickness 200 nm) which sandwich a central region including
three alternating layers of alumina (thickness 7 nm) and two absorption layers
composed of three graphene monolayers with thickness 0:34 nm. Graphene can be
electrically controlled in order to tune doping (and then conductivity), as suggested
in [91–98]. The dielectric constants of silicon, silica and alumina were taken equal
to 12:1, 2:1 and 3. Figure 3.22a displays a schematic view of the structure.

The behavior of graphene in the optical regime has been numerically modeled by
following the approach suggested in [82, 83], as already described in the previous
subsection. Indeed, we assigned to each graphene monolayer with thickness D a

volume conductivity equal to rg;v ¼ rð1ÞR =D, where rð1ÞR is the conductivity of the
2D sheet (see (3.27) and (3.28)). It was demonstrated that, as a first approximation,
few-layer graphene is characterized by the same band structure (and then by the
same excellent electronic properties) of the monolayer. Moreover, if N is small
enough the conductivity of N-layer graphene (N ¼ 3 in our design) can be eval-
uated as N times conductivity of the single layer [93].

We then performed a modal analysis of the waveguide in Fig. 3.22a by resorting
to finite-element simulations. We focused the attention on the TE-like mode which
is depicted in the inset of Fig. 3.22b, since the electric field is tangential with

Fig. 3.22 Left Schematic view of the waveguide structure, with a detail of the central region with
graphene layers. Right Losses of the single waveguide (in dB/μm) when graphene is in OFF state
(null voltage), and x-component of the electric field of the TE-like mode (inset) (Adapted from [86])
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respect to graphene layers. In the same figure we report the absorption of the TE-
like mode when the graphene layers are in OFF state (null voltage). Of course,
when graphene is in the ON state (a control voltage is applied), losses are close to
zero. First, it is important to note that the real part of the effective index of the mode
(not shown here) is barely affected by state of the graphene layers. Then, we
emphasize that when graphene is in OFF state losses are quite large (0.48 dB/μm,
which corresponds to 1100 cm�1) and almost constant over the entire bandwidth:
indeed, a 6 dB modulation contrast between ON and OFF states can be achieved
with a 12.5 μm long waveguide. In the next paragraphs we will study the properties
of coupled waveguides wherein the described structure is the basic building block.

Full-wave simulations of photonic devices including graphene layers are char-
acterized by huge computational burden [99]. This effect is obviously emphasized
when structures composed of multiple waveguides must be analyzed. Therefore
conventional coupled-mode theory (CMT) [100, 101] has been reformulated to
study the present structures. Using full wave simulations, we first numerically
proved that neither the profile of TE-like modes, nor the propagation constant b of
each isolated waveguide are affected by the status of graphene layers. Whereas
switching between ON and OFF states has the effect of turning off and on losses in
the single waveguide, which are modeled by the attenuation constant a. Notice that
modal evolution reads as expðibzÞ expð�azÞ.

Under these conditions, it is possible to verify that the system of governing
equations for A1;2, which are the modal field amplitudes in the first and second
waveguide of a directional coupler composed of two identical graphene-based
waveguides, can be approximated as

d
dz

A1

A2

� �
¼ i

bþ ia1 C
C� bþ ia2

� �
A1

A2

� �
; ð3:30Þ

where a1;2 can be tuned between zero (ON state) and amax (OFF state) by con-
trolling the voltage applied to the graphene layers, and C is a complex coupling
coefficient [88].

When a1 ¼ 0 and a2 ¼ a, the eigenvalues of the matrix in (3.29) read as

k1;2 ¼ bþ iða=2Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jCj2 � ða=2Þ2

q
. Therefore the so-called exceptional point

(EP) for the onset of PT-symmetry breaking is located at the critical loss value
ac ¼ 2C. Indeed, when a\ac the two supermodes have different propagation
constants and the same attenuation constant a=2. Beyond the critical loss the su-
permodes coalesce: they are characterized by the same propagation constant b and
by different loss coefficients. In particular, one supermode experiences increasing
losses with increasing a, whereas the other supermode is characterized by the
opposite trend [87, 88]. Whenever a is much larger than C, one supermode is
characterized by losses which are close to the losses of a single waveguide, whereas
the other supermode is nearly loss-free.

At this point we may examine the behavior of the directional coupler which is
obtained by placing two identical graphene-based waveguides close to each other,
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separated by a 300 nm gap (see Fig. 3.23 on the left). We performed a modal
analysis at 1530 nm focusing the attention on the supermodes which originate from
the interaction between TE-like modes of the single waveguides, and we varied the
state of the graphene layers. Numerical results in Fig. 3.23 illustrate in a qualitative
way how the behavior of the structure can be controlled by exploiting the properties
of graphene. In particular, when graphene layers in both waveguides are in the same
state, the symmetry of the structure is preserved, and the two modes (not shown
here) are even and odd. Viceversa, Fig. 3.23 shows that when symmetry is broken
by switching to the ON–OFF state, the effect of losses on the modal properties is
huge, and a trend toward decoupling between the waveguides is apparent.

The dispersive properties of the two modes have been characterized through
full-wave and CMT simulations, and these quantitative results confirm the intuitive
analysis we have reported above. Indeed, in Fig. 3.24a losses of the two super-
modes are depicted when the graphene layers are in the ON–OFF state. In this case
symmetry is broken: as a consequence, one mode is characterized by absorption
which is close to zero, whereas the other mode experiences large losses, which are
very close to those of a single lossy waveguide. It is worth noting that this effect
tends to blur with increasing wavelength due to the dependence of coupling
coefficient on frequency (C gets larger with increasing wavelength). A thorough
treatment on phenomena arising from the wavelength dependence of the PT-sym-
metry condition is reported in [89]. The noticeable agreement in Fig. 3.24a between
simulations performed by using a full-wave mode solver and the results evaluated
by using CMT (in the latter case the imaginary part of k1;2 is reported) allows to
confirm the accuracy of CMT.

These phenomena stem from the breaking of passive PT-symmetry in complex
potentials. Indeed, in Fig. 3.24b we plot the attenuation constants of the two su-
permodes, evaluated by using CMT, as a function of the attenuation constant of the
single waveguide a. Data are normalized with respect to twice the coupling coef-
ficient, so that we have the exceptional point when the abscissa is equal to 1. The
vertical dotted line indicates amax, i.e. the value of a when our structure is in the
OFF state: it is straightforward to see that one may operate beyond the exceptional
point, in agreement with the results of Fig. 3.24a. It is worth to emphasize that
graphene-based waveguides exhibit superior properties with respect to waveguides
wherein losses are introduced by depositing metal layers [88]. Losses induced by
sandwiching graphene layers inside silicon waveguides can be orders of magnitude
larger (thousands of cm�1 with respect to tens of cm�1), therefore it is possible to

Fig. 3.23 Schematic view of the 300-nm-gap coupler (left), with the electric field of the low-
(center) and high-loss mode (right) at 1530 nm. Graphene layers are in ON–OFF states (Adapted
from [86])
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probe the exceptional point even in structures characterized by strong coupling.
Last, but not least, it is important to note that graphene is electrically tunable,
therefore losses in each single waveguide can be varied between zero (ON state)
and a maximum value amax, which is only determined by geometry (OFF state).

We envisage that switching of the state of one waveguide can be exploited to
finely tune coupling between waveguides. In order to verify the effectiveness of this
approach we applied CMT to our reference structure at the wavelength of 1530 nm,
and we show the results in Fig. 3.25. When the coupler is in the ON–ON state
losses are zero, and the predicted beat length LB ¼ p= beven � boddð Þ is around
80 μm. Viceversa, when graphene layers are ON and OFF in the input and output
channels, the two waveguides tend to decouple and the field intensity in the first
waveguide is larger than in the second one. It is possible to justify this behavior by
recalling that when we inject light into the waveguide in ON state the low-loss
supermode is mainly excited.

These results have been validated by comparison with simulations of the 80 μm
long coupler performed by using the commercial software CST Microwave Studio,
which allows to solve Maxwell’s equations in the time domain through the finite-
integration technique. Indeed, the ratio between output and injected power evalu-
ated by using CMT is �3 and �12 dB if the coupler is in the ON–OFF state and we
consider as output port waveguides 1 and 2. CST simulations exhibit a good
agreement, in fact the corresponding calculated values are about �5 and �13 dB,
respectively.

The unique properties we have described in the previous paragraph open the way
to novel possibilities for controlling discrete diffraction in waveguide arrays
[100–105]. Let us take for example an array composed of eleven identical wave-
guides, with the same geometrical and optical parameters that we have used
throughout the chapter, and the same spacing (300 nm) that we considered for the
coupler. The structure was simulated by using CMT in order to reduce the com-
putational burden. The input excitation covers only the central waveguide, and the

Fig. 3.24 Left Losses of low- (red line) and high-loss mode (blue line) from mode solver (solid
line) and CMT (dashed-dotted line). Right Normalized attenuation constant of low- (red line with
squares) and high-loss mode (blue line with circles) versus normalized attenuation constant of the
single waveguide at k ¼ 1530 nm (Adapted from [86]). The vertical thin line indicates a ¼ amax
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propagation length was taken equal to the beat length of the coupler (80 μm).
Moreover, we assumed that the state of the graphene layers in each waveguide can
be controlled independently from each other.

In Fig. 3.26a we show the field inside the structure when all the graphene layers
are in the ON state: the typical pattern of discrete diffraction is clearly visible, with
two pronounced outermost wings [100, 101]. In Fig. 3.26b all the waveguides
except for the central one are switched to the OFF state, and two phenomena can be
clearly noticed. First, beam broadening is reduced with respect to the previous case,
so that most of the optical energy remains concentrated into the central waveguide.
Second, losses are smaller with respect to the case of a single lossy waveguide.

3.4 Conclusions

Optical switching will be a key enabling functionality in future transparent
all-optical networks. In this chapter we have provided an overview of several
guided wave optical switching devices, where the input–output path of optical

Fig. 3.25 Field amplitude in (left) first and (right) second waveguide of the coupler (Adapted
from [86]). Graphene layers are in ON–ON (black line), and ON–OFF (red line) states

Fig. 3.26 Discrete diffraction along the array. Left All the graphene layers are in ON state. Right
Only graphene layers inside the central waveguide are in ON state (Adapted from [86])
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signals is controlled by either optical or electrical signals, thus avoiding the need for
OEO conversion for optical signal processing. We have first presented the basic
principles of fiber optics switching devices, whose long interaction lengths permit to
significantly reduce the operating power requirements. Next we have discussed
nonlinear couplers based on integrated waveguides with strong field confinement,
hence reduced device dimensions, thanks to photonic crystal structures or surface
wave interactions in graphene layers.
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Chapter 4
Temporal and Spectral Nonlinear Pulse
Shaping Methods in Optical Fibers

Sonia Boscolo, Julien Fatome, Sergei K. Turitsyn, Guy Millot
and Christophe Finot

Abstract The combination of the third-order optical nonlinearity with chromatic
dispersion in optical fibers offers an extremely rich variety of possibilities for
tailoring the temporal and spectral content of a light signal, depending on the
regime of dispersion that is used. Here, we review recent progress on the use of
third-order nonlinear processes in optical fibers for pulse shaping in the temporal
and spectral domains. Various examples of practical significance will be discussed,
spanning fields from the generation of specialized temporal waveforms to the
generation of ultrashort pulses, and to stable continuum generation.

4.1 Introduction

The third-order vð3Þ optical nonlinearity in silica-based single-mode (SM) fibers is
responsible for a wide range of phenomena such as third-harmonic generation,
nonlinear refraction (Kerr nonlinearity), and stimulated Raman and Brillouin
scattering [1]. In high-speed optical communications nonlinear effects generally
degrade the integrity of the transmitted signal, but the same effects, when properly
managed, can be used to realize a variety of optical functions that have practical
applications in the field of lightwave technology. Nonlinear processes that have
been exploited in demonstrations and applications include stimulated Brillouin and
Raman scattering, as well as aspects of the Kerr effect variously called self-phase
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modulation (SPM), cross-phase modulation, four-photon (four-wave) mixing
(FWM) and parametric gain.

Techniques for generating, controlling, manipulating, and measuring ultrashort
optical pulses and specialized waveforms have become increasingly strategically
important in many scientific areas including, amongst others, ultrahigh-speed optical
communications, optical signal processing, and biophotonics. Picosecond and fem-
tosecond pulse shaping in the optical domain have been extensively implemented
using the Fourier-domain approach [2], which employs spectral manipulation of the
intensity and phase components of a pulse in order to create the desired field dis-
tribution. Though powerful and flexible, this pulse shaping strategy has the drawback
that the bandwidth of the output spectrum is determined by the bandwidth of the input
spectrum. Indeed, a linear manipulation cannot increase the pulse bandwidth, and so
to create shorter pulses nonlinear effects must be used. In addition, a linear pulse
shaper can only subtract power from the frequency components of the signal while
manipulating its intensity, thereby potentially making the whole process extremely
power inefficient. The combination of third-order nonlinear processes and chromatic
dispersion in optical fibers can provide efficient new solutions to overcome the
aforementioned limitations. As we will see in this chapter, nonlinear fiber-based
pulse shaping has become a remarkable tool to tailor both the temporal and spectral
content of a light signal without the need for dedicated linear shapers. It is important
to note that though we will use a silica optical fiber as a key example system to
demonstrate various effects, these general nonlinear science concepts can be applied
to a range of other nonlinear optical materials and media.

In this chapter, we review recent progress in the research on pulse shaping using
nonlinear effects in optical fibers. We would like to note that the main attention in
this chapter will be focused on results obtained in our groups, and that it is not our
intention here to comprehensively cover all the possible examples of fiber-based
pulse shaping. The chapter is organized as follows: Sect. 4.2 introduces the key
model governing the optical pulse propagation in a fiber, and briefly discusses the
resultant qualitative features of the pulse evolution. Section 4.3 emphasizes how the
normal dispersion regime of a fiber is particularly well-suited for the generation of
advanced temporal waveforms and stable continua with high power spectral den-
sity, as well as for spectral compression of the pulses. Section 4.4 highlights some
of the benefits offered by the governing soliton dynamics in the anomalous dis-
persion region in terms of nonlinear shaping, namely, the possibility of generating
ultrashort temporal structures and ultrabroad spectra, and of tuning the central
frequency of the pulses. Finally, we conclude in Sect. 4.5.

4.2 Pulse Propagation in Optical Fibers

A variety of nonlinear phenomena associated with optical pulse propagation in SM
fibers is well described by the nonlinear Schrödinger (NLS) equation [3], in spite of
the fact that this equation only includes two physical effects, namely, linear group

106 S. Boscolo et al.



velocity dispersion (GVD) and nonlinear SPM. Here, a modified NLS equation for
the pulse envelope, wðz; tÞ, is taken, which includes the effect of linear gain,
namely,

wz ¼ � ib2
2

wtt þ icjwj2wþ 1
2
gw; ð4:1Þ

where z is the propagation distance, t is the reduced time, b2 and c are the respective
GVD and cubic nonlinearity coefficients of the fiber, and g is the distributed gain
coefficient (which is nonzero only for an active fiber). This equation neglects
higher-order linear effects such as third-order dispersion as well as higher-order
nonlinear effects such as self-steepening or intrapulse Raman scattering [3].
Although these effects can have noticeable impact on pulses shorter than 1 ps, here
we neglect them as the leading-order behavior is well approximated by (4.1).
Moreover, neglecting higher-order gain effects such as gain bandwidth and satu-
ration is well-suited to describe experiments that use high-gain, broadband rare-
earth fiber amplifiers [4].

It is useful to introduce here the dispersion length LD ¼ s20=jb2j and the nonlinear
length LNL ¼ 1=ðcP0Þ, which provide the length scales over which dispersive or
nonlinear effects become important for pulse evolution. The parameters s0 and P0 are
some characteristic temporal value and the peak power of the input pulse, respec-
tively. Linear propagation regime occurs when N2 ¼ LD=LNL � 1. In this case pulse
evolution can be simply determined by using the Fourier-transform method. As a
result of GVD, the phase of each spectral component of the pulse is changed by an
amount b2x

2z=2, where x is the angular frequency of the pulse envelope. Even
though such phase changes do not affect the pulse spectrum, they lead to temporal
broadening of the pulse and a time dependence of the pulse phase, which can be
characterized by the instantaneous frequency shift or chirp dx ¼ �/t. In the
opposite case when N2 � 1, the nonlinearity-dominant regime is applicable. As a
result of the nonlinear term in (4.1), upon propagation in the fiber the pulse acquires
an intensity-dependent nonlinear phase shift as /NLðz; tÞ ¼ cjwð0; tÞj2 R z

0 dz
0

exp½Gðz0Þ� with Gðz0Þ ¼ R z0

0 df ½gðfÞ�, namely the frequency chirp dx ¼ � /NLð Þt. In
the absence of GVD and for an initially transform-limited pulse, the presence of a
chirp causes a nonlinear broadening of the pulse spectrum.

When the effects of chromatic dispersion are considered in combination with the
Kerr nonlinearity, rich pulse dynamics arise from the interplay between dispersive
and nonlinear effects depending on the sign of the dispersion and the relative
magnitudes of the associated length scales. A well-known and fascinating example
is the formation of optical solitons [5, 6] in the anomalous dispersion b2\0ð Þ
regime of a passive fiber as a result of a cooperation between GVD and SPM. In the
anomalous dispersion region, if N ¼ 1, the chirp induced by chromatic dispersion
can be compensated by the SPM-induced chirp, which has opposite sign. The pulse
shape adjusts itself during propagation to make such cancelation as complete as
possible, hence leading to soliton evolution. On the contrary, in the regime of
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normal dispersion pulse dynamics are highly affected by the phenomenon of optical
wave breaking [7–10]. In the nonlinearity-dominant regime of propagation, the
combination of normal GVD and SPM makes a pulse broaden and change shape
toward an almost rectangular pulse form with a linear frequency chirp variation
over most of the pulse, as it is highlighted by Fig. 4.1 which shows the temporal
and spectral evolution of an initially unchirped hyperbolic secant pulse in the
normal and anomalous dispersion regimes of a fiber using N � 11:4 and g ¼ 0.
This evolution can be understood as arising from the frequency chirp, which makes
the red- (blue-) shifted light near the leading (trailing) edge travel faster (slower)
than the unshifted pulse parts, i.e., the pulse center and low-intensity wings. Ulti-
mately, when the shifted light overruns the pulse tails, the wave breaks; oscillations
appear in the wings of the pulse because of interference and, concomitantly, new
frequencies are generated and side lobes appear in the pulse spectrum (Fig. 4.4a).

In the next sections we will discuss some newly emerged qualitative features of
the optical pulse evolution in a fiber under the combined action of dispersion and
nonlinearity.

4.3 Pulse Shaping in Normally Dispersive Fibers: From
the Generation of Specialized Temporal Waveforms
to Spectral Sculpturing

4.3.1 Generation of Specialized Temporal Waveforms

As a first illustration of nonlinear pulse shaping in normally dispersive (ND) fibers,
we discuss here the possibility of generating advanced temporal waveforms, such as
parabolic or triangular profiles, which are of interest for various applications in
optical signal processing and manipulation [11].

4.3.1.1 Parabolic Pulse Generation

We have seen in the previous section that pulses that propagate in normal dispersion
media are susceptible to distortion and breakup owing to optical wave breaking,
which is a consequence of excessive nonlinear phase accumulation combined with
dispersion. In 1993 Anderson et al. showed that a sufficient condition to avoid wave
breaking is that a pulse acquires amonotonic frequency chirp as it propagates, and that
wave breaking-free solutions of theNLS equation (4.1) exist when the GVD is normal
[12]. These are asymptotic solutions of (4.1) in the quasi-classical or WKB limit
(i.e., the limit of high amplitude or small dispersion such that b2jðjwjÞttj=ð2cjwj3Þ can
be neglected), and take the form
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jwðz; tÞj ¼ aðzÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� t=sðzÞð Þ2

q
h sðzÞ � jtjð Þ; argwðz; tÞ ¼ bðzÞt2 þ /0ðzÞ; ð4:2Þ

and thus have parabolic intensity profiles. Here, hðxÞ ¼ 1; x[ 0; hðxÞ ¼ 0; x\0
is the Heaviside function. Such a pulse maintains its shape, and is always a scaled
version of itself; i.e., it evolves self-similarly. In contrast to solitons, self-similar
pulses, which have been dubbed similaritons, can tolerate strong nonlinearity
(/NL;0 ¼

R
dzcðzÞP0ðzÞ � p, where /NL;0 is the peak nonlinear phase shift) with-

out distortion or wave breaking (Fig. 4.4a). The normal GVD effectively linearizes
the accumulated phase of the pulse allowing for the spectral bandwidth to increase
without destabilizing the pulse. Similaritons were demonstrated theoretically and

Propagation distance (m)

Propagation distance (m)

Intensity (arb. units)

(c)
(a2)(a1)

(b1) (b2)

(d)

Fig. 4.1 Evolution of an initially unchirped hyperbolic secant pulse with P0 ¼ 1 W and s0 ¼
0:85 ps propagating in an highly nonlinear (HNL) fiber with jb2j ¼ 0:64 ps2=km and
c ¼ 10 ðWkmÞ�1, as obtained by numerical integration of the NLS equation. Longitudinal
evolution of the a temporal and b spectral intensity profiles in the normal (subplots 1) and
anomalous (subplots 2) dispersion regimes of the fiber. Temporal c chirp and d intensity profiles
after 350 m of propagation, i.e. 3.5 LNL, in the fiber in the case of normal (black solid) and
anomalous (gray solid) GVD. Also shown is the initial temporal profile (dashed black)
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experimentally in fiber amplifiers in 2000 [4], and they continue to attract much
attention [13]. Similaritons in fiber amplifiers are along with solitons in passive
fiber the most well-known classes of nonlinear attractors for pulse propagation in
optical fibers [4, 14, 15], so they take on major fundamental importance. Various
experimental demonstrations relying on amplification from either rare-earth doping
[4, 16–18] (Fig. 4.2a) or Raman scattering [19, 20] (Fig. 4.2b) have been achieved.
Experimental interest has been strongly driven by the possibility of fully canceling
the highly linear chirp developed during parabolic amplification and, thus, gener-
ating ultrashort high-power pulses with very low substructures [4, 16–18]. Fur-
thermore, recent fiber lasers that support similariton evolution in the passive [21] or
gain [22–25] fiber segment of the laser cavity have been demonstrated to achieve
pulse energy and peak power performances much higher than those of prior
approaches.

In addition to fiber amplifiers, similariton formation with nonlinear attraction can
be achieved in passive fibers provided a suitable longitudinal variation of the dis-
persion is introduced [26–28]. This approach is based on the observation that a
longitudinal decrease of the normal dispersion is formally equivalent to linear gain.
Recently, a simple approach to the generation of parabolic pulses that uses pro-
gressive nonlinear pulse reshaping in a ND fiber with fixed dispersion has been also
demonstrated [29] (Fig. 4.2c). However, in contrast with the asymptotic attracting
solutions obtained in fiber amplifiers, the generated parabolic waveforms represent
transient states of the nonlinear pulse evolution in the fiber medium [30] and can be
associated with an intermediate asymptotic regime [31] of the pulse propagation. As
such, they have a finite life distance (characteristic length scale of the self-similar
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Fig. 4.2 Parabolic pulse generation at telecommunication wavelengths. a Experimental (solid)
and numerical (dashed) temporal intensity and chirp profiles at the output of an erbium-doped fiber
amplifier. Adapted from [17]. b Results obtained in a Raman fiber amplifier: experimental
temporal intensity and chirp profiles at the fiber output (solid black) compared to a parabolic and a
linear fit (circles), respectively. The initial intensity profile is also shown (solid gray). More details
on the experiment can be found in [20]. c Experimentally measured 40-GHz pulse train and chirp
profile at the input (dashed) and output (solid) of a passive segment of ND fiber followed by an
HNL fiber. Also shown are parabolic and linear fits to the output pulse shape and chirp (circles).
More details can be found in [73]
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pulse dynamics) that depends on the initial conditions. Nevertheless, stabilization of
the parabolic features is possible by use of a second propagation stage in a fiber
with specially adjusted nonlinear and dispersive characteristics relative to the first
fiber [29, 30].

4.3.1.2 Triangular Pulse Generation

Parabolic shapes are not the only pulse waveforms that can be generated in a
passive ND fiber. Indeed, it has been shown numerically that temporal triangular
intensity profiles can result from the evolution of initially rectangular pulses in the
highly nonlinear (quasi-classical) regime of propagation [32]. Another approach
that has been recently demonstrated theoretically relies on the progressive reshaping
of initially parabolic pulses driven by the fourth-order dispersion (FOD) of the fiber
[33]. The overall temporal effect of FOD on parabolic pulse propagation is to
stretch and enhance the power reduction in the pulse wings, leading to a triangular
profile. In [30], the combination of pulse prechirping and nonlinear propagation in a
section of ND fiber has been introduced as a method for passive nonlinear pulse
shaping, which provides a simple way of generating various advanced field dis-
tributions, including flat-top- and triangular-profiled pulses with a linear frequency
chirp. In this scheme, Kerr nonlinearity and GVD lead to various reshaping pro-
cesses of an initial conventional field distribution (e.g., a Gaussian pulse) according
to the chirping value and power level at the entrance of the fiber. In particular,
triangular pulses can be generated for an anomalous (negative) initial chirp and
sufficiently high energies. These theoretical results have been confirmed experi-
mentally by intensity (Fig. 4.3b) and phase measurements of the generated pulses
[34, 35]. In the experimental setup used (Fig. 4.3a), the control of the pulse pre-
chirping value was realized by propagation through different lengths of standard
SM fiber with anomalous GVD, which imposed a negative chirp on the pulse. The
prechirped pulses were amplified to different power levels using an erbium-doped
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Fig. 4.3 a Experimental setup for triangular pulse generation. MLFL mode-locked fiber laser.
b Measured (solid black) temporal intensity profiles at the entrance (subplot b1) and the exit
(subplot b2) of the reshaping fiber. Also shown is the corresponding triangular fit (dashed gray).
More details can be found in [35]
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fiber amplifier (EDFA) and then propagated through a ND fiber to realize the pulse
reshaping.

Furthermore, the possibility of triangular pulse shaping in mode-locked fiber
lasers has been first reported in [36]. It has been numerically demonstrated that for
normal net dispersion, formation of two distinct steady-state solutions of stable
single pulses can be obtained in a laser cavity in different regions of the system
parameter space: the previously known similariton [21] and a triangular-profiled
pulse with a linear chirp.

4.3.2 Spectral Sculpturing

4.3.2.1 Generation of Highly Coherent Continua

Nonlinear pulse shaping represents the ideal way of generating spectral bandwidth
that exceeds significantly that of the input seed pulse. This is obviously not possible
with linear shaping techniques where one cannot shift energy outside the initial
pulse bandwidth. Optical fiber-based supercontinuum (SC) sources have become a
significant scientific and commercial success, with applications ranging from fre-
quency comb production to advanced medical imaging and telecommunication
applications [37, 38]. While typically the broadest spectra are generated in anom-
alously dispersive fibers, where the broadening mechanism is strongly influenced
by soliton dynamics (Sect. 4.4), ND fibers are undoubtedly advantageous as far as
the flatness and temporal coherence of the generated continuum is concerned.
Specifically, nonlinear propagation in the normal dispersion regime inhibits mod-
ulation instability (MI) phenomena to occur, which reduces significantly the
spontaneous amplification of noise and thereby shot-to-shot fluctuations [39].
Consequently, a high degree of coherence is maintained. However, the main limits
to spectral pulse quality in the normal dispersion regime are the spectral ripple
arising from SPM of conventional laser pulses, and the effects of optical wave
breaking which may lead to significant changes in the temporal pulse shape and
severe energy transfer into the wings of the spectrum. These effects can in principle
be avoided by using preshaped input pulses with a parabolic temporal intensity
profile, which would preserve their shape whilst propagating within the fiber and,
thus, result in spectrally flat, highly coherent pulses (Fig. 4.4a). Continuum with
low spectral ripple and high-energy density in the central part has been indeed
demonstrated by use of parabolic pulses generated in erbium-doped fibers [40] or
resulting from linear shaping by fiber Bragg gratings [41] (Fig. 4.4b) and recon-
figurable liquid-crystal-on-silicon devices [42]. More advanced techniques for
achieving even flatter spectra involve the use of a feedback loop relying on a
genetic algorithm to obtain a nearly rectangular output spectrum [43], as Fig. 4.5
shows. This demonstrates the potential of nonlinear pulse shaping assisted by a
linear shaping element as an additional sculpturing element for generating on-
demand tailored spectra without the requirement of expensive laser sources.
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The high degree of coherence of the spectra generated in the normal dispersion
regime is clearly attractive for all-optical pulse processing in HNL fibres [11], or the
generation of SC covering the entire C-band of optical telecommunications. Indeed,
several studies have reported that such continua can be sliced into several tens of
high-quality, high-repetition-rate picosecond channels where isolated spectral lines
of the 10 or 40-GHz resulting comb provide several hundreds of continuous waves
[41, 44, 45] (Fig. 4.4b). Furthermore, high temporal coherence enables pulse
compression with very high compression ratios as the SPM-induced nonlinear chirp
can be compensated to a large extent [17, 46]. This technique has been efficiently
exploited in photonic crystal (PC) fibers where the dispersion characteristics can be
accurately controlled so as to obtain a fiber with normal dispersion at all wave-
lengths [33], which enables the generation of highly broadband coherent spectra
spanning more than several hundreds of nanometers. Such spectra are particularly
attractive from the perspective of pulse compression down to durations as short as a
few optical cycles after compensation of the nonlinear phase [47, 48].

4.3.2.2 Spectral Compression

Spectral narrowing of optical pulses can be rather easily realized with standard
optical bandpass filtering, but at the expenses of significant optical losses. Indeed,
as we mentioned in the introduction, linear filtering introduces a power penalty that
is at least proportional to the ratio of the target spectrum to the input one. The effect
of SPM on a pulse propagating in an optical fiber is generally associated with
spectral broadening of the pulse. However, this is not always the case with chirped

Wavelength (nm)

10-3

10-4

10-5

10-6

10-7

1530 1540 1550 1560
-5 0 5

0

1

2

3

4

5

Time (ps)

P
o

w
er

 (
W

)

-2 0 2
0

0.5

1

1.5

2

2.5

Frequency (THz)

In
te

n
si

ty
 (

ar
b

. u
n

it
s)

In
te

n
si

ty
 (

ar
b

. u
n

it
s)

(a1) (a2)
(b)
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HNL fiber with the same parameters as in Fig. 4.1 for initially unchirped hyperbolic secant (solid
black) and parabolic (solid gray) pulses with P0 ¼ 5 W, as obtained by numerical integration of
the NLS equation. Also shown are the initial pulse temporal profiles (dashed). b Experimental
spectrum of a parabolic-shaped pulse after propagation in a ND-HNL fiber (black dashed) and
superposition of the measured spectra of 38 sliced channels. Adapted from [41]
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pulses, where down-chirped pulses in the normal GVD region can experience
spectral narrowing [49]. Indeed, the SPM-induced nonlinear phase shift results in a
frequency downshift of the leading edge and an upshift of the trailing edge of the
pulse, i.e., a positive chirp. Consequently, for a negatively chirped input pulse the
linear and nonlinear phases cancel each other, leading to a redistribution of long and
short wavelengths toward the center wavelength and therefore to spectral com-
pression instead of spectral broadening. Spectral compression has been reported for
various parameters [50–52]. However, in general an input pulse with a negative
linear chirp, jwð0; tÞj expðibt2Þ (with b[ 0), cannot be spectrally compressed to the
Fourier transform limit because the instantaneous frequency (in the absence of
dispersion) /t ¼ 2bt þ cðjwð0; tÞj2Þtz cannot in general be made equal to zero for
all times, except for special cases [53] that require the balancing of the (higher-
order) dispersion and chirp. This results in residual side-lobes in the compressed
spectrum, as illustrated in Fig. 4.6b. On the other hand, if an input negatively
linearly chirped parabolic pulse is used, the instantaneous frequency /t ¼ 2ðb�
ca2z=s20Þt can be chosen to yield zero for all t, for a suitable combination of c, a, z,
and b [54]. Because, at the same time, the parabolic temporal envelope with width
s0 remains unchanged (as long as dispersion in the fiber can be ignored), this
expresses the fact that spectral compression to the transform limit takes place.
Experimental demonstrations at telecommunication wavelengths using a HNL fiber
[55] or at the wavelengths around 1 µm using a PC fiber [56] have confirmed the
potential of this method for achieving high-quality compressed spectra with very
low substructures and enhanced brightness (Fig. 4.6c).

Furthermore, in-cavity nonlinear spectral compression in a mode-locked fiber
laser has been recently demonstrated numerically [57]. A new concept of a fiber
laser architecture has been presented, which supports self-similar pulse evolution in
the amplifier fiber segment of the laser cavity and nonlinear spectral compression in
the passive fiber, thereby enabling the generation of highly chirped parabolic pulses
and nearly transform-limited spectrally compressed picosecond pulses from a single
device.
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4.4 Pulse Shaping in the Anomalous Dispersion Regime:
From Ultrashort Temporal Structures to Ultra-Broad
Spectra

4.4.1 Generation of High-Repetition-Rate Ultrashort Pulses

In this section, we review the generation of high-repetition-rate ultrashort pulses
that can result from the nonlinear evolution of optical pulses in anomalously dis-
persive fibers.

4.4.1.1 Solitonic Temporal Compression

As mentioned in Sect. 4.2, when b2\0 the standard NLS equation ((4.1) with
g ¼ 0) has specific pulse-like solutions, known as optical solitons, that either do not
change along the fiber length (fundamental solitons, resulting from an exact balance
between the GVD and SPM effects: N ¼ 1) or follow a periodic evolution pattern
(higher-order solitons, characterized by integers N[ 1). A technique for generating
high-quality ultrashort pulses relies on the adiabatic evolution of a fundamental
soliton that takes place in an anomalously dispersive fiber with longitudinally
distributed gain (e.g., a Raman amplifier) or decreasing dispersion (DD) [58–60].
Indeed, in the presence of gain, the temporal width of a fundamental soliton must
decrease along the fiber length to compensate for the power increase due to gain if
the pulse has to preserve its soliton character, i.e., if the requirement N ¼ 1 has to

-10 0 10
0

.5

1

Time (ps)

P
o

w
er

 (
W

)

-.2

0

.2

C
h

ir
p

 (
T

H
z)

-.4 -.2 0 .2
0

2

4

6

8

10

Frequency (THz)

In
te

n
si

ty
 (

ar
b

. u
n

it
s)

In
ten

sity (arb
. u

n
its)0

20

40

60

Frequency (GHz)

-100 0 100-50 50

In
p

u
t 

p
ea

k 
p

o
w

er
 (

W
)

0

1

2

0

1

2

.4

(a1)

(a2)

(b) (c1)

(c2)
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bemaintained.While physical distributed-amplification schemes require pumping along
the fiber length, which entails an extra level of cost and complexity in the setup, soliton
compression in a fiber can also be achieved by changing the dispersive properties of the
fiber [61]. This passive approach is based on the fact that the NLS (4.1) with constant
gain coefficient g reduces to the standard NLS equation if the anomalous GVD of the
fiber increases in magnitude exponentially along the fiber length: b2ðzÞ=b2ð0Þ ¼
expðgzÞ. Step-like dispersion-profiled structures [62] using a set of short segments of
conventional fibers with different dispersion values, or comb-like structures [63]
where the use of a large number of fiber segments with alternate signs of dispersion
allows to approach an average local dispersion with the desired decrease, have been
successfully used to emulate continuous DD fiber profiles, whose realization requires
special, not commercially available fiber-drawing technology.

A more straightforward approach to the generation of pulses with ultrashort
durations uses the stage of temporal compression that occurs in the periodic evo-
lution of higher-order solitons. Indeed, in the case of higher-order solitons, over a
period of the evolution pattern SPM dominates initially but GVD soon catches up
and leads to pulse contraction, as seen in Fig. 4.1. The higher the soliton number N
of the input pulse, the larger the compression achievable using this approach.
However, the compressed pulse exhibits a low-amplitude structure outside the
central lobe (Fig. 4.1). Moreover, given the scaling laws of the NLS equation,
increasing the input pulse peak power leads to a decrease of the distance in the fiber
at which compression takes place, while higher-order nonlinear and dispersive
effects become important for pulse evolution. This may eventually make this
method very sensitive to power fluctuations of the input pulse. Feasibility of the
higher-order soliton compression scheme was first shown in 1980 [64]. Various
experimental demonstrations in either HNL fibers at telecommunication wave-
lengths [65] or in PC fibers seeded by titanium-sapphire laser pulses [66] have been
achieved since then, enabling the generation of pulses as short as a few cycles.

4.4.1.2 High-Repetition-Rate Sources

High-repetition-rate ultrashort optical pulses are widely used in various areas such
as ultrafast physical processes, ultra-high-data-rate optical communications, optical
frequency metrology and high-accuracy measurements. While current electronics-
based and direct modulation technologies do not permit the generation of pulses at a
repetition rate higher than 40 GHz, the nonlinear transformation of a dual-frequency
signal in an optical fiber can provide an attractive solution in this respect. A non-
linear technique based on MI of an intense pump wave induced by a weak signal
was first suggested in [67] and realized experimentally in [68]. MI in the anomalous
dispersion regime of optical fibers manifests itself as breakup of the initial pump
beam into a periodic pulse train whose period is inversely related to the frequency
difference between the pump and signal waves, X ¼ x0 � x1, with the generation
of two new spectral sidebands, and can be interpreted in terms of a FWM process
that is phase-matched by SPM. Physically, the energy of two photons from the
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intense pump beam is used to create two different photons, one at the probe fre-
quency x1 and the other at the idler frequency 2x0 � x1. Since its first demon-
stration, this technique has been used to create optical sources capable of producing
periodic trains of ultrashort pulses at high but controllable repetition rates.

When the first-order sidebands become strong, higher-order sidebands located at
x0 � mX, m ¼ 2; 3; . . . are created in a FWM process. An approach based on
multiple FWM in a single fiber with anomalous constant dispersion has been
demonstrated experimentally for the generation of compressed pulse trains from the
propagation of a dual-frequency pump field, and repetition rates ranging from a few
tens of gigahertz to a few terahertz have been achieved [69–73]. The initial beat
signal in these experiments was obtained via temporal superposition of two con-
tinuous waves (CWs) with slightly different frequencies delivered by external
cavity lasers [70, 71], which permitted to achieve higher repetition rates than using
a single CW directly modulated by an intensity modulator. Exemplary experimental
results recorded on a high-speed oscilloscope show that high-quality compressed
pulses with a Gaussian intensity profile and nearly constant phase can be achieved
at a typical duty cycle of 1:5 [72] (Fig. 4.7c). Lower duty cycles can still be
obtained with a single fiber, but at the expenses of degraded quality of the pulse
train with the appearance of low-intensity pedestal components and a nonuniform
phase across the pulses. Such issues can be partly avoided by using specially
designed arrangements of segments of fibers [72, 73] or other comb-like structures.

4.4.2 Generation of Frequency-Tunable Pulses

One of the possibilities offered by the third-order nonlinearity of optical fibers for
pulse shaping is to frequency shift the essential spectral content of ultrashort optical
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Fig. 4.7 Generation of high-repetition-rate pulse train using multiwave mixing compression of a
dual-frequency beat signal. a Temporal intensity and chirp profiles, and b spectrum of the
compressed pulse train as obtained by numerical simulation of the NLS equation. The initial beat
signal is also shown (gray). c Intensity of the generated pulse train at 40 GHz recorded on an
optical sampling oscilloscope. More details on the experiment can be found in [72]
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pulses whose width is close to or less than 1 ps. For pulses with a wide spectrum
(>1 THz), the Raman gain of the fiber (Fig. 4.8a) can amplify the low-frequency
components of a pulse by transferring energy from the high-frequency components
of the same pulse. As a result of this phenomenon, called intrapulse Raman scat-
tering, the pulse spectrum shifts toward the low-frequency (red) side as the pulse
propagates inside the fiber, a phenomenon referred to as the self-frequency shift
[74]. The physical origin of this effect is related to the delayed nature of the Raman
(vibrational) response [75]. The effects of intrapulse Raman scattering can be
included through the NLS equation by including the term �icsRwðjwj2Þt on the left-
hand-side of (4.1), where the parameter sR is related to the slope of the Raman gain
spectrum [75]. For a soliton propagating inside a fiber, the amplitude is not affected
by the Raman effect, but its frequency is shifted by dxRðzÞ ¼ �8jb2jsRz=ð15s40Þ, as
illustrated experimentally in Fig. 4.8b. The temporal intensity profile remains close
to the hyperbolic secant soliton shape (Fig. 4.8c).

The soliton self-frequency shift (SSFS) has been exploited in the realization of
fiber-based sources of spectrally tunable ultrashort optical pulses. Frequency shifts of
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energies: 83 pJ (solid black), 125 pJ (dashed gray), and 173 pJ (dash-dot light gray).
c Autocorrelation traces of the frequency-shifted pulses compared with an hyperbolic secant fit.
d Experimentally measured dependence of the output spectral intensity profile on the input energy
for 2-m long PC fibers with a single (subplot d1) or two zero-dispersion wavelengths (subplot d2)
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several hundreds of nanometers have been achieved in HNL fibers. The advent of PC
fibers has made it possible to observe SSFS at the operational wavelengths of tita-
nium sapphire lasers, and impressive shifts have been demonstrated, thereby paving
the way for efficient spectrally tunable laser sources for applications in, e.g., bio-
photonics or spectroscopy [76, 77]. In this context, the main factors that may limit
SSFS generation are the absorption due to hydroxil radicals contained in the core
glass of silica fibers, the fission of higher-order solitons into multiple sub-pulses, and
the existence of a second zero-dispersion wavelength for some fibers, which induces
a stabilization of the soliton frequency accompanied by the generation of dispersive
waves [78] (Fig. 4.8d2). Furthermore, the combined effects of delayed nonlinear
response and higher-order dispersion can result in a gradual increase of the second-
order dispersion during the propagation. This leads to an adiabatic temporal broad-
ening of the soliton, thereby progressively limiting its Raman-induced frequency
shift [79]. To address this issue, optimization of the dispersion landscape “seen” by
the frequency-shifted pulse has been proposed as an efficient method to enhance the
performance of fiber-based tunable frequency shifters [80].

4.4.3 Supercontinuum Generation and Optical Rogue Waves

Several books and review articles are now available to understand the physical
mechanisms driving the continuum formation and its modeling using the NLS equation
in its extended form (see, e.g., [3, 37, 38, 81]), so in this section we describe only the
basic temporal and spectral features of the continuum generated in the anomalous
dispersion regime of a nonlinear fiber, which stem from the involved pulse dynamics.
We also discuss a possible solution to efficiently harness the large temporal and spectral
fluctuations that are typically observed in this dispersion regime.

4.4.3.1 Supercontinuum Stability and Extreme Events

The nonlinear dynamics in the anomalous dispersion regime are dominated by an
initial stage of MI of the input picosecond pump pulse induced by noise, followed by
a stage of higher-order soliton temporal compression, and subsequent splitting of the
ultrashort coherent structure at the point of maximum compression due to third-order
dispersion or intra-pulse Raman scattering. Pulse splitting results in the emergence of
several ultrashort solitons with significant shot-to-shot amplitude and timing jitters,
which prevents this type of SC to be sliced in multiple wavelength channels for
telecommunication applications. The spectral intensity profile is significantly broader
than those typically obtained in ND fibers but also suffers from large fluctuations.
Because the SC properties change significantly from shot to shot both in the temporal
and spectral domains, the stability of the continuum obtained in the normal regime of
dispersion is generally not preserved in the anomalous dispersion region [39]. The
spectral phase fluctuations have been the subject of intense investigations as early as
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2000 [82]. The first experimental observation of significant fluctuations in the tem-
poral domain has been reported by Solli et al. in 2007 [83]. Spectral filtering of the
most red-shifted part of the SC spectrum generated in a PC fiber by anomalous
pumping resulted into a highly-skewed distribution of the statistical fluctuations of
the corresponding temporal intensity. By analogy with the typical L-shaped distri-
bution observed for extreme events, the intense and extremely rare outliers of the
distribution were named “optical rogue waves”. Since then, the subject has become
the focus of intense research in the international optical community. This enthusiasm
has indeed largely surpassed the confines of SC generation in PC fibers, and optical
rogue waves have been reported in various nonlinear optical systems. A careful
analysis of various configurations has disclosed that the most red-shifted events
detected in the experiment of Solli et al. are fundamental solitons shifted in frequency
by the delayed Raman response of silica [84]. Because such giant solitons are fully
coherent and persist once they form, they are now generally referred to as “rogue
solitons” [85]. The emergence of such extreme solitons results from the process of
temporal collision between the substructures that are generated from the splitting of
the initial pump pulse. When two ultrashort substructures collide, a temporal peak
appears intermittently, thus reproducing one of the peculiar features of the infamous
oceanic freak waves [86]: their unexpected appearance and decay. Such collisions are
favored by convective mechanisms such as the third-order dispersion or the Raman
response of silica [87]. In the process of collision, an energy exchange also occurs,
leading to the progressive growth of a giant soliton, where most of the energy of the
system will eventually concentrate [88, 89].

The temporal and spectral analysis of the fluctuations associated with anomalous
pumping has led to reconsider the onset of SC generation where higher-order linear
and nonlinear effects do not play a significant role, and pulse propagation can be
described in the framework of the standard NLS equation. In fact, the stage of MI
that governs the initial spectral broadening can be described analytically within the
framework of the Akhmediev-Kuznetsov breather formalism. Kuznetsov derived
non-stationary solutions of the NLS equation which are periodic in time in plasma
in 1977 [90]. The Akhmediev breathers are space-periodic solutions of the NLS
equation derived by Akhmediev and Korneev in 1986, which describe the single
growth-return cycle of an initially weak sinusoidal modulation [91]. Numerical
simulations and experiments have indeed confirmed that the properties of SC at the
early stages of propagation can be accurately described in terms of multiple
breathers corresponding to the excitation of the entire MI gain bandwidth [92].

4.4.3.2 Highly Coherent Supercontinuum Generation and Peregrine
Solitons

One way to limit the degradation of the SC coherence in the anomalous dispersion
regime is to use very short segments of fiber or tapered fibers [39]. An alternative
solution is to reduce the spontaneous instabilities that may emerge in the early
stages of propagation. By imposing an input deterministic seed located in the

120 S. Boscolo et al.



frequency band of the instabilities on the (coherent) pump signal, one can expect
that the seed will prevail over the spontaneous effects so that enhanced stability and
coherence can be ensured. Such an approach has been used in various numerical
and experimental works to control the stability and spectral extent of the generated
continuum [93, 94]. An accurate spectral study has confirmed that a seeded gen-
eration can be well described by the mathematical formalism introduced by Ak-
hmediev et al. [95]. This kind of control can be used to generate Peregrine solitons,
which represent a limiting case of Akhmediev breathers for maximum temporal
localization or, equivalently, of Kuznetsov breathers for maximum spatial locali-
zation, and have the following analytical expression:

wðz; tÞ ¼ ffiffiffiffiffi
P0

p 1� 4 1þ 2iz=LNLð Þ
1þ 4 t=s0ð Þ2þ 4 z=LNLð Þ2

" #
eiz=LNL : ð4:3Þ

Consequently, these pulses over a continuous background of power P0 have the
particularity to appear from nowhere and to disappear without leaving a trace, thus
constituting an excellent prototype of oceanic rogue waves (Fig. 4.9). Peregrine
solitons have been first predicted theoretically in 1983 in hydrodynamics [96], but
have never been demonstrated experimentally before 2010 [97], and using exper-
iments in optical fibers. From an experimental point of view, a sinusoidal beating
created by the temporal overlap of two frequency-shifted CWs [97] or the direct
intensity modulation of a CW [95] can reshape into a Peregrine soliton [98].
Experimental results obtained by the frequency resolved optical gating technique
[97] or by an optical sampling oscilloscope [95] are well reproduced both
numerically and analytically (Fig. 4.9c). Longitudinal studies performed by a cut-
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Fig. 4.9 Peregrine soliton in fiber optics. a Longitudinal evolution of the Peregrine soliton in an
optical fiber as predicted by (4.3). b Temporal intensity profile of the Peregrine soliton at the point
of maximum compression (black) compared with the input condition (gray). The fiber parameters
are the same as those used in Fig. 4.1, and P0 ¼ 0:5 W. c Experimental demonstration of the
Peregrine soliton. The temporal intensity profile recorded on an optical sampling oscilloscope
(circles) is compared with the analytical waveform. More details on the experiment can be found
in [95]
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back technique confirm the strong spatial localization, though some replicas are
manifested for large propagation distances. These replicas can be theoretically
interpreted in terms of higher-order breather solutions through the Darboux trans-
formations, and linked to the process of higher-order MIs [99]. The Peregrine
soliton is only the first-order solution of a wider class of rational solitons that have
been also found numerically in turbulent optical environments [84, 100] or in
hydrodynamics [101]. We would also like to note that among the few other ele-
mentary analytic solutions of the NLS equation, the first soliton on a finite back-
ground solution to the NLS equation that was obtained [90] and is now known as
the Kuznetsov-Ma soliton [102, 103], is of intense current interest. Indeed, the
dynamics of the Kuznetsov-Ma soliton have been very recently confirmed by
quantitative experiments in optical fibers [104].

4.5 Conclusions and Perspectives

In this chapter, we have provided an overview of several recent examples of the use
of nonlinear phenomena in optical fibers for the shaping of optical pulses in the
temporal and spectral domains. The propagation of short pulses in optical fibers is
connected with a large variety of interesting and practically important phenomena.
The unique dispersive and nonlinear properties of optical fibers lead to various
scenarios of the pulse evolution which result in particular changes of the pulse
temporal shape, spectrum and phase profile. Because the nonlinear dynamics of
pulses propagating in fibers with normal GVD are generally sensitive to the initial
pulse condition, it is possible to nonlinearly shape the propagating pulses through
control of the initial pulse temporal intensity and/or phase profile. In fact, this
approach can be flexibly applied to the generation of specialized temporal waveforms
for applications in optical signal processing and manipulation, or the generation of
highly coherent continua for optical telecommunications, or the generation of nar-
row-spectrum pulses for applications requiring high spectral resolution such as
nonlinear vibrational microscopy. Application of nonlinear pulse shaping at normal
dispersion has also provided significant progress in the field of high-power fiber
amplifiers and lasers. The temporal and spectral features of pulses propagating in
fibers with anomalous GVD are typically governed by soliton dynamics. The unique
properties of optical solitons can be effectively used in the generation of ultrashort
pulses with very high repetition rates, which are widely used in various scientific and
technological areas, or the generation of frequency-tunable pulses, or the generation
of ultra-wide spectra with many disruptive applications and breakthroughs in fields
such as optical coherence tomography, metrology and spectroscopy, biophotonics,
and others. The quest for a better understanding and harnessing of the temporal and
spectral SC fluctuations stimulates the development of new experimental techniques
for a quantitative analysis [105]. Seeding the SC generation at anomalous dispersion
with a suitably chosen signal can significantly improve the SC stability. Furthermore,
the same concept can be applied to stimulate the generation of Peregrine solitons,
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which constitute a prototype of optical rogue waves. Additional combination with
linear preshaping can further widen the field of exploration of these coherent
structures [106] as, for example, the recently demonstrated controlled collision of
optical breathers highlights [107].

From a purely scientific point of view, the results presented in this chapter are a
further illustration of how optical fiber systems can provide useful experimental
testbeds for the study of a variety of nonlinear dynamical processes. Therefore, this
research area is interesting in its own right. Despite substantial research in this field,
qualitatively new phenomena are still being discovered. With respect to application
requirements, integrated pulse shaping devices are desirable for applications such as
in optical communications where size and robustness are important. The develop-
ments of microstructured fibers with extremely small effective core areas and
exhibiting enhanced nonlinear characteristics, and of fibres using materials with
refractive indexes higher than that of the silica glass have enabled dramatic reduction
of the required fiber lengths for nonlinear interactions compared to conventional
fibers, thereby paving the way for integrated fiber-based pulse shaping. With the
inclusion of higher-order propagation effects, nonlinear shaping can now be observed
at the integrated waveguide scale. The recent demonstration of soliton compression
in a silicon photonic crystal is an excellent example of this [108].
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Chapter 5
Optical Regeneration

Francesca Parmigiani, Radan Slavík, Joseph Kakande,
Periklis Petropoulos and David Richardson

Abstract In this chapter we review the need, general principles and approaches
used to regenerate mainly phase encoded signals of differing levels of coding
complexity. We will describe the key underpinning technology and present the
current state-of-the-art, incorporating an appropriate historic perspective
throughout.

5.1 Introduction to Optical Regeneration

Data traffic on the world’s core optical networks is increasing at approximately
30–40 % per annum driven largely by the emergence of new mobile and video-
centric applications, cloud computing and the ever increasing number of internet/
mobile users [1]. This rate of traffic growth is presenting huge challenges to net-
work hardware vendors and operators alike, particularly since in the laboratory the
ultimate capacity of conventional single mode fiber technology is already being
approached as a result of the latest advances in the use of digital coherent trans-
mission and the use of advanced modulation format signals [2]. Use of the phase
(and often additionally the intensity) of an optical carrier rather than simple On-Off
Keying (OOK) is already a central feature of core network deployments today,
since as well as allowing for more spectrally efficient communications, it offers
advantages in terms of improved resilience to certain linear and nonlinear
transmission impairments [3]. However, the introduction of phase encoding means
that attention needs to be paid to nonlinear phase noise, which manifests itself as a
new dominant limitation to ultimate system performance [4–6]. In amplified
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transmission systems, nonlinear phase noise originates from the combined effects of
noise introduced by the in-line optical amplifiers and the nonlinear interaction
between the various co-propagating wavelength division multiplexing (WDM)
channels. For this reason it is beneficial to periodically regenerate signals during
transmission over long distances in order to increase capacity and/or reach. In
currently installed transmission systems this is achieved by employing optical-to-
electronic-to-optical (O/E/O) conversion and fast electronic processors. However,
all-optical techniques that can perform regeneration by avoiding the need for O/E/O
conversion merit attention, since they are often associated with additional attractive
features, such as transparency to the symbol rate and a more favorable scaling of the
energy consumption. The ability to regenerate signals also ensures maximum
flexibility in network design and architecture, for example: allowing for a signifi-
cant reduction in penalties due to accumulated cross-talk and filter concatenation in
all optical networks based on components such as Reconfigurable Optical Add
Drop Multiplexers (ROADMs), more flexible network design since performance is
less route dependent, and potentially providing greater tolerance to changes in
network load (adding and dropping channels).

As a consequence much research effort has been devoted over the years to the
implementation of all-optical solutions for signal regeneration using either speci-
ality optical fibers or semiconductor optical amplifier (SOA)-based devices as the
nonlinear optical processing medium. In the past the primary focus was on
regenerators for the then prevalent OOK modulation format signals, however in
more recent times attention has turned onto the regeneration of more advanced
modulation formats that incorporate phase encoding. In this chapter we first briefly
review the early development of regenerators for OOK signals before turning our
attention to the even thornier problem of regenerating mainly phase-based modu-
lation format (M-ary phase shift keying, MPSK) signals with some initial efforts
towards amplitude and quadrature modulation (QAM) signals.

5.2 Optical Regenerators for Simple Amplitude Encoded
Signals

In accordance with the traditional optical transmission approach and technology, all
early types of optical regenerator were designed to operate on OOK signals. Such
regenerators were first proposed in the ‘90s and were intensively studied throughout
the next decade or so [7–14].

In the most general form of regenerator, three basic signal-processing functions
are required: (i) Reamplification, (ii) Reshaping and (iii) Retiming. A regenerator
simultaneously providing each of these functions is referred to as a 3R-regenerator.
Applying this nomenclature, optical amplifiers solely provide 1R-regeneration
whereas the extended class of devices that simultaneously provide reamplification
and reshaping are referred to as 2R-regenerators. A sketch of the generic layout
of a typical “3R” regenerator is shown in Fig. 5.1, and ordinarily comprises:
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(i) input/output adaptation interfaces in order to convert the input data signal into a
form suitable for use within the regenerator, and/or to convert the internally
regenerated signal into the correct format for onward transmission, (ii) some form
of nonlinear gate, and (iii) a clock recovery/generation device [14, 15]. The non-
linear optical gate, which ultimately provides the reshaping and retiming function,
is generally the most critical element of any regenerator. Over the years many
nonlinear gates have been investigated. The greatest majority of work has used an
optical fiber as the nonlinear medium [7–12] and has relied upon exploitation of
ultrafast nonlinear optical effects such as Self Phase Modulation (SPM), Cross
Phase Modulation (XPM), Four Wave Mixing (FWM) and Stimulated Raman
Scattering (SRS) to provide the required optical switching mechanism. However, a
wide variety of other nonlinear materials/devices have also been explored including
SOA’s [15–17], various saturable absorbers (SA’s) [18], periodically poled lithium
niobate (PPLN) waveguides [19], silicon chips [20] and chalcogenide waveguides
[21], amongst others.

The majority of fiber based gates are adaptations of devices based on either: (i)
spectral broadening and offset-filtering, the so-called Mamyshev regenerator [10,
12, 16, 21], whose schematic and working principle are reported in Fig. 5.2a; or (ii)
optical interferometers with a nonlinear medium in one of the arms, where one or
two signals (the noisy data and the clean clock signal) might be present at its input,
as shown in Fig. 5.2c [7, 8, 14, 15, 17]. While the nonlinear media and the
nonlinear processes exploited might differ, all amplitude regeneration schemes aim
to achieve a step-like power transfer function, defined in terms of the instantaneous
output versus input signal power. The slope of the power transfer function at the
logical “0” and “1” bit power levels defines the regenerative properties of the device
(see Fig. 5.2b, d).

Fig. 5.1 A schematic of the generic layout of a typical “3R” regenerator with a degraded OOK
signal present at the input. The input/output adaptation interfaces address issues such as input/
output power adjustment, initial (linear) pulse shaping, out-of-band noise filtering, format
conversion, control of the signal polarisation states, signal de-multiplexing/multiplexing (be it in
the time and/or frequency domain). The clock recovery unit retrieves an accurate clock from the
incoming data stream and provides appropriate synchronisation between the recovered clock and
the incident data within the nonlinear (optical) gate which provides for the 3R regeneration itself.
Adapted from [14, 15]
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Some OOK regenerators can still be used in the regeneration of modern
MPSK-encoded signals. To enable this, the adaptation stage converts an incoming
optical MPSK signal to one or more OOK signals, amplitude regeneration is then
performed on this signal before converting the signal back to an MPSK format at
the output adaptation stage [22]. Such regenerators are referred to as format con-
version based regenerators. Alternatively, those classes of amplitude regenerator
that preserve the phase of the optical signal, can be deployed on the basis that they
suppress any amplitude fluctuations on a MPSK signal without distorting the phase
information [23–30]. Such regenerators are referred to as phase preserving ampli-
tude regenerators.

The extension to simultaneous multi-channel regeneration is a key issue in
today’s high capacity systems. Such an extension is very challenging in practice as
this is generally limited by the occurrence of unwanted nonlinear interactions
amongst WDM channels, the so-called inter-channel crosstalk, which directly
competes with the nonlinear effects used for the regeneration process itself. In
optical fibers, such cross-talk typically results from XPM and FWM interactions,
which manifest themselves as strong spectral distortions and/or spectrally depen-
dent power transfer functions due to the incomplete interaction of co-propagating
pulses during nonlinear propagation (i.e. the pulses involved have not fully walked
through each other during propagation).

Fig. 5.2 Examples of two forms of amplitude regenerators: ((a) the Mamyshev 2R-regenerator
and (c) a 3R-interferometric regenerator) and corresponding power transfer functions
(b and d) together with experimental eye diagrams before and after the regenerators (Adapted
from [12, 14])
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Several techniques have been applied to simultaneously regenerate more than
one WDM channel. The main approaches are shown in Fig. 5.3.

The first is based on wavelength-to-space demultiplexing where each wave-
length channel is split out into a separate path using a wavelength demultiplexer and
identical single channel regenerators are employed on a per-channel basis, see
Fig. 5.3a [14, 18, 30]. After regeneration, the channels are then recombined together
using a second wavelength multiplexer for further transmission. Such a per-channel
scheme clearly avoids nonlinear cross-talk-induced distortion; however, the com-
plexity (and cost) of the scheme increases linearly with the number of channels to
be simultaneously regenerated, which is far from desirable.

The second approach is based on time-interleaving of the input signals [31–33].
Here the various WDM channels are aligned in time to avoid bit overlap before
entering the regenerator via some sort of WDM to optical time division multiplex
(OTDM) conversion process, see Fig. 5.3b. The individual WDM channel data
symbols are then sequentially processed in a single nonlinear device, guaranteeing a
reduction in component cost as the number of channels increases. However, this
approach requires both channel synchronisation and a low duty cycle (low spectral
efficiency) signal format since the maximum time-slot that a channel can occupy is
now determined by the number of WDM channels simultaneously processed by the
regenerator.

The third approach is based on carefully engineered dispersive ‘channel walk-
through maps’ in the regenerator to avoid inter-channel cross-talk [32, 34–40]. In
the co-propagating geometry, a high local dispersion value ensures that nonlinear
inter-channel effects are reduced due to the fast walk-off time amongst the various
WDM channels (thereby reducing any bit-pattern dependence of the nonlinear
cross-talk), while a low overall average dispersion value (obtained via dispersion

Fig. 5.3 Schematic of multi-channel 2R regenerators based on a wavelength-to-space demulti-
plexing, b time interleaving and dispersive walk-through in c co- or d counter-propagating
geometries, exploiting SPM. (DE)MUX (de)multiplexer; PBS polarization beam splitter; (PM-)
HNLF (polarization maintaining-) highly nonlinear fiber. Gray squares represent carrier-offset
filters
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compensation) ensures that the nonlinear effect used for the regeneration process
itself (SPM for example) remains sufficiently strong, Fig. 5.3c. The regenerator,
thus, consists of multiple modules incorporating appropriate combinations of highly
nonlinear fibers (HNLFs) with high normal dispersion and associated periodic
group delay devices (PGDDs) or dispersion compensating fibers to generate/emu-
late saw-tooth-like channelized dispersion profiles. This approach enables in-line
processing of a (potentially quite large) number of WDM channels [32, 34–37]
simultaneously in a single nonlinear device, guaranteeing a reduction in cost-per-
channel as the number of channels increases. However, while the previous two
approaches can potentially use any kind of nonlinear device and nonlinearity, this
third approach can only be implemented using SPM in fibers and is thus only
applicable to amplitude-only signals, as SPM heavily distorts the signal phase.

In the counter-propagating geometry, Fig. 5.3d, an extremely high walk-off is
automatically guaranteed for counter propagating channels in the nonlinear gate. A
further two-fold channel scaling can be achieved using a polarization multiplexing
configuration which exploits the rapid interchannel pulse walk-off due to the large
birefringence-induced differential group delay achievable within the polarisation
maintaining (PM)-HNLF. A further three-fold reduction in XPM is also obtained
due to the tensorial nature of the Kerr effect between orthogonally-polarized signals
[38–40]. So far it has been shown that up to four channels can be processed
simultaneously in a single nonlinear device [38, 39].

Having given a quick review of the status of the work on the regeneration of
OOK signals, largely for contextual setting, we turn our attention to more recent
work concerned with the regeneration of more modern and spectrally-efficient
MPSK and QAM signals.

5.3 Regeneration of Phase-Only Encoded Signals

As we briefly mentioned in Sect. 5.2, phase regeneration can be divided into two
broad categories: direct regeneration, which operates on the premise that a signal has
already been significantly degraded in phase, and therefore signal quality can only be
improved by suppressing these phase perturbations; and indirect regeneration, which
acts to suppress amplitude fluctuations which could otherwise seed phase noise after
subsequent transmission (phase preserving amplitude regeneration) [23–30]. How-
ever, to make it worthwhile, the latter process must not create significant added
phase noise. Direct regeneration can be classified either as format conversion based
regeneration from MPSK to OOK and vice versa (without the requirement to be
phase-preserving) [22], or phase sensitive amplification (PSA) based regeneration,
which has been widely recognized as an effective way to regenerate phase-encoded
signals thanks to its phase squeezing capabilities [41, 42]. In the rest of the chapter
PSA-based phase regenerators only will be considered.
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Phase sensitive amplifiers exhibit gain characteristics that depend on the phase of
the input optical signal relative to a local optical reference; they operate by amplifying
one of the input signals quadratures whilst simultaneously de-amplifying the other
[43]. While the theory of PSAs is not recent, historically attention focused mainly on
exploiting second order nonlinearity in bulk crystals [44, 45], it is only relatively
recently that much experimental effort has been placed on this topic in the context of
optical fiber communications. This growth in interest has largely been driven by
technological advances that have allowed a number of previously considered prac-
tical limitations to be overcome, as will be discussed below.

The implementation of PSAs using third order nonlinearity in optical fibers
rather than second order nonlinearity in crystals was a first step towards practical
network applications due to the increased robustness, improved power efficiency
and ease of system integration that optical fibers offer. Marhic et al. successfully
demonstrated the first degenerate PSA by 1991 [43], but progress in the field was
quite limited up until the demonstration of amplification with a 1.8 dB noise figure
by Imajuku et al. in 1999 [46]. Since then, PSAs have been demonstrated operating
over wide bandwidths in excess of 20 nm [47–49] as well as with a record low
noise figure of 0.8 dB [50].

Phase sensitive amplification in fibers can be accomplished either using inter-
ferometric schemes [41, 42], or schemes based on FWM [51]. The former approach
is advantageous in terms of the feasibility of phase locking (signal and pump
coincide) and broad bandwidth operation, however it is accompanied by severe
disadvantages such as strict single-wavelength operation, guided acoustic wave
Brillouin scattering (GAWBS) and low energy efficiency compared to FWM based
counterparts, since the gain scales quadratically with pump power as compared to
exponentially in the latter case. For these reasons, non-interferometric PSA
implementations have been the preferred choice in most recent demonstrations of
phase regeneration.

A FWM-based PSA can be implemented using single- or dual- pump configura-
tions with signal, idler and pump(s) being along the same linear polarization (‘scalar
schemes’) or different polarization axes (‘vector schemes’)—all possibilities cover
both non-degenerate and degenerate (signal and idler at the same wavelength) con-
figurations. In the literature, FWM-based PSAs that have been successfully used to
suppress noise on a data signal can be divided into two main categories. In the first
one, the same data is carried on two signals at different wavelengths—the first signal
is the original data signal and the second its complex-conjugated copy (idler). The
PSA amplifies equally both signal quadratures of the perfect phase-matched, power-
equalized signal-idler pair, which consequently experiences 6 dB higher gain than the
corresponding noise which is uncorrelated (and which consequently experiences
phase insensitive amplification, PIA, only) in the high gain regime—a feature that is
inherent to a PSA [52–54], see Fig. 5.4. This approach does not require any
knowledge of the modulation format used since the absolute input signal phase is
tracked by that of the conjugated idler, and, thus, we call it a ‘Modulation Format
Transparent PSA’. We intentionally do not use the term ‘regenerator’, in line with the
existing literature. The modulation format transparent PSA inherently requires a
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non-degenerate scheme, as the signal and idler need to propagate through the network
at different wavelengths, accumulating uncorrelated noise, implying occupation of
twice the bandwidth as compared to a degenerate configuration, together with the
requirement of perfect phase synchronization amongst all the waves prior to the PSA.
Practically, the signal-idler pairs are usually generated in a parametric PIA before
the transmission link, which is generally referred to as a ‘copier’ given its function
[53, 54]. Note that both copier and PSA should operate in a linear gain regime to avoid
gain-saturation-induced distortion. Finally it should be added that modulation format
transparent PSA schemes can also easily be extended to multi-channel amplification
for the same pump configuration.

The second approach requires only the original incident data signal to propagate
through the transmission fiber link, guaranteeing optimum bandwidth occupation,
which is the standard approach used in today’s telecommunications. To regenerate
such a signal, the modulation format must be known and, thus, we call such
schemes ‘Modulation Format Specific PSA Regenerators’. In such a configuration,
the idler involved in the PSA process is then generated locally (following a possible
transmission link) and it carries identical or an exact multiple of the original signal
phase information. Some examples of possible FWM configurations are shown in
Fig. 5.5a, d, respectively. As such, one signal quadrature will be amplified, whereas
the orthogonal one is de-amplified, differing in the operation principle from the
modulation format transparent PSA. In the simplest case of binary phase shift
keying (BPSK) modulation format regeneration, the dual-pump degenerate scalar
configuration is the most commonly used, see Fig. 5.5a. Here, the in-phase com-
ponent of the electric field experiences gain, g, while the quadrature component
experiences de-amplification by 1/g in the linear regime [53]. Subsequently, the
output phase of the amplified signal is more closely aligned to the amplifier’s in-
phase axis (see Fig. 5.5b, c). This phase quantization effect, sometimes referred to
as ‘phase squeezing’, is inherently suitable for the regeneration of binary phase-
encoded signals, as the ‘phase squeezed’ data bits are forced to adopt a phase of
either 0 or π, thus restoring the fidelity of the signal prior to transmission [55–59].
Note that squeezing in this context refers to a classical effect, rather than one of a
quantum nature. Figure 5.5b, c also show that a side-effect of the PSA action is the
introduction of unwanted amplitude variations added to the signal; the larger the
phase error the PSA corrects for, the larger the amplitude variation. However, this

Fig. 5.4 Basic principle of the modulation format transparent PSA. Adapted from [54]
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can be reduced by operating the PSA in saturation to further suppress any amplitude
noise present on the original phase-encoded signal, enabling simultaneous phase
and amplitude regeneration [57–59].

As such schemes provide inherently single channel operation for the same pump
configuration there have been attempts to adapt this scheme to perform multi-
wavelength regeneration by employing more pumps [60, 61] (their number scales
linearly with the number of channels); however, a penalty is likely to be paid due to
strong and undesired pump-to-pump interactions [60, 61].

The Modulation Format Specific PSA regenerator scheme can be extended to
allow the phase regeneration of an MPSK signal with an arbitrary number M of
phase coding levels. This requires the realization of a staircase phase response that
includes the corresponding number of steps. This can be implemented through a
coherent addition of the (M − 1)-th phase harmonic of the signal with the signal
itself, which mathematically can be expressed as [62–64]:

Aeih tð Þ / ei/ tð Þ þ m1e
�i M�1ð Þ/ tð Þ; ð5:1Þ

where A and θ(t) are the output signal electric field amplitude and phase, respec-
tively, ϕ(t) is the input phase and m1 is the phase harmonic weight. It is worth
emphasizing that also in this configuration, the (M – 1)-th phase harmonic (idler) is
generated inside the regenerator, i.e. after transmission, so its phase noise is
strongly correlated to that of the original signal. Figure 5.5e, f show the corre-
sponding constellation diagrams and transfer functions derived from (5.1) for M = 4

Fig. 5.5 Sketches of two modulation format specific PSA configurations (a and d), corresponding
constellation diagrams (b and e) and transfer functions of the output amplitude/phase versus input
phase (c and f) derived from (5.1), where m1 = 1/(M−1) and M = 2 (top line) and M = 4 (bottom
line), respectively
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levels of phase modulation and m1 = 1/(M – 1). The periodicity of the phase transfer
function matches M, but the abruptness of the steps becomes less well defined, and
the depth of the phase-to-amplitude conversion is also seen to reduce. A sharper
step-like phase function could be achieved if more phase harmonics of the signal
were coherently added to the original signal.

Umeki et al. have compared optical-signal-to-noise-ratio (OSNR) and electrical
signal to noise ratio (SNR) at the input/output of the modulation format transparent
PSA and modulation specific PSA regenerator [65]. They showed experimentally
that, while it is possible to obtain 3 dB OSNR improvement with both schemes,
only the modulation transparent PSA allows a 3 dB SNR improvement. However, it
is worth emphasizing that in their study both PSAs were operating in the linear
(non-saturated) regime.

In general, the implementation of any PSA raises its own practical challenges and
in order to achieve phase-sensitive amplification, the phase relationship between the
PSA pump(s), signal and any idlers present needs to be maintained [47]. The chal-
lenges are mainly as follows: (i) phase-encoded signals usually have a suppressed
carrier field (i.e. they are ‘carrier-less’) and (ii) even if the carrier were extractable, it
would generally still contain a component of the phase and amplitude noise of the
transmitted data. Proof-of-principle PSA demonstrations have overcome this prob-
lem by ensuring that both the signal and the pump(s) originate from a common laser
source, e.g. through the generation of an optical frequency comb [56, 57]. However,
in a real transmission link, any pumps would have to be generated locally in the
regenerating node to be truly independent of the data signal. An additional challenge,
common in many parametric amplification configurations, is that strong narrow-
linewidth continuous wave (CW) laser signals need to be used as PSA pumps. When
the nonlinear element used for the implementation of the PSA is an optical fiber, a
strong limitation on the amount of pump power that can be launched into the fiber is
imposed by the onset of stimulated Brillouin scattering (SBS).

In the remaining part of this section we review work to date on PSA regener-
ation, mainly in chronological order, and through the description of the experi-
mental demonstrations used, we will show how the above challenges can be
overcome to realize a phase regenerator for use in real-world transmission links.

5.3.1 Modulation Format Specific PSA Regenerators

The first successful experimental demonstration of a degenerate dual pump scalar
PSA regenerator operating both on phase and amplitude of a BPSK signal was
reported by Croussore and Li [57]. In this instance the phase-locking between
pumps and signal waves was guaranteed by generating the pumps from the same
CW-laser used to produce the data signal (through comb lines generated by 40 GHz
amplitude modulation). SBS was avoided by using a bismuth oxide HNLF offering
an enhanced Kerr nonlinearity to SBS figure of merit. Noise was added by
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additional amplitude and phase modulation at a chosen single frequency to the data
signal. For amplitude regeneration, saturation of the FWM process was exploited.

A major step toward the realization of a practical phase sensitive regenerator was
achieved in [58, 59, 66] where the issues of phase locking the various waves,
coping with real-world impairments (wideband noise) and the use of narrow-line-
width CW pumps were addressed.

The schematic of the corresponding experimental configuration of the degen-
erate PSA-based regenerator of BPSK signals is shown in Fig. 5.6 (details of the
experiment can be found in [66]). The incoming data signal is combined with
locally generated sources in order to synthesize a set of suitably phase-locked
waves that can be used to drive the PSA, allowing “black-box” operation. In order
to achieve this, the data signal was first combined with a free-running narrow
linewidth CW source (noted as Pump 1 in the figure) in a conventional parametric
amplifier, producing the spectral trace shown in the inset of Fig. 5.6. This spectral
trace shows that the generated idler was narrowband, i.e. any modulation existing in
the data signal was stripped from it. This is a consequence of the phase relation
between the idler ϕidler and the BPSK data signal ϕ, i.e. ϕidler = 2ϕ – ϕpump1, through
which any π phase jumps existing in the BPSK data are erased in the idler. An
additional consequence of this relation is that the phases of the group of three waves
(data, pump1 and idler) were now locked relative to each other, thus allowing for
phase-sensitive interaction in a subsequent parametric amplifier. Furthermore any
noise present in the data that was transferred through to the idler as part of this
parametric process is largely removed via optical injection locking of a semicon-
ductor laser to the noisy idler [67]. Indeed, injection locking inherently allows
regeneration of signal amplitude [26], provides narrowband (few GHz) rejection of

Fig. 5.6 Experimental set-up of a degenerate PSA-based regenerator for BPSK signals (DE)MUX
De/multiplexer; EDFA Erbium-doped fiber amplifier; PZT piezo-electric fiber stretcher. Insets
Spectral traces obtained at the output of HNLF1 showing the generation of the narrowband (BPSK
data-free) idler and at the output of HNLF2 for maximum gain (red, dashed) and de-amplification
(black, dotted). Adapted from [59, 66]
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any high-frequency noise present on the idler, whilst effectively amplifying the
power of the injected light. The resulting phase-locked pumps and signal then
provide the inputs for the degenerate dual-pump scalar PSA.

The nonlinear medium was a 180-m sample of a fully-spliced, high SBS-
threshold HNLF (HNLF 2 in Fig. 5.6) with an Al2O3 doped core (instead of
germanium, which is the normal dopant of choice in silica-based HNLFs) and a
linear strain gradient applied along its length (ranging from 400 to 20 g) to broaden
the SBS gain bandwidth and thereby to reduce the peak gain (corresponding SBS
threshold was about 29 dBm) [68]. Furthermore, to ensure regeneration of the
signal amplitude as well as the phase, the PSA was operated in deep saturation [58,
59, 66].

The robustness of the system was tested firstly by emulating broadband phase
noise [59]. Some results are presented in Fig. 5.7a, where constellation diagrams at
40 and 56 Gbit/s as well as eye diagrams (at 40 Gbit/s only) of the original signal
(with and without phase noise added) and the signal at the output of the regenerator
are shown, illustrating the bit rate transparency of the scheme. Secondly, the
regenerator was installed in the middle of an 800-km section of the UK’s Aurora
dark fiber link [66], and the transmission performance of a 40 Gbit/s DPSK signal
(coupled together with another 36 WDM channels operating at the same data rate)
was tested in both the presence and absence of the PSA-based regenerator
(Fig. 5.7b).

Following this work, a polarization diversity scheme based on such a PSA for
polarization insensitive phase regeneration of single and dual polarization based
phase modulation formats was proposed in [69], where the HNLF was used in a
bi-directional configuration to process the two signal polarizations independently.

Fig. 5.7 a Constellation diagrams of the back-to-back, of the initial signals with added phase
noise (labelled as not regenerated) and of regenerated BPSK signals for two data rates (40 and 56
Gbit/s) and the corresponding demodulated eyes at 40 Gbit/s ([59]). b BER curves (and eye
diagrams) of the DPSK signal after transmission over 400 and 800 km of fiber, with and without
PSA-based regeneration. Adapted from [59, 66]
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A reduction in polarization sensitivity for BPSK and quadrature phase shift keyed
(QPSK) signal regeneration was shown through simulations, however to date only
preliminary experimental results have been presented [69].

The first characterization of the degenerate vector PSA in terms of gain profile as
a function of input signal phase was presented in [70], demonstrating lower gain as
compared to the scalar case for the same total launched pump power, but a much
more compact bandwidth occupation since the vector scheme is much less affected
by higher-order FWM of the pump and signals.

From (5.1), it can be noted that to achieve a binary step-like phase response (i.e.
for BPSK signals), the strength of the idler must be comparable to that of the signal
allowing for a large phase sensitive extinction ratio, PSER, which is defined as the
difference between the maximum phase sensitive (PS) gain and the maximum PS
de-amplification. Large symmetric (i.e. maximum PS gain equal to maximum PS
de-amplification) PSERs are conventionally achieved only at high pump powers
resulting in the generation of other FWM components across a wide spectral
bandwidth. However, such sideband components, undesired in many instances, can
play an important role in inducing larger PS de-amplification (asymmetric PSER) at
limited pump powers. In fact, a large asymmetric PSER of 25 dB at a nonlinear
phase shift (NPS) of 0.8 radians in the scalar degenerate dual-pump PSA provided
efficient phase squeezing of DPSK signals [71], and QPSK phase squeezing
(de-multiplexing) along the in-phase and quadrature components [72].

The first extension of the PSA regenerator scheme to allow for regeneration of,
in principle, any MPSK signal was proposed and experimentally demonstrated by
Kakande et al. in [62–64], based on a modification of the PSA set-up presented
previously for BPSK signals. In the first part of the black-box MPSK regenerator
phase multiplication and pump recovery (by injection locking the M-th harmonic,
which is modulation stripped for an MPSK input) occurs and in the second part of
the system the conjugated idler (bearing the temporal phase modulation ðM � 1Þ/)
is coherently added to the signal, thereby regenerating the phase, as discussed
previously. Figure 5.8 reports some of the corresponding results for QPSK signals
at 20 and 112 Gbit/s [64]. The phase quantization was accompanied by a sinusoidal
amplitude response, which is undesirable for regeneration. However, this phase-to-
amplitude conversion can be eliminated: (i) by operating the PSA in saturation as
was described above in the case of BPSK signals (even though it is to be appre-
ciated the higher the number of phase harmonics involved the more challenging the
task), (ii) subsequently regenerating the signal amplitude in a high dynamic range
limiting optical amplifier, such as an injection-locked semiconductor laser [26], or
(iii) involving a larger number of phase harmonics in the PSA process so that the
phase-to-amplitude conversion can be avoided in the first place as proposed in [73]
and subsequently experimentally demonstrated in [74]. This can be achieved by
mixing the (M – 1)-th and the –(M + 1)-th phase harmonics together with the
original signal, altering (5.1) as follows [73]:
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Aeih tð Þ / ei/ tð Þ þ mðe�i M�1ð Þ/ tð Þ � ei Mþ1ð Þ/ tð ÞÞ; ð5:2Þ

where m is the phase harmonic weight.
Following this initial fiber-based work different nonlinear materials/processes

have been investigated using the above configurations. For example, cascaded
quadratic nonlinear processes in periodically poled lithium niobate (PPLN) wave-
guides (which offer a number of potential advantages, such as broadband operation,
low-latency, no intrinsic frequency chirp and SBS resilience) were successfully
exploited to achieve phase regenerative amplification with a wide phase sensitive
dynamic range of 20 dB for 40 Gb/s DPSK signals, as well as to implement the in-
line PSA as a repeater amplifier in a 160 km fiber link [75]. Albuquerque et al. also
investigated the feasibility of using a single PPLN waveguide, used in a bidirec-
tional configuration, for both the generation of phase correlated signals and phase-
sensitive regeneration and injection-locking for carrier phase recovery for BPSK
signals [76]. Cascaded PPLN waveguides were also used to achieve in line PSA for
40 Gbit/s QPSK signals [77] and some of the corresponding results are reported in
Fig. 5.9, where the constellation diagrams at the input (a) and output (b) of the PSA
when only phase noise was artificially added to the signal, top row, and at the
output of the PSA when amplitude noise was added and different values of signal
power at the input of the PPLN were chosen (3.7 and 11.8 dBm, respectively,

Fig. 5.8 Constellation diagrams at the input/output of the regenerator for a QPSK signal a at 10
Gbaud with only phase noise added, b at 10 Gbaud with phase and amplitude noise added, c at 56
Gbaud without noise, d at 56 Gbaud with phase noise only. σ2Δθ is the phase error variance, σ

2
Δrho

is the normalised amplitude noise variance. Adapted from [64]
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bottom row). It can be seen that as the input power into the nonlinear media
increases the amplitude noise becomes smaller highlighting the saturation regime.

Semiconductor optical amplifiers were also investigated numerically as possible
nonlinear devices, confirming a suppression of phase variation in the dual-pump
degenerate four wave mixing configuration [78]. An experimental implementation
for two-channel regeneration using an SOA was reported in [61].

An alternative approach towards MPSK regeneration was proposed in [79]. It is
based on a dual-pump degenerate PSA structure which employs bi-directional
signal/conjugate generation in the first instance to generate two pumps, whose
phases are conjugated as compared to the transmitted signal (−(M/2 − 1)ϕ), fol-
lowed by a dual-pump FWM process for phase regeneration of potentially any
MPSK signal [79]. As compared to the solution proposed by Kakande et al. [62],

Fig. 5.9 Top row Constellation diagrams at the input (a) and output (b) of the PSA when phase
noise was added to the signal. Bottom row Constellation diagrams at the output of the PSA when
amplitude noise was added to the signal and different signal powers were chosen, 3.7 dBm (a) and
11.8 dBm (b), respectively at the input of the PPLN. Reproduced with permission from [77]
(Copyright © 2013 IEICE)
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this PSA requires lower-order signal conjugates (conjugates [−(M/2 − 1)ϕ] of the
input MPSK signal [ϕ] instead of [−(M − 1)ϕ] and [−Mϕ], respectively), implying
that it may have high applicability to higher level PSK. Simulation results showed
the effective reduction of phase deviation for QPSK and 8PSK formats up to 50
Gbaud. However, it is worth pointing out that several practical issues need to be
resolved before this scheme can be experimentally demonstrated. Firstly, any
amplitude noise present in the original signal would transfer to the generated pumps
and would compromise the system performance, implying that an amplitude
regenerator has to precede such a scheme. Secondly, the challenge of phase-locking
of the pumps to the carrier-less signal will need to be addressed prior regeneration.

Finally, complex MPSK signals can always be thought of as the combination of
simpler modulation formats and as such their regeneration simplified by the parallel
regeneration of several simpler modulation format signals. For example, QPSK
signals can be regenerated by arranging two BPSK phase-sensitive amplifiers in
parallel to separately regenerate the in-phase and quadrature components of the input
signal. These regenerated streams can then be combined in parallel in a coupler,
thereby re-synthesizing a cleaner QPSK signal, as proposed and simulated by Zheng
et al. [80]. Note that for the correct implementation of this scheme it is essential that
each individual regenerator also suppresses signal amplitude noise. Similarly, Webb
et al. have proposed and numerically demonstrated the simultaneous conversion of
the two orthogonal phase components of a signal to separate output frequencies, using
SOAs, thus converting a QPSK signal to two BPSK outputs [81, 82], which could
then be regenerated afterwards in simpler BPSK regenerators.

5.3.2 Modulation Format Transparent PSA

As discussed previously, the Modulation Format Transparent PSA scheme requires
the signal and the idler (generated in the ‘copier’) at different wavelengths to be
propagated along the transmission link together with the pump. After passing the
waves through a lossy medium (such as a long length of optical fiber) to guarantee
uncorrelated noise at the signal and idler wavelengths, the “cascaded “copier-PSA”
pair” using HNLFs can provide low-noise phase-sensitive amplification [83]. The
first experimental demonstration of amplification of three channels (100 GHz
spacing), 10 Gbd DQPSK signals with improved sensitivity compared to an EDFA-
based system was reported in [54]. Similar results were also demonstrated when the
emulated link loss was replaced by a > 80 km fiber span carrying up to 10 Gbd
DQPSK data in the linear propagation regime [84] and such an improvement may
be maintained even when operating in the nonlinear transmission regime [85]. Note
that in real systems, low-noise pump recovery (for example based on injection
locking) is necessary to avoid noise-performance degradation, as well as polari-
sation trimming, and phase and dispersion/delay control to carefully align the rel-
ative temporal positions of the pump, signal and idler beams.
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The potential of such a configuration in PPLN devices was highlighted in [86]
and subsequently, this concept was also employed in [87] for the first time to
demonstrate the squeezing of the phase noise of a 10 GBit/s DPSK signal. Inter-
estingly, this demonstration also considered the generation of the phase-locked
signal-idler pair in a second PPLN waveguide, further miniaturizing the system.
The same authors then also demonstrated multi-channel operation of the scheme
with up to four signals, demonstrating negligible impact on the phase squeezing
characteristics of the adjacent channels when the PPLN was operated in the linear
regime [88]. Some of the corresponding experimental constellation diagrams and
spectral traces at the output of the PSA are shown in Fig. 5.10. Similar schemes
were also implemented by Umeki et al. to experimentally demonstrate for the very
first time PSA regeneration of a 10 Gbaud multi-carrier polarisation multiplex of
QAM signal as will be discussed in the following section [89].

The same configuration was also used to demonstrate PSA in a 196 μm slow-
light dispersion-engineered, silicon photonic crystal providing a PSER of 11 dB
[90], and in a 65 mm-long dispersion engineered chalcogenide chip obtaining a
PSER of 11.6 dB [91] using pulsed pumps.

5.4 Regeneration of Amplitude and Phase Encoded Signals

Recently, there have been a few reports in the literature on how to regenerate
amplitude and phase encoded signals, generally using regenerators of phase-only
encoded signals as the basic building blocks.

Following the same approach as in Sect. 5.3, we divide the existing PSA-based
schemes between those that are modulation format specific (requiring only the
signal to be propagated through a communication channel), and those that are
modulation format transparent (requiring signal and its complex conjugated copy to
be simultaneously propagated).

Fig. 5.10 a–d Constellation diagrams at the input/output of the PSA for the four channels.
e Corresponding spectral trace at the output of the PSA. Reproduced with permission from [88] (©
2012, Optical Society of America)
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5.4.1 Modulation Format Specific PSA Regenerators

Three main approaches have been investigated so far for the regeneration of
amplitude and phase encoded signals. The first one is based on using phase
regenerators to remove only the phase noise on the amplitude/phase encoded signal
[73, 92, 93]. In the second approach, the amplitude/phase modulated signals are
first demultiplexed into simpler phase-only modulated tributaries, e.g., 16QAM is
demultiplexed into two QPSK signals [94], before parallel regeneration of each
individual tributary and subsequent coherent recombination, similarly to [80–82]
for QPSK input signals. The last approach takes advantages of the periodic-like
transfer function of the amplitude in a nonlinear amplifying loop mirror (NALM) in
conjunction with a modulation format specific PSA to simultaneously allow
amplitude and phase regeneration [95].

In [73] the regenerative performances of the modified MPSK phase regenerator
scheme proposed in [62] to avoid phase-to-amplitude noise conversion were
numerically studied for three different modulation formats when the regenerator
was placed in the middle of a transmission span (overall length of about 1200 km).
The modified regenerator was found to offer a reduction of 50 % in bit error rate
(BER) for a 8-PSK signal as compared to the regenerator proposed in [62] and a
20 % reduction for a star 8-QAM signal (as for this modulation format the main
source of bit errors comes from the amplitude noise that remains uncorrected), see
Fig. 5.11 [73].

In [92], a two level star 8QAM signal with only phase noise added was pro-
cessed by the QPSK regenerator described in Sect. 5.3.1 [62]. Due to the presence
of two amplitude levels, the regenerator had to operate close-to-the-linear regime,
limiting the performance of the regenerator. Some experimental results are shown in
Fig. 5.12, where different signal-to-idler ratios at the input of the PSA were
considered.

In [93], various modulation formats were investigated theoretically in a recir-
culating loop considering an MPSK phase regenerator working in the linear regime
[62]. The results for various 4-bit (16-level) modulation formats are shown in
Fig. 5.13. As expected, the main conclusion is that single-amplitude-level phase
encoded signals outperform other modulation formats of identical bits/symbol
density, when a MPSK phase regenerator is used, due to the phase-to-amplitude
noise conversion associated with this scheme and the uncorrected accumulated
amplitude noise. This emphasizes the fact that phase regenerators work the best
with phase-only encoded signals.

A more complex approach for 16QAM regeneration has been suggested recently
in [94], where the 16QAM signal is demultiplexed into two QPSK data streams as
shown in Fig. 5.14a, which can then be individually regenerated in simpler
regenerator schemes and recombined in order to form a high fidelity 16QAM
signal. The scheme is based on the 4-level quantizer proposed in [64]. The required
enhanced quality of the quantisation process was guaranteed by cascading two
PSAs and the choice of the relative phase between the signal and the pumps in the
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Fig. 5.11 BER curves and constellation diagrams at the end of a transmission link when no
regenerator was present (black circles and (i)), when the regenerator proposed in [62] (blue circles
and (ii)) and the modified regenerator proposed in [73] (red circles and (iii)) were placed in the
middle of the transmission link, respectively, for 8-PSK (a) and star 8QAM (b) signals [73].
Figure courtesy of G. Hesketh
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second PSA stage. As can be seen in Fig. 5.14a, in the first step, one QPSK
tributary is extracted by squeezing the four points in each of the four quadrants of
the constellation into single points. In the second step, the other tributary is obtained
by coherent subtraction of the original 16QAM signal and the first tributary. The
corresponding BER curves are shown in Fig. 5.14b, where it can be seen that the
second QPSK tributary suffers from significant noise. It is worth mentioning that

Fig. 5.12 Constellations before and after phase quantization without (top row) and with additional
phase noise (PN) (bottom row). The results after the quantization are achieved at different power
ratios which relate the average power of the harmonic to the average power of the signal and
directly influence the optimization parameter m. The ratios are stated in logarithmic values [92].
Figure courtesy of T. Richter

Fig. 5.13 Phase symmetric constellations diagrams for 16 symbols before (leftmost) and after
transmission in linear channels (index 0) and nonlinear regenerative channels cascading 20 phase
regenerators (index 0 and 20 respectively) for the fixed value of signal-to-noise ratio of 18 dB [93].
Figure courtesy of M. Sorokina
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the scheme can, in principle, be extended to any format that can be divided up into
QPSK tributaries (e.g., 64QAM and 256QAM) [94]. Practical considerations for
this scheme include preservation of the coherence among the different paths, and
Bogris et al. believe that only photonic integrated solutions could offer the required
stability [96].

The last approach proposed and only simulated so far combines the character-
istics of a nonlinear amplifying loop mirror (NALM), already demonstrated as a
phase preserving multi-level amplitude regenerator in [24], and a directional PSA
[62], Fig. 5.15a, to obtain a step-like transfer function in both the amplitude and
phase domains, Fig. 5.15b, allowing for simultaneous amplitude and phase
regeneration of two amplitude levels and four phase states (8-star QAM) [95]. The
scheme was also compared to the cascading of a PSA, acting as a phase regenerator
only, and a subsequent NALM, acting as a phase-preserving amplitude regenerator,
showing a slight difference in noise conversion for similar transfer characteristics.

Fig. 5.14 a Conceptual scheme of 16QAM optical demultiplexing into two QPSK tributaries
(b) and simulated BER curves of the 16QAM signal and its demultiplexed QPSK tributaries [94].
Figure courtesy of A. Bogris

Fig. 5.15 A schematic diagram of the NALM with PSA (a). OBPF- optical bandpass filter, (DE)
MUX—(de)multiplexer, HOI- high-order idler. b Amplitude (left) and phase (right) transfer
characteristics of the NALM with PSA for a typical set of parameters. The signal states of a star-
8QAM signal are marked [95]. Figure courtesy of T. Röthlingshöfer/ MPL

5 Optical Regeneration 149



5.4.2 Modulation Format Transparent PSA Schemes

As discussed in Sect. 5.3.2, the operational principle of this approach is based on
the fact that noise experienced by the signal and its copy during the propagation is
uncorrelated, while the signal and copy are fully correlated. When dealing with
multiple-amplitude-level signals, amplitude linearity with a high dynamic range is
very important as is the generation of a high quality phase-conjugated idler. Noise
reduction for a single 40 Gbit/s 16QAM signal has been experimentally demon-
strated for the very first time in [89], where noise was artificially induced using
either a phase modulator adding a single tone or using amplified spontaneous
emission (ASE) noise to both the signal and idler, see Fig. 5.16. Also, simultaneous
amplification of up to three carries and of two orthogonally polarized signals (via a
polarisation diversity scheme, using four highly efficient PPLN waveguides) was
demonstrated in [89]. This work addresses most of the challenges of optical
regenerators; it operates multi-channel, it is in principle capable of processing any
arbitrary modulation format, it is demonstrated with polarization-multiplexed sig-
nals and it operates as a black-box. However, it is worth noting that it requires the
signal to propagate over two wavelength channels (signal and complex conjugated
copy) and these need to be perfectly phase synchronized (i.e., with zero delay in
propagation) before the PSA. It is still a hotly debated question as to this is an
acceptable scenario in modern telecommunication networks.

5.5 Conclusions

In this chapter we have briefly reviewed the need, general principles and techno-
logical approaches to the regeneration of various forms of optical signal including
both OOK signals and phase encoded signals of differing levels of complexity. We
have discussed the evolution of the field and have presented the current state-of-the-
art both in terms of the demonstrations of novel device concepts that extend the

Fig. 5.16 QAM regeneration in the presence of single-tone phase noise (a) and ASE noise (b).
Reproduced with permission from [89] (© 2014, Optical Society of America)
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range of functionality that can be achieved (e.g. range of advanced modulation
format signals that can be addressed) and enhance practicality (e.g. in providing
black-box operation, WDM performance and possible routes to integration). From
what we have written it should be apparent that optical regeneration remains a
vibrant and potentially technologically important field of research, with significant
advances made in recent years and enabled in many instances by progress in the
underpinning technologies e.g. highly nonlinear fibers and high performance nar-
row-linewidth lasers. It should however be equally clear that many challenges
remain which will need to be overcome if all-optical regeneration is ever to make it
from the laboratory to commercial deployment—not least in terms of enabling
significant levels of WDM capability and the development of compact, power
efficient variants. Much work remains to be done and one can anticipate consid-
erable innovation and interesting results ahead, with many other application
opportunities (e.g. within test and measurement systems) opening up along the way.
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Chapter 6
Photonic Signal Processing for Logic
and Computation

Antonella Bogoni and Alan Willner

Abstract Photonic signal processing and computing take advantage of the sub-
picosecond response time of nonlinear optical phenomena to perform high speed
operations either on analog and digital optical signals directly in the optical domain,
thus avoiding any electro-optic conversion. This chapter first provides a theoretical
explanation of the main nonlinear processes and the key enabling technologies
exploited in all-optical signal processing applications. In the last two section of the
chapter a description of several schemes, used for signal processing, all-optical
logic operation and computation, with the respective experimental characterization,
are reported.

6.1 Introduction

In this chapter, after a brief description of the main nonlinear processes exploited
for all-optical signal processing, a description of the main technologies used for
implementing logic and computation functionalities is provided. In last two chap-
ters the state of the art for logic functions and computing are reported.
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6.2 Photonic Logic and Computation Functions
for Multi-Format Data Communication and Storage

Telecommunication transport networks are facing with an impressive increase in
the internet traffic. Statistics show 566 % [1] worldwide increase of internet usage
in the period 2001–2012. The same statistics became much more impressive if
considering single world regions. In the same period Africa and Middle East
experienced a growth, respectively, of about 3600 and 2600 %. This increase in the
internet connection demand, pushed also by the spread of always connected smart
portable devices, and together with the increased demand for high bandwidth ser-
vices, forces researchers to constantly push the transmission capacity limit. In this
scenario where optical links, with the use of “processing hungry” complex multi-
level modulation formats (e.g., orthogonal frequency division multiplexing
(OFDM), quadrature phase shift keying (QPSK), M-symbol quadrature amplitude
modulation (M-QAM)), are able to provide Tbit/s channel capacity [2], opto-
electronic conversion and electronic based signal processing became the system
bottleneck. Femtosecond response time of optical nonlinearities makes possible
process signals over bandwidths beyond THz, thus enabling photonic devices as a
promising alternative [3], or even an assisting technology [4, 5] to overcome the
speed limitation of electronic devices.

With respect to electronic solutions, optical processing does not requires optical-
electro-optical conversions, thus performing the required processing directly in the
optical domain and potentially allowing to reduce the system power consumption
[6, 7]. A single photonic element can transparently process a data channel
regardless of its data rate or modulation format, allowing for efficient scaling of
network resources [5, 8–11]. Moreover, a single photonic element can simulta-
neously operate on multiple data channels, thus strongly reducing the need of
redundant parallel processing structures.

Many are the materials and devices suitable for optical signal processing and
photonic logic implementation, as highly nonlinear fibers, lithium niobate wave-
guides, silicon waveguides, and many others. All these have been largely exploited,
allowing to implement all-optical logic gates [3, 5, 12], flip-flops [13, 14], buffers
[15]. More complex all-optical logic functions and computation systems are also
currently under investigation, as all-optical field-programmable gate arrays
(FPGAs) [16] and routers [17, 18].

6.3 Overview of Nonlinear Processes

The optical nonlinear effects commonly exploited in all-optical signal processing
can be divided in two categories:

• wave mixing,
• phase modulation.
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Wave mixing and phase modulation can be studied by considering the material
polarization induced by an externally applied electric field. When an electric field
E(t) is applied on a material, a polarization field P(t) is induced. The total electric
field in the medium Em tð Þ can be described as the superimposition of the external
excitation and the induced polarization [19]:

Em tð Þ ¼ E tð Þ þ P tð Þ
e0

ð6:1Þ

The polarization P(t) depends on the strength of the external excitation E(t), it can
be modelled by Taylor series expansion as:

P tð Þ ¼ e0 v 1ð ÞE tð Þ þ v 2ð ÞE2 tð Þ þ v 3ð ÞE3 tð Þ þ � � �
� �

; ð6:2Þ

where e0 is the electrical permittivity of vacuum, v 1ð Þ is the linear electric sus-
ceptibility of the material. v 2ð Þ and v 3ð Þ, that are zero in linear materials, are the
second and third-order nonlinear susceptibility. If a nonlinear medium has cen-
trosymmetric crystal structure, the second-order nonlinear coefficient v 2ð Þ vanishes,
while the third-order nonlinear coefficient can be non-zero either in centrosym-
metric and noncentrosymmetric materials.

6.3.1 Wave Mixing

In wave mixing multiple optical waves, at different frequencies, interact with each
other and generate an idler signal at a new frequency. Wave mixing can be caused
by either second (v 2ð Þ) or third-order (v 3ð Þ) nonlinear interactions. As it will be seen,
in second-order nonlinear materials two waves can interact, thus generating a third
wave (the idler), for this they are also called three wave mixing processes [20]. In
third-order nonlinear materials three waves can mix, thus generating a fourth wave,
this process is called four wave mixing (FWM) [21].

Let us consider a second-order nonlinear medium (v 2ð Þ 6¼ 0), the polarization
vector field is proportional to the square of the applied field:

P tð Þ / v 2ð ÞE2ðtÞ ð6:3Þ

If the external excitation is given by the sum of two waves E1ðtÞ and E2ðtÞ, with
respective angular frequency ω1 and ω2, and phase φ1 and φ2, the polarization
vector field can be expressed as:

PðtÞ / vð2Þ E1 tð Þ þ E2ðtÞ½ �2 ð6:4Þ
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The mixing of the two input signals generates new waves at frequency:

xDFG1 ¼ x1 � x2; ð6:5Þ

xDFG2 ¼ �x1 þ x2; ð6:6Þ

xSHG1 ¼ 2x1; ð6:7Þ

xSHG2 ¼ 2x2: ð6:8Þ

Amplitude and phase of the generated waves are, respectively:

ESFG tð Þ / E1ðtÞE2ðtÞ
uSFG ¼ u1 þ u2

ð6:9Þ

EDFG1 tð Þ / E1ðtÞE�
2ðtÞ

uDFG1 ¼ u1 � u2
ð6:10Þ

EDFG2 tð Þ / E�
1ðtÞE2ðtÞ

uDFG2 ¼ �u1 þ u2
ð6:11Þ

ESHG1 tð Þ / 2E2
1ðtÞ

uSHG1 ¼ 2u1
ð6:12Þ

ESHG2 tð Þ / 2E2
2ðtÞ

uSHG1 ¼ 2u2
ð6:13Þ

where “*” denote phase conjugation. The processes responsible of the generation of
the sum, difference and double frequency/phase components are called, respec-
tively, Sum Frequency Generation (SFG), Difference Frequency Generation (DFG)
and Second Harmonic Generation (SHG).

In many applications the two input signals are in the same frequency band (e.g.,
C-band ∼1550 nm ∼193 THz), SHG/SFG term are thus generated at ∼775 nm
(∼386 THz). Often there is an interest in keeping the generated signals in the same
frequency band as the input ones, this is usually obtained by cascading two of
nonlinear effects, for example SFG and DFG (cSFG/DFG) or SHG and DFG
(cSHG/DFG), as shown in Fig. 6.1, respectively.

If we consider a third-order nonlinear medium, the polarization vector can be
now expressed as:

P tð Þ / v 3ð ÞE3 tð Þ: ð6:14Þ
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Under the phase-matching condition if three optical waves E1ðtÞ, E2ðtÞ and
E3ðtÞ, with respective angular frequency and phase ω1, ω2, ω3, φ1, φ2 and φ3, are
injected into the material, the polarization vector field can be expressed as:

PðtÞ / vð3Þ E1 tð Þ þ E2 tð Þ þ E3ðtÞ½ �3 ð6:15Þ

The signals, interacting three at a time generate many mixing components, among
the generated signal shown in Fig. 6.2, idlers (the fourth wave) with angular
frequencies:

xFWM1 ¼ x1 þ x2 � x3; ð6:16Þ

xFWM2 ¼ x1 � x2 þ x3; ð6:17Þ

xFWM3 ¼ �x1 þ x2 þ x3; ð6:18Þ

Their amplitudes and phases are given by:

EFWM1ðtÞ / E1ðtÞE2ðtÞE�
3ðtÞ

uFWM1 ¼ u1 þ u2 � u3
ð6:19Þ

Fig. 6.1 cSFG/DFG (a), cSHG/DFG (b)

Fig. 6.2 Non degenerate FWM
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EFWM2ðtÞ / E1ðtÞE�
2ðtÞE2ðtÞ

uFWM1 ¼ u1 � u2 þ u3
ð6:20Þ

EFWM3ðtÞ / E�
1ðtÞE2ðtÞE3ðtÞ

uFWM1 ¼ �u1 þ u2 þ u3
ð6:21Þ

are generated. This process, in which a fourth wave is generated by the nonlinear
interaction of three input waves is called non-degenerate four wave mixing.

FWM can occur also if only two input signals are applied, thus having the so
called degenerate FWM. The polarization field is described by:

PðtÞ / vð3Þ E1 tð Þ þ E2 tð Þ½ �3 ð6:22Þ

Thus generating idler signals at frequency (Fig. 6.3):

xFWM1 ¼ 2x1 � x2; ð6:23Þ

xFWM2 ¼ �x1 þ 2x2: ð6:24Þ

Electric field and phase of the converted signals are thus given by:

EFWM1 tð Þ / E2
1 tð ÞE�

2 tð Þ;
uDFG1 ¼ 2u1 � u2;

ð6:25Þ

EFWM2 tð Þ / E�
1 tð ÞE2

2 tð Þ;
uDFG1 ¼ �u1 þ 2u2:

ð6:26Þ

In the degenerate FWM, as the converted signals is proportional to the square of
the input signal field, it neither conserves the phase or intensity information of the
original signals.

The described wave mixing processes are often exploited in optical signal
processing and logic operation, as in [3, 22], in which all-optical XOR of high
speed amplitude and phase modulated signals, have been implemented by means of
cascaded three wave mixing processes in periodically poled lithium niobate (PPLN)
waveguides.

Fig. 6.3 Degenerate FWM
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6.3.2 Phase Modulation

If an high intensity signal is injected into a nonlinear medium, the refractive index,
experienced by the optical signal, can change. This modulation of the refractive
index instantaneously changes the effective optical path length thus causing a
“nonlinear phase shift” on the optical signal. The phase shift is given by [21]:

uNL ¼ cLeff Psignal tð Þ þ 2
X

i 6¼signal

PiðtÞ
 !

; ð6:27Þ

in which γ is the nonlinear parameter, Leff is the effective length of the medium, and
Pi denotes the power of the i-th co-propagating wavelength. The phase modulation
induced by nonlinear phase shift can be split in two terms:

uSPM ¼ cLeff Psignal tð Þ; ð6:28Þ

uXPM ¼ 2cLeff
X

i6¼signal

PiðtÞ: ð6:29Þ

The first term, (6.28), corresponds to the nonlinear phase shift related to the
signal itself, for this reason it is called self phase modulation (SPM). The second
term, (6.29), takes into account the nonlinear phase shift induced by the other co-
propagating signals, for this reason it is called cross phase modulation (XPM).
Figure 6.4 depicts an example where an amplitude modulated data signal and a CW
pump are injected into a third-order nonlinear medium. SPM causes spectral
broadening on the input signal, while the CW pump experiences XPM. Thus, the
information of the data signal is transferred to the CW pump through XPM and can
be recovered by appropriate side-band filtering.

Because nonlinear phase shift is induced as a result of the power variations of the
input signals, XPM and SPM are used in the processing of amplitude-modulated
signals (e.g. OOK).

Fig. 6.4 Cross-phase modulation process
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6.4 Enabling Technologies

Many are the nonlinear materials and devices available for implementing logic
functions. v 3ð Þ nonlinear phenomena are shown by highly nonlinear fibers (HNLF),
semiconductor optical amplifiers (SOAs) or silicon devices, while lithium niobate
are used for v 2ð Þ based logic schemes. Depending on the application each material is
able to meet specific system requirements, as large and flat bandwidth or integra-
bility, just to mention some of them. In this section a brief overview on the main
technologies used in all-optical signal processing is reported.

6.4.1 Optical Fiber

Optical fibers are transparent fibers made of silica. This material is a third-order
nonlinear medium, thus showing FWM, XPM and SPM effects. However standard
fibers have a low nonlinear parameter, which leads to low efficiency, thus making
standard fibers inconvenient to be used as an optical nonlinear medium. By properly
doping the silica, i.e. with germanium dioxide, or by making chalcogenide (e.g.
Ag2Se3) or bismuth-oxide-based (Bi2O3) fiber, it is possible to strongly increase the
v 3ð Þ parameter of the fiber, thus making it highly nonlinear. This kind of fibers are
called highly nonlinear fibers (HNLF). HNLF-based logic schemes take advantage
of the large phase matching bandwidth of the fiber, allowing the nonlinear inter-
action of multiple signals in a single device. On the other hand, HNLFs based
processing usually require meter or even hundreds of meters of fiber, thus pre-
venting any possibility of integration.

HNLF have been widely exploited for demonstrating all-optical logic functions,
as NOLM-based (nonlinear optical loop mirror) 40 Gbit/s NAND, OR, NOR, XOR,
and XNOR logic gates [23].

6.4.2 Semiconductor Devices

Semiconductor optical amplifiers (SOAs) are active optoelectronic devices manu-
factured, when designed for the 1550 nm window (C-band), with III–V compounds,
as indium phosphyde (InP) or indium gallium arsenide based, as (InGaAsP). If an
high intensity signal is injected into an SOA it undergoes v 3ð Þ nonlinearities, as for
the HNLF [24, 25]. With respect the this last one, however, SOAs are compact in
size, integrable and provide optical gain. As a drawback, the gain recovery
dynamics of the SOA, typically in the order of tens of ps [26], limits the maximum
working data-rate. Another common semiconductor structure is the semiconductor
ring laser (SRL), which is a ring shaped laser cavity [14]. Devices based on this
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structure exploit the Cross Gain modulation (XGM) effect, which is a nonlinear
effect where the optical gain experienced by a signal propagating into an active
medium depends also on the intensity of the all co-propagating signals.

6.4.3 Photonic Crystals

Photonic crystals (PCs) are nanostructures in which the refractive index of the
medium is characterized by periodic variations, in the order of the light wavelength,
thus affecting the propagation properties of the medium. Proper engineering of the
photonic crystal structure can enable to finely control the light propagation, e.g.
negative refractive index, self-collimation etc. When applied to a nonlinear med-
ium, PCs can strongly enhance the nonlinear behavior of such material. Among the
different materials, exploiting photonic crystal structures, the most used are pho-
tonic crystal fibers (PCF) [27] and photonic crystal waveguides [28].

6.4.4 Periodically Poled Lithium Niobate Waveguides

Lithium niobate is a non-centrosymmetric crystal exhibiting second-order optical
nonlinearity, this would make lithium niobate waveguides suitable for nonlinear
signal processing. However, the frequency dependency of the phase velocity makes
the phase relation between the interacting signals varying during the propagation
through the crystal, thus causing a periodic succession of constructive and
destructive interaction that makes the maximum efficiency of the nonlinear process
extremely low. To solve this problem the quasi-phase matching (QPM) technique
[19] is used in the waveguide designs. QPM consist of a periodic sign change in the
nonlinear susceptibility of the medium, this operation is called poling, thus com-
pensating for the velocity mismatch of the interacting waves [20] and effectively
increasing the nonlinear efficiency. This device is called Periodically poled lithium
niobate (PPLN) waveguide. The relatively low propagation loss, and ease of fab-
rication, makes this device suitable for the implementation of advanced all-optical
signal-processing functions at bandwidths beyond THz [20]. As in [3] and [22], in
which PPLN waveguides have been exploited to implement XOR operation among,
respectively, OOK and QPSK modulated signals up to 640 Gbit/s.

6.4.5 Silicon Devices

Silicon devices for optical signal processing applications are attracting lots of
research efforts. Silicon photonic technology, based on CMOS compatible fabri-
cation processes [29], open the way for a mass production and cheap monolithic
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integration between optical and electronic components. Common silicon devices
are based on the silicon-over-insulator (SOI) technology, which thanks to the high
refractive index allows the design of ultra-small silicon wire waveguides. Silicon
material shows third-order nonlinear effects, as for optical fibers, thus allowing the
implementation of devices based on FWM, SPM or XPM effects [30].

6.5 State of the Art for Logic

6.5.1 Overview of Logic Functions and Achieved Results

Exactly as in the electrical domain, logic operations are basic elements for enabling
digital-signal-processing. However, performing such kind of operations in the
optical domain can dramatically improve system performances, both for single
network operation, e.g. for OTDM demultiplexing [5, 11], or to implement more
complex system, as optical routers or complex processing devices [16–18].

In Table 6.1 a brief list of optical logic functions are reported, together with the
maximum achieved data rate and modulation format (in brackets). The last column
reports the exploited nonlinear effect.

6.5.2 OOK 640 Gbit/s Logic Operations

PPLN waveguides can be effectively used for high speed logic gates, as in [3], in
which 640 Gbit/s A and B and A and B logic gates have been implemented by
exploiting pump depletion in a PPLN waveguide.

The proposed scheme of principle is shown in Fig. 6.5a.
Two signals A and B with respective wavelength (λA and λB) placed symmet-

rically to the Quasi-Phase Matching (QPM) wavelength Fig. 6.5b of the PPLN
waveguide can nonlinearly interact through SFG nonlinear effect. As a conse-
quence, if both input signals are high the two wavelengths undergo signal depletion,
while no depletion occurs if one of the two signals is low. In this way, at the PPLN

Table 6.1 Examples of state of the art all optical Logic functions and their data rate

Logic operation Data rate Nonlinear effect

40 Gbit/s (OOK) FWM in HNLF

1.28 Tbit/s (OOK) FWM in ChG waveguide [5, 11]

160 Gbit/s (DPSK) FWM in ChG waveguide [12]

A � B 640 Gbit/s (OOK) Pump depletion in PPLN waveguides [3]

Half-adder 40 Gbit/s Cascaded SFG/DFG in PPLN waveguide [31]

Optical buffer 130 μs

166 A. Bogoni and A. Willner



output, A and B or A and B logic operation can be selected by filtering, respectively,
λa or λB, as also reported by Fig. 6.6.

Moreover, as summarized in Fig. 6.6, coupling together the two logic function
outputs, the XOR logic operation can be accomplished. XOR output represents the
difference between A and B. Thus the output signals at λA and λB individually give
the Borrow (B − A) and Borrow (A − B) functions, respectively, thus allowing to
obtain an half-subtractor. Finally, coupling together the input signal B and the
output signal at λA or the input signal A and the output signal at λB, the A OR B
function can be obtained.

Experimentally, by exploiting this principle, two 640 Gbit/s OTDM signals have
been optically processed. As shown in [32], the pump depletion effects can not be
simultaneously maximized for both pumps, since simultaneous optimization will
decrease the system performance. Therefore, when the pump depletion is optimized
for signal A, A and B logic function is performed, otherwise A and B logic operation
is obtained. The use of two PPLN waveguides will eventually allow to simulta-
neously optimize both logic gates. Note that pump depletion introduces little dis-
tortion on the pump signals. Figure 6.7 shows the experimental setup.

In order to generate the two input signals a 40 GHz mode locked laser (MLL),
producing *1 ps pulses at λC = 1542 nm, is modulated by a 40 Gbit/s PRBS
sequence, and then split into two branches. The first branch is directly multiplexed,
40-to-640 Gbit/s, by using an optical fiber-based multiplexer. The second branch is
used to generate a 40 Gbit/s supercontinuum spectrum through propagation in an
HNLF. The supercontinuum spectrum is then filtered to obtain the 40 Gbit/s data
signal at λs = 1560 nm. Another 40-to-640 Gbit/s optical fiber-based multiplexer

t

640 Gb/s
Signal B

640 Gb/s 
Signal A

Logic gate

t
λB

λA

t

A and B

Pump
Depletion
in PPLN

BPF λA

BPF λB

t

A and B

SFG

λBλAλ

QPMλ

2
QPMλ

Pump
Depletion

(a) (b)

Fig. 6.5 Scheme of principle (a), pump-depletion (b)

A     B A     B

Input
signals

Output
signals

0 0 0 0
0 1 0 1
1 0 1 0
1 1 0 0

ABAB

DIFF = A XOR B = AB + AB
Borrow (A-B) = AB

Half-subtractor

Borrow (B-A) = AB

A OR B = B + AB = A + AB

OR/XOR functions

A XOR B = AB + AB

Fig. 6.6 Truth table
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produces the second 640 Gbit/s signal. Polarization controllers are needed in the two
signal paths in order to align the two signal polarizations. At the output of the PPLN
waveguide, two cascaded tunable band-pass filters (BPFs) and a low noise EDFA are
used to perform the desired logic function. Finally, a 640-to-40 Gbit/s nonlinear
optical loop mirror (NOLM)-based optical demultiplexer is used to test the perfor-
mance of the involved signals. Depending on the wavelength of the signal under test,
a supercontinuum-based wavelength converter is used to tune the clock wavelength.

In Fig. 6.8, the eye diagrams of the involved signals at the PPLN input and
output shows as the pump depletion effect introduces little amplitude distortions on
both the OTDM frames. The slightly broadening of the involved signals pulsewidth
is ascribed to chromatic dispersion.

6.5.3 PSK 160 Gbit/s Logic Functions

Phase modulated signals are an attracting solution for future optical networks, for this
reason many efforts are spent for the study of all-optical logic gates able to process
high speed PSK signals. In [12] an all-optical XOR an among 160 Gbit/s return-to-
zero (RZ) DPSK signals is performed by exploiting four-wave mixing (FWM) in a
dispersion-engineered, highly nonlinear chalcogenide (ChG) planar waveguide.
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Fig. 6.7 Experimental setup
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Fig. 6.8 Input and output eye diagrams
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ChG planar waveguides are optical devices showing third-order nonlinear
behavior. If two Differentially encoded Phase Shift Keying (DPSK) data streams
with respective wavelength λ1 and λ2 (phases φ1 and φ2) and a continuous wave
(CW) at λp (with a constant phase φp) are injected, in a co-propagating way, injected
signals undergo non-degenerate FWM. As a result of such interaction, an optical
idler at wavelength λi and phase φi = φ1 + φ2 – φp is generated. As illustrated in
Fig. 6.9b, showing the phase of the FWM idler at the output of the ChG chip, if the
two input DPSK channels are out of phase the phase of the FWM idler is “π” while
it is “0” if they are in phase. At the chip output the idler signal can be separated by
means of an optical band pass filter (BPF). The XOR logic operation is verified by
demodulating both input data and idler signal.

ChG waveguides exhibits a large nonlinear coefficient γ * 104 W−1 km−1, thus
allowing high nonlinear interaction efficiencies. The large ChG dispersion is offset
by tailored waveguide dispersion, thus yielding an anomalous dispersion of
*29 ps/nm/km. The low dispersion and short propagation length (6.8 cm) offers
ultra-low walk-off and efficient phase matching between the input signals and the
CW probe.

The 160 Gbit/s XOR gate has been experimentally implemented by the setup
shown in Fig. 6.10. A 40 GHz pulse train (λs = 1555 nm) was spectrally broadened
to *20 nm by 400 m and a 100 mm HNLFs. The pulse train was then modulated
by a Mach Zehnder modulator and interleaved to produce a 160 Gbit/s DPSK
signal. A Finisar Waveshaper was used to create two replicas of the 160 Gbit/s
DPSK signal at different wavelengths.

The average power of each channel inside the waveguide was *10 mW,
yielding a relatively low energy per bit (*62.5 fJ/bit). The XOR product has

Fig. 6.9 a Working principle of the ChG chip based all-optical XOR gate and b a truth table of
the phase of a FWM idler (XOR gate)

Fig. 6.10 Experimental setup for a chip based XOR gate for DPSK signals
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been then extracted by means of BPFs, demultiplexed to 40 Gbit/s and finally
demodulated.

As illustrated by Fig. 6.11a, being the signal information encoded in the signal
phase, the two 160 Gbit/s input signals and XOR product show constant pulse
amplitude. XOR operation is confirmed by In Fig. 6.11b, c, where the demulti-
plexed and demodulated waveforms and eye diagrams of the two 40 Gbit/s DPSK
data and the XOR signal are reported.

6.5.4 Hexadecimal 16PSK Addition

In binary logic functions, the information bit-rate is the same as the signal switching
rate (baud rate). Optical signals can use multi-level modulation formats, such as
16-PSK, to encode multiple bits onto a symbol. Therefore, logic functions that
operate on multi-level modulated signals exhibit higher bit rates than switching
rates. Here, we present the work in [33] that demonstrates simultaneous addition
and subtraction on 10-GBd 16-PSK signals in an HNLF through non-degenerate
FWM. Figure 6.12a shows the schematic output spectrum of the HNLF. Signals
A and B and a CW pump P are sent to an HNLF with low dispersion slope close to
the fiber zero dispersion wavelength (ZDW). Non-degenerate FWMs occur
simultaneously to produce signals proportional to E�

PEAðtÞEBðtÞ, E�
AðtÞEBðtÞEP, and

E�
BðtÞEAðtÞEP. Because signals A and B are 16-PSK, the multiplication of their fields

results in the addition of their phases ð\Aþ \BÞ, and the multiplication of a signal
with the phase-conjugate of the other signal generates subtraction of their phases
(i.e., \A� \B and \B� \A).

The experimental constellation diagrams of the input and output signals are
illustrated in Fig. 6.12b, in which the error vector magnitude (EVM) of the addition/
subtraction output signals is on average ∼2.5 % higher than that of the input.

Fig. 6.11 a Eye diagrams of two 160 Gbit/s input channels and XOR idler. b waveforms and
c eye diagrams of two demultiplexed and demodulated 40 Gbit/s input data and a XOR product
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6.6 State of the Art for Computation

6.6.1 Overview of Tapped Delay Lines

A key building block for many signal processing applications is a tapped-delay-line
[34–37]. As shown in Fig. 6.13, the incoming data signal is tapped at different time
intervals; each tap is multiplied by a complex coefficient; the taps (copies) are then
added together to form the output. The output, y(t), of the tapped-delay-line is a
weighted sum of the delayed copies of the input signal, x(t):

y tð Þ ¼
XN�1

i¼0

hixðt � TiÞ ð6:30Þ

in which, N is the number of taps, hi and Ti are the complex coefficient and time
delay of the i-th tap, respectively. This equation represents an N-tap FIR filter that
can be used for various filtering applications. The function of the tapped-delay-line
(TDL) can be changed by varying its parameters.

6.6.2 Fundamental Tools to Enable Photonic TDL

An optical TDL can be realized by implementing an all-optical fan-out stage to
create multiple replicas of the original signal using χ(2) nonlinear processes in the
periodically-poled-lithium-niobate (PPLN) waveguide, conversion/dispersion delay
to induce relative delays on signal replicas [38] and coherent multiplexing in
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Fig. 6.12 a Concept of using nonlinearities (e.g., FWM) for high-base number addition and
subtraction on PSK signals. b Experimental results for 16-PSK addition and subtraction at 10 GBd
speed [33]
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another PPLN waveguide [39]. The principle of operation of this tunable TDL is
depicted in Fig. 6.14. The incoming data signal is first fanned-out to N signal copies
using cSFG-DFG in a PPLN waveguide. The fan-out scheme uses N independent
pumps to generate N copies. All signals and pumps are sent into a phase and
amplitude programmable filter based on liquid crystal on silicon (LCoS) technology
[40], in which the independent signal copies and their pumps are let through while
the original signal and pump are blocked. The LCoS filter can also be used to apply
the tap phases. Next, the signals propagate through a chromatic dispersive element
such as DCF in which the N signal copies are delayed with respect to each other.
The delayed signals are then sent into another PPLN waveguide to be multiplexed
to one wavelength channel coherently. Each copy represents a tap in the TDL;
therefore, the number of taps is the number of pump lasers, and tap amplitudes can
be independently varied by changing the power of the pumps that generate the
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Fig. 6.13 A tapped-delay-line generic block diagram: Input signal is tapped at different time
intervals, copies are weighted by a coefficient and summed to form the output
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signal copies. The tap delays are based on conversion-dispersion delays; therefore,
can be widely tuned by changing the wavelengths of the pumps. Finally, the tap
phases can either be imposed by the LCoS filter or fine tuning of the pumps [41].
Therefore, the TDL can be completely tuned by varying the properties of the input
pump lasers.

According to the wave mixing rules presented in Section II, the equivalent
mathematical representation of this optical TDL, with input electric field amplitude
Es(t) and output field EMUX(t) is [36]

EMUXðtÞ /
XN
i¼1

hij jej]hiESðt� TiÞ ð6:31Þ

in which,

hij j ¼ EDij j2 ð6:32Þ

]hi ¼ �L b2 xDi � xQPMð Þ2 þ/LCoS
i þ ci ð6:33Þ

Ti ¼ L b2 xDi � xD1ð Þ ð6:34Þ

In (6.22)–(6.24), EDi is the field amplitude of the i-th CW pump, β2 is the group
velocity dispersion parameter of the chromatic dispersive medium of length L,
/LCoS
i is the phase that can be applied on i-th pump after the first PPLN stage by the

LCoS filter, and ci represents a phase shift due to higher-order dispersion terms.
Alternatively, the phase of the i-th tap can be varied by fine frequency detuning of
the xDi dummy pump by dxDi . This detuning can change ]hi approximately by
�2L b2 xDi � xQPMð ÞdxDi . Because the tap delays also depend on the frequency of
the pumps, the fine-frequency detuning technique to apply tap phases can cause
deviation in the tap delays dTi=Ti � dxDi= xDi � xQPMð Þ. Therefore, care must be
taken in choosing pump wavelength separations and dispersion values to minimize
time error degrading effects.

The tunable optical TDL can be used to perform many different signal pro-
cessing functions, including FIR filtering [42], equalization, correlation [36], dis-
crete Fourier transform [43], D/A conversion, and synthesis of arbitrary optical
waveforms [44], all at the line rate of optical communications.

6.6.3 Optical 1D Correlation Results Using Nonlinearities
and On-Chip MZIs

A correlator can search for a pre-determined target pattern on an incoming data
stream at the line rate [39, 45]. Figure 6.15a shows the concept of pattern matching
to an incoming signal. A correlator can be implemented using the TDL structure.
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Here, the tap coefficients are set as the phase-conjugate of the target pattern that we
want to search for. As the data stream slides through a set of taps, adjacent symbols
are multiplied by the tap coefficient and added to form the output. To identify the
appearance of particular consecutive values, “CBAA,” in a long pattern of QPSK
symbols, the correlator weights need to be set to the phase conjugate of the target
pattern (i.e., “C*B*A*A*”). An N-tap correlator on QPSK signal has an output of
(n + 1)2-QAM constellation. Figure 6.15b shows how the 25QAM constellation can
be generated by 4QPSK signals. The upper right corner of the output constellation
corresponds to the target pattern. One example of matched pattern (upper right
corner) and one example of a mismatched pattern are shown in Fig. 6.15b. Direct
detection of the correlator output can be used to search the pattern based on output
intensity. When the patterns fully match, a high intensity is created, while partial
matches result in lower amplitudes. Additionally, a thresholder can be used after the
correlator to identify full matches when the intensity exceeds a certain threshold.
Figure 6.15b also illustrates the corresponding intensity of two sample cases of a
full match (large amplitude output) and a mismatch [11]
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tapped-delay-line, a high correlation peak occurs if the patterns match. b Complex-coefficient taps
enable correlation on QPSK signals by allowing vector addition of adjacent symbols by generating
higher-order QAM with a variable intensity [36]
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(a) Fixed Bit Rate 8-bit Optical Correlator In [46], a reconfigurable silica planar-
lightwave-circuit optical delay line filter is used for pattern recognition on a
40-Gbit/s BPSK signal. Figure 6.16a shows the schematic of an 8-bit corre-
lator with tunable coefficients. The variable optical attenuators (VOA) set the
amplitude of the taps to be equal, and phase shifters program each tap phase to
be 0 or π to choose the target pattern. The experimental results of the 8-bit
correlator are shown in Fig. 6.16b. Here, the target pattern is set to “0 π 0 π 0 π
0 0.” Assuming that, of 8 bits, only m bits match, the output field of the
correlator is (+1) × m + (−1) × (8 − m) = 2 m − 8 (m ∈ {0…8}). The correlator
adds the optical fields; thus, when all 8 bits match, the field has a level of 8.
However, the photodiode is a square law device; therefore, the amplitude of a
full match after the photodiode is 64, which is higher than the amplitude of 7
matches (i.e., 36). Figure 6.16b depicts the output eye diagram after the
photodiode. The optical waveform after the correlator is also shown with the
electronically thresholded pattern that features a pulse where a pattern match
occurs.

(b) Tunable Correlator The optical TDL can be used to perform optical corre-
lation on phase- and amplitude-modulated signals (BPSK, QPSK, and OOK)
[36]. Figure 6.16c–f summarize examples using this approach on 20- and 40-
GBd signals. Output eye diagrams, optical correlation output waveforms, and
electronically thresholded waveforms are shown for three different modulation
formats and patterns. In Fig. 6.16c, an output with a “1 1 1 1” pattern search in
a 40-Gbit/s RZ-OOK signal is presented. Figure 6.16d, e illustrate the
experimental results for 40-Gbit/s RZ-BPSK and 80-Gbit/s RZ-QPSK signals,
in which the patterns “π 0 π 0” and “−3π/4 3π/4 π/4” are searched, respec-
tively. In Fig. 6.16f, the coherent detection of the correlator output is depicted
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Fig. 6.16 a Structure of a silica planar lightwave circuit optical delay line filter for 8-bit
correlation of BPSK signals. b Experimental eye diagram, optical correlation waveform and
electronically thresholded output for searching pattern “0 π 0 π 0 π 0 0” [46]. All-optical tunable
correlation based on a tunable tapped-delay-line to search for (c) pattern “1 1 1 1” in a 40-Gbit/s
RZ-OOK signal, d pattern “π 0 π 0” in a 40-Gbit/s RZ-BPSK signal, and e pattern “−3π/4 3π/4 π/
4” in a 80-Gbit/s RZ-QPSK signal [36]. f Coherent detection of the correlation results on 40-Gbit/s
QPSK signal when “π/4 3π/4 5π/4 π/4” is the target pattern
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while the incoming 20-Gbaud QPSK data is searched for the pattern “π/4 3π/4
5π/4 π/4”. The correlation peaks that correspond to the upper right corner of
the output constellation are also shown. These peaks indicate the position of
the target pattern appearance in the first 4096 incoming symbols.

6.6.4 Optical WDM Correlator and 2D Correlation

The optical tunable correlator performs pattern searching on a single incoming data
signal. In many applications, it is desired to have a single correlator that can process
multiple WDM data channels simultaneously and independently. This scheme can
increase the processing capacity dramatically by performing parallel computations
on independent incoming data channels.

Figure 6.17a shows a multi-channel correlator. The WDM input channels are
simultaneously wavelength converted in a nonlinear medium, which generates a
replica for each WDM channel at a new center frequency. Because each signal and
its replica are at different frequencies, a relative delay is induced between them after
passing through a chromatic dispersive medium. The replicas and delayed original
signals are then sent into a phase and amplitude programmable filter based on LCoS
technology that applies the complex tap coefficients to the replicas. Finally, the
delayed original signals and their weighted replicas are sent into another wave-
length converting stage that coherently copies the original signals onto the replicas
for a second time, which creates the desired two-tap processing. Thus, a same-delay
through independent two-tap OTDL can be implemented on each WDM channel. A
higher number of taps can potentially be implemented by cascading the two-tap
tunable building blocks (see Fig. 6.17a).
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Fig. 6.17 a Principle of operation of the WDM-OTDL, shown for a three-tap implementation:
First, taps are created by simultaneous wavelength conversion of all WDM channels in nonlinear
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Figure 6.17b depicts the spectra of generating the first tap and second tap for the
eight-channel 20-Gbaud QPSK data. The two-tap OTDL is in principle, an inter-
ferometer, thus destructive interference can be observed as power dips in the
converted signals of the second spectrum. A correlation of a two-symbol pattern
search is performed by applying various tap coefficients (see Fig. 6.17b). The
processed channels are detected using a coherent receiver [47].

Using the WDM correlator scheme, a 2-D correlator can be implemented to
perform pattern searching in 2-D images. The conceptual block diagram of the 2-D
OTDL is shown in Fig. 6.18. First, each image row is mapped to a WDM channel
by modulating the optical frequency comb fingers (phase locked sources) with
QPSK symbols that correspond to the color of the image pixels. Second, a WDM-
TDL is performed by generating the inner sums on each WDM channel with the
given coefficients (bi) independently. Subsequently, these processed WDM chan-
nels—which are phase coherent—are multiplexed together with column coefficients
(ai) to generate the outer sums.

The experimental setup for the 2-D correlator is depicted in Fig. 6.19a. A mode-
locked laser with a 10 GHz repetition rate and a DLI with FSR 20 GHz is used to
generate coherent comb fingers with 20 GHz frequency spacing. The 20 GHz comb
is then passed through an HNLF fiber to generate a flat and broad spectrum. A Liquid
Crystal on Silicon (LCoS-1) filter is used to select and write complex weights on the
comb fingers and separate them into the signal path and pump path. A nested Mach-
Zehnder modulator is used to generate the 20-Gbaud QPSK data on the two comb
fingers and write the image pixels information on the signal path separated by
*1.6 nm. To make the two modulated signals as two consecutive rows in a 31 × 31
image, they need to be sent to DCF-1 with 12 km length to induce *969 ps/nm
dispersion (31-symbols of delay). The resulting signals are coupled with an amplified
CW pump and sent to an HNLF to produce the first tap of the inner sum. All signals
then travel through DCF-2 and LCoS-2 to apply tap delays, phases and amplitudes.
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The signals, their copies, and the CW pump laser are then sent to the first PPLN
waveguide to create the second tap. The quasi-phase matching (QPM) wavelength of
the PPLN waveguide is temperature-tuned to the CW pump wavelength. These
signals, along with the comb fingers selected for pump path and another CW laser
pump, are sent to the second PPLN to perform coherent multiplexing of the two
processed rows. The multiplexed signal is filtered and sent to the coherent receiver,
after passing through another DCF of the same length to compensate for the induced
dispersion. In Fig. 6.19b, a 31 × 31 image (961 pixels) is searched for a 2 × 2 target
pattern. The experimental results exhibit 4 peaks (dark points) in output table at the
2 × 2 sections that matched the target patterns [48].

6.6.5 Discrete Fourier Transforms Using Nonlinearities
and On-Chip MZIs

Optical OFDM signals involve creating a wideband data channel by modulating
multiple orthogonal frequency subcarriers at a lower rate. The modulated subcar-
riers overlap in the frequency domain [49]. Traditionally, optical OFDM signals
have been generated in electronics using electronic inverse fast Fourier transform
(IFFT) techniques to calculate time-domain symbols from frequency-domain
symbols, which, after parallel-to-serial and digital-to-analog conversions are con-
ducted, create the I and Q electrical signals that modulate a laser [49]. The subcarrier
modulation speed is limited to the speed at which discrete Fourier transform (DFT)
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or fast Fourier transform (FFT) can be implemented in electronics. Alternatively,
OFDM signals can be generated optically using an optical frequency comb source
as the optical subcarriers and independently modulate each comb line and combine
them to create an optical OFDM channel [43, 50]. An optical OFDM channel can be
demodulated using parallel electronic DFT or FFT. Alternative optical DFT/FFT
approaches can allow for the use of higher baud rates for subcarrier modulation by
performing the DFT/FFT at the line rate of optics [43, 50, 51].

An OFDM signal with N subcarriers separated by Df can be represented as

S tð Þ ¼
XN�1

n¼0

xnðtÞej2pðf0þnDf Þt ð6:35Þ

in which f0 and xnðtÞ are optical carrier frequency and nth subcarrier signal,
respectively [4]. Optical N-point DFT can extract the nth subcarrier signal from
S tð Þ, according to

xnðtÞ ¼
XN�1

k¼0

S t þ k
Df � N

� �
ej2pnk=N ð6:36Þ

which needs to be sampled at 1=Df time intervals to recover the transmitted
symbols. This demodulation equation follows the form of a tapped delay line in
(X). In this section, we review two examples of optical OFDM demodulation
involving a fixed FFT approach and a baud-rate-tunable DFT approach based on the
tunable TDL presented in Sect. 6.1 [43, 50].

(a) Optical FFT Based on Delay Interferometers The concept of an optical FFT to
separate the subcarriers of an optical OFDM signal is shown in Fig. 6.20a [50].
The structure is based on cascaded delay interferometers and is capable of
performing serial-to-parallel conversion with optical FFT to decompose the
optical OFDM signal into its constituent subcarriers. The data of each sub-
carrier is then recovered by proper time-gating using electro-absorption
modulators. This configuration requires only N − 1 passive delay interfer-
ometers to realize an N-point FFT. An 8-point FFT with fixed delays is
demonstrated in [50]. Furthermore, in [50], 325 comb lines of a 12.5-GHz
frequency comb source are modulated by 10-GBd 16-QAM signals in two
polarizations to generate an OFDM channel at 26-Tbit/s. A simplified two
point FFT is performed to extract the subcarriers. Figure 6.20b shows two
constellation diagrams of the extracted 16-QAM subcarriers with the spectrum
and error vector magnitude (EVM) of all output subcarriers.

(b) Adjustable Bit-Rate Optical DFT The tunable optical TDL depicted in Fig. 6.14
has also been used to perform optical DFT with various numbers of taps and bit
rates [43]. Figure 6.21a illustrates the concept of using the tunable TDL to
perform DFT for extraction of OFDM subcarriers. According to OFDM
demodulation (6.27), which follows the form of the tunable TDL (6.21), to
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extract the nth subcarrier from an N-subcarrier OFDM signal with Df separa-
tion, the tunable TDL needs to be configured to have N taps, each separated in
time by 1=ðN � Df Þ, with tap coefficients e�j2pnk=Nðk 2 f0; :::;N � 1gÞ. In
Fig. 6.21b, the input OFDM channel is a 80-Gbit/s four-subcarrier BPSK signal
generated optically by modulating four optical comb lines separated by
20 GHz. The multicasting and multiplexing spectra for the implementation of a
4-tap TDL are shown in Fig. 6.21b, where the tap coefficients and tap delays are
configured to represent the coefficients of a 4-point DFT. The TDL coefficients

Fig. 6.20 Optical OFDM demodulation using delay-interferometer-based fast Fourier transform:
a structure, and b constellations for two 10-GBd demultiplexed subcarriers of a 26-Tbit/s OFDM
signal (PM-16-QAM subchannels) [50]
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were reconfigured four times to demodulate each of the four 20-Gbit/s BPSK
subcarriers. The eye diagrams of the four extracted subcarriers are also shown
in Fig. 6.21b.
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Chapter 7
Wide-Band and Noise-Inhibited Signal
Manipulation in Dispersion-Engineered
Parametric Mixers

Bill P.-P. Kuo and Stojan Radic

Abstract Practical frequency generation and conversion requires highly efficient
parametric interaction across wide spectral band. To achieve high efficiency, con-
ventional devices rely on optical enhancement in highly resonant cavity structures.
While optical cavity also inhibits noise generation and out-of-band amplification
during the parametric process, it inherently limits frequency tuning and any band
reconfiguration. Recognizing this fundamental impairment, we describe the new
class of cavity-free frequency generation in heterogeneous, traveling-wave para-
metric mixers. Driven by a continuous-wave seeds, these devices combine inher-
ently more stable lasers with distributed noise inhibition in dispersion-managed
parametric process. The operating principle, design methodology and performance
limits are outlined and discussed. The use of new technology is illustrated on
examples of signal multicasting and ultrafast channel processing.

7.1 Introduction

Recent developments of new optical devices capable of wide-band optical field
generation and manipulation are motivated by three general trends. Firstly, the
adoption of coherent modulation schemes in terabit-per-second (Tbps) communi-
cation channels will soon require signal processing to be performed at rates exceeding
that of any feasible electronic backplane [1]. Secondly, communication and com-
putation systems relying on direct manipulation of photon states preclude, even in
principle, photon-electron conversion to perform subsequent electronic processing.
Finally, the need for general sensing has expanded outside the conventional bands
served by sensitive imagers (visible) and detectors (near-infrared—NIR). Indeed, in
the immediate vicinity of NIR band, a short-wave IR (SWIR) offers a transparent
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atmospheric window, spurring the development of new LIDAR, communication and
imaging systems [2]. Unfortunately, the technological complement outside of stan-
dard (NIR) window does not include either source or detector with performance
comparable to the telecommunication devices. While SWIR laser and detector
(imager) can arguably be improved, basic physical mechanisms responsible for
1550 nm device performance is simply inferior in this range. Recognizing this lim-
itation, the alternative strategy can still use NIR sources and detectors by leveraging
parametric mixers capable of distant spectral translation for either emission or
reception of a coherent optical field. In broader terms, the combined need for high
signal rates and direct, coherent field control call for specialized set of functions such
as frequency referencing, beam switching and band mapping that do not rival elec-
tronics in its complexity. However, these are invariably fast and, in context of this
chapter, can be realized using specialty parametric mixing device.

In addition to this application-driven impetus, a set of important technological
advances has provided an additional motivation: it is now possible to design and
construct parametric devices using telecommunication derived components. In
contrast to conventional, crystalline parametric devices, the introduction and recent
maturing of high-confinement fiber has drastically reduced pump power required
for efficient frequency generation and light amplification [3]. It is no longer nec-
essary to consider high peak intensity sources such as mode-locked lasers (MLL) in
order to generate and convert signals over tens of THz: it is now possible to
accomplish the same using continuous-wave (CW), Sub-Watt scale telecommuni-
cation diodes, greatly reducing the complexity and reliability of general parametric
device. In addition to a great progress in reducing the loss of high confinement fiber
[4], advances in precise dispersion control and measurement [5–8] are of equal
importance. Indeed, combined advances in design, fabrication and characterization
of highly-nonlinear fiber (HNLF) have led to the first multistage, CW-pumped
parametric mixers possessing bandwidths in excess of 20 THz. New HNLF types
now offer the promise of highly stabilized local dispersion parameters [4, 9–11],
guaranteeing, for the first time, spectral access to combined NIR/SWIR bands
approaching an octave span. While important for bandwidth engineering, localized
dispersion control also assumes critical roles in noise inhibition in distributed
parametric devices [12]. When combined with heterogeneous parametric design
[12, 13], new generation of mixers can provide spectral purity and bandwidth that is
simply not feasible by any alternative technology.

While it is not possible to accurately predict all mixer-enabled applications in the
future, one can state, with high confidence, that coherent signal preprocessors,
advanced emitters and sensitive receivers have widespread near-future adoption. In
the first of these categories (preprocessing), coherent sampling [14], digitization
[14] and spectral analysis [15] has led to performance level exceeding that of
comparable electronic architectures. In the second category (emitters) parametric
mixers have enabled frequency combs spanning combined C- and L-bands [16]
while possessing optical signal to noise ratio (OSNR) well beyond MLL technology
[17, 18]. Similarly, the new mixers were used to demonstrate fast tunable lasers
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operating over combined NIR/SWIR bands [19]. In the third category (receivers), it
is now possible to register few-photon packets at rates exceeding 100 GHz [20].

Consequently, this chapter aims to describe basic principles, impairment
mechanisms and the design principles used to generate and manipulate light over
wide bandwidth and in noise-inhibited manner.

7.2 Fundamentals of Parametric Mixers

Optical parametric mixing encompasses a collection of nonlinear processes in
which, the energies (as well as momenta) of the participating photons are re-dis-
tributed but not transferred to the medium. Due to the passive role of the medium,
parametric mixing is the only known mechanism that provides direct access to
participating photon characteristics (in terms of number, energy and polarization)
since the overall states of the photons are conserved in the process. This also means
parametric mixing can possess an arbitrarily-wide spectral coverage (bandwidth),
which is solely limited by the transparent window of and potential multi-photon
resonant processes in the medium. Furthermore, unlike stimulated-emission pro-
cesses in which the finite upper-state lifetime delays the mixing response, the
absence of (meta-)stable state in parametric mixing processes gives rise to its
ultrafast response.

Parametric mixers of interest in this chapter are based on four-photon mixing
(FPM) processes mediated by the third-order nonlinear response. A simple four-
photon mixer annihilates two photons, typically from a single or two frequency-
distinct pump waves, to create two photons that coincides the energy of the
remaining participating waves. This photon-exchange mechanism leads to a number
of important phenomena, including optical amplification, generation, and frequency
conversion [21–23]. Specific wave dynamics of a parametric mixer are primarily
governed by the pump configurations and the corresponding phase-matching con-
ditions, as revealed in the following sections.

7.2.1 One-Pump Parametric Mixing

In the presence of a single pump wave possessing high intensity, the two photons
donated in the FPM process are both derived from this single source. The para-
metric mixing process driven by this pump configuration, as shown in the energy
diagram of Fig. 7.1, is known as one-pump or degenerate FPM.

In a one-pump FPM process, two photons from a single pump wave (where its
relevant variables are denoted by a subscript P) are annihilated to create a photon pair
known as signal and idler. Energy conservation demands that the sum of signal and
idler photon energies be equal to two pump energy quanta (�hxS þ �hxI ¼ 2�hxP),
which also means the frequencies of signal and idler must be symmetric with respect
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to the pump’s (xS � xP ¼ xP � xI ¼ X). In addition to energy conservation, the
momenta of the participating photons must also be matched in order to attain the
maximummixing efficiency [24]. The extent of momentum conservation, also known
as phase matching condition in parametric processes, is dictated by the propagation
constants of the pump, signal and idler waves [25]:

MI: Db ¼ bS þ bI � 2bP ð7:1Þ

While the energy conservation is self-satisfied in absence of the idler at the input,
the distributed nature of parametric mixing implies that the momentum conservation
is being determined by the accumulated propagation conditions in the mixing
medium. Various levels of phase matching introduce different regimes of operation
distinguished by the power growth rate of signal and idler. Monotonic power growth
is feasible only when the linear phase mismatch Db is bound between �4cPP and
zero, where c and PP denote the nonlinear coefficient and pump power of the mixer
[25]. The signal experiences a gain scale to the square of the factor cPPL, referred to
as nonlinear figure of merits (NFOM) hereinafter, when the gain coefficient g is
considerably less than one. Meanwhile, zero phase mismatch, defined by the con-
dition Db ¼ �2cPP forces exponential signal power growth at a rate of exp(2cPPL)
[25]. The availability of highly-nonlinear fibers with low attenuations and large
nonlinear coefficients enabled one-pump parametric amplifiers providing up to 70-
dB gain [26]. This level of gain is considerably higher than those demonstrated by
erbium-doped fiber amplifiers (EDFA) [27], primarily due to the directivity of
parametric gain which circumvented lasing due to Rayleigh scattering [28].

Accompanying the signal amplification is the creation of an idler at an efficiency
g ¼ G� 1. Unlike amplification which mandates adequately small phase mis-
matching (�4cPP\Db\0), idler creation occurs even with considerable phase
mismatch, albeit at reduced efficiency. The idler created at a new wavelength carries
the signal field envelope, but with complex conjugation [25]. This capability,
known as wavelength conversion, lays the foundation of many optical signal pro-
cessing functions that are unique to parametric mixers [29].

+ P

- S

- I

+ P

Pump

Signal Idler

PS I

Fig. 7.1 Frequency configuration (left) and energy diagram (right) of one-pump parametric
mixing
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7.2.2 Two-Pump Parametric Mixing

In contrast to process driven by two photons with identical frequencies, a two-pump
interaction derives the source photons from two frequency-distinct waves. The mul-
tiple FPMprocesses seeded by the extra pump classifies two-pump parametric mixers a
distinct type of devices, rather than an extension of the one-pump architecture.

A two-pump parametric mixer supports at least three basic FPM processes [30].
Originating from one-pump mixing, the modulation instability (MI) process anni-
hilates two photons from one of the two pumps, and creates a signal and idler
photon pair symmetrical to the source pump i.e. xS þ xI1 ¼ 2xP1 (Fig. 7.2a).
Conversely, phase conjugation (PC) mixing results from the annihilation of pump
photons at distinct frequencies xP1 and xP2, which generate signal and idler
photons at xS and xI2 (Fig. 7.2b). Energy conservation mandates the frequencies of
signal and idler be tied to those of the two pumps as xS þ xI2 ¼ xP1 þ xP2. The
resulting frequency configuration of PC process is symmetric to the mean frequency
xm ¼ xP1 þ xP2ð Þ=2. While both MI and PC processes provide signal gain as a
result of photon addition at the signal frequency, the third process, namely Bragg
scattering (BS), attenuates signal by transferring its energy to the associated idler
(Fig. 7.2c). Energetically, BS process annihilates one pump photon (for instance,
xP1) and one signal photon to create a photon at another pump frequency xP2 and
an idler photon at xI3 ¼ xP1 þ xS � xP2. Note, however, that the amplification
and attenuation of a specific mode in the above description is fictitious for a
frequency configuration that allows all three processes to occur, since then the
“idler” of one process will be involved as “signal” in the other processes.

The coupling of three FPM processes in a two-pump parametric mixer defies a
simple model [31]. Nevertheless, the evolution of the four signal-idler sidebands
depends on the phase-matching conditions governing the individual FPM pro-
cesses. The phase-matching conditions for PC, MI and BS processes are as follows:

MI: Db ¼ bS þ bI1 � 2bP1 ð7:2aÞ

P2S I2P1I1 I3

PC BSMI

MI

+ P1 - S

- I1
+ P1

PC

+ P2

- S

- I2
+ P1

BS

+ P2

+ S

- I3

- P1(a)

(b)
(c)

Fig. 7.2 Frequency configuration (leftmost) and energy diagrams (right) showing a modulation
instability (MI), b phase conjugation (PC) and c Bragg scattering (BS) processes
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PC: Db ¼ bS þ bI2 � bP1 � bP2 ð7:2bÞ

BS: Db ¼ bS þ bP2 � bI3 � bP1 ð7:2cÞ

The four-sideband dynamics can be solved in several notable phase-matching
regimes [31]. In absence of linear phase mismatches Δβ for all FPM processes, all
the sidebands exhibit power growth with quadratic scaling with pump powers and
propagation length. Meanwhile, perfect phase-matching in which the linear phase
mismatch fully compensates the nonlinear mismatch component leads to power
evolutions that approaches exponential growth with respect to distance and pump
power. These two regimes resemble the operation of a one-pump mixer with gain
coefficients g approaching zero and maximum respectively, albeit the signal power
growth is accompanied by creation of three idler sidebands in a two-pump mixer,
instead of only one in its one-pump counterpart. Inherent to the coherent nature of
FPM processes, the three idlers created in a two-pump mixer carry either identical
modulation of the input signal through BS process, or phase-conjugated copies
through MI and PC processes. The combination of three FPM processes extends the
simple wavelength converting function to wavelength multicasting, in which
multiple signal replicas of different wavelengths are generated [32].

7.2.3 Signal Processing Functions of Parametric Mixers

Apart from signal amplification, a unique capability of parametric mixers is the
transfer of modulation (information) to a new wavelength through idler generation,
namely, wavelength conversion. This attribute of parametric mixer operation is
sought for applications that include wavelength switching and routing [32–34],
novel light generation [19, 35, 36] and pattern recognition [37]. A particularly
noteworthy phenomenon entailed by the conjugated wavelength conversion is
propagation effect reversal by phase conjugation [38, 39]. In principle, propagation
effects including dispersion and nonlinear phase rotation are fully reversible in
presence of a spectral inverter in the middle of the otherwise homogeneous link
[40]. While the temporal phase-conjugation offered by a parametric mixer does not
fully resemble the spectral inversion operation required for full reversal, the phase
conjugators were found effective for mitigating impairments for conventional
channels [39].

Departing from continuous-wave operation, parametric mixers driven by modu-
lated (pulsed) pumps offer an agile platform for time-domain signal manipulation—
the quasi-instantaneous response inherent to parametric processes renders the per-
formance of signal processing in parametric mixers be time-invariant. In general,
resolving the FPM dynamics involving a pulsed pump require full consideration of
dispersion and frequency-dependent nonlinear terms in the couple-mode equations,
which will yield no closed-form solution [41]. In practice, however, parametric
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mixers operating with pulsed pumps are typically constructed on nearly dispersion-
less medium in order to preserve the pump waveform and prevent excessive pulse
walk-off [42, 43]. Consequently, the gain model developed for continuous-wave
pumped parametric mixers are typically applicable to pulsed pumped counterparts,
except that the gain and conversion efficiency follow the change in instantaneous
pump power. This class of parametric mixers is adopted for a number of applications
ranging from optical stroboscope [42], optical time-division multiplexed (OTDM)
signal switching [43], analog optical signal sampling [14], to more sophisticated
usage in OTDM-WDM conversion using time-frequency modulated pumps [44].

The presence of idler at the mixer input invokes a unique operating regime of
parametric mixer—the signal and idler couple and modify the dynamics in the
parametric mixer. Known as phase-sensitive (PS) operation, the gain (conversion
efficiency) in the parametric mixer is now dependent on the initial phases of the
signal, idler, as well as the pump [45], where a mutual phase difference of 0 (or π)
will amplify (or attenuate) the signal and idler. In PS amplification mode, the signal
and idler are theoretically devoid of excess noise due to the phase selectivity of the
process. This capability of amplification and manipulation of optical signals in
noise-less manner (i.e. with 0-dB noise figure) is unique to parametric mixers [45],
and has recently attracted great interest in various venues, such as optical link-reach
extension [46], signal regeneration [47], and wavelength multicasting [48]. Detailed
discussion of PS parametric mixing can be found in [49].

7.2.4 Effect of Chromatic Dispersion

Chromatic dispersion of a medium is characterized by the nonlinear relationship
between the phase constant and frequency. To parametric mixers, the presence of
chromatic dispersion changes the phase-matching conditions according to the fre-
quencies of the pumps, signal and resulting idlers, thereby affects the mixing effi-
ciency, bandwidth and noise performance of the mixer. In absence of chromatic
dispersion, phases of the participating waves are always balanced since the group
velocities remain constant. However, typical optical media possess finite chromatic
dispersion as a result of resonant (lossy) response of the material or the waveguide
[50]. The frequency-dependency of group delay dβ/dω as a manifestation of
chromatic dispersion thus restricts the frequency range in which linear phase-
matching can occur. Such dependency, however, also allows perfect total phase
matching to happen by providing a finite linear phase mismatch to balance the
nonlinear phase shift terms for certain combinations of pump, signal (and idler)
frequencies. Consequently, chromatic dispersion significantly shapes the spectral
response of parametric mixer, which would otherwise be virtually achromatic [25].

Chromatic dispersion engineering represents one of the most important aspects
in parametric mixer construction, since the intrinsic (material) dispersion charac-
teristics of many nonlinear optical materials are far from ideal for parametric
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mixing. Standard single-mode fiber (SSMF), for example, possesses a chromatic
dispersion in the lowest loss window at 1550 nm which allows phase-matched
mixing across a band narrower than 100 GHz [52]. This contrasts the 1000 THz
mixing window that the transparency window of fused silica would have provided
[53]. Alternation of the material dispersion often involves the use of waveguide
structures, in which waveguide dispersion is introduced to compensate for material
counterpart. Optical fibers denote a particularly important class of waveguides in
which chromatic dispersion engineering is practiced. While dispersion-engineered
optical fibers were traditionally sought after for mitigating signal propagation
impairments due to dispersion [54], the resulting dispersion-shifted waveguide
designs have also provided the low-dispersion environment suitable for wide-band
parametric mixing [55]. Indeed, refined waveguide structures have enhanced the
phase-matched mixing bandwidth due to precise control of higher-order dispersion
terms. In particular, fourth-order dispersion control in specially-tailored fiber
waveguides, also known as highly-nonlinear fibers, have enabled parametric mixing
over a near-octave bandwidth [10, 56]. Microstructure fiber waveguides that
comprise photonic crystal or hollow guiding structures have further extended the
operating spectral region and range of parametric mixers to beyond the capability of
solid fiber [57], by allowing guiding in novel optical materials [58, 59] and dis-
persion control in regions not feasible in solid fiber waveguides [60].

Although waveguide cross-section design provides the vital dispersion control
for parametric mixing, the influence on dispersion by waveguide structure means
any deviation in the wavelength core size will exert significant dispersion deviation
[6]. This effect signifies challenges in producing repeatable mixing performance
from device to device, as well as in attaining the target performance due to the
deviation of local dispersion from the global dispersion [61]. In the next section, the
challenges and solutions for synthesizing dispersion-stable waveguides discussed in
depth.

7.3 Dispersion-Stable Waveguide Engineering
for Wide-Band Parametric Mixer Synthesis

Chromatic dispersion of the optical medium has profound effects on the efficiency
as well as the attainable spectral bandwidth of a parametric mixer due to the phase
matching mandates [61]. While chromatic dispersion of an optical waveguide can
be arbitrarily tailored through waveguide geometry engineering, the local dispersive
behavior of the waveguide can deviates from its global characteristics by consid-
erable amount. The dependence of local dispersion for phase-matching, an unfor-
tunate attribute of distributed nature of typical parametric mixer, only permits the
dispersion to fluctuate within a small margin.
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7.3.1 Wide-Band Parametric Mixing—The Atomic-Scale
Challenge

Local dispersion fluctuation can be revealed from the mechanism of dispersion
tailoring by waveguide geometry design [54]. Waveguiding effect shifts the overall
dispersion from the material dispersion by modal area control [62–64]. In general,
the modal spread of a guided optical field increases with the wavelength, conse-
quently forcing a higher portion of the field to the cladding region and decreasing
the effective index. This phenomenon gives rise to the wavelength dependency of
the effective index, and thereby to the shift in dispersion. Typical dispersion-shifted
fibers utilize this wavelength-dependent guiding effect to create strong waveguide
dispersion for compensating the material dispersion [54]. Using a constricted core
with high index contrast, a relatively abrupt change in effective index will occur in
the proximity of a wavelength point which is determined by the core size. This
abrupt feature in the effective index curve induces sizable second-order dispersion
effect, which cancels out the large material dispersion in the region.

While the tight confinement in the core can result in ideal dispersion-free
characteristics for wide-band parametric mixing [4], this waveguide geometry also
sensitizes the dispersion to geometry fluctuations since the dispersion shift is
controlled by the size of waveguide [6]. Microscopic geometry fluctuations are
inevitably introduced during waveguide fabrication, typically amount to 0.1 % of
the waveguide cross-sectional size [4]. These fluctuations stochastically deviate the
dispersion characteristics of the waveguide along its propagation axis. With a
typical highly-nonlinear fiber (HNLF) that is commonly deployed as a parametric
mixing platform, the fiber’s dispersion curve shown in Fig. 7.3 shifts by as much as
0.5 ps/nm/km for a 10-nm change to its 2 μm core radius [6].

Even though the dispersion shift might be deemed negligible when compared to
the material dispersion (16 ps/nm/km), the extent is sufficiently large to provoke
significant penalty to parametric mixing. The quantitative impact of dispersion
fluctuations is revealed by a couple-mode model incorporating stochastic dispersion
variation [65]. As an illustration of dispersion tolerance for wide-band mixing, a
parametric amplifier pumped at 1.55 μm demands a dispersion accuracy better than
0.005 ps/nm/km in order to reach signal/idler pairs at 1.3 and 2.0 μm [9]. This
requirement necessitates a radial control that is better than the length of a single
silicon-oxygen bond [9].

7.3.2 Post-Fabrication Dispersion Fluctuations Rectification

While enforcing atomic-scale waveguide fabrication accuracy is deemed imprac-
tical, the dispersion accuracy demand can possibly be addressed through resolving
the local dispersion characteristics and subsequently reversing the irregularities
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after fabrication. This method will require local dispersion measurement techniques
with fs/ps/km dispersion and meter-scale longitudinal resolutions [9, 61].

The evolution of FPM products depends on the aggregated local phase walk-off
between participating waves. While this presents a challenge in parametric device
construction, this mechanism also provides means to resolve the local dispersion
characteristics of the mixing medium.

7.3.2.1 Modified Optical Time-Domain Reflectometry

The first class of methods relies on a modified optical time-domain reflectometry
(OTDR) [66–68]. Owing to dispersion fluctuations along the waveguide’s propa-
gation axis, a pump-signal wavelength pair may experience phase-matching at a
certain region which consequently leads to amplification of the signal and creation
of an idler [67]. By detecting the “photon echo” of the pulsed signal produced by
Rayleigh scattering, the captured power evolution of the signal and/or created idler
along the waveguide can then infer the position of phase-matched region in the
waveguide. Subsequently, the complete dispersion map of the waveguide is gen-
erated by sweeping the pump and signal wavelengths in order to capture all possible
phase-matching wavelength combinations and their respective position in the
waveguide. The major drawback of this approach rests on its sensitivity—due to the
low Rayleigh scattering coefficients in typical waveguides (*−40 dB for optical
fibers), the detection of signal gain and idler generation typically requires long
signal pulse width (*μs), as well as long averaging period [67]. The first operating

Fig. 7.3 Effect of waveguide geometry variation on chromatic dispersion in HNLF. Core-size
fluctuations comparable to the elementary silica manifold are adequate to induce sizable dispersion
fluctuations
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requirement necessarily compromises the spatial resolution to 100-m level, while
the second imposes long measurement time for obtaining accurate results.

7.3.2.2 Space-Frequency Domain Retrieval

Alternatively, one may obtain the localized FPM behavior by resolving the field
evolution from the spectral variation of wavelength conversion efficiency [5]. With
two waves of similar power propagating in a nonlinear medium of interest, the
power of the FPM product is given by:

PFPM ¼
ZL

0

ej Dbzþ/ zð Þð Þdz

������

������

2

ð7:3Þ

The mean phase mismatch and its local fluctuations are denoted by the terms
Dbz and / zð Þ respectively. Particularly, if the mean phase mismatch is controlled
such that it spans a linear space by, for instance, changing the wavelength pair of
the two waves, the corresponding variation of FPM product will then resemble the
squared amplitude of the Fourier transform of the local phase mismatch evolution
exp[j/ zð Þ]. In the spectral region close to the zero-dispersion wavelength (ZDW),
the linear phase-mismatch scaling can be performed by fixing the wavelength
separation between the two input waves while the mean wavelength is being tuned
in linear manner, since the dispersion curve in this region is nearly proportional to
wavelength by its dispersion slope dD=dk.

By generating the power spectrum from the power of FPM products, the local
phase mismatch term / zð Þ is subsequently resolved by applying phase-retrieval
algorithms to the power spectrum of exp[j/ zð Þ]. While a number of phase-retrieval
algorithm exists for problems of this kind [5, 69], the spatial resolution of this
approach can be estimated by regarding the mixing process as sampling of the
phase mismatch evolution exp[j/ zð Þ] [5]. The spatial resolution, or equivalently,
the bandwidth of the “sampler”, is given by the maximum range of mean phase
mismatch Db one can introduce. Taking the tunable range of typical lasers into
consideration, the 100-nm tunable range will limit the spatial resolution to 40 m for
a HNLF with 0.02 ps/nm2/km dispersion slope. This resolution level remains
deficient for capturing meter-scale fluctuations that are pertinent to wide-band
parametric mixing [61].

7.3.2.3 FPM Localization by Dispersive Pulse Walk-off

The third class of methods measures the local FPM evolution by utilizing spatial
walk-off between modulations on two distinct wavelengths [70]. The architecture
involves two pulsed sources at two tunable wavelengths, where one serves as the
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pump and the other as the signal. The pump and signal pulses travel at different group
velocities in the dispersive medium and subsequently overlap (collide) at a certain
region of the medium, whereas the location of collision is controlled by the initial
delay between the pump and signal pulses. The collided pump and signal then create
an idler whose generation efficiency is determined by the local dispersion (phase-
matching) properties of the medium. Consequently, the dispersion map of the med-
ium is aggregated by capturing the power of idler generated at various pump-signal
wavelength pairs and differential delays, which define the dispersion value and
position of the dispersion map respectively. However, the reliance of the medium’s
dispersion to localize pump-signal collision sets a compromise between the smallest
dispersion and the finest spatial resolution one can attain with this method. In essence,
the spatial resolution is proportional to the inverse of the dispersion, meaning that the
lower the dispersion, the coarser the spatial resolution will be. Therefore the adoption
of this approach is limited to highly dispersive waveguides such as standard single-
mode fibers (SSMF), but is not applicable to low-dispersion media that are necessary
for wide-band parametric mixing.

7.3.2.4 Counter-Collision Method

Recognizing the compromise between dispersion and spatial resolution that plagues
conventional mapping approaches, a new approach was introduced in which the
spatial resolution is controlled by active means [6].

The key to achieving fine spatial resolution unrestricted by the dispersion of the
medium rests in local optical amplification. The architecture of the new approach,
as shown in Fig. 7.4, involves two wavelength-tunable pulse streams, referred to as
probe (P) and signal (S) hereinafter. The probe and signal pulses are both launched
into the waveguide-under-test at a low power, at which nonlinear effects are

Fig. 7.4 Schematic of Counter-Collision Method. a Low-power probe (P) and signal (S) are
launched on contra-directionally to the pump (Π); b, c collision at zC leads to amplification of the
probe; d idlers F are generated due to mixing between signal and amplified probe. e The
aggregated idler power evolution depicts the local phase matching conditions
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negligible. Meanwhile, high-power pulses, denoted as pump pulses (Π), are
launched into the waveguide at the other end. The wavelength of the pump pulses is
controlled such that the pump pulse will create a Brillouin gain peak at the probe
wavelength, whereas the timing of the pump pulses controls the location of colli-
sion. When the forward propagating pulses collide with a pump pulse at location zC,
the probe pulse is selectively amplified through stimulated Brillouin scattering. The
probe pulse, now possessing significantly higher power, interacts with the co-
propagating probe pulse and creates idler (F+ and F−). The output power of the
idler is governed by the phase-matching condition from location zC to the output of
the waveguide L. Consequently, aggregation of idler power for various pump-gate
collision locations yield the phase mismatch with resolution only constrained by the
timing resolution of gate generation.

The combination of spatial and dispersion resolution gives rise to the new level
of mapping accuracy—the scheme provided meter-scale length resolution and fs/
nm/km accuracy [6, 7]. This level of performance enabled measurement and sub-
sequent rectification of dispersion fluctuations in low-dispersion HNLF for the first
time [6]. Using the dispersion map captured by a counter-collision setup, the dis-
persion fluctuations in the HNLFs were mitigated by splicing sections of similar
dispersion profiles [74], or by applying strain to shift the local dispersion charac-
teristics [7, 8]. The reduction in dispersion fluctuations in the treated HNLFs was
manifested by the enhancement in both the gain and bandwidth of the parametric
amplifier constructed upon [7, 71].

7.3.3 Waveguide Design Methods for Achieving Intrinsic
Dispersion Stability

Rather than post-fabrication correction, the required dispersion stability can
achieved by an alternative waveguide design that provides reduced dispersion
sensitivity to geometric fluctuations. This design-based approach offers an
unprecedented level of dispersion stability out of reach by post-fabrication rectifi-
cation, and eliminates the production that is limited by device-basis trimming.

7.3.3.1 Numerical Optimization-Based Design Approach

Early attempts to address dispersion stability issues in fiber waveguide relied on
numerical optimization to search for an optimal refractive index profile. Particularly
noteworthy achievements in optimization-based fiber design was reported by
Gabrielli et al., in which a genetic algorithm was used to search for refractive index
profiles [72]. Using a “fitness” function that comprised zero-dispersion wavelength
and higher-order dispersion terms (β4 and β6) for the genetic evolution, the resulting
multi-layer index profiles provided control over higher-order dispersion at up to the
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sixth order, and improvement in zero-dispersion wavelength stability. However, the
extensive computation associated with repeated mode solving for evaluating pos-
sible index profiles forbade consideration on certain important parameters (e.g.
nonlinear coefficient and β2 fluctuations). Consequently the optimization converged
to solutions that possessed low nonlinearity (3–4 W−1 km−1), and counterintu-
itively, high dispersion fluctuations (2 ps/nm/km/%) due to elevated dispersion
slope.

7.3.3.2 Semi-theoretic Design Approach

Apart from optimization-based design method, a semi-theoretical approach has
recently been developed for dispersion-stable waveguide synthesis [9]. This method
stemmed from the observation that the single-layered core structure deployed in
typical high-confinement waveguides produces two distinct responses in waveguide
dispersion when the core is scaled radially. In conventional high-confinement
waveguides such as HNLF, the field confinement and dispersion control are pro-
vided both by a single delta-like core structure. As shown in Fig. 7.5, scaling the
radius of the single-layer core causes the V-shaped normalized waveguide disper-
sion curve to shift laterally, thereby changing the dispersion in the low and high
frequency regions in opposite directions [9].

Recognizing this opposing behavior, a dual-layer core structure was developed to
leverage the dispersion shifts in two distinct core layers for overall dispersion change
cancellation. Instead of relying on one core layer to control field confinement and
dispersion, the additional layer in the new structure shown in Fig. 7.6 provides an
additional degree of freedom tomanipulate the wavelength-dependent behavior of the
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central core, thus enabling control of dispersion stability. The origin of dispersion
stability in the new core design is revealed in Fig. 7.7. In the waveguide dispersion
curve shown in Fig. 7.7a, the dual minima characteristic reflects two distinct guiding
regimes enacted by the dual-layer core. At low frequencies, the spread of the optical
field over both cores implies the field is guided by both cores and cladded by the

n
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nClad Δn3

a1 a2 a3

Fig. 7.6 Refractive index profile of the dispersion-stabilized waveguide design. Radii a1 and a2
denote the size of the inner and outer cores. Trench between {a2, a3} provides further control of
guiding condition
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cladding layers. At high frequencies, on the other hand, the optical field is primarily
confined to the central core, meaning that the outer core layer now partially behaves
as a cladding layer. The low-contrast guiding provided by the inner-outer core
structure for high-frequency fields subsequently introduces the additional dip in the
high-frequency regime. With proper selection of the outer core index and radius, the
opposite dispersion shift exerted by the two guiding regimes can eliminate the dis-
persion change in the wide-range saddle region, in which a parametric mixing can
operate. As a result, the overall dispersion of the waveguide remains stable in the
presence of geometrical fluctuations. HNLF as an example, the fiber dispersion shift
due to core size scaling is reduced by 100-fold when compared to a conventional
single-core HNLF design.

HNLFs using the new waveguide design had demonstrated improved dispersion
stability while maintaining high field confinement. Experimental characterization
shows that the dispersion fluctuations were reduced by 92 % [10]. The improved
dispersion stability consequently led to enhancement in parametric mixing effi-
ciency, manifested by an increased parametric gain and spectral reach of the
amplifier. Specifically, the new HNLFs reduced the threshold pump power by 60 %
for fiber parametric oscillators operating in the short-wave infrared (SWIR) band
[10], and allowed, for the first time, tunable lasing from 1.2 to 2.15 μm in a fiber
parametric oscillator (Fig. 7.8a) [73]. In addition to parametric mixing efficiency
and bandwidth enhancement, dispersion resilient to core deformation in the new
HNLFs also allowed stimulated Brillouin scattering (SBS) management by fiber
stretching without compromising phase-matching (Fig. 7.8b) [11]. This attribute
enabled the first continuous-wave (CW) pumped coherent and modulation-agnostic
wavelength conversion across 700 nm [11, 74].
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7.4 Inhomogeneous Dispersion Engineering
for Noise-Inhibited Parametric Mixing

In a two-pump parametric mixer, combination of mixing processes replicate a
single input to multiple frequency-distinct locations. In addition to the pump-signal
interactions, the presence of two strong pump waves intuitively leads to efficient
pump-pump mixing which produces additional intense waves. These newly created
secondary pumps further duplicate the mixing process driven by the primary pumps
and consequently create more replica of the input. Known as self-seeded or cas-
caded parametric mixing, this class of cascaded interaction is actively sought in
recent years for low-noise signal processing as well as other advanced time-fre-
quency domain processing [13, 14, 43, 48, 49].

The conversion efficiency, spectral reach and noise performances of a self-
seeded mixer are primarily determined by the secondary pump generation pro-
cesses. The following section reviews the principle of self-seeded mixing and
derives its limits.

7.4.1 Self-seeded Two-Pump Parametric
Mixing—Homogeneous Limit

In general, the wide-band and complicated generation dynamics of secondary
pumps require full account of the nonlinear interplay between FPM, dispersion and
loss using nonlinear Schrodinger models. However, a simple model can be derived
by knowing the optimal environment for homogeneous self-seeded mixing
[13]—nonlinear media characterized by negligible chromatic dispersion are chosen
to facilitate bandwidth-uninhibited interaction between pumps [13, 43]. Under this
condition, the pump-pump mixing process is reduced to mere nonlinear phase
modulation due to the sinusoidal power evolution of the pump field in time [13].
The number of secondary pumps created is consequently predicted by a modified
Carson’s rule for phase modulation, in which the empirical law N ¼ 2 mþ 1d e
states the tone count scales proportionally to the nonlinear figure of merit (NFOM)
m ¼ cPL [13]. This rule implies an important consequence—the number of tones
obtainable in a homogeneous mixer is pathetically bounded to a small count by
nonlinear power limits, defined by various mechanisms including Brillouin scat-
tering and material absorption [75, 76]. As an illustration, the state-of-the-art silica
HNLFs possess a Brillouin-scattering bounded NFOM of 0.5 [75], meaning the
maximum number of tone creatable is lower than 4. While the Brillouin-scattering
strength can be suppressed by various means [77–79], the level of suppression is
inadequate to enable generation beyond four tones [13, 43]. In addition to NFOM
bound, high pump power demand for secondary pump generation will lead to
initiation of multiple noise generation processes, thereby severely degrades the
fidelity of the secondary pumps and the ensuing photon mixing processes [80].
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7.4.2 Inhomogeneous Dispersion Engineering

Recognizing the limits of homogeneous mixer for cascaded parametric mixing, a
new mixer design based on stage-wise dispersion engineering was devised to
reduce the necessary pump power [11, 12]. The new mixer design, as shown in
Fig. 7.9, consists of at least two elementary blocks—a seeding and a mixing stage
[11]. Two input pump waves are launched to the first seeding stage, which com-
prises a section of nonlinear waveguide and followed by a dispersive element. In
this first seeding stage, the pump waves create new tones through FPM in the
nonlinear waveguide section. In the time domain, the nonlinear interaction of
pumps is equivalent to phase modulation due to SPM, thus resulting in frequency
chirping of the pump field. Consequently when the pump field propagates in the
dispersion section with anomalous dispersion, the frequency-chirped pump field
will experience temporal compression of its originally sinusoidal envelope to pulses
with high peak power [81]. Subsequent to the seeding stage, efficient cascaded
mixing occurs in the mixing stage composed of a nonlinear waveguide. Since
nonlinear interaction strength increases at higher peak power and spectral span [82],
the compressed pump field from the first stage experiences extensive SPM and
results in massive spectral broadening. The spectral broadening of the pump pulses
is manifested as generation of optical tones, with their frequency spacing strictly
following the input pump frequency separation.

The efficiency of cascaded mixing and fidelity of the generated tones are solely
determined by the dispersion management in each of the mixer’s constituent stages.
The following sections will define the dispersion criteria for optical mixing.

7.4.2.1 Inhomogeneous Mixer Design Considerations—Seeding Stage

The seeding stage converts relatively low intensity pump field into high peak power
pulses. Proper dispersion and nonlinearity managements are required in this stage to
preserve tone fidelity, as well as to attain the ideal temporal and spectral pulse
characteristics for mixing in subsequent stages.

In the first stage, the ideal mixer should comprise an achromatic nonlinear
section characterized by the absence of chromatic dispersion, which is followed by
a dispersive section with appropriate chromatic dispersion to convert the chirped

t t t

λ λ λ

λ

Pulse Compression Stage Mixing Stage

NLWG Disp. NLWG

Fig. 7.9 Multi-stage mixer architecture for achieving massive cascaded mixing. NLWG and Disp
denote nonlinear waveguides and dispersive element respectively
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field into transform-limited pulses. Following the derivation in [13], it is found that
the phase profile of the chirped field obtained at the output of the first nonlinear
section is largely quadratic. Consequently, a dispersive element providing appro-
priate negative second-order (anomalous) dispersion will be adequate to remove the
quadratic nature of the spectral phase profile, thereby converting the field into
transform-limited pulses. In practice, the need for anomalous dispersion can be
fulfilled by standard SMFs. However, the spectral span at high phase-modulation
depth m becomes excessively wide, so that the higher-order dispersion terms of
standard SMFs will cause considerable pulse shape deviation from its transform-
limited form [83]. Nevertheless, the dispersion provided by SMFs can adequately
satisfy the need in the seeding (pulse compression) stage, over the practical oper-
ating condition constrained by SBS [75].

7.4.2.2 Inhomogeneous Mixer Design Considerations—Mixing Stage

Subsequent wide-band generation in the second stage mandates a considerably more
stringent dispersion control in the nonlinear medium [12]. Practical mixing stage
construction deploys dispersion-flattened fibers to provide low-dispersion environ-
ment that enables wide-band mixing. Indeed, the combination of intense peak power
in the mixing stage and complex dispersion characteristics of a dispersion-flattened
waveguide guarantees rich nonlinear dynamics and tight dispersion requirements
[12]. Depicted by the nonlinear Schrodinger model shown in Fig. 7.10, a miniscule
dispersion deviation of 0.1 ps/nm/km is adequate to overturn the tone fidelity pos-
sessed by a properly dispersion managed mixer. The spectral collapse observed in an
anomalous dispersion as low as 0.1 ps/nm/km is attributed to the perturbation of

Fig. 7.10 Output spectra of the mixing stage with anomalous (top) and normal (bottom)
dispersion
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solitons by modulation instability [84, 85]. With the extreme power built-up by
soliton formation, vacuum fluctuations are vigorously amplified which consequently
leads to destruction of the soliton train [85]. In sharp contrast, a mixing stage with
strictly normal dispersion (Dpeak � 0) produces pristine tones characterized by high
carrier-to-noise ratio. Perhaps more importantly, equalized tone power distribution is
possible only in the normal dispersion regime.

The low-noise, power-equalized tone generation is attributed to the existence of
similariton-like asymptotic state for pulse propagation in medium possessing nor-
mal parabolic dispersion profile [86]. Figure 7.11 shows the evolution of the
Gaussian pulse in the presence of only 4th-order dispersion, which emulates
the nonlinear dynamics in an optimal mixing stage shown in Fig. 7.10. Following
the initial dispersion-free propagation, the Gaussian pulse gradually evolves into an
arch-shape, featured with steep edges and a near-triangular top portion. Known as
optical shock-wave formation, the steepening of edges is responsible for the rapid
spectral broadening before the normalized position 40 due to Kerr-induced fre-
quency chirping [87]. The onset of wave breaking at 50 marks the transition of
pulse propagation regime to asymptotic (steady) state, as the pulse edges start to
collapse as a result of the continued action of the shear force by the chirp and
dispersion [88]. Further propagation beyond this point merely leads to pulse con-
verging into a rectangular shape. The rectangular portion of the pulse contains a
linear frequency chirp, of which the spectral width of the pulse equate the chirp

Fig. 7.11 Nonlinear evolution of a Gaussian pulse in the time and spectral domains. The position,
time and frequency are normalized to the nonlinear coefficient γ, pulse peak power P0 and
Gaussian pulse width T0. Simulation parameters: cP0 ¼ 1m�1; zero second- and third-order
dispersion, and a fourth-order dispersion b4 ¼ bð4Þ=ðcP0T4

0 Þ ¼ 2:56� 10�6
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extent [87]. The mechanisms for low-noise and spectrally flattened generation
become apparent from this study. First, convergence to an asymptotic state implies
the propagation dynamics is immune to noise perturbations, contrary to the unstable
solitonic regime mediated by anomalous dispersion [85]. Second, the fourth-order
dispersion that produces parabolic dispersion profile forces the pulse to converge
into rectangular shape. The flat-top shape of the chirped pulse means the frequency
components of the pulse are equally distributed across its span, thus giving rise to
the equalized spectral shape.

The combination of multi-stage design and precise dispersion engineering for
low-noise mixing allowed generation of a wide-band, low-noise frequency comb
using two low-power continuous-wave pumps [11, 12]. Creation of high-OSNR
optical frequency tones further enables a plethora of applications in coherent
communications and generalized signal processing, as discussed in the next section.

7.4.3 Applications

7.4.3.1 Coherent Carrier Generation

The adoption of coherent modulation has radically changed the landscape of optical
transport. Full-field recovery of signals by interdyne/intradyne detection using
optical local oscillators alleviates the need in physical mitigation of channel
impairments comprising chromatic dispersion, polarization mode dispersion (PMD)
and nonlinear penalties [89–93]. By carrying information on both amplitude and
phase quadratures of a light-wave carrier using multi-level modulations, coherent
optical transmission allows expansion of conventional, direct-detection based sys-
tem capacity as a result of improved spectral efficiency [94]. On the other hand,
however, coherent transmission challenges conventional optical carrier generation
approaches due to strict carrier-phase and frequency stability requirements [95]. As
an illustration of the challenge, transporting a 100 Gbit/s, 16QAM channel requires
an optical carrier with a linewidth below 30 kHz to guarantee optimal link budget
[95]. Distributed feedback (DFB) diode laser that is a mainstay of conventional
direct-detection systems, however, typically possess a linewidth exceeding 200 kHz
[96]. Worse, even if one is allowed to construct a transmission system solely based
on narrow linewidth sources, the emission frequencies of these individual sources
wander in random manner and, thus, requires power-consuming frequency control
on per-channel basis.

The low-noise optical frequency comb generated by multi-stage parametric
mixer provides a practical solution in phase noise and frequency stability man-
agement for high capacity optical links [16, 17, 94]. Using a three-stage mixer, an
optical frequency comb comprising 120 tones on 100-GHz grid or 1500-tones ultra-
dense WDM comb at 12.5 spacing were generated using a total optical pump of less
than 1 W. The mixer was seeded by a single narrow-linewidth source, where its
coherence was transferred to all generated tones characterized by a maximum
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linewidth of 25 kHz. The 100-GHz comb in Fig. 7.12a shows the tones possessed
power of 5 dBm average and optical signal-to-noise ratio (OSNR) beyond 50 dB.
The low-noise comb consequently permitted transport of complex modulation at
performance near the theoretical bound (Fig. 7.12b). Low-noise parametric comb
generation further allowed coherent transport at an aggregated rate of 15.6 Tbps,
using complex modulations of up to 64QAM [94]. The absence of frequency
control for each carrier in parametric frequency comb rendered considerable
advantage in power consumption over individual emitter architecture—while the
parametric comb generator consumed a total of 40 W, an equivalent emitter bank
easily consumes ten times higher power due to active temperature control.

Fig. 7.12 a Spectra of comb spaced by 100 GHz; b sensitivity of coherent channels carried by the
comb at up to 64QAM
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7.4.3.2 High-Count Wavelength Multicasting

Due to the presence of three parametric mixing modes, a two-pump parametric
mixer is capable of delivering at least replicas of the input signal at three distinct
wavelength locations, resulting in a pair of side-bands adjacent to each pump
carrying modulations identical to that of the signal [98]. With the creation of
secondary pumps in a multi-stage mixer, the new pumps will duplicate the side-
bands of the primary pumps and thereby, creating more signal copies as the number
of pump tones grows [98]. This mixer architecture thus allows generation of
massive number of spectrally-distinct replicas which preserve both amplitude and
phase of the signal, and align to a frequency grid that is strictly defined by two
pump seeds. Such operation enables novel spectral analysis and time-frequency
domain signal processing [14, 15], alongside with the classical usages in data
stream multicasting [99]. Further description on spectral analysis and signal pro-
cessing applications will be given in the next section.

The concept of signal replication in multi-stage mixer has been demonstrated
with both amplitude and phase modulated signals [11]. Shown in Fig. 7.13, a 10-
dBm input signal to a mixer comprising two nonlinear stages produced nearly 70
copies, with positive conversion gain to a majority of the duplicates. The copies
were characterized by a nearly identical fidelity to the original signal, as depicted by
a 0.2 and 0 dB average sensitivity penalties for amplitude- and phase-modulated
inputs, respectively.

In additional to the classical, phase-insensitive mixing modality, the multi-stage
parametric mixer architecture further allows non-classical, noise-less interaction by
phase-sensitive mixing. Typical phase-insensitive optical amplification processes
cause a noise figure of at least 3 dB as a consequence of quantum noise amplifi-
cation in both in-phase and out-of-phase signal quadratures [100]. Parametric
mixers are inherently phase-sensitive devices as a consequence of phase

Fig. 7.13 Multicast conversion efficiencies in a two-stage dual-pump parametric mixer. The right
column shows the eye diagrams of the back-to-back signal and its replica on the short-wavelength
edge of the conversion spectrum
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preservation in parametric processes. When operating in phase-sensitive regime by,
for instance, injection of signal and idler at the input or allowing signal and idler
frequencies to overlap, an ideal parametric mixer produces no excess noise since
only the in-phase component of the signal receives amplification, thereby resulting
in a zero noise figure.

Multi-stage parametric mixer extends the conventional phase-sensitive amplifi-
cation concepts by generation of spectrally-distinct copies with no additional noise, in
addition to optical amplification localized to the injected input modes [48]. Using a
two-stage design with strictly normal dispersion in the mixing stage, the wavelength
multicasting mixer with near 0-dB noise figure managed to distribute signals to more
than 12 separate wavelength channels from its four-wavelength inputs [48]. Indeed,
the noise-less multicasting operation provided performance elevation over conven-
tional multicasting device comprising of power-splitting architecture. In a direct
comparison between the receiver sensitivity metrics of a phase-sensitive multicasting
mixer and power-splitting (attenuating) device, the phase-sensitive mixer improved
the overall receiver sensitivity by 11 dB, equivalent to at least three-fold increase in
copy counts in power-splitting architecture. The phase-sensitive multicasting archi-
tecture consequently provides a compelling means to extend conventional passive
optical network (PON) and generic signal processor performance, in which signal
replication plays critical roles [49].

7.4.3.3 Hybrid Time-Frequency Domain Signal Processing
and Recognition

The ability to produce massive count of signal replicas in parametric mixers permits
extensive parallelism for signal processing. This allows, for the first time, optical
signal processors matching the of high-speed (THz-wide) channel.

Two general classes of signal processors relying on parametric signal replication
have been demonstrated to date. The first kind enables real-time acquisition and
data conversion of fast analog or digital signals by parallelized sampling operations,
known as copy-and-sample-all (CASA) architecture [14]. This photonic-aided
analog-to-digital conversion (ADC) processing scheme, as shown in Fig. 7.14,
comprises two parametric mixers to perform parallel (flash) sampling. The first
mixer is driven by two pumps to multicast the input signal into a number of color-
distinct copies. The copies are subsequently sampled by the second parametric
mixer driven by a pulsed pump, in which all copies at distinct frequencies mix with
the pump pulses to create corresponding idlers. An array of electronic digitizers
receives the idlers carrying temporal snapshots of the copies at a rate equal to the
pump repetition frequency, thus producing the digital discrete-time equivalence of
the input signal. The maximum signal bandwidth is ultimately tied to the number of
copies at which the mixer chain can generate and sample. While single-stage mixers
generating ten copies have satisfactorily fulfilled the demand for 40 GHz capture
[14], reception of THz-wide signals will require a copy-count in the order of
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hundreds since commercial converter chips typically possess bandwidths of
10 GHz, thus rendering the use of multi-stage mixers mandatory.

Frequency traceability of signal replicas in parametric multicasters creates a new
signal-processing regime, in which signal manipulation occurs in the frequency
domain. This second class of signal processors, known as channelizer, granulates
signal contents into sufficiently narrow frequency bands that permit low-latency,
low-rate signal recognition in the (electronic) reception back plane [15]. The gen-
eral concept illustrated in Fig. 7.15a utilizes spectral replication function of a two-
pump mixer to create a set of signal copies falling on a known periodic frequency
grid. Frequency-domain slices are subsequently extracted out of each copy by
resonant filtering [101] or digital filter bands synthesized by coherent field capture
and digital signal processing [15]. The spectral positions of the slices relative to
their originating copies are determined jointly by the mixer pump separation and
free-spectral range of the filter. Consequently, reception of these spectrally-
constricted slices allows full reconstruction of the original signal using band-
restricted receivers. Beyond signal reception, channelizers naturally support
arbitrary channel response synthesis and, perhaps more importantly, instantaneous
spectral analysis. Conventional spectral analysis relies on frequency-scanned het-
erodyning or discrete Fourier transform (DFT), but both of these mechanisms
constrain the spectral acquisition rate due to fundamental limits in frequency source
tuning and digital computations [102]. On the other hand, single-step frequency
decomposition in a photonic channelizer is not limited by the aforementioned
barriers, thereby allowing acquisition rate reaching the fundamental uncertainty
bound [103]. Indeed, the advantages of photonic signal channelization would have
remained elusive without a scalable generation capacity for spectrally separated yet

Fig. 7.14 Architectural schematic of CASA photonic processor
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disciplined signal replicas, the ability uniquely provided by multi-stage mixers.
Validated in [15], a multi-stage mixer capable of creating 18 copies enabled spectral
analysis across 100 GHz in microsecond refresh rates. The high-speed, high
spectral resolution acquisition had made capture of fast but rare events possible
(Fig. 7.15b, c).

7.5 Conclusions

This chapter reviewed the physics, design practice and applications of wide-band
signal processors realized dispersion-engineered parametric mixers. While the
ubiquity of third-order nonlinear response implies that parametric mixing is feasible
in a plethora of nonlinear optical platforms, tight dispersion specifications driven by
phase-matching conditions renders many of those unsuitable for signal processing
purposes when efficiency and noise performance metrics are considered. Recog-
nizing the fundamental challenges in attaining the dispersion requirements for
synthesizing low-noise and efficient photon mixers, two classes of dispersion
engineering schemes were reviewed.

Based on waveguide cross-section geometry control, the first class of dispersion
engineering techniques mitigates the dispersion fluctuations that impacts phase-
matching stability over an extended nonlinear interaction length. Chromatic disper-
sions of waveguides are inevitably subject to perturbation due to geometry variation
in atomic scales introduced during the fabrication processes. Instead of demanding
unphysical fabrication accuracy, the miniscule dispersion fluctuations can be mea-
sured with meter-level position resolution, thereby enabling post-fabrication reversal.
Alongside with post-fabrication corrections, dispersion stability can be guaranteed by

Fig. 7.15 a Photonic signal channelizer principle; spectrum and spectrogram of a 100-GHz-wide
signal captured by a photonic channelizer are shown in (b) and (c) respectively
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design. New waveguide design methodologies have now reduced dispersion fluc-
tuations level due to size variation by hundred fold, thus allowing nearly perfect
phase-matched parametric amplification and wavelength conversion over 900 nm for
the first time.

Besides homogeneous dispersion control, multi-section dispersion and nonlin-
earity engineering provides a new two-pump parametric mixing regime in which
massive frequency tone generation is allowed. While homogeneous mixer prohibits
extensive pump-pump mixing due to the power demanded for this interaction type,
a tailored cascade of nonlinear and dispersive lines can scale the mixing efficiency
by orders of magnitude due to temporal compression of pump fields. The conse-
quent massive generation of secondary pumps enabled a plethora of signal pro-
cessing applications, comprising of coherent transport, high-count spectral
replication, ultra-fast signal reception and instantaneous spectral analysis.

In summary, dispersion engineering techniques have redefined the conventional
notions of inefficiency and functional deficiency commonly associated with para-
metric mixer technology, providing the viable path for bridging high-speed pho-
tonic signals with complex electronic processing. Further advances in dispersion
engineering, perhaps extension to material platforms other than silica, are expected
and will ultimately allow direct photon access in arbitrary spectral regions and
seamless interface with large-scale electronic backplane.
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Chapter 8
All-Optical Pulse Shaping for Highest
Spectral Efficiency

Juerg Leuthold and Camille-Sophie Brès

Abstract Pulse shaping gives communications engineers another degree of freedom
in designing a link. It holds promise to allow extending transmission reach, achieve
optical multiplexing at highest spectral efficiency or to limit nonlinear distortions. A
variety of pulse shapes—rectangular, sinc, raised cosine to cite just a few—have been
investigated but the important question is how optical transmitters can generate such
pulses at the necessary speed. Should the transmitter be realized in the digital domain,
the all-optical domain or can it be implemented as a hybrid? In this chapter, the
fundamentals for pulse shaping in transmitters and receivers are reviewed. A par-
ticular emphasis is on orthogonal frequency division multiplexing (OFDM) where
the system’s data are encoded onto subcarriers with a rectangularly shaped impulse
response, and Nyquist pulse shaping where the symbols are carried by Nyquist
pulses. Electronic, digital and optical processors are described and recent experi-
mental demonstrations are reported.

8.1 Introduction

Pulse shaping has been used for many years in optical communications. However,
pulse shaping is an effort and therefore it was only used for medium and long-haul
transmission systems. In practice, conventional pulse shaping would be performed
this way: One would encode information in the form of an on-off keying signal onto
a cw laser. This way a non-return-to-zero (NRZ) encoded signal would be formed.
NRZ signals were good enough to transmit 10 Gbit/s signals over hundreds of
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kilometers. If longer reach was needed, one would carve the pulse by means of a
Mach-Zehnder modulator onto the NRZ signal. For long reach communications one
would typically use a 33 % return-to-zero pulse shape. In some instance, when
nonlinearities would be an issue one could as well opt for a 66 % carrier-suppressed
return to zero pulse shape.

More recently pulse shaping is not only used to extend the reach but rather as a
means to achieve optical multiplexing at highest spectral efficiency. Two most
prominent examples are OFDM [1–10] andNyquist [11–13] multiplexed signals. And
indeed, a recent transmission experiment shows that signal encoding with 18 bit/s/Hz
and beyond is feasible [14]. Prerequisites for such multiplexing schemes are advanced
optical transmitters that encode the information as complex-valued, specially shaped
pulse envelopes onto optical carriers. The shapes are selected such that signals are
orthogonal in time and frequency. This allows for demultiplexing of appropriately
generated signals even if they overlap in time and/or in the frequency domain.

A variety of pulse shapes have been investigated: Rectangularly-shaped, sinc-
shaped and raised-cosine shaped pulses are just a few. The important question now
is how optical transmitters can generate such pulses at the necessary speed.

Pulse shaping is most easily performed by digital signal processing. Shaping
signals with digital signal processing (DSP) has become possible due to the
availability of massive parallel high-speed electronics. We now cannot only encode
any complex value onto an optical carrier, but we even have sufficient processing
bandwidth to shape it real-time within the time slot of a symbol with sufficient
precision. And indeed, the trend is towards software defined optical transmitters that
can adapt modulation formats, pulse shapes and symbol rates at the push of a button
[15]. However, electronic pulse shaping costs DSP signal processing resources and
comes at the price of a higher power consumption. Moreover, electronic pulse
shaping will always be limited to electronic signal processing speed. Conversely,
all-optical techniques can be extremely energy efficient and there is hardly any
speed limitation. Also, with all-optical techniques quantization and clipping of
pulses with high peak-power can be avoided. Generally, it is believed that “all-
DSP” pulse shaping approaches are most reasonable when lower-speed tributaries
are combined into a super-channel at a moderate aggregate data rate. In turn, all-
optical approaches are attractive when combining higher-bit-rate channels into
multiple, spectrally efficient Tbit/s superchannels. In practice, hybrid implementa-
tions, where transceivers are neither “all-DSP” nor “all-optical” might make most
sense for encoding superchannels.

8.2 Fundamentals

Transmitters (Tx) and receivers (Rx) employing pulse shaping techniques are
somewhat different from more conventional transceivers. In the following section
we follow and to some extend summarize a discussion recently published in [16],
where one may also find a more extensive review.

218 J. Leuthold and C.-S. Brès



Two implementations of a Tx/Rx pair using pulse shaping are depicted in Fig. 8.1.
In Fig. 8.1a pulse shaping is performed in the optical domain. Here the complex
information in the form of complex symbols are first converted from the electronic to
the optical domain (E/O-box) by IQ-mixers (�, in optical communications also
known as “optical IQ-modulators”). A particular pulse shape hs(t) is then carved onto
the optical signal. Finally, several tributaries may be wavelength multiplexed. The
optical transmitter scheme of Fig. 8.1a is best suited to generate Tbit/s superchannels
[8]. In Fig. 8.1b pulse shaping is implemented in the digital domain. In the digital
domain, pulse shaping, signal encoding and multiplexing are performed by a pro-
cessor. The whole electrical signal with all the subcarriers is then encoded by means
of an IQ-Modulator (E/O) onto a single laser. Such digital signal processing power
has only recently become available and in fact it is only recently, that 100 Gbit/s
OFDM [17] and Nyquist multiplexing [13] has been demonstrated. A key argument
for using pulse shaping is the possibility to increase the spectral efficiency dramat-
ically. If the pulse shape in the transmitter and receiver are properly chosen record
spectral efficiencies of as much 18 bit/s/Hz with a net spectral efficiency of 15 bit/s/
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Fig. 8.1 Optical and electrical transmitter-receiver concepts for multiplexing at highest spectral
efficiencies. In a the symbols are first converted into the optical domain by IQ-modulators and then
optically multiplexed. In b the signals are modulated on different radio frequency carriers and
multiplexed electronically before being encoded onto an optical carrier (figure modified from [16])
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Hz [14] have already been demonstrated. Such world records are only possible by
clever pulse shaping that allow multiplexing of subcarrier data without guard bands.

We now more closely review the pulse-shaping functions implemented in the
transmitter (Tx) and receiver (Rx). Pulse-shaping in the transmitter and filtering in
the receiver are interrelated. When the impulse response of the signal in the
transmitter is hs(t) then the received signal needs to be convolved with a filter
response function hr(t), where hs(t) and hr(t) need to be orthogonal, i.e. they need to
obey the orthogonality condition [16]

Ts

Zþ1

�1
hsðt � tmÞhrðtm0 � tÞ dt ¼ dmm; ð8:1Þ

where tm ¼ mTs with integers m;m0 and Ts the symbol duration.
Important functions that meet an orthonormality relations are e.g.

1
T

Zþ1

�1
rect

t
T
� m

� �
rect

t
T
� m0

� �
dt ¼ dmm0

1
T

Zþ1

�1
sinc

t
T
� m

� �
sinc

t
T
� m0

� �
dt ¼ dmm0

1
T

ZToþT=2

To�T=2

exp þj2pm
t
T

� �
exp �j2pm0 t

T

� �
dt ¼ dmm0

1
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ZFoþF

Fo�F

cos
p
2
f
F

� �
exp þj2pm

f
F

� �
cos

p
2
f
F

� �
exp �j2pm0 f

F

� �
df ¼ dmm0

ð8:2Þ

In (8.2) the functions rect t=Tð Þ and sinc t=Tð Þ are defined as follows

rect
t
T

� �
¼ 1 for tj j\T=2

0 else

�
ð8:3Þ

sinc
t
T

� �
¼ 1 for t ¼ 0

sin pt=Tð Þ
pt=T else :

�
ð8:4Þ

Similar to sinc-pulses, raised cosine pulses share the property that impulse
maxima and zeros of neighbouring pulses can be made to coincide, but such pulses
are not necessarily orthogonal in the sense of (8.2) and as such do not allow ISI-free
detection with spectral efficiencies at the Nyquist limit.
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We now take a more mathematical approach to the implementation of a pulse-
shaping transmitter and receiver pair, see Fig. 8.2. In Fig. 8.2 the coefficients c^iv

represent the complex baseband data signal in branch v at time t ¼ iT. A complex
mixer (in-phase/quadrature mixer, or a so-called IQ mixer) converts the baseband
signal to the frequency fv of a complex subcarrier represented by the analytic signal
exp (j2π fv t),

fv ¼ vFs þ fc; v ¼ 0; 1; . . .; N � 1; Fs ¼ 1=Ts; channel frequency fc�
ð8:5Þ

As a result, a signal at a subcarrier frequency fv is generated. It enters the node
“Sum” in Fig. 8.2 where the subcarrier signals from all branches are summed
(or multiplexed) to form the signal si(t).

si tð Þ ¼
XN�1

v¼0

c^ivTshsv t � iTð Þ exp j2pfvtð Þ� ð8:6Þ

Finally, the infinitely many consecutive time frames i constitute the signal s
(t) that is sent across the channel

s tð Þ ¼
Xþ1

i¼�1
si tð Þ� ð8:7Þ

Rx

S
pl

it

⊗

S
am

pl
in

g

S
ha

pi
ng

   
 

Tx

S
ha

pi
ng

   
 

S
um

Channel

⊗
* *

Fig. 8.2 Generic transmission system with transmitter (Tx), channel, and receiver (Rx). A Tx with
N branches v is shown. Each branch is fed by a time series of complex data coefficient c^iv at time
intervals iT. They are convoluted by impulse-forming filter with impulse response hsv(t) and up
converted to the sub-channel frequency fv by a complex (in-phase/quadrature, IQ) mixer with a
local oscillator (LO). The summing node

P
v adds the up-converted signals sivðtÞ in time frame

i for all branches v. The resulting total signal s(t) consists of concatenated time frames and enters
the linear channel. On the right side we have a Rx with N branches v0. The total received signal r
(t) that leaves the channel enters a splitting node sv and is distributed with equal amplitudes to the
receiver branches v0. The received signal ri0v0 ðtÞ in time frame i0 and branch v0 is frequency down-
converted with an IQ mixer and a LO expð�j2pfv0 ðtÞÞ. After a receiver filter with impulse response

hrv0 ðtÞ, a sampler extracts at time t ¼ i0T þ tgv0 the complex data coefficient c^
0
i0v0 (figure modified

from [16])
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The effect of the channel can be taken into account by delaying the signal’s
impulse response hsv(t) by the group delay tgv, and by adapting a retardation onto the
carrier phase. Of course, the signal will also be distorted by dispersion, which can be
undone in the receiver. The channel will further introduce some nonlinear distortions.
Some of which can be undone by clever DSP algorithms. Other nonlinear distortions
need to be minimized by e.g. reducing the launch power of the signal. To keep things
simple we only introduce the group delay tgv onto the received signal and indicate
potential distortions due to transmission by modifying the signal impulse response
hsv(t) into a modified response h0sv tð Þ. The received signal r(t) then reads

r tð Þ ¼
Xþ1

i¼�1
ri tð Þ; ri tð Þ ¼ Ts

XN�1

v¼0

c^ivh
0
sv t � iT þ tgv

� �� �
exp j 2pfvt � uvð Þ½ �: ð8:8Þ

The ultimate goal of a receiver is the extraction of the data coefficients c^iv. A schematic
of a generic receiver that performs this operation is shown at the right-hand side of
Fig. 8.2. Again, only one out of N branches v0 is depicted. First, the received signal
r(t) is split in a splitting node “Split” with equal magnitudes and phases to N receiver
branches v0. In a second step the received signal ri0 ðtÞ is then down converted in
branch v0 for each time frame i0 with a complex mixer and a LO exp �j2pfv0 tð Þ. In a
third step, the down-converted signal needs to be convolved with the receiver’s
impulse response hrv0 ðtÞ. If sampling is performed at times t ¼ i0T þ tgv0 then one can

extract the coefficient c^
0
i0v0 . The total operation can be expressed by

c^0
i0v0 ¼

Xþ1

i¼�1

Zþ1

�1
ri0 ðt0Þexpð�j2pfv0 t0Þhrv0 ðt � t0Þdt0 with t ¼ i0T þ tgv0 � ð8:9Þ

To find the proper sampling time t ¼ i0T þ tgv0 and frequency fv0 a timing, fre-
quency and phase estimation unit is needed, which is not shown in the simplified
receiver depicted in Fig. 8.2.

Inserting (8.8) into (8.9) gives

c^0
i0v0 ¼

Xþ1

i¼�1

Zþ1

�1

XN�1

v¼0

c^ivTshsv t0 � i0T þ tgv
� �� �

exp j2pfvt0ð Þ
" #

exp �2pfv0 t0ð Þhrv0 ðt � t0Þdt0

¼
Xþ1

i¼�1

XN�1

v¼0

c^ivTs

Zþ1

�1
hsv t0 � i0T þ tgv

� �� �
hrv0 t � t0ð Þ	 


exp j2p fv � f v0½ �t0ð Þdt0

ð8:10Þ

In the ideal case where the frequency of the local oscillator in the receiver fv0 ¼ fv
one can see from (8.10) that the exponential term reduces to a “1”. Further, if the
pulse shape in the transmitter hsv and the filter response hrv0 in the receiver are
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orthogonal and the sampling time in the receiver is chosen as t ¼ i0T þ tgv0 , then
(8.10) reduces to

c^0
i0v0 ¼ c^ivdi0idv0v� ð8:11Þ

However, if frequencies or pulse shapes are not properly chosen there might be
interference. Equation (8.10) allows for interferences from sub-channels v 6¼ v0 or
inter channel interference (ICI) from channels other than the present receiving
branch v0. Distortions might also come in through neighboring data inside the same
sub-channel v0 but belonging to different time slots i 6¼ i0, i.e. inter-symbol inter-
ference (ISI).

8.3 Orthogonal Frequency Division Multiplexing (OFDM)

8.3.1 OFDM Tx and Rx Implementations

8.3.1.1 Pulse-Shaping Implementation

In orthogonal frequency division multiplexed (OFDM) systems data is encoded
onto subcarriers with a rectangularly shaped impulse response. The minimum pulse
duration is Ts, with Ts the symbol duration. In OFDM the pulse maintains its
constant value for the whole duration of the symbol time. The symbol period T, i.e.
the time it takes for the next symbol to start, however might be longer than the
symbol duration Ts, i.e. T > Ts. The symbol period defines the clock rate fT ¼
1=T �Fs at which the symbols are sent. In practical implementations the pulse at
best maintains its value not only for Ts but the whole period T. The extension of the
pulse shape beyond Ts is known as the cyclic extension. However, this extension
not necessarily needs to be used as a cyclic extension. As a matter of fact the pulse
shape may take on any value in the interval beyond Ts. In many cases this extension
is simply needed because it takes some time for a practical modulator to produce a
rectangularly shaped symbol with a certain value.

In frequency domain the rectangularly shaped time domain subcarriers of the
OFDM signal have sinc-shaped spectra and the sub-carriers are spaced at the
inverse of the symbol duration Ts.

Mathematically, we can describe an OFDM impulse response by

hsv tð Þ ¼
1=Ts for 0\t\Ts
unspecified for Ts\T

0 else:

8><
>:

ð8:12Þ

The receiver’s filter impulse response needs to meet the orthogonality condition
(8.1) in order to guarantee interference-free reception with highest spectral
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efficiency. For this the filter needs to be chosen such that it is non-zero only in a
region 0 < t < Ts, see equation.

hrv tð Þ ¼ 1
Ts

rect
t
Ts

� 1
2

� �
¼ 1=Ts for 0\ t\ Ts

0 else

(
: ð8:13Þ

To encode an OFDM signal we now only need to follow the recipe from (8.6).
We first shape the pulse with the rectangularly shaped pulse from (8.12). To keep
things simple we disregard any cyclic redundancy and potential guard bands. We
then mix it with the subcarrier frequencies fv and sum all subcarriers. Finally, the
signal is mapped onto an optical carrier at frequency fc by means of a complex
mixer, i.e. an IQ-modulator. This leads us to the following expression for an OFDM
signal

si tð Þ ¼ exp j2pfctð Þ
XN�1

v¼0

c^iv rect
t � iTs
Ts

� �
exp j2pfvtð Þ� ð8:14Þ

We then notice, that the N subcarriers of an OFDM signal are equipspaced by Fs

and fv ¼ vFs + fc

si tð Þ ¼ exp j2pfctð Þ � rect t � iTs
Ts

� �XN�1

v¼0

c^iv exp j2pvFstð Þ: ð8:15Þ

In literature, the rect expression is often dropped as people usually assume that
the coefficients c^iv are only defined for the duration of a symbol (Fig. 8.3).

The shape and spectrum of an OFDM signal with three subcarriers is visualized
in Fig. 8.3.

Next we built a pulse-shaping OFDM receiver. It is a hypothetical receiver as
this type of a receiver is not really implemented in practical systems. Still—it is

(a) (b)

Fig. 8.3 OFDM pulses in a time domain, siv tð Þ and b frequency domain ŝivðf Þ. The green box
marks the finite symbol time. a The left graph shows the real parts of three rectangularly shaped
subcarriers oscillating at a different carrier frequency each. The sum over all three carriers would
represent one time-domain OFDM symbol of duration Ts. b The right graph shows the
corresponding spectrum ŝ0vðf Þ of three subcarriers with a spectral separation of fvþ1 � fvj j ¼ Fs ¼
1=Ts (figure derived from [16])
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quite educational to discuss it. Now, in this hypothetical receiver, the signal would
first be down converted by the local oscillator frequency fc by means of an optical
hybrid from the optical to the electrical domain. Subsequently, the electrical signal
would be split onto N copies. Each of which would then be mixed by the subcarrier
frequency and integration over a symbol duration would be performed. The
mathematical process according to (8.9) leads to

c^0
i0v0 ¼ exp �j2pfc i0Ts þ tgv0

� �� � Xþ1

i¼�1

Zi0þ1ð ÞTsþtgv0

i0Tsþtgv0

ri0 ðt0Þ exp �j2pfv0 t0ð Þdt0� ð8:16Þ

A graphical sketch of the OFDM transmitter and receiver is shown in Fig. 8.4.
The OFDM transmitter and receiver of Fig. 8.4 are electrical OFDM imple-

mentations since all the relevant processing is done in the electrical domain—
except for the E/O and O/E up- and down conversion. The scheme represents a
more in-detail description of the concept mentioned by Fig. 8.1b. However, it
should be emphasized, that the electrical up- and down mixers could be replaced by
E/O and O/E converters, i.e. the electrical mixers could be replaced by lasers and
IQ-modulators. This would then lead to an optical implementation as Fig. 8.1a. We
cannot discuss any possible transceiver implementation here. However, we will see
such an implementation further below when we discuss our example.

(b) Pulse-Shaping Rx

delay by

Split Sample

(a) Pulse-Shaping Tx

SumSample Shaping

Shaping

E/O

O/E

Mix

Mix

Fig. 8.4 Possible implementation a OFDM transmitter and b receiver by means of the pulse-
shaping technique
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8.3.1.2 Discrete Fourier Transform Implementation

We now take a closer look at the OFDM signal in (8.15). We notice that in practice
one usually works with digital signals and thus generates and detects signals by
time-discrete sampling at times tn ¼ iTs + nTs/N with n ¼ 0; 1; 2; . . .N � 1.
Replacing t by tn in (8.15) leads to

si tnð Þ ¼ exp j2pfctð Þ � rect tn � iTs
Ts=N

� �XN�1

v¼0

c^iv exp j2pvFs
nTs
N

� �

¼ exp j2pfctð Þ � rect tn � iTs
Ts=N

� �XN�1

v¼0

c^iv exp j2p
vn
N

� �

¼ exp j2pfctð Þ � rect tn � iTs
Ts=N

� �
cin:

ð8:17Þ

The last term thus happens to be the expression for the Inverse Discrete Fourier
Transform (IDFT) and the coefficients cin are thus the discrete time samples of the
Fourier coefficients c^iv. Thus, an alternative way to encode the OFDM signal is by
applying the IDFT onto the coefficients c^iv and to directly encode the signal si(tn) in
time domain onto an optical carrier with frequency fc.

An implementation of an IDFT transmitter is depicted in Fig. 8.5a. The coeffi-
cients c^iv are first gated to a duration Ts/N before being fed into the IDFT processor.
The IDFT processer then performs the inverse DFT operation on the coefficients c^iv

cin ¼
XN�1

v¼0

c^iv exp j2p
vn
N

� �
� ð8:18Þ

Subsequently, the time samples cin of duration Ts/N are concatenated (a parallel-
to-serial conversion is performed) in order to produce an OFDM symbol of duration
Ts. Eventually, the signal is E/O converted by means of an IQ-modulator, see
Fig. 8.5a.

At the receiver, the inverse process is performed. The incoming OFDM data
stream r(t) is split onto N signals that are delayed such that N OFDM time samples
cin within a symbol Ts are simultaneously fed into the DFT processor (fed in parallel
into the DFT processor). The DFT processor generates the Fourier coefficients c^iv.
The Fourier coefficients c^iv are yielded only for the short duration of Ts/N, i.e. the
short time during which all N time samples have been fed in parallel into the
processor. We thus perform a gating operation at the output in order to suppress
output signals from the DFT processor that are based on wrong input signals.
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8.3.2 Optical Fourier Transform Processors and Optical
OFDM

We just have seen that Discrete Fourier Transform (DFT) processors are important
building blocks. The generation and reception of OFDM is just one possible
application. DFT processors also play an important role in many applications where
spectral components of a signal are needed. Meanwhile there exist efficient elec-
tronic DFT processors that allow operation up to highest speed. And while there is
an impressive progress to the extent that 100 Gbit/s real-time processing has
become possible [18] the speed is ultimately limited by electronics. Fortunately,
unprecedented DFT processing speed can be obtained by optical means. We will
now discuss such optical realizations of the DFT operation.

8.3.2.1 FFT with Butterfly Topology and Optical OFDM

A fast Fourier Transform (FFT) processor yields the same input-output operation as
a DFT processor. Yet, a FFT processor performs the DFT with less complexity and

(b) DFT Rx

identical LO

delay by

DFT
. . .

ν

S/P Sample

Sample at

(a) DFT Tx

Identical LO

IDFT

. . .

ν

P/S

Delay by

Sample Gating

Gating

E/O

E/O

Fig. 8.5 Implementation of an a OFDM transmitter and b receiver based on the IDFT and DFT
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thus fewer elements. Since the number of elements should be minimized in an
optical implementation it makes sense to implement an FFT rather than a DFT.

More precisely, if the expression for a DFT of order N is given by

c^iv ¼
XN�1

n¼0

cin exp �j2p
vn
N

� �
; ð8:19Þ

where N ¼ 2p with an integer p then the equivalent expression can be decimated
into two interleaved DFTs of order N/2, where

c^iv ¼
Ev þ exp �j2p v

N

� �
Ov if v\N=2

Ev�N=2 � exp �j2p v�N=2
N

� �
Ov�N=2 if v�N=2;

(
ð8:20Þ

where the quantities Ev and Ov are the even and odd DFT of size N/2 for even and
odd inputs ci,2n and ci,2n+1 (n ¼ (0, 1, 2, …, N/2 − 1)), respectively. The FFT of
(8.20) is then performed recursively to the end.

In Fig. 8.6 we have depicted the configuration for an optical OFDM receiver
with a built in optical 4 × 4 FFT processor. The overall OFDM implementation
closely follows the scheme outlined in Fig. 8.5b. The OFDM symbols ri are first fed
into a serial-to-parallel converter. This can be obtained by splitting the signal into
four copies and delaying each of the copies by Ts/4 with respect to the previous
copy. This way the symbol is split in this example into four time samples. The
signals cin (still encoded on an optical carrier) are then launched into said optical
FFT processor. The FFT depicted here is a direct implementation of the mathe-
matical FFT expression (8.20). The optical FFT scheme shown here was first
suggested by Marhic as early as 1987 [19]. A first realization of a 2 × 2 FFT was
presented by Sanjoh et al. in 2002 [20] and a most impressive OFDM implemen-
tation with an 8 × 8 FFT was demonstrated in 2010 by Takiguchi et al. [21]. In the
optical implementation shown here, the down conversion into the electronic domain
(O/E conversion) by means of a coherent receiver is only performed at the end. This

Gate

Gate

Gate

Gate- /2
0

00

0

0

00

S/P FFT Gating O/E

Fig. 8.6 Plot of an optical OFDM processor with an optical 4 × 4 FFT. The N ¼ 4 butterfly-type
FFT processor comprises of a serial-to-parallel converting delay stage, a FFT stage and a gating
stage. The unit processes signals with a symbol duration Ts. Rectangular sharp-edged boxes stand
for optical couplers with an (unphysical) amplitude split ratio of 1. Loops symbolize time delays by
fractions of the symbol duration Ts. Rounded boxes with numbers mark the respective phase shifts
u according to (8.18). See [10, 16]
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is in contrast to an electrical FFT where the O/E conversion would be performed in
a first stage.

With an FFT algorithm the DFT complexity of order CDFT ¼ N2 can typically be
reduced to a complexity of order CFFT ¼ N log2 N. Despite of this simplification the
direct FFT implementation still scales very badly with the order of the FFT. An
integrated version of order 8 is already quite a task and requires multiple couplers
and precisely tuned phase-shifter elements [21].

8.3.2.2 FFT with Cascaded Delay Interferometers and Optical OFDM

In 2010 Hillerkuss et al. demonstrated that the optical FFT could be performed with
a much simpler delay interferometer cascade [10]. Here we follow the line of
arguments in said paper where it is demonstrated how the cascaded delay inter-
ferometer approach can be obtained by applying some simple transformations on
the aforementioned optical FTT. In 2011, a record 26 Tbit/s OFDM signal was
encoded onto a single laser and the cascaded delay interferometer FFT approach
was used to demultiplex a total of 325 subcarriers [9].

The cascaded delay interferometer FFT in [10] is based on clever rearrangements
of both the S/P and FFT elements. To derive the new configuration we follow the
drawings in Fig. 8.7. In a first step we rearrange the delays in the S/P conversion
stage as indicated in Fig. 8.7a and re-label the outputs accordingly. Please note that
we started with the very same configuration as in Fig. 8.6. After this rearrangement,
we end up with an optical FFT consisting of two parallel delay interferometers (DI)
with the same free spectral range (FSR) but different absolute delays, see Fig. 8.7b.
By moving the common delay Ts/4 in both arms of the lower DI to its outputs, one
obtains two identical DIs that are fed with the same input signal, Fig. 8.7c. This
redundancy can be eliminated by replacing the two DI with a single DI, and by
splitting its output, Fig. 8.7d. These simplification rules (a mathematical proof is
available [10]) can be iterated for FFTs of any size.

The new optical FFT processor consists of N � 1 cascaded DI with a complexity
of only CFFT�DI ¼ 2ðN � 1Þ couplers and N � 1 phase shifters. Thus, we not only
got rid of the S/P converter by integrating it into the FFT but also have now an
optical FFT that scales linearly with the order. The new FFT always requires less
complexity than the previous FFT—except for N ¼ 2, where the complexity is
identical, since the two schemes by chance lead to an identical configuration.

Once the concept has been understood, one may go back to literature and will
find, that cascaded delay-interferometers have already been studied by Li in 1998
for narrow spectral slicing. No gating elements were present for these so-called
Fourier filters though as these elements were mostly considered for narrow spaced
filtering. The gates, however are important for digital signal processing because
outside of the window one will not detect the proper coefficients. These filters were
also put in a wider context in connection with the wavelet transform by Cincotti
[22, 23] in 2002 and 2004 who also integrated the serial-to-parallel converter into a
network.
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8.3.2.3 FFT Approximated by DI and Conventional Filters

The optical FFT schemes discussed above are perfect optical analog implementa-
tions of the FFT operation. However, in many instances an approximation would be
sufficient. The cascaded delay interferometer FFT as derived by Hillerkuss [10] will
lead us to approximations of the FFTs. We again follow [10, 16] to derive said FFT
approximations.

An approximation to an FFT is a filter that as closely as possible approximates the
ideal frequency response of the FFT. To find an approximation to the FFT it is useful
to study effects of the delay interferometers (DI) in the FFT DI cascade. We consider
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Fig. 8.7 Simplification of optical FFT by rearranging and combining the S/P and all-optical FFT
elements illustrated on a four-point FFT circuit. a Traditional FFT implementation with separate S/
P conversion stage as discussed in Fig. 8.6. The arrows in red indicate as of how the coupler
elements can be rearranged without an effect on the output signals. b New combined S/P and FFT
structure consisting of two delay interferometers (DI) with the same differential delay. The red
arrow indicates that the additional Ts/4 delay can be moved out of the second DI. c The structure
comprises of two identical DI which can be replaced by a single DI followed by signal splitters.
d Resulting low-complexity scheme with combined S/P Conversion and FFT. In this picture,
rectangular sharp-edged boxes stand for optical directional couplers with an (unphysical)
amplitude split ratio of 1. We follow the convention that the field in the upper output arm

Pð Þ
results from summing the complex amplitudes of the two coupler inputs, while the field in lower
output arm Dð Þ stands for the difference (scheme modified from [10, 16])
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the FFT of order N ¼ 8 in Fig. 8.8a. The frequency response of the 0th and 4th FFT
coefficients are plotted in Fig. 8.8b. From the figure one can see the effect of the
response of the first DI stage (plotted in red), the second DI stage (plotted in blue) and
the third DI stage (plotted in black) and the overall response of all DI providing the
elements c^i0 and c

^

i4. If we consider e.g. the response for the element c^i4, it can be seen
that the largest effect on the response is from the first DI stage. The subsequent 2nd
stage still changes the overall response but it mainly serves as filter to suppress the
elements 2 and 6. Similarly the 3rd stage is needed to suppress the 0th element. One
could thus conclude that any filter combination that provides a sufficiently good
approximation to a DI stage might serve as a good approximation to the FFT.

By the arguments of the discussion with Fig. 8.8 it follows that in most cases a
good approximation to an FFT of any order may be found by a simple single-stage
DI together with a bandpass filter and a subsequent sampling gate [10]. In the spirit
of the arguments given above and derived in [10] one can search for other filter
schemes with similar frequency responses. One will then find that e.g. ring filters
[24] might provide a sufficient approximation as well.
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Fig. 8.8 a Cascaded delay interferometer (DI) FFT of order N ¼ 8. b Frequency response of FFT.
The frequency response of the first DI is plotted in red, the response of the second DI stage is
plotted in blue and the response of the third stage is plotted in black. The overall response of the
output with response c^i0 and c^i4 is plotted in green. It can be seen that the first DI stage has the
largest impact on the overall response, see [10]
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The effect on the eye diagram and the signal quality as a function of the number
of DI stages is shown in Fig. 8.9. Calculations have been performed for a 20 GBd
OFDM signal with 8 subcarriers equispaced by 25 GHz.

In Fig. 8.9a we show the eye diagram and signal quality as a Q2-factor in dB.
One can see that the DI stage FFT provides an almost ideal eye diagram with close
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Fig. 8.9 Three different implementations to an 8 point FFT. a 8 point FFT with 3 delay
interferometers (DI) providing an ideal FFT operation providing a wide and open eye diagram and
a close to perfect signal quality. b Approximation to the FFT with a single stage DI and a
subsequent Gaussian filter to approximate stage 2 and 3 of the DIs. The eye is still open and the
signal quality is still close to 20 dB if the Gaussian bandpass filter is chosen with a proper
bandwidth. c The DI stages are replaced by a single Gaussian bandpass filter. The frequency
response is quite degraded—even if an optimum optical filter bandwidth is chosen. (Experiment
performed for a 20 GBd NRZ signal with a 25 GHz subcarrier spacing). The figure has been
modified from [10, 16]
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to perfect signal quality. When the stages 2 and 3 of the DIs are replaced by a
Gaussian filter, the eye degrades and the signal quality drops, see Fig. 8.9b. Yet the
quality is still sufficient, particularly, if the optical filter bandwidth of the Gaussian
filter is properly chosen (around 50 and 75 GHz). If the DI stages are replaced by a
Gaussian filter the FFT still provides an eye diagram. However, the eye is degraded
and the signal quality is rather low—even at the optimum filter bandwidth around
25 GHz, see Fig. 8.9c.

8.3.2.4 Free Space Fourier Transform

A lens is a Fourier transform element on its own. For a lens to work as a Fourier
element the temporal samples of the input signal need to be serial-to- parallel (S/P)
converted and mapped onto an object plane x. The lens then maps the object into
the image plane, which represents a Fourier image of the object.

In Fig. 8.10 we have depicted the situation. The input time samples cin need to be
mapped (S/P converted) onto the positions xn in the focal plane at z ¼ 0 of the input
object. The lens with focal length l then maps the input points onto an image plane
at z ¼ 2l. Each image point in the image plane is the product of a coherent
superposition of all input image samples. The superposition of the discrete input
images happens to be the DFT as discussed above. A thorough mathematical
analysis has been given in [16]. Figure 8.10 has been repeated here for the sake of a
complete discussion of the topic.

. . .
. . .

. . .. . .

Superposition of all
                     in       
gives

Fig. 8.10 Fourier transform lens with a focal length l mapping the input samples cin at positions xn
of the input image at z ¼ 0 onto output images at z ¼ 2l, where each image happens to be the
superposition of the input images with the phase weights of the DFT. The lens therefore acts as a
Fourier lens as long as the paraxial approximation holds. The figure has been modified from [16]
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8.3.2.5 The Arrayed Waveguide Grating Router DFT

The function of a lens can be mimicked in integrated optics by means of an arrayed
waveguide grating router (AWGR) [25]. A discussion of the AWGR as a Fourier
lens for a discrete set of input samples has been given by Lowery [26].

In Fig. 8.11, the AWGR input slab coupler illuminates all grating waveguides with
equal amplitude and phase. The increasing lengths of grating waveguides provide time
delays incremented by Ts/N for providing a S/P conversion. This provides the N time
samples c^in to specific locations of the second slab couplers. The slab coupler is then
designed such that it acts as a Fourier lens mapping and superposing the N input
samples c^in onto the output plane of the slab coupler. If the locations are properly
chosen, the input samples will have equal weight with the phase coefficients of the
DFT. Consequently, one can extract the DFT coefficients at the output of the AWGR.

Experimental demonstrations based on the AWGR concept have been given by
various groups, so for instance by Lee et al. [27], Lowery et al. [28] and others. A
challenge of the AWGR concept is that all the N � 1 phase shifters have to be
accurately adjusted relative to each other.

8.3.3 OFDM Tx and Rx—Experimental Implementations

In the previous sections we have studied the various possibilities to generate and
receive OFDM signals. OFDM signals can be generated and detected by either
using pulse-shaping techniques or by applying DFT techniques. Likewise we can
either encode or decode OFDM in the electronic domain or the optical domain.

Input Slab Coupler
with Equal Phase Shifts Output Fourier Lens

Outputs

Time Delays

Input

GatingS/P DFT

Fig. 8.11 DFT based on an arrayed waveguide grating router (AWGR). The input slab coupler
with the arrayed waveguides acts as a S/P converter. The subsequent slab coupler at the output acts
as a Fourier lens that superposes the input coefficients according to the DFT expression (figure
from [16])
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8.3.3.1 Electronic OFDM Implementations

Electronic OFDM transmitters are preferred when many lower bit-rate subcarrier
signals are to be multiplexed to a total data-rate of a few 100 Gbit/s. A complete
real-time OFDM transceiver operating at 11 Gbit/s has already been shown [29] and
more recently the first 256 Gbit/s OFDM transmission has been demonstrated [30].
It is expected that electronic approaches will reach Tbit/s capacity in the future.
Electronic implementations typically generate OFDM signals by carrying out a
serial-to-parallel conversion of the input data stream and then performing the IDFT
electronically as outlined in in the previous section. After performing the IDFT, the
signal is usually clipped before being passed on to digital-to-analogue (DAC)
converters. The real and the complex part of the signal (the so-called inphase and
quadrature part) are then separately fed to an optical IQ-modulator in order to
encode the electrical signal on an optical carrier. Electronic implementations may
flexibly adapt the order of the FFT and the symbol rate to changing channel
conditions and customer requirements. With such transmitters OFDM signals with
very few up to a 1024 of subcarriers have been implemented in optical commu-
nication systems [31]. On the other hand, electronic OFDM transmitters have a
speed limitation which is due to given electronic circuit speeds. Electronics also
scales not very favorable with power consumption, particularly at higher speed.

Conversely, optical OFDM concepts have advantages when data channel speed
exceed the speed offered by electronics. In this context they are most interesting in
view of a next generation Tbit/s superchannel implementation. Various concept
with 2, 4 or 8 OFDM subcarriers are currently discussed as possible candidates of a
1.2 Tbit/s superchannel. Likely scenario include the generation and reception of the
higher speed subcarriers in the optical domain whereas the subcarriers themselves
could carry lower speed data signals based on electronic OFDM or Nyquist mul-
tiplexed sub-sub carriers.

8.3.3.2 Optical OFDM Implementations

Optical OFDM subcarrier generation and reception however will only be pursued if
signals can be generated and received at highest quality with the least effort. We
have evaluated various all optical concepts such as discussed above and now pick
the one concept that in our opinion works most reliably with the least effort.

For the all-optical generation of an OFDM signal we have selected the OFDM
transmitter based on optical pulse shaping which follows the general concept
outlined in Fig. 8.4a. In this concept the OFDM signal is generated by applying
(8.6). In Fig. 8.12a we have depicted an example for an implementation of such an
optical OFDM transmitter. The transmitter comprises of lasers emitting at fre-
quencies f0, f1, …, fN−1 equispaced by Fs. The carriers are encoded with information
c^i0; c

^

i1 and c^iN�1 by means of an optical IQ-modulator. In this implementation, the
IQ-modulators serve two purposes. They encode information and carve a
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rectangularly shaped pulse hs onto the carriers. Finally, the subcarriers are multi-
plexed e.g. by guiding them through an optical combiner.

The OFDM receiver on the other hand is based on an implementation of the
DFT. We have chosen to do so, because receiver pulse shaping in the optical
domain is not straight forward and digital signal processing at highest speed is not
really an option. Implementation of the all-optical DFT approach is however quite
straight forward and works at almost any speed. In Fig. 8.12b we show the
implementation that has first been introduced in [10] and that ultimately was used to
process a 26 Tbit/s OFDM superchannel [9]. In this work a single stage DI followed
by a flat-top passpand has been used, see Fig. 8.9b. The advantage of this concept is
that this way a single DI is sufficient to first demultiplex the OFDM signal into even
and odd channels. This DI also is the first stage in the cascaded delay interferomter
FFT approach discussed in Fig. 8.9b. Subsequently, the second stage filter only
needs to suppress the subcarriers in every 2nd channel. A simple Gaussian bandpass
filter or flat-top fill can do it. Finally, gating with a Gating window of a length Ts/2
is applied and the optical signal is down converted into the electronic domain by
means of a coherent receiver.

LD Shaping and E/O

OFDM Tx based on Pulse-Shaping In the Optical Domain

...

Gating

i0c

O/E

(a)

0

~
~~

...

...

... ...

(b) OFDM Rx exploiting optical DFT

S/P and DFT

Fig. 8.12 Schematic of an optical OFDM transmitter and receiver. a Optical OFDM transmitter
based on the optical pulse shaping concept. b OFDM receiver relying on the cascaded delay
interferometer approach with a Gaussian filter to perform the FFT in the optical domain
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8.3.3.3 Optical OFDM of a 26 Tbit/s Signal

To demonstrate the strength of the optical OFDM techniques we would like to
conclude this section with a brief discussion of the 26 Tbit/s optical OFDM gen-
eration, transmission and reception experiment published in [9].

The experimental setup is shown in Fig. 8.13. Rather than multiple lasers, a
single mode-locked laser (MLL) was used to generate an optical comb with a total
of 325 subcarriers and a frequency separation Df ¼ 12.5 GHz. The frequency comb
with its large amount of subcarriers has been generated by launching the MLL in a
highly nonlinear fibre for broadening [32]. Subsequently, a programmable optical
filter equalizes the power of the subcarriers and separates them into even and odd
subcarriers. Both sets of subcarriers are then individually modulated with inde-
pendent 16QAM pseudo-random bit sequences (PRBS 215-1).

The OFDM signal with a power of 9.5 dBm is then launched into a single-mode
fibre SMF-28 with a length of 50 km and a span loss of 10.2 dB. After transmission,
the signal is amplified and the dispersion of the link is compensated in a dispersion
compensation module. The total insertion loss of the module was 4.8 dB and the
residual dispersion of the link was 17 ps/nm.

The receiver is based on the optical FFT using a single delay interferometer
followed by a filter in the form of a wavelength-selective switch (Finisar
Waveshaper). The time gating was performed by an electro absorption modulator
(EAM—CIP 40G-PS-EAM-1550) at 12.5 GHz. The subcarriers are then converted
to the electrical domain by a coherent receiver in the form of an OMA (Agilent
N4391A) with an electrical bandwidth of 16 GHz (Agilent Infiniium
DSOX93204A). In the OMA, the signal is equalized with a 21 tap equalizer.
Typical constellation diagrams are depicted in Fig. 8.13c. To assess the quality of
the received signal in each polarization, the error vector magnitude is calculated and
averaged over 10 received sequences of 1024 symbols. The error vector magnitude
(EVM) is an important quality metric for complex signals—similar to what the
quality factor is for on-off keying signals [33]. The EVM measurement was carried
out for all 325 subcarriers of the OFDM signal, see Fig. 8.13d. It can be seen that
the EVM for all subcarriers after transmission are between 11 and 16 % with an
average EVM of 14.2 %. The estimations indicate that all 325 subcarriers are below
the BER ¼ 1.9 × 10−2 third generation FEC limit with 20 % overhead [34]. The
demonstrated line rate of 26 Tbit s−1 therefore corresponds to a net error-free data
rate of 21.7 Tbit s−1. The achieved spectral efficiency for the modulated subcarriers
is 6.3 bit/s/Hz.

8.4 Nyquist Pulse Shaping

The combination of several lower-rate channels with high spectral efficiency into
Tbit/s super-channel can be achieved in the time domain by appropriate pulse
shaping. For Nyquist transmission with a maximum spectral efficiency, symbols are
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carried by Nyquist pulses [11] that meet the condition of (8.1). If the maximum
spectral efficiency is not needed, the Nyquist criterion for intersymbol interference
(ISI) is good enough, according to which impulse maxima coincide with the zeroes
of adjacent pulses such that the communication channel is ISI free. Nyquist pulses
that are shaped to meet the Nyquist criterion but do not offer the maximum spectral
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Fig. 8.13 Setup of the single laser 26 Tbit/s OFDM experiment with a optical OFDM transmitter,
b transmission link, c all-optical FFT receiver and d a plot with error-vector magnitudes of each
and every subcarrier. Figure modified from [9, 16]
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efficiency have already been used to demonstrate some quite impressive data rate
transmission experiments [35–38]. Compared to OFDM, Nyquist pulse shaping has
several unique advantages: reduction of the transmitter and receiver complexity
[39–41], lower receiver bandwidths requirement [42], lower peak-to-average power
ratios [11, 40], reduced sensitivity to fibre nonlinearities [41]. Nyquist signaling is
also known as an orthogonal time-division-multiplexing technique, because
although each symbol pulse spreads into many adjacent time slots, no ISI occurs if
the sampling is performed at the center of each symbol. The Nyquist criterion for a
channel impulse response h(t) satisfying the zero ISI implies that, for a particular
sampling period TS and any integer i:

hðiTsÞ ¼ 1; i ¼ 0
0; i 6¼ 0

�
ð8:21Þ

When such a signal is periodically sampled with a period TS, a nonzero value is
obtained only at the time of origin. In the frequency domain, the Nyquist criterion is
equivalent to

1
Ts

X1
k¼�1

H f � k
Ts

� �
¼ 1 ð8:22Þ

with H(f) the Fourier transform of h(t). From (8.22) it is intuitively understood that
aliased versions of the frequency domain H(f) must add up to a constant. These two
concepts, time and frequency Nyquist criterion, are illustrated in Fig. 8.14a, b,
respectively. The pulse in Fig. 8.14a is at its maximum when t ¼ 0, while null at all
other sampling locations corresponding to t ¼ iTS, with i an integer. The maxima of
adjacent pulses coincide with zeroes of the initial pulses while the sum of all other
pulses at t ¼ 0 is equal to zero, thus leading to no ISI at this specific sampling time.
In the frequency domain, i/TS frequency shifted versions of the pulse spectrum add
up to a constant. From such concept, it can right away be inferred that the minimum
bandwidth Nyquist pulse would have a rectangular spectrum.
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Fig. 8.14 a Raised cosine response (solid line) meets the Nyquist ISI criterion. The maximum is
at t ¼ 0 while h(t) is zero at all other sampling locations given by t ¼ iTS, i an integer. Consecutive
raised cosine impulses (dashed lines) demonstrate the zero ISI property: at t ¼ 0, the sum of all
other impulses is zero. b Aliased versions of the frequency domain impulse add up to a constant
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The general expressions for the pulse waveform h(t) and corresponding spectrum
H(f) are given by the impulse response and transfer function of a raised cosine
Nyquist filter, respectively [43, 44]:

hðtÞ ¼
sin pt

Ts

� �

pt
Ts

cos bpt
Ts

� �

1� 2bt
Ts

� �2 ð8:23Þ

H fð Þ ¼
Ts fj j � 1�b

2Ts
Ts
2 1þ cos pTs

b fj j � 1�b
2Ts

h i� �h i
1�b
2Ts

� fj j � 1þb
2Ts

0 otherwise

8><
>:

ð8:24Þ

The factor β is known as the roll off factor [43], which is in the range 0 ≤ β ≤ 1.
Amongst the class of Nyquist pulses [11], the sinc-shaped pulse obtained for β ¼ 0
is of particular interest owing to its rectangular spectrum. It is therefore the mini-
mum bandwidth Nyquist pulse and such feature allows minimizing the guard band
between optical channels. As the roll off increases, the required bandwidth increases
but a smoother time response is obtained, see Fig. 8.15.
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Fig. 8.15 a The pulse waveform h(t) is given by the impulse response of a raised cosine filter
shown here for different values of the roll-off factor β. The time response becomes smoother as the
roll-off increases. b The corresponding spectrum H(f), also shown for different values of β, shows
that the required bandwidth increases with β while a rectangular spectrum is obtained for β ¼ 0,
corresponding to the sinc-shaped pulse
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Theoretically for a sinc-pulse Nyquist transmission, each symbol consists of a
time unlimited sinc-pulse. As a consequence of causality, the sinc function
sinc tð Þ ¼ sin ptð Þ=pt is therefore only a theoretical construct. Instead, periodic
pulses are typically used in most experimental demonstrations of Nyquist pulse
transmission [13, 39–42, 44–46]. Several approaches for the generation of Nyquist
pulses have been suggested and can be divided into three main categories
depending on whether pulse shaping is performed in the electrical [38], digital [35]
or optical domain [40]. Electronic Nyquist processing consists in utilizing analog
electrical filters to form an appropriate output signal with an ideal rectangular
shaped spectrum. Digital signal processing is based on the ISI free shaping of a
baseband signal in a digital signal processor (DSP) that is part of the transmitter.
Finally, Nyquist pulses can be directly shaped in the optical domain by relying on
optical filtering or frequency comb synthesis. While at low symbol rates
(<25 Gbaud) all shaping methods are available, at higher symbol rates, only analog
or optical methods are at hand [47]. Additionally, optical pulse shaping can lead to
pulses with much shorter duration (in the picosecond or less). The three methods
are described in the following sections.

8.4.1 Electronic Nyquist Processing

Pulse shaping can be done in the electrical domain by solely relying on an electrical
filter to approximate sinc-shaped pulses by analog means. The electrical filter
shapes the electrical drive signals that are then fed to the optical modulator as
shown in Fig. 8.16 for a software defined transmitter.

This technique was applied to demonstrate the long haul transmission of
28 Gbaud 16QAM signals on a 50 GHz grid, achieving a spectral efficiency of
4 bits/s/Hz [38]. Passive low pass electrical filters with bandwidths of 14 GHz were
used for the pulse shaping in order to reduce spectral overlap between adjacent
wavelength division multiplexed channels. For the generation of sinc-shaped pul-
ses, the electrical filter should have very steep slope, in order to get as close as
possible to a rectangular spectrum. However such filters are not easily available
while a complex transmitter would necessitate multiple of these analog filters.

DAC

Modulator

DSP

Nyquist filter

ECL

Out

electrical 

optical

Fig. 8.16 Setup for Nyquist pulse shaping in the electrical domain using an electrical filter. The
electrical filter solely performs pulse shaping of the signals. The electrical signals are then fed to an
optical modulator which encodes the data onto an external cavity laser (ECL)
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In [47], pulse shaping in the electrical domain was investigated in a setup
generating 20 GBd QPSK. In addition to Nyquist pulse shaping at the transmitter,
the receiver was optimized with a sophisticated equalization technique based on
Nyquist brick-wall filtering. The filter used in the experiment had 3 and 20 dB cut-
off frequencies of 12.3 and 12.5 GHz, respectively as from the simulated S-
parameters in Fig. 8.17a. A typical received and assembled averaged power spec-
trum of a 20 GBs QPSK signal at an optical signal to noise ratio of 30 dB before
and after the receiver DSP is shown in Fig. 8.17b, top and bottom respectively. The
individual pulse form was derived from the un-equalized signal spectrum.
The electrical pulse shaper produces sinc-typical side lobes but they decay rapidly
as seen in Fig. 8.17c.
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Fig. 8.17 a Simulated S-parameters of the electrical low pass filter employed in [47]. The
measured cut-off frequency is ≈12.3 GHz and reflections are suppressed by at least 20 dB.
b Measured and assembled averaged spectrum of a 20 GBd electrically generated QPSK signal
before (top) and after (bottom) receiver DSP. As expected the overall bandwidth corresponds to
two times the electrical filter bandwidth. c Impulse response measured from the received un-
equalized spectrum. The electrical pulse shaper produces sinc-typical side lobes but with a faster
decay. Figure modified from [47]
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8.4.2 Digital Signal Processing Based Generation

The use of electronics within the optical transceiver, such as field programmable
gate arrays (FPGA), high speed digital-to-analog and analog-to-digital converters
(DAC, ADC), has enabled real time signal processing and has facilitated the use of
advanced modulation formats in optical communication systems. Such approach is
commonly applied to optical orthogonal frequency division multiplexing
(O-OFDM) for the demonstration of real time transmission with very compact
spectrum [9, 48]. Similarly, software defined optical transmitters acting as arbitrary
waveform generator (AWG) programs can be used for the real-time generation and
transmission of Nyquist pulses [13]. Nyquist pulses are generated by ISI free
shaping of a baseband signal in a digital signal processor (DSP) that is part of the
transmitter as shown in Fig. 8.18.

Electrically generated Nyquist pulses are shaped with a finite duration impulse
response (FIR) filter. While an elementary Nyquist shaped impulse with minimum
spectral width is a sinc-function extending infinitely in time, real Nyquist pulses
need to be approximated by a finite length representation. In addition, the baseband
spectrum needs to be separated from its periodic repetitions (aliases) using realiz-
able filters. To such ends, oversampling by a factor q is needed. The standard
oversampling factor of q ¼ 2 saves FPGA resources since sampling points of
adjacent symbols fall onto the same time slot but limits the symbol rate to half of
the sampling frequency of DACs. Smaller oversampling factors, such as q ¼ 1.33,
have been demonstrated but at the cost of increased processing complexity [30].

An FIR filter of order R can be constructed by a sequence of R delay elements of
value Ts/q and R + 1 taps in between as shown in Fig. 8.19. The tapped signals are
weighted by the filter coefficients kr, also called tap weights, and summed up to
form the filter output. When R ¼ 0, the filter simply reproduces the input. As the
filter order gets larger, the closer the spectrum can approach a rectangle and thus
reaching roll-off factors close to 0.

The order R of the filter has a significant effect on the spectrum. Signal gener-
ation with various FIR filter orders R and q ¼ 2 are shown in Fig. 8.20, see [30].
The left column shows the simulated impulse response of each filter. The effective

DAC

Modulator

DSP Nyquist filter

ECL

Out

Baseband 
data signal

anti-alias
filter 

Fig. 8.18 Shaping (pre-filtering) of the baseband data signal for Nyquist pulse shaping in the
digital domain. The digital filter is part of the digital signal processing (DSP) in the transmitter.
Pulse shapes can be programmed offline. An off-the-shelf analog electrical filter is used after the
digital-to-analog conversion to remove spurious spectra. The electrical signal is then fed to an
optical modulator which encodes the data onto an external cavity laser (ECL)
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windowing is indicated by a green rectangle. The corresponding simulated transfer
functions on a linear and logarithmic scale are shown in the second and third
column, respectively. An FPGA based DSP was implemented to realize such real
time digital Nyquist pulse transmitter. Within the FPGA, complex Nyquist pulses
are calculated from a 215-1 pseudo random bit sequence in real time and signals pre-
shaped by FIR filters with order 16 and 32 were implemented.

The convolution of the rectangular spectrum of an infinitely extended temporal
sinc-pulse with the sinc shaped spectrum of the rectangular time window leads to
the power spectra shown in the two middle columns. As the filter order increases,
the spectrum evolves towards an ideal rectangle with a spectral width equal to the
Nyquist bandwidth. For R ¼ 32, a significant increase in spectral efficiency can be
already obtained in comparison to NRZ modulation. Experimentally, this method
can provide a very good roll-off factor of β ¼ 0.0024 and has been applied for the
demonstration of 512QAM Nyquist sinc-pulse transmission at 54 Gbit/s in an
optical bandwidth of 3 GHz [14]. This method is however restricted by the speed of
the electronics because of the limited sampling rate and limited processor capa-
bilities, whereas the quality of the Nyquist pulse highly depends on the resolution of
the digital-to-analog converters.

8.4.3 Optical Processors

Compared to pulse shaping in the electrical or digital domain, optical pulse shaping
is not entirely limited by electrical components or processors capabilities. Optical
techniques can also lead to pulse sequences with much shorter duration which can
subsequently be multiplexed in time to reach an ultrahigh symbol rate. To optically
generate Nyquist pulses, liquid crystal spatial modulators have been used to shape
Gaussian pulses from a mode-locked laser into raised-cosine Nyquist pulses [44]. It
is also possible to generate Nyquist pulses using fiber optical parametric amplifi-
cation pumped by parabolic pulses in combination with a phase modulator to
compensate the pump-induced chirp [46]. Additionally, sequences of very high

T
s
/q T

s
/q T

s
/q

Σ Σ Σ

Filter 
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Filter 
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k1 k2 kR

tap 1tap 0 tap 2 tap R

Fig. 8.19 A finite impulse response filter (FIR) of order R. The top part is the R stage delay line
with R + 1 taps. A delay of Ts/q is positioned between each tap. The tapped signals are weighted by
R tap weights kr and summed to form the filter output. Figure modified from [30]
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quality Nyquist pulses (β close to 0) can be obtained by the direct synthesis of a flat
phase-locked frequency comb with high suppression of out-of-band components
[49]. In the following sections, filtering based pulse shaping and frequency comb
synthesis are discussed in more details.

8.4.3.1 Filtering Based Pulse Shaping

Filtering of the optical signal can be done in order to achieve the best possible
transmission quality. As for electrical filters, the optical filter must result in a
spectrum of rectangular shape by removing side lobes and flattening the region of
interest. An optical band pass filter can be directly applied to a conventionally
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Fig. 8.20 Impulse responses and transfer functions of FIR filters with various orders R. The first
column shows the simulated impulse responses. The second column shows plots of simulated
power spectra on a linear scale and the third column shows the same spectra on a logarithmic scale.
For a a single NRZ impulse shaped by a filter of order R ¼ 0. b An ideal sinc pulse truncated by a
filter with order R ¼ 16. c An increased order filter to R ¼ 32 resulting in a spectrum evolving
towards an ideal rectangular shape. d A filter with very high order R ¼ 1024 closely
approximating a rectangular shaped spectrum. Figure has been modified from [30]
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modulated signal [47]. In this configuration, the spectrum of the data signal is
reshaped as a bandwidth limited data signal and the obtained pulse width remains
close to identical to the allocated bit interval. Optical interleavers can also be used
for fixed-frequency optical filters with a nearly rectangular frequency response. An
alternative for a more flexible system is the use of a programmable optical filter,
which comprises of general imaging optics, a diffraction grating and liquid crystal
on silicon (LCoS) cells for shaping the phase of the optical spectrum [50].

In view of the high potential of optical filtering methods for the generation of
ultra-short duration pulses, Nakasawa et al. proposed a slightly different approach
consisting in the synthesis of a Nyquist pulse train at a repetition rate Fs in which
the pulse width is set to be much shorter than the bit interval given by 1/Fs [44]. The
output of an initial optical pulses source, such as a modelocked laser, with a
repetition rate Fs and Gaussian pulses, is shaped by the liquid crystal spatial
modulators into raised-cosine Nyquist pulses. The concept is illustrated in Fig. 8.21.
For a spectrum reshaped around the optical carrier fc with a width of NFs, the
symbol period defined as the peak-to-first-zero time interval is then given by
Ts ¼ 1/(NFs).

Optical Nyquist pulse generation based on this filtering technique produces
much higher roll-off factors compared with the electrical method because optical

(a) (b) (c)

Fig. 8.21 Schematic of pulse shaping of the output of a pulses source with Gaussian shaped
pulses into sinc-shaped Nyquist pulse train using an optical filter. a An optical pulse source with
repetition rate Fs outputs a train of Gaussian shaped pulses with repetition period 1/Fs and
corresponding optical spectrum comprising of several spectral lines spaced by Fs and centered at
the carrier frequency fc. b The optical filter reshapes line by line the spectrum of the pulse train
such that it is confined to a bandwidth of NFs, with N the number of spectral lines. The
corresponding pulse train shows sinc-like oscillations with a peak-to-first-zero spacing of 1/NFs.
c The obtained pulse train can then be modulated by going through an optical modulator driven by
the electrical signal, here on-off-keying shown
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filters only produce slopes with limited steepness. A programmable optical filter
like a Waveshaper has a minimum 3 dB bandwidth of around 12 GHz and a 30 dB
bandwidth of around 40 GHz. The roll-off factor also strongly depends on the
overall bandwidth of the signal and typically ranges between 0.15 and 0.5 [51, 52].
However the obtained pulses are characterized by a peak-to-first zero-crossing
separation of 1/NFs for a 1/Fs repetition period, such that the Nyquist pulse stream
can be multiplexed in time domain to increase the overall transmission rate by a
factor of N. This is designated as orthogonal optical time-division multiplexing
(OTDM). The generated sequence is split into N channels, which are then delayed
and modulated to transport the channel corresponding data. This requires N mod-
ulators, with N being the number of branches or the number of time domain
channels. However compared with direct modulation, the baud rate of each mod-
ulator is N times reduced which drastically relaxes the requirements on modulators
and electronics (Fig. 8.22).

Let’s define the time interleaved optical Nyquist pulses as gi(t)¼ h(t − iTs), where
h(t) is given by (8.23), and the symbol data at t¼ iTs as ci. For example, if we consider
on-off-keying modulation ci can take value 1 or 0. When β ¼ 0, according to the
sampling theorem, the time division multiplexed Nyquist data train s tð Þ ¼ P

cigiðtÞ
is equivalent to an analog signal s(t) given by the interpolation of ci

s tð Þ ¼
X
i

s iTsð ÞgiðtÞ ð8:25Þ

The relationships between s(t), gi(t) and ci ¼ s(iTs) are shown in Fig. 8.23, for the
case i ¼ 4. Time division multiplexing of Nyquist pulses can be viewed as a digital-
to-analog conversion from ci to s(t) in the optical domain. Based on this property,
the symbol data ci can be extracted from the time division multiplexed stream by
use of narrow optical sampling gate at t ¼ iTs, as illustrated by the grey box in
Fig. 8.23. Optical sampling gates based on nonlinear effects have been successfully
used for the demultiplexing of time division multiplex Nyquist pulses proving the
potential of such technique, despite the fact that the sampling gate cannot be an
ideal delta function thus leading to leakage from adjacent time channels. The simple
example drawn in the figure, also illustrates the orthogonality of the time
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Fig. 8.22 Periodic sinc-pulse sequences can be split into N branches, each of which corresponds
to an independent channel. In the nth branch, the sequence is delayed by n times the interval
Ts ¼ 1/NFs, with n ¼ 0, 1… N − 1. Each channel can be modulated independently with a
modulator M0,… MN−1 with any modulation formats. The shown multiplexing is carried out in the
time domain at one carrier wavelength
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interleaved optical Nyquist pulses in spite of the strong overlap with adjacent
pulses. Indeed the time interleaved optical Nyquist pulses gi(t) ¼ s(t − iTs) satisfy
the orthogonality condition when β ¼ 0

1
TS

Zþ/

�/
giðtÞgmðtÞdt ¼ 0 i 6¼ mð Þ

1 i ¼ mð Þ
�

ð8:26Þ

For a general value of β, the integral of (8.26) has generally a non-zero value for
i ≠ m and the orthogonality is not rigorously satisfied theoretically. However, the
integral converges to 0 for large |i − m| such that the quasi-orthogonality property is
maintained even when β ≠ 0.

8.4.3.2 Frequency Comb Based Nyquist Pulse Train Generation

Considering that owing to physical limitations the ideal sinc pulse with perfect
rectangular optical spectrum has not been demonstrated yet, a different optical
approach was proposed by Soto et al. [49]. The technique is a straightforward way to
realize sinc-shaped Nyquist pulses in the optical domain and is based on the time-
frequency duality described by Fourier domain. It is well known that a sinc pulse can
be represented by a rectangular spectrum in the Fourier domain, while the frequency
content of a train of sinc pulses corresponds to a flat comb with equally spaced
components within the bandwidth defined by the single-pulse spectrum (Fig. 8.24).
Therefore instead of shaping a single sinc pulse, a sequence of sinc pulses is
directly produced by the generation of an optical frequency comb having uniformly
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Time (t/Ts)
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=s(iT

s
)

Fig. 8.23 Illustration of orthogonal time division multiplexing of Nyquist pulse train. The
individual channels gi(t) (dashed lines) are time multiplexed with a delay multiple of Ts ¼ 1/NFs.
At times t ¼ iTs, the symbol data is given by ci (in this example 0 or 1). The time division
multiplexed Nyquist data train is s(t). The symbol data di can be extracted by optical sampling of s
(t) at t ¼ iTs. The narrow gate (shown here for i ¼ 4) and the orthogonal properties of the Nyquist
channels enable recovering of the data despite strong overlap between channels
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spaced components with narrow linewidth, equal amplitude and linear phased locked
phase, together with strong out-band suppression [26]. While properties similar to
that of the filtering based methods are expected, such as the possibility of utilizing
such generated Nyquist pulse train for orthogonal time division multiplexing, this
method leads to the generation of a sequence of very high quality Nyquist pulses with
an almost rectangular spectrum (β close to 0).

The time-domain representation of the optical field of a frequency comb with
N lines, having the same amplitude E0/N and frequency spacing Δf around the
central frequency f0 can be expressed as

E tð Þ ¼ E0

N

XN�1
2

n¼�N�1
2

e2ip f0þnDfð Þtþi/ ¼ E0

N
e2ipf0tþi/

XN�1
2

n¼�N�1
2

e2ipnDft

¼ E0
sin pNDftð Þ
N sin pDftð Þ e

2ipf0tþi/

ð8:27Þ

This mathematical demonstration if given for an odd number of frequency lines and
the derivation for an even number can be straightforwardly obtained following the
same procedure. For simplicity, it is assumed that all frequency components have
the same phase ϕ. It is however sufficient that all frequency components be locked
showing a linear dependence. From (8.27), the normalized envelope of the optical
field is calculated to be sinðpNDftÞ=N sin pDftð Þ referred thereafter as periodic sinc
function. Using Fourier transform, the frequency domain representation is given by

T
S
=1/(NΔf)Time

NΔf

Frequency

T=1/(Δf)

Time

NΔf

Frequency

Δf

(a) (b)

(c) (d)

Fig. 8.24 Time (left) and frequency (right) representation of a single-sinc pulse (top) and a sinc-
pulse sequence (bottom). The figure shows the intensity in the time domain since the directly
observed quantity is proportional to the intensity. The Fourier domain representation of a sinc
pulse (a) is a rectangular function (b), while the spectrum of an unlimited sing-pulse sequence
(c) is a frequency comb with uniform phase under a rectangular envelope (d)
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= sinðpNDftÞ
sinðpDftÞ

� �
¼ =

XN�1
2

n¼�N�1
2

e2ipnDft

8<
:

9=
; ¼

XN�1
2

n¼�N�1
2

d f � nDð Þ ð8:28Þ

By introducing the rectangular function P n=Nð Þ that is 1 for all integers n where
nj j � ðN � 1Þ=2 and 0 elsewhere, (8.28) can be written as

XN�1
2

n¼�N�1
2

d f � nDð Þ ¼ P
f

NDf

� � Xþ1

n¼�1
d f � nDfð Þ ð8:29Þ

where the rectangular spectrum P f =NDfð Þ, covering a bandwidth NΔf, is repre-
sented in the time domain by a sinc-pulse NΔf sinc(NΔft). The temporal dependence
of the above expression can then be obtained by taking its inverse Fourier transform
and using the Poisson summation formula

=�1 P
f

NDf

� � Xþ1

n¼�1
d f � nDfð Þ

( )
¼ N sinc NDftð Þ �

Xþ1

n¼�1
d t � n

Df

� �
ð8:30Þ

where � denotes the convolution operation. Considering the right hand side of
(8.30)

N sinc NDftð Þ �
Xþ1

n¼�1
d t � n

Df

� �
¼

Xþ1

n¼�1
N sinc NDf t � n

Df

� �� �
ð8:31Þ

From (8.28)–(8.31) we can conclude that

sin pNDftð Þ
N sin pDftð Þ ¼

Xþ1

n¼�1
sinc NDf t � n

Df

� �� �
ð8:32Þ

Following similar procedure, the envelope of the optical field in the case of an even
number of frequency lines can also be expressed as a train of sinc pulses. The
generalized expression for the normalized envelope of the optical field resulting
from a flat frequency comb, independent of the parity of N

sinðpNDftÞ
N sin pDftð Þ ¼

Xþ1

n¼�1
�1ð Þ N�1ð Þn sinc NDf t � n

Df

� �� �
ð8:33Þ

The (−1)n factor appearing for even values of N comes from the absence of a
spectral line at the central frequency of the comb, eliminating the direct current
(DC) component on the optical field envelope. The difference in the periodic sinc
function x tð Þ ¼ sinðpNDftÞ=N sin pDftð Þ for even and odd number of frequency
components N is depicted in Fig. 8.25. For odd values of N, all sinc pulses of the
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pulse train show the same phase and x(ts) ¼ 1 at every sampling instant ts ¼ n/Δf for
all integer n. For even N, each pulse envelope is of opposite sign with its preceding
and following pulses and x(ts) ¼ (−1)n. However, for either odd or even N the
optical intensity measured by a photodetector is the same and given by
I tð Þ ¼ E tð Þj j2:

Consequently the field envelope of the time domain representation of a fre-
quency comb of N identical and equally spaced lines corresponds to an infinite
summation of sinc-shaped Nyquist pulses with period 1/Δf and symbol period 1/
NΔf. Considering that the pulse repetition period Ts ¼ 1/Δf is a multiple of the time
interval T ¼ 1/NΔf, the resulting time-domain envelope x(t) satisfies the following
condition for any integer m

xðmrÞ ¼ �1ð Þ N�1ð Þm=N m ¼ . . .;�2N; �N; 0; N; 2N. . .
0 otherwise

�
ð8:34Þ

The sequence of sinc pulses resulting from a phase-locked, rectangular fre-
quency comb satisfies the Nyquist criterion for free ISI within every pulse repetition
period Ts. The generated sinc-pulse sequence can be multiplexed in time without
ISI, as described in the previous section. In addition, since the time multiplexed
channel shows a sharp-edged spectrum, the next wavelength channel can be directly
adjacent to the previous with almost not guard band while being multiplexed in the
time domain the same way, reaching high temporal and spectral densities together.

There are several approaches for the generation of a frequency comb. They can
be obtained from conventional femtosecond lasers [32, 53–55] or from continuous
wave optical source exploiting Kerr nonlinearities in optical resonators [56, 57],
employing a combination of intensity and phase modulation [58], intensity and
phase together with dispersive medium [59], chirped Bragg gratings [60] or highly
nonlinear fibers [61–63]. However not every comb does necessarily result in a
sequence of Nyquist pulses. The sinc pulse sequence can only be obtained under
specific conditions, namely line amplitudes as equal as possible, linear phase
dependence through all lines and strong out-of-band lines rejections. Close to ideal
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Fig. 8.25 Normalized field envelope of a frequency comb for a an odd (N ¼ 9) and b an even
(N ¼ 8) number of spectral lines. An odd number of lines leads to a sequence of in-phase sinc
shaped Nyquist pulses, while an even number results in a sequence of alternated π-phase-
modulated pulses
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rectangular shaped optical frequency combs can be produced from a non-optimal
frequency comb in combination with a spectral line-by-line manipulation of the
optical Fourier components. A simple method consisting of a cascade of intensity
modulator will be presented in the following section.

8.4.4 Implementations

In this section, we describe the implementations of optical pulse shaping using a
programmable filter [44, 52, 64, 65] and frequency comb synthesis [66].

The transmitter in [44] consists of a 40 GHz modelocked fiber laser. The output
pulses of the source are generated at 1540 nm and are characterized by a Gaussian
shape with 1.8 ps width. The spectrum was initially broadened by self-phase
modulation (SPM) in a highly nonlinear fiber in order to enable the generation of
short Nyquist pulse. The Nyquist pulses with a peak-to-first-zero time Ts ¼ 1.56 ps
and roll-off β ¼ 0.5 are generated from this pulsed source by manipulating the
spatial intensity and phase of the modelocked laser spectral components using a
liquid crystal spatial modulator (Waveshaper). The output of the modelocked laser
shown in Fig. 8.26a is therefore reshaped according to the optical filter transfer
function shape depicted in Fig. 8.26b. The resulting Nyquist pulse spectrum and
waveform, Fig. 8.26c, d, respectively, have the typical raised-cosine profile. Due to
the limited steepness of the optical filter, the spectrum deviates from the ideal
rectangular spectrum resulting in damped sinc-like oscillations in the time domain.
These pulses where multiplexed to a 1.28 Tbit/s polarization-multiplexed DPSK of
640 GBd Nyquist OTDM and transmitted over 525 km.

In addition to Nyquist OTDM, the technique proposed in [44] was also applied
for Nyquist OTDM-WDM [51, 52]. The output of a 43 GHz, 400 fs optical pulse
generator is modulated by a 43 Gbit/s PRBS sequence and multiplexed in time to
generate the OTDM stream. The multiplexing scheme can be varied with factor
N from 1 to 8 in order to obtain signals from 43 to 344 GBd. A Waveshaper is used
for Nyquist filtering with a raised cosine function of bandwidth (N + 1) × 43 GHz to
shape the N × 43 GBd signal. The extra bandwidth is used for the purpose of clock
recovery. The WDM channels are generated by applying the Nyquist filtering at
different wavelengths, using the same Waveshaper. In addition the signals are
polarization multiplexed to double the total capacity. The transmitter is shown in
Fig. 8.27.

The spectrum of the mixed bitrate Nyquist OTDM-WDM shown in Fig. 8.28a
reflects the typical raised-cosine filtering performed by the Waveshaper. As men-
tioned in Sect. 4.3.1, due to the limited resolution of the programmable filter, the
steepness of the filtering transfer function varies with the overall bandwidth. Wider
Nyquist pulses are therefore characterized by a larger roll-off than shorter ones and
the performance between the different OTDM channels slightly varies. The corre-
sponding waveforms show the typical sinc-oscillations and a good fitting with the
raised-cosine approximation (Fig. 8.28b). Due to the non-ideal rectangular spectra,
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small guard bands are introduced between the WDM channels to avoid inter-
channel-interference. This obtained data stream was successfully used for the
transmission and pass-drop operations of Nyquist OTDM.WDM signal with bau-
drate of 43 GBd to dual polarization 344 GBd over 320 km of super large area—
inverse dispersion fiber (SLA-IDF) in combination with wavelength selective
switch nodes.

Fig. 8.27 Optical transmitter for Nyquist TDM-WDM. The output of 43 GHz optical pulse
generator is modulated by a PRBS sequence and time multiplexed by a factor N(N ¼ 1–8).
A Waveshaper performs the Nyquist filtering at various wavelengths simultaneously before
polarization multiplexing. The output consists of a Pol-mux Nyquist OTDM-WDM (adapted from
[27])
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Fig. 8.26 Generation of Nyquist pulse from shaping the output of a modelocked laser. a Optical
spectrum of 40 GHz Gaussian pulse after self-phase modulation induced spectral broadening.
b Transfer function of the programmable optical filter based on liquid crystal spatial modulators
used to shape the spectrum shown in (a). c Optical spectrum after the programmable filter and
d corresponding waveform of the generated optical Nyquist pulses characterized by a peak-to-first-
zero of 1.56 and 25 ps repetition time (adapted from [64])
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The experimental setup for the generation of sinc-shaped Nyquist pulses through
frequency comb synthesis is shown in Fig. 8.29. The proof-of-concept experiment
relied on two cascaded Mach-Zehnder modulators. While the first modulator, dri-
ven by a radio frequency (RF) f1 is adjusted to generate three seeding spectral
components, the second modulator re-modulates those lines using an RF signal at
f2. For instance to generate a comb with N ¼ 9 spectral lines, the condition f1 ¼ 3f2
or f2 ¼ 3f1 has to be satisfied, resulting in a frequency spacing Δf ¼ min (f1, f2). The
number of spectral lines can be easily varied by operating the modulators in carrier-
suppressed mode and/or driving the modulators with multiple RF signals such that
and many experimental variants can be implemented using a similar approach.
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Fig. 8.28 Nyquist OTDM-WDM demonstration. a Optical spectrum of the dual-polarization
Nyquist OTDM-WDM signal with spectral arrangement of mixed baud rate from 43 to 344 GBd/
pol. b The waveforms captured on a high resolution (1 ps) optical sampling oscilloscope for the
different baud rates. The raised cosine fitting reflects the decreasing roll-off factor β as the
bandwidth of the pulse increases. Figure adapted from [52]

Fig. 8.29 Optical Nyquist pulse generation through frequency comb synthesis using two cascaded
Mach Zehnder modulators (MZM). An external cavity laser (ECL) generates a narrow linewidth
continuous wave light at 1550 nm. The first MZM generates spectral lines separated by a
frequency f1 ¼ 30 GHz. The second MZM re-modulates these seeding components with a
frequency f2 ¼ 10 GHz. RF power and DC bias of both modulators are adjusted so that a
rectangular frequency comb is obtained. The RF generators are synchronized on a common time
base. The resulting output is amplified and observed on as optical spectrum analyzer (OSA) with a
0.01 nm spectral resolution and on an optical sampling oscilloscope with a 500 GHz bandwidth
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A high quality rectangular-shaped frequency comb can be obtained by tuning the
DC bias and the RF voltage amplitude of each modulator while adjusting the phase
delay between the different RF signals. The results for the case f1 ¼ 30 GHz and
f2 ¼ 10 GHz are shown in Fig. 8.30. A frequency comb spanning 90 GHz, com-
prising of 9 spectral lines, spaced by 10 GHz is obtained. An out-of-band rejection
of at least 27 dB and a power difference between the spectral lines of less than
0.2 dB was measured. The corresponding time domain trace, observed on an optical
sampling scope with 500 GHz bandwidth, confirms the resulting high quality sinc-
shape Nyquist pulses. The repetition period of 100 GHz and the peak-to-zero
crossing of 11.1 ps are in agreement with the spectral features. The power error with
respect to the theoretical curve was less than 1 %, the roll off of the experimentally
obtained pulse is close to zero. Close to ideal rectangular spectrum, such as seen in
fig. (8.30a) can be compared to the ones obtained with the filter based approach and
a no guard-band Nyquist OTDM-WDM can be now envisioned.
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Fig. 8.30 Sinc-shaped Nyquist pulse from frequency comb synthesis. a Spectrum and b respective
time-domain waveform of a comb generated with N ¼ 9 spectral components separated by 10 GHz
and expending over a 90 GHz bandwidth. A power difference between spectral components lower
than 0.2 dB and out-of-band rejection of more than 26 dB is obtained. The dashed box represents
the theoretical Nyquist bandwidth of the generated sinc pulses. c Color grade figure of the
experimentally obtained sinc-pulse. Measurements indicate a jitter of 82 fs and a signal-to-noise
greater than 40 dB [49]
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The last major advantage of this method is its flexibility which lies in the fact
that by changing the modulating signal frequencies different frequency combs can
be generated while maintaining the same quality in terms of pulse characteristics.
Figure 8.31 shows measured sinc pulses when the frequency spacing between the
spectral components of the comb was varied over many decades (10 MHz and
10 GHz). The generated pulses coincide very well with the ideal ones over four
frequency decades, showing the root mean square error below 1 % for all cases.
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Fig. 8.31 Sinc-shaped Nyquist pulses measured using a 500 GHz optical sampling oscilloscope.
The calculated waveforms (dashed lines) are compared with the measured pulses (black straight
lines) for different bandwidth conditions. Nyquist pulses are obtained from the generation of a
rectangular frequency comb with 9 phase-locked components spanning over a spectral width
between 90MHz and 90 GHz, using modulating frequencies a f1¼ 30MHz and f2¼Df f¼ 10MHz,
b f1 ¼ 300 MHz and f2 ¼ Df ¼ 100 MHz, c f1 ¼ 3 GHz and f2 ¼ Df ¼ 1 GHz, and d f1 ¼ 30 GHz
and f2 ¼ Df ¼ 10 GHz. The maximum difference between measured pulses and theoretical ones
remained in all cases below 1 % showing the high flexibility of this method [49]
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Chapter 9
Energy-Efficient Optical Signal Processing
Using Optical Time Lenses

Leif Katsuo Oxenløwe, Michael Galili,
Hans Christian Hansen Mulvad, Hao Hu, Pengyu Guan,
Evarist Palushani, Mads Lillieholm and Anders Clausen

Abstract This chapter describes advanced functionalities for optical signal
processing using optical time lenses. A special focus is devoted to functionalities
that allow for energy-savings. In particular, we find that optical signal processing,
where the processing is broadband and capable of handling many bits in a single
operation allows for sharing the processing energy by the many bits, and hence the
energy per bit is reduced. Such functionalities include serial-to-parallel conversion
in a single time lens, where a large number of parallel demultiplexers may be
substituted by a single time lens. Combining time lenses into telescopic arrange-
ments allows for more advanced signal processing, such as temporal or spectral
compression or magnification. A spectral telescope may for instance allow for
conversion of OFDM signals to DWDM-like signals, which can be separated
passively, i.e. without additional energy. This is opposed to the DFT OFDM
receivers otherwise suggested, where a temporal active gate is required for each
tributary. With the spectral telescope, only two active time lenses are required,
irrespective of how many tributaries are used. This chapter describes how optical
time lenses function and by showing examples of some advanced functionalities
points to future scenarios where energy consumption may be considerably reduced.

9.1 Introduction: Energy-Efficient Solutions Using
Nonlinear Optical Signal Processing

Some of the biggest challenges in optical communications today are the relentless
demands for more capacity and the accompanying demands for more energy-efficient
solutions. Current technologies cannot keep up with the bandwidth demands without
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resorting to extensive parallelism, where the number of components and their com-
bined power consumption, simply scale with the bandwidth. The actual traffic on the
internet grows approximately 50 % per year, pointing to the looming imminent
“capacity crunch”, where the traffic outgrows the available capacity [1, 2], and is
responsible for about 2 % of the global CO2 emissions [3] today. These are CO2

emissions comparable to that of the aviation industry, and it thus remains one of the
biggest technological challenges to find sustainable solutions for the future internet.
There is therefore a strong need for groundbreaking developments in optical science
enabling novel breakthrough technologies that will allow for increased capacity with
a reduced energy consumption. There are indications that nonlinear optical signal
processing may in some cases offer the higher bandwidth at lower energy. However
one needs to be very careful with choosing the right functionalities to harvest the
benefits from both electronics and optics to globally benefit from what is possible
with electronics and what is possible with optics. For instance, in [4, 5], it is con-
cluded that optical signal processing may be appropriate for certain functionalities
where the number of signal processing elements is small, and where the signal
processing itself is simple. This could be the case for the ultrafast nonlinear optical
signal processing of ultrahigh bit rates in few but ultrafast devices, as will become
apparent in the following sections. Furthermore, this chapter will describe a large
number of advanced ultrafast functionalities that are achievable today using mostly
commercially available components.

9.1.1 Energy-Efficient Optical Signal Processing: Many Bits
per Operation

Certain functionalities are promising for low-energy signal processing, for instance
functionalities where many bits are processed per operation, so that many bits share
the used pump energy. But one has to carefully choose the right type of func-
tionalities and nonlinear effects. An example demonstrating reduced energy con-
sumption per bit is cross-phase modulation (XPM) based nonlinear signal
processing relying on the Kerr effect in e.g. highly nonlinear fibre (HNLF). Here the
amount of phase modulation depends on the peak power of the pump signal as well
as the nonlinear coefficient and the length of the fibre: Du / cLPpeak . This fact is
useful for designing energy-efficient switching schemes. Consider a train of pulses
with a certain width and repetition rate at a given average power resulting in a
certain peak power. If the repetition rate is now doubled, and the pulse widths are
correspondingly twice as narrow, then the peak power remains the same for the
same average power. If this pulse train is used as the pump pulses, then it is clear
that the switching energy per bit is inversely proportional to the bit rate: E

bit / 1=N,
where N is the multiplication factor on the pulse rate. So basically, a 20 Gbit/s data
signal could be switched with half the energy/bit compared to a 10 Gbit/s signal,
and when going to very high bit rates like 640 Gbit/s or 1.28 Tbit/s, this advantage
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is multiplied manifold. One concrete example of this idea is the use of XPM-based
sideband generation on a CW wave [6]. A data pulse stream exerts XPM on the
CW, and every time a 1-bit, i.e. a pulse, arrives, a sideband occurs as opposed to
when a 0-bit arrives, where nothing happens. Hence by filtering out the sidebands,
one gets a wavelength converted, or in some cases an additionally regenerated, copy
of the original data stream. To create a certain sideband requires a certain peak
power, and as outlined above, the higher the bit rate, the less energy/bit is needed
for this wavelength conversion scheme.

In the following, we will address another scheme, where we will show in detail
that the switching energy per bit decreases with increased bit rates, ultimately
resulting in total system power reduction.

Figure 9.1 shows a scheme to perform serial-to-parallel conversion based on
optical time lenses. The technical principles of operation will be described in later
sections, and here we will simply discuss the implications on power consumption,
and for now just assume that it works. The nonlinear effect used for this scheme is
four-wave mixing (FWM). In FWM, two pump photons are used to create an idler
photon together with the signal photon. As long as the pump is not depleted, which
is most cases of any practical use, there are enough pump photons to create the
idlers, and hence for a given (undepleted) pump power, one may simply increase
the bit rate and thus use more of the pump and thereby reduce the pump energy/bit.
This is confirmed in [7] where detailed simulations of the serial-to-parallel
conversion scheme demonstrated that increasing the data bit rate from 160, over
320–640 Gbit/s resulted in the same bit error rate for the same pump power, see
Fig. 9.1c.

In [9], power consumption for various data capacities is calculated for OTDM
and WDM point-to-point systems. No in-line functionalities other than amplifica-
tion and passive dispersion compensation are considered. The total system power
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Fig. 9.1 Serial-to-parallel conversion using time lens based time-domain optical Fourier
transformation (OFT). a Principle of serial-to-parallel conversion, in this sketch using a silicon
nanowire as nonlinear medium. b, c Simulation results of converting a 640 Gbit/s serial optical
data signal into 64 parallel DWDM data channels each at 10 Gbit/s, from [7]. b Output spectra of
the OFT showing the input broad-spectrum OTDM data signal, the flat-top-spectrum pump signal
and the resulting DWDM signal, in this case 50 GHz spaced. c Resulting BER performance,
revealing that for the same average pump power as used in the experimental demonstration in [8]
the bit rate is not important, i.e. for bit rates of 160, 320 and 640 Gbit/s, the same BER is obtained
for the same pump power, revealing that the pump energy per bit is inversely proportional to the
bit rate. The functionality may be carried out using a highly nonlinear fibre or a silicon nanowire as
the nonlinear medium creating the optical phase modulation required in the time lens
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consumption is shown in Fig. 9.2, based on numbers derived for the results pre-
sented in [9], with the addition of a data point corresponding to an experimental
demonstration of OTDM-to-WDM conversion at 640 Gbit/s. The total system
power is calculated for a system performance yielding BER = 1E-9 for each
channel, including cooling of all laser devices, and electrical power to all amplifiers,
lasers etc. [9]. The assumed values for power both for driving lasers a.o. and for
cooling lasers are realistic in the sense that they are taken from tabletop commercial
products actually used in the experimental demonstrations, see Table 9.1.

Looking at Table 9.1, one may easily derive how many of a certain component is
used in the classicalWDMandOTDMsetups. In this simple calculation, only a single
in-line EDFA is used, corresponding to only transmitting over a single span of fibre.
Both the WDM and the OTDM setups require the same number of data modulators
(“data mod” in Table 9.1) and photodiodes (“PD”), which do not need to be
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Fig. 9.2 Total system power consumption comparison between WDM and OTDM scenarios,
including the case of OTDM using time lens based time-domain optical Fourier transformation
(OFT) for demultiplexing all OTDM channels simultaneously. Left Total system power
consumption including all components. Right Disregarding common equipment (data modulators,
in-line EDFA, and photodiodes) to more easily spot the differences between the scenarios

Table 9.1 Assumed power values for power consumption calculation

P (W) Cool (W)

CW 1 3 × N WDM

Data mod 2.2 × N WDM/OTDM

RZ mod 2.2 × 1 WDM

RZ laser 3.2 3 × 1 OTDM

Demux-laser 3.2 3 × N OTDM

Line-EDFA 2.5 6 2 pump diodes × 1

MUX-EDFA 2.5 6 2 pump diodes × 1

Demux-EDFA 5 12 4 pump diodes × N OTDM

PD 0.04 × N WDM/OTDM

Values correspond to settings required for BER 1E-9, and are either taken from actual laboratory
settings or from data specifications from manufacturers, cf. [9]
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temperature controlled. In theWDM case, N parallel CW lasers are used, and a single
RZ modulator is assumed (“RZ mod”), which does not change much. In the OTDM
transmitter a single pulse source (“RZ laser”) is used, corresponding in power to a
CW laser and an RZmodulator. The OTDM setup also includes a booster amplifier to
compensate for the loss in the OTDM split-and-delay-and-combine multiplexer
(“MUX EDFA”), N parallel demultiplexers based on N × HNLFs and N × control
pulse sources (“demux laser”) and N × EDFAs to boost these control pulse sources
(“demux-EDFA”), corresponding to a worst case scenario. The demux-EDFA is
assumed to be a high-power EDFA requiring 4 pump laser diodes, where the other
EDFAs have 2 pump diodes. For cooling, it is assumed that only the lasers require
cooling and that each laser will require 3 W for cooling—numbers taken from
standard laboratory equipment. In addition to this, the serial-to-parallel scheme setup
is added, assuming two HNLF-based OFTs, sharing a single pump source and using
the pump power used in the actual experimental demonstration described in [8]. The
experimental demonstration at 640 Gbit/s is also added.

Figure 9.2 shows the outcome of these calculations. Generally WDM is less
power consuming due to the passive demultiplexing. The worst case is by far the N
parallel HNLFs and pump sources, being an order of magnitude worse than the
WDM case. However for serial-to-parallel conversion at high bit rates (above
640 Gbit/s) the OFT-OTDM system is almost an order of magnitude less power
consuming compared to the WDM system, and almost two orders of magnitude
better than the worst-case parallel HNLF receiver OTDM setup. Furthermore, this
benefit increases for higher bit rates as can be seen in Fig. 9.2, right, which is
because the OFT-receiver scheme uses constant power irrespective of the bit rate.

This finding agrees well with the above postulation that processing more bits in
fewer components is where optical signal processing has its strongest advantage [4,
5]. For serial-to-parallel conversion, the energy per bit scales inversely with the bit
rate, as most power is used for the control signal. And irrespective of the total
OTDM bit rate, only two OFTs will be required, and to a large extent, the same
pump power will be needed, which ultimately leads to a better energy-efficiency for
higher bit rates. It even outperforms the simple point-to-point WDM systems.

These calculations are realistic in the sense that they are based on extracted
parameters from the experimental demonstration. One should of course be cautious
with putting too much trust into calculations like these—they are based on
assumptions of certain power values, and these may vary a lot, and the actual curves
representative of the different system scenarios will change correspondingly. This
sort of investigation is not hard science and the results should be seen as specu-
lative, and we mostly focus on the observed trends. In that respect, we can observe
that the use of time lenses for serial-to-parallel conversion has a tendency to
increase in system power more slowly than the WDM and classical OTDM sys-
tems. Where exactly the curves will cross each other is obviously strongly
dependent on the parameter values used.

In the following section, a detailed description of the time lens based OFT
scheme is given.
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9.2 Time-Domain Optical Fourier Transformation/Time
Lens Principle

In [10] Kolner presents the space-time duality principle, which accounts for the
equivalence between diffractive imaging and dispersive propagation. Based on this
space-time duality formalism, temporal imaging becomes a simple and versatile
tool with many applications, such as scaling temporal waveforms using simple
systems, or indeed scaling of spectral shapes, as well as converting between tem-
poral and spectral domains.

9.2.1 Time Lens Principle and Time-Domain OFT

In the space-time duality description, it is shown how diffraction and dispersion
operate similarly on spatial objects and temporal waveforms, respectively. The
diffractive far field image (Fraunhofer diffraction) is equivalent to a dispersed
waveform, in that the far field image becomes the Fourier transform of the spatial
object, and similarly the dispersed waveform becomes the Fourier transform of the

Fig. 9.3 Equivalence of diffractive imaging and dispersive propagation. Top A plane wave
propagating through a slit in a wall, corresponding to a rectangular “object” is diffracted to
generate the Fourier transform of the object as the image in the far field (propagation distance
z ≫ a, object size), known as Fraunhofer diffraction. A spherical lens will add a quadratic phase
modulation on the diffracted wavefront and may be used to manipulate the size and focal plane of
the image, e.g. by focusing the image down. Bottom Dispersive propagation of an optical pulse is
equivalent to diffractive imaging in the time domain. For large dispersion (D = β2L ≫ |Δt0|

2), i.e.
much greater than the original pulse width (object size) squared, the transmitted pulse shape
(“image”) becomes the Fourier transform of the input pulse shape (“object”). A parabolic phase
modulation, corresponding to a linear chirp acts as a lens in time (“time lens”), and may be used to
focus the image to smaller extent, or more advanced temporal imaging [10]
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input waveform. Figure 9.3 shows this basic equivalence. So diffraction and dis-
persion are equivalent. One may also include lenses. In spatial optics, a spherical
lens will result in a quadratic phase modulation of the diffracted wavefront, which
can be used to focus or enlarge an image. In the time domain, a temporal parabolic
phase modulation on the waveform will impose a linear chirp, which, when
balanced with proper amount of dispersion, can be used to focus or enlarge the
temporal waveform, and such a system is therefore called a time lens.

In the following, a derivation of the simple time lens based OFT system shown
in Fig. 9.3 (bottom) and in Fig. 9.4 is given. This derivation shows that a parabolic
phase modulation followed by appropriate amount of dispersion will result in an
output waveform, which is exactly equal to the Fourier transformation of the input
waveform, which again corresponds to the input spectrum [11]. For the reverse
system, i.e. dispersion followed by phase modulation, the solution may readily be
derived the same way, and result in an output where the spectral output is equal to
the input waveform, i.e. a temporal-to-spectral conversion.

In Fig. 9.4, the input and output electric field amplitudes in the spectral and
temporal domains are shown. They relate to the optical power as

Ii tð Þ ¼ Ai tð Þj j2; Ii xð Þ ¼ ~Ai xð Þ�� ��2

Figure 9.4 shows how the electric fields evolve through the different parts of the
set-up. In the phase modulator, a linear chirp, C, is added to the electric field
yielding an electric field waveform of

Ac 0; tð Þ ¼ A0 0; tð Þ: ei
2Ct

2

Note that in order to obtain a linear chirp, it is necessary to add a parabolic phase
modulation, as the chirp is the time derivative of the phase. The chirped spectrum is
the Fourier transform of the chirped waveform, i.e.

~Ac 0;xð Þ ¼ F Acð0; tÞf g

The chirped waveform is now propagated through a length of dispersive med-
ium, such as a fibre with accumulated dispersion D ¼ b2L, where β2 is the GVD
parameter of the fibre and L is the total length of the fibre. The linear transfer
function for such a fibre is H xð Þ ¼ e

i
2b2x

2L, see e.g. [12]. Thus, the spectral output
of the dispersive element becomes

D
ϕ- mod 

CA0(0,t)

Ã0(0, ω) Ãc(0, ω) = (A c)

Ac(0,t)=A0exp(iCt2/2) A1(L,t)

Ã1(L, ω)=Ãc(0, ω)H (ω)

OFT for frequency-to-time mapping

Fig. 9.4 Principle sketch for deriving the time-domain optical Fourier transformation (OFT)
relations for the case of frequency-to-time conversion
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~A1 L;xð Þ ¼ ~Ac 0;xð Þ � H xð Þ ¼ ~Ac 0; xð Þ � ei
2b2x

2L

and the output temporal shape is just the inverse Fourier transform of this, i.e.

A1 L; tð Þ ¼ F�1 ~A1 L;xð Þ� � ¼ F�1 ~Ac 0;xð Þ � ei
2b2x

2L
n o

¼
Z1

�1
Ac 0; t0ð Þ � h t � t0ð Þdt

where

h tð Þ ¼ F�1 H xð Þf g ¼ 1
2p

Z1

�1
e
i
2b2x

2Le�ixt dx ¼
ffiffiffiffiffiffiffiffiffi
i

2pD

r
e
�i
2Dt

2

i.e. the output temporal shape is the convolution of the chirped input pulse to the
dispersive element with the fibre response function h(t). Now, assuming that the
accumulated dispersion is matched to the chirp added to the pulse (D = 1/C), and
using the transformation t/D = ω, the output waveform becomes

A1 L; tð Þ ¼
Z1

�1
Ac 0; t0ð Þ � h t � t0ð Þdt

¼
ffiffiffiffiffiffiffiffiffi
i

2pD

r Z1

�1
A0 0; t0ð Þ � ei

2Ct
02 � e�i

2D t�t0ð Þ2dt0

¼
ffiffiffiffiffiffiffiffiffi
i

2pD

r
� e�i

2Dt
2
Z1

�1
A0 0; t0ð Þ � ei tDt0dt0 ¼

ffiffiffiffiffiffiffiffiffi
i

2pD

r
e
�i
2Dt

2
Z1

�1
A0 0; t0ð Þeixt0dt0

¼
ffiffiffiffiffiffiffiffiffi
i

2pD

r
� e�i

2Dt
2 � ~A0 0;xð Þ

Finally, the intensity at the output of the OFT becomes

I1 tð Þ ¼ A1 tð Þj j2¼ 1
2pD

� ~A0 xð Þ�� ��2¼ 1
2pD

� I0 xð Þ

i.e. the output temporal waveform is exactly given by the input spectral shape [13]
scaled with a constant depending on dispersion D.

Example: A supergaussian spectrum: It is often easier to create special shapes in
the spectral domain than in the time domain, and thus this OFT scheme can be seen as
a tool to transfer e.g. grating-based spectral shapes into temporal waveform shapes. If

for instance a supergaussian spectrum is generated, I0 xð Þ ¼ K � e�ðx=DxÞ2m with
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amplitude K, then the temporal output pulse shape becomes I1 tð Þ ¼ 1
2pD � e�ðt=DDxÞ2m ,

for K = 1, when using the aforementioned transformation t/D = ω. That is, exactly the
same shape as the spectral shape and with a tuneable 1/e-width given by
Dt1=e ¼ DDx. The width is tuneable, as D = 1/C is tuneable, or in other words, by
tuning the chirp rate (i.e. the quadratic phase modulation) of the time lens, the size of
the image can be controlled.

From the above equations, it is seen that it is also possible to compensate for the
temporal impairments induced by dispersion in transmission fibres by filtering and
applying OFT, thus transforming the Gaussian unaffected spectrum to a clean
temporal waveform, as investigated extensively by Nakazawa et al. [11]. In [11],
m = 1, and the pulse is thus Gaussian. As a benchmark, the dispersion is set to be
equal to the original pulse width squared, i.e. Dj j ¼ Dt20, which leads to an output
pulse width after OFT of Dt1=e ¼ Dt20Dx, which is equal to Dt0 for a Gaussian, and
hence the original pulse is obtained.

The above derivation is for frequency-to-time mapping, and a similar approach
will result in the formalism for time-to-frequency mapping [14], where the order of
dispersion and phase modulation is simply reversed, yielding

Ic xð Þ ¼ ~Ac xð Þ�� ��2¼ 2p
jCj � A1 0; tð Þj j2¼ 2p

jCj � I0 tð Þ

Here again, t = ωD = ω/C, and C is seen to determine the scaling factor between
time and frequency. Thus a temporal spacing Δt will be mapped to a spectral
spacing of Δω = ΔτC.

The phase modulation may be obtained in several ways, e.g. by electro-optic
phase modulation as sketched above, or by four-wave mixing (FWM) to obtain very
high chirp rates. In [15], a good comparison between different types of phase
modulation is given.

In the case of FWM, the dispersed waveform to be transformed in a time-to-
frequency mapping acts as signal Es(t) and the phase modulation is applied using
linearly chirped pump Ep(t) pulses, generated by propagation of transform limited
pulses in a dispersive medium. In the FWM process, the signal is converted to an
idler Ei(t), which combines the phases of both pump and signal ðEi / E2

pE
�
s Þ. In our

case, the signal is A0(L, t), and the idler is Ac(t). As a result of the FWM process,
the time information contained in the signal is mapped onto the power spectrum of
the generated idler, see more detailed example below for serial-to-parallel
conversion.

9.2.2 Important OFT/Time Lens References

Several groups worldwide have contributed enormously to the development of time
lenses and their use for different applications. It is beyond the scope of this chapter
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to give a full account of all the work that has been done, but some of the most
important references that will be useful to learn more about time lenses are men-
tioned here. In [10], Kolner first described the equivalence between spatial and
temporal optics as mentioned above. In [16], the time-to-frequency case is
described in detail, and in [17], the use of the space-time duality is described by
Azaña and Muriel in the context of the application spectral analysis. The ability of
a time lens to focus a waveform to a certain focal point in time is suggested by
Mollenauer and Xu to be used for timing jitter compensation [18]. Jalali and co-
workers describe the time lens usage for time-stretching in [19]. This scheme may
be used to investigate spectral profiles/fingerprints in the time domain, by simple
Fourier transformation and photonic stretching. In [11], Nakazawa et al. details the
time-domain optical Fourier transformation (OFT) principle used for distortion-free
transmission, where a frequency-to-time conversion is utilized. Weiner’s group has
used the time lens concept for arbitrary waveform generation, e.g. for ultra-wide-
band communication [20]. In [21], a description of various ultra-fast applications of
time lenses are given, and in [22], the first demonstration of time lenses based on
a silicon chip is presented. Finally, in [15], Salem, Foster and Gaeta give a
good overview of recent ultrahigh-speed optical signal processing applications
using time lenses.

9.3 Serial-to-Parallel Conversion

Serial-to-parallel conversion is a case of temporal to spectral conversion, i.e. where
dispersion is preceding phase modulation. One implementation of this is to trans-
form a serial OTDM data signal into separate parallel WDM channels as already
introduced in Fig. 9.1

9.3.1 640 Gbit/s OOK OTDM-to-DWDM Conversion

For an efficient solution, the electro-optic phase modulation is exchanged with an
optical phase modulation, which may be provided in various ways. Using four-
wave mixing (FWM) allows for very strong phase modulation [15]. Figure 9.5
shows a schematic of OTDM-to-WDM conversion using FWM.

The data and pump are first dispersed in standard single mode fibre (SMF) to
create a linear chirp on the pulses. The rectangular pump spectrum is sent through a
fibre of dispersion D, starting at its Fourier transform position. After D, it will have
acquired a flat top waveform. To obtain OTDM-to-WDM conversion with spectral
compression of the individual WDM channels, allowing for DWDM creation, the
data pulses must traverse a fibre with dispersion exactly equal to half of the pump’s
dispersion, i.e. D/2. Now, these two signals are injected into a nonlinear medium,
e.g. a HNLF, where they interact via FWM. The pump and data signal create an

270 L.K. Oxenløwe et al.



idler at the optical frequency ωi = 2ωp − ωs = 2πc/λi. Because the pump is chirped
and covers all the OTDM channels, different channels will overlap in time with
different parts of the pump spectrum and thus give rise to idlers at different
wavelengths. And because the data is chirped with D/2 compared to the pump being
chirped by D, each OTDM pulse will be converted to an idler with a compressed
spectrum. This makes it possible to place the idlers very densely, i.e. to create a
DWDM signal. Each DWDM channel now originates from a specific OTDM
channel, and they may simply be filtered out by passive filters. This way, all OTDM
channels are demultiplexed simultaneously.

Figure 9.6 shows the basic schematic setup for OFT-based OTDM-to-WDM
conversion. In principle all OTDM channels can be demultiplexed in one device
[23], but in practice it will be very difficult to create the required sharp edged
rectangular pump pulses, and thus some data pulses may overlap with two neigh-
bouring pump pulses giving some impairment. It is therefore more practical to
assume that two of these OFT-based demultiplexers or OTDM-DWDM converters
in parallel are needed to demultiplex all channels. Still, this is potentially a sub-
stantial reduction in active components in an OTDM receiver. As described in the
introduction, this gives rise to an enormous power consumption reduction,
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Fig. 9.5 OTDM-to-WDM conversion using FWM. Spectrographic representation of the basic
principle. Dispersed waveforms interact in a four-wave mixing process yielding non-chirped idlers
at separate wavelengths
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rendering an OTDM point-to-point system less power consuming than a WDM
point-to-point system for high bit rates.

Figure 9.7 shows results from an experimental demonstration where a 640 Gbit/s
OTDM signal is converted into a DWDM signal with only 25 GHz spacing between
the DWDM channels [8, 24]. 40 of the 64 tributaries are simultaneously demulti-
plexed with a BER less than 1E-9. The channels to the sides of the spectrum,
correspond to the OTDM channels overlapping with the edges of the pump pulse,
and thus have lower conversion efficiency, and ultimately lower OSNR, and
therefore higher penalty. The most extreme channels cannot get a BER less than
10−9. The receiver sensitivity at BER 10−9 is measured for the 40 centre-most
channels and 32 of these have a sensitivity spread within 3.5 dB. This clearly
demonstrates the effectiveness of this scheme. With only two of such OFT-units in
parallel using temporally detuned pumps, all OTDM channels should be attainable,
irrespective of the OTDM bit rate. In the example shown in Fig. 9.7, the non-linear
element was a HNLF but in [24], it was also shown that this scheme could be
carried out using a silicon nanowire as the nonlinear medium.

OFT
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λ64
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Fig. 9.6 Schematic setup for OTDM-to-DWDM conversion using the optical Fourier transfor-
mation technique (OFT) by four-wave mixing in a HNLF. In practice, two OFT units may be
preferred. From [8]
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9.3.2 Serial-to-Parallel Conversion of Data with Advanced
Modulation Formats

Using FWM for phase modulation, one may benefit from the phase-preserving
nature of FWM, i.e. that the idler retains the phase information of the signal, albeit
in conjugate form. This means that the above described serial-to-parallel conversion
scheme may also be used on phase-modulated data signals without losing any
information. Figure 9.8 shows experimental results from [25], where a 160 or 320
Gbaud OTDM signal carrying QPSK or 16QAM modulation is converted to
DWDM 10 Gbaud channels. In this experiment, it was confirmed that the 16 QAM
data could be successfully received to below the forward error correction (FEC)
limit of 3.8E-3, corroborating that this scheme is independent of the modulation
format.

9.3.3 Wavelength-Preserving Serial-to-Parallel Conversion

In the two cases mentioned above, degenerate FWM is used, where the two pump
photons are at the same wavelength, originating from the same source. In that case
the idler appears at the other side of the pump from the signal. However, nonde-
generate FWM may equally well be used. This adds more design freedom to where
the desired idler wavelength may be positioned. In [26], the pump photons are in
orthogonal polarisation and at different wavelengths.

This scheme allows one to choose the idler wavelength to be for instance exactly
where the input signal was. In [26], the orthogonally polarized pumps are sym-
metrically positioned around the input signal wavelength, and one pump is aligned
in polarisation with the input data signal. Owing to energy and momentum con-
servation, the idler will now be generated at the same wavelength as the data signal,
but in orthogonal polarisation to the data signal. One may thus filter the idler away
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from the signal using e.g. a polarisation beam splitter. Figure 9.9 shows a schematic
setup of this scheme, where a 160 Gbit/s OTDM signal is converted to a DWDM
signal at the same wavelength as the original data. This can reduce the required
spectral bandwidth otherwise needed for FWM OFT, and shows that OFT is
wavelength transparent.

9.3.4 Nyquist-OTDM to “OFDM”-Like Signal Conversion

In addition to the pursuit of higher spectral efficiency by the use of higher order
modulation, signal formats like orthogonal frequency division multiplexing
(OFDM) and Nyquist WDM are also very interesting. They both rely on shaping of
either the spectral or temporal domains to create sinc-function-like shapes and very
dense multiplexing. In a Nyquist channel, the temporal waveform is a sinc-function,
and each symbol goes to zero exactly at the neighbouring symbol position, resulting
in orthogonality. The spectral shape is rectangular, and it is therefore simple to put
WDM channels shoulder-by-shoulder and thus increase the spectral efficiency
almost to 1 bit/Hz (for binary modulation). If one combines Nyquist channels with
the potential of ultra-high symbol rate OTDM, one may simply create ultra-high
symbol rate Nyquist channels by the use of rectangular optical filtering directly on
an OTDM signal. This is simple and straightforward, and additionally helps to
reduce spectral redundancy from guard bands that one would otherwise encounter
in low-rate Nyquist WDM channels [27, 28]. In fact, one may say that the higher
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the symbol rate, the lower the waste of valuable spectrum. This is because optical
filters will give relatively steeper flanks of the filter compared to the width of the
filter shape for broader spectra. In the time domain, the pulses will become sinc-
function shaped, and if the filter has the width of the symbol rate, then each sinc-
function shaped pulse will exactly give a null in the neighbouring symbol. In [29], it
was shown that a 1.28 Tbaud Nyquist channel could be generated this way using
only 1.28 THz bandwidth, i.e. with no spectral redundancy within the 1.28 THz
bandwidth. This type of spectrally efficient serial data signal can also be demulti-
plexed using a time lens serial-to-parallel converter [29].

Figure 9.10 shows the experimental results for the 1.28 Tbaud Nyquist channel
generation and detection. It is observed that the spectral extent is dramatically
reduced to 1.28 THz, about 10 nm. The characteristic time-domain waveform is
observed in Fig. 9.10b, with the minimum interference points, corresponding to
where the sinc-shaped waveforms go to null. The serial-to-parallel conversion
spectra are shown in Fig. 9.10c. The N-OTDM spectrum is converted to an OFDM-
like spectrum for each channel—the individual spectral channels are not discernable
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in this figure, due to the spectral overlap of the channels. The OFT is tailored such
that the generated OFDM-like signal has a large guard interval (around 90 %). This
enables extraction of the tributaries simply using passive filtering, as the associated
pulse broadening is accommodated for by the guard interval. The 1.28-Tbaud N-
OTDM signal is passed through a dispersion compensation fibre (DCF) having
β2LDCF = 1.243 ps2 and subsequently launched into a 100 m polarisation-main-
taining highly nonlinear fibre (PM-HNLF, zero dispersion at 1545-nm and
S = 0.025 ps/nm2km). The desired chirp rate C = 1/(β2L) = Δω/Δt depends on the
temporal spacing and desired frequency spacing. In this work, the target was to map
a 1.28 Tbaud signal with Δt = 0.781 ps to a frequency spacing of 100 GHz. The
generated pump pulses having a super-Gaussian spectrum (FWHM of 1.6 THz)
centred at 1545 nm are linearly chirped with a chirp rate of C/2 by propagation
through some DCF length and merged with the data in the FWM process in the PM-
HNLF. Since the frequency spacing (100 GHz) is much larger than the baud rate
(10 Gbaud for each tributary), a tuneable OBF with a bandwidth of 40 GHz is used
to extract the subcarriers. The chosen bandwidth is a trade-off between minimisa-
tion of interchannel interference (ICI) and inter-symbol interference (ISI). In this
particular experiment, there was no attempt to obtain many simultaneous converted
channels, but nevertheless 14 tributaries at different wavelengths could still be
simultaneously received with a BER < 3E-3. As explained above, at least half of the
channels should be possible under the right circumstances. Finally it should be
mentioned that the N-OTDM signal was transmitted over 100 km SLA-IDF
transmission fibre and that forward error correction coding (FEC) was employed,
resulting in a net 2.4 Tbit/s truly error free data rate after transmission, i.e. with zero
errors occurring in the measurement time.

In [30], it is furthermore shown that polarisation-independent serial-to-parallel
conversion is possible using a polarisation diversity scheme placing the above-
mentioned PM-HNLF in a polarisation diversity loop.

In summary, serial-to-parallel conversion using time lens based OFT has been
described in this section, and various demonstrations have been mentioned. In
particular, it has been experimentally demonstrated that this functionality is trans-
parent to symbol-rate, modulation format, data format, wavelength and polarisation,
and indeed that the nonlinear medium can successfully be a silicon nanowire as well
as a highly nonlinear fibre. In addition to this, it should be mentioned that the
opposite process may equally be implemented, and a demonstration of WDM-to-
OTDM conversion has also been demonstrated by converting 16 WDM channels
into 16 OTDM channels [31]. This is a case of spectral-to-time conversion, and
other examples of this include distortion-free pulse transmission [11] and flat-top
pulse generation [12, 32]. Having control of both time-to-frequency and frequency-
to-time conversion opens up for a number of interesting applications, where more
advanced time lens systems may be created using more than one time lens. In the
following some such “telescopic arrangements” will be described.
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9.4 Spectral Telescopes and Applications

Just like in spatial optics, where the combination of several lenses can make more
advanced imaging systems such as telescopes, the same is the case for time lenses.
Both temporal telescopes and spectral telescopes can be constructed [15]. In the
following we will focus on spectral telescopes used for optical processing of
spectrally parallel data signals such as WDM and OFDM signals.

9.4.1 WDM Nonlinear Optical Signal Processing—WDM
Grid Manipulation

Nonlinear optical signal processing directly on WDM channels is traditionally
challenging due to the nonlinear intermixing of the WDM channels. Therefore
many schemes require a separation of the WDM channels followed by an individual
signal processing of each channel separately. This is not considered a power-
efficient and viable solution as discussed in Sect. 9.1, because one would not be
processing the entire WDM signal in one device. Using optical spectral telescopes
this may change. One could imagine converting a WDM signal to a TDM signal,
where the bits do not overlap in time, and then do some form of optical signal
processing on that TDM signal. Adding a second time lens stage could then bring
the OSP’ed signal back to the original WDM state or some manipulated form of the
WDM signal.

In this section, we will describe how to use two time lenses to construct a
spectral telescope to manipulate the grid spacing of a WDM signal. This may e.g.
find use in flexible grid applications.

Figure 9.11 shows a principle spectrographic representation of the use of FWM
for WDM grid manipulation. This representation tool is a simple and illustrative
way to design such time lens systems. An incoming WDM signal, in this case
represented by three wavelengths filling up most of the available time slot and
shoulder-to-shoulder in wavelength, is aligned with a chirped pump pulse for phase
modulation.

FWM occurs between the pump and the signal and creates chirped idlers fol-
lowing the relation xi ¼ 2xp � xs, with the indices i, p, s corresponding to the
idler, the pump and the signal (WDM inputs), respectively. In this mapping
schematic, each temporal component of the signal is “mirrored” on the spectral axis
(vertical) through the pump to a position on the other side of the pump at the same
spectral distance to the pump. Thus it is easy to predict the spectrographic profile of
each idler. The idlers are now dispersed, e.g. by transmission through fibre with
accumulated dispersion D1 ¼ b2L1. This has the effect of temporally positioning
the individual frequency components of the idlers following the linear mapping
relation Ds ¼ ðx1 � x2Þb2L1. In this schematic spectrographic representation, the
linear mapping due to dispersion is illustrated by a dashed straight line in which
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each spectral component of the generated idler is now simply “mirrored” hori-
zontally along the time axis to a point on the other side of the dispersion line with
the same distance to this line as the original idler point. This completes the first step
from parallel to serial conversion, and the WDM channels are now completely
separated in time, i.e. being a serial signal. This first time lens system is now
followed by a second time lens system, where the dispersion and chirp values may
be chosen freely.

They could be the same, which would lead back to the original signal, or as here,
differ by a factor of 2. Going through the second dispersion (note that the slope of
the D2-line is twice that of the D1-line) and phase modulation, ϕ2, with the FWM
pump-2 being chirped twice as much as pump-1 for ϕ1, and being spectrally twice
as broad, results in a mapping of the WDM channels to different frequencies and
with different pulse and spectral widths. Essentially, as D1/D2 = 2, and the spectral
width of pump-1 is half that of pump-2, the output spectra are twice as broad and
the pulse widths twice as narrow compared to the input. However, the magnification

D2
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t

D1

Dispersion: 

Δτ = τ(ω1)– τ(ω2) = ( ω1 – ω2) β2L

φ1, ωp (FWM)

FWM: ω i =2ωp – ωs

ωs

ω i

Fig. 9.11 Spectrographic schematic of a spectral telescope, consisting of two time lenses, based
on FWM, and accompanying dispersion. In this schematic, 3 WDM channels are closely
positioned in optical frequency, ω, vertical axis and they each fill out their time slots (space
between dotted vertical lines). By FWM using a chirped pump, doubly chirped idler waves are
generated (lower left). These are then dispersed to compensate for the chirp to yield 3 separate
temporal channels. Thus a parallel-to-serial conversion has been obtained. Please note that they are
also slightly displaced in frequency, corresponding to the original spacing between the WDM
channels. ϕ1 and D1 constitute the first time lens stage. Now, the converted signal is sent through
the second time lens stage with a different “focal length” corresponding to a different phase (chirp
rate) and dispersion. In this case, ϕ2 and D2 are a factor of two off from ϕ1 and D1, yielding a
telescopic magnification factor of 2. After serial-to-parallel conversion in the second time lens
stage, a magnified WDM spectrum is obtained. The WDM channels are now twice as wide
spectrally compared to the original, and spaced twice as far from each other, and twice as narrow
in the time domain. This makes is possible to use a narrow filter, with the original WDM signal
filter bandwidth on each channel, and the result is a WDM signal but with twice the grid spacing
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factor can be dimensioned with a large degree of freedom and does not need to be
an integer number. Just like for a spatial telescope, where the magnification is given
by the ratio of the focal lengths of the objective lens (f1) and the eye piece lens (f2),
M = f1/f2, the magnification for a spectral telescope is given by the equivalent focal
lengths, i.e. the accumulated dispersions: M = D1/D2. In the above example, M = 2,
but can be tailored to a specific application.

For M < 1, the spectrum is compressed. In [33], an example of spectral com-
pression is given. There, a 100 GHz spaced WDM signal consisting of 8 wave-
lengths is compressed to 50 GHz spacing. Each wavelength carries 10 Gbit/s
DPSK, and thus already fits into a 50 GHz grid. The BER performance is very good
with only 1.4 dB sensitivity penalty at a BER = 1E-9.

Figure 9.12 shows an example of M = 2. In this case, 16 WDM channels spaced
at 50 GHz each carrying 10 Gbit/s DPSK data are spectrally magnified to a grid
spacing of 100 GHz. To simplify the setup, a folded time lens scheme is employed
—the same nonlinear device (here an HNLF) is used for both time lenses operating
in opposite directions.

The input 16-channel 50 GHz spacing WDM signal enters the grid manipulator
from the top left through a circulator together with a chirped pump (Pump1).
Together they travel from left-to-right through the HNLF into a second circulator
sending the pump, signal and generated idler down into the loop. Here a filter
removes all but the idler, which is now transmitted through a dispersive medium,
either SMF or DCF (anyone can be chosen as long as the chirp is properly matched
to it). After the dispersive medium, the chirped idler is joined with Pump2 through a
coupler and send back through the right-most circulator and into the HNLF from
right-to-left. The now magnified WDM signal is extracted through the circulator
and an optical filter suppressing pump and idler from the loop. Figure 9.12 bottom
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left shows the spectra involved with the 16 WDM channels being 50 GHz spaced at
the input and the output being 100 GHz spaced. A detailed BER characterisation
shows that all channels are error free, Fig. 9.12, right. There is a roughly 2 dB
penalty at BER = 1E-9. By changing the chirp rate of the pump pulses, and
matching the dispersion to it, the magnification may be changed. This may find use
in e.g. flexible grid networks, where data channels may be easily fitted into
available bandwidths and according to required performance criteria.

In the following, an alternative application of spectral magnification is presented.
The idea here is to spectrally magnify an orthogonal frequency division multi-
plexing (OFDM) signal in order to be able to merely receive it by passive optical
filtering.

9.4.2 OFDM-to-“DWDM” Conversion by Spectral
Magnification

OFDM is a very spectrally efficient modulation format with sinc-function shaped
spectra with a null in the neighbouring spectral channel. These sinc-shaped spectra
are thus overlapping and it is not straightforward to separate these OFDM channels
spectrally, as it is for e.g. DWDM signals. One could say that both a spectral and
temporal filtering is most often required, either in the electrical or the optical
domain. Most work on all-optical OFDM demultiplexing has focused on the
Discrete Fourier transformation (DFT), where up to 26 Tbit/s OFDM demulti-
plexing has been achieved [34]. In optical DFT, the Fourier transformation is
accomplished by matched filtering using cascaded delay-interferometers as sug-
gested by Marhic [35] and subsequent optical gating in a narrow time window
where the interference is absent. This scheme can give very good performance [36,
37]. However, optical DFT requires phase-stabilisation of the optical paths in the
delay-interferometer, and an optical gate per subcarrier—in other words, the
receiver complexity increases with the number of subcarriers, and as the optical
gating requires active switching and time alignment, the power consumption thus
also scales with the number of subcarriers.

If instead of DFT, one uses time-domain OFT in a single spectral magnifier, the
OFDM signal may be spectrally magnified in a transform-limited way. As above
this means that the spectral components are spread out, whereas the temporal
components are squeezed tighter together within the available time slots. This now
makes it possible to apply bandpass filtering with a filter bandwidth equal to the
symbol rate and actually extract the data information without excessive inter-
symbol and inter-carrier interference (ISI and ICI), as also sketched in Fig. 9.11. In
Fig. 9.11, after spectral magnification, bandpass filters are applied, which broadens
the time waveform and narrows the spectral extent of each channel. As suggested in
Fig. 9.13, this corresponds to a conversion from OFDM to a DWDM-like signal,
which may be received merely by passive filtering, i.e. avoiding optical gating of
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each channel. As discussed in the introduction for the OTDM-case, there is almost a
two-order of magnitude power reduction when going from N parallel gates to a
single (or two) time lens based serial-to-parallel converters. Here a similar situation
is observed: many optical gates may be replaced by a single spectral magnifier and
yield power savings. For AO-OFDM, the gates do not need to be as fast and power
consuming as for the OTDM scheme, so the actual power saving may not be as
dramatic as for OTDM, but the power and complexity scaling with the number of
tributaries can be eliminated this way.

Figure 9.14 shows a principle spectrographic sketch, similar to Fig. 9.11, of the
OFDM-to-WDM-like converter using spectral magnification and subsequent pas-
sive filtering.

Figure 9.14 shows an OFDM signal with its characteristic overlapping sinc-
shaped spectral channels and rectangular waveforms. This OFDM signal is sent
through the spectral magnifier consisting of two time lenses separated by disper-
sion. After the first time lens, the OFDM signal is basically converted to a Nyquist
OTDM signal with sinc-shaped waveforms. The second time lens converts the
signal back to an OFDM signal but with a magnification factor, in this sketch
roughly set to M = 2. Since the time domain waveforms do not fill out the time slots

OFDM-
”DWDM” A

W
G

Fig. 9.13 Reception of OFDM signals using a WDM-type receiver requires an OFDM-to-
“DWDM” data format conversion. This may be achieved with a spectral telescope
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Fig. 9.14 Principle of OFDM conversion to a WDM-like data signal using a spectral telescope
[38]. The two time lens stages will create a spectral magnification of the OFDM signal, allowing
for tight direct filtering using e.g. a WDM filter
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and the spectra are broad, it is now possible to simply apply a filter with a band-
width equal to the symbol rate, i.e. Df � timeslot−1. This will broaden the wave-
form to fill out the time slot, but not extend into the neighbouring time slots, i.e. not
generate ISI, and at the same time filter away a considerable part of the spectra of
the neighbouring carriers to reduce the ICI. In principle, the larger the spectral
magnification factor M, the less ICI. However, for the same Df , the larger M is the
more spectral content is filtered away, and hence the less OSNR remains for useful
detection. Therefore, an optimum exists, and empirically M * 4 seems like a good
compromise.

Figure 9.15 shows a schematic setup for of 4× magnification of an OFDM signal
and simulation results in terms of eye diagrams. The spectral telescope consists of
two time lenses and dispersion in between. The simulation assumes 5 × 10 Gbaud
subcarriers, with 12.5 GHz sinc spectra and 12.5 GHz spacing with DQPSK
modulation. The lower part of Fig. 9.15 shows the case where a bandpass filter
(BPF) is applied directly to the original OFDM signal. The filter bandwidth is tuned
to yield the best possible eye opening under these circumstances. It is evident that
the eye opening is not very good even for an optimum filter bandwidth of 8 GHz.
Figure 9.15 top shows the magnification ×4 results. After the second phase mod-
ulation, the spectrum is 4 times broader, and therefore it is seen to be possible to
apply a filter with a bandwidth close to the baud rate to strongly suppress the
neighbouring carriers. In this case the optimum is 15 GHz, and clear and open eye
diagrams are obtained. Hence only a single spectral magnifier is required in con-
junction with bandpass filtering. The filter shapes are Gaussian in both cases.

Figure 9.16 shows experimental results in terms of spectra at two points within
the spectral telescope, after the first time lens and after the second time lens. 10
carriers are used in this experiment, and they are 12.5 GHz spaced and carry
10 Gbit/s DPSK modulation at 10 Gbaud. The OFDM carriers are generated by
spectral sinc-function shaped filtering directly on the 10 Gbit/s DPSK continuous
spectrum, in a scheme adapted from the method proposed and demonstrated in [39]

• Spectral magnification + bandpass filtering:

• Comparison with band -
pass filtering only:

1φ 2φ2D
1D

BPF

BPF

15 GHz
(opt)
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Fig. 9.15 Comparison of spectral magnification and bandpass filtering (top) to the case without
magnification (bottom). Simulations show a clear improvement of the eye diagram when spectrally
magnifying ×4. From [38]
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by Du et al. The OFDM signal is emulated by separately generating even and odd
subcarriers, each consisting of five 12.5 GHz sinc functions with 25 GHz spacing,
using a wavelength selective switch (WSS). The sign is reversed between neigh-
bouring sinc subcarriers (for both even and odd), in order to overcome the limited
WSS resolution of *10 GHz and thus obtain the highest possible contrast ratio in
the generated sinc spectra.

The time lenses are based on FWM in HNLF and the ×4 magnification is clearly
observed in Fig. 9.16.

Figure 9.17 right shows a zoom in on the magnified spectra. For visualisation
purposes the even and odd channels are shown individually, but they are magnified
as a combined signal for BER characterisation. Figure 9.17 left, shows the BER
performance for all 10 channels, before and after magnification and bandpass
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filtering, in terms of receiver sensitivities at a BER of 1E-9. The subcarriers are
individually filtered out using an optical tuneable filter, with a Gaussian profile of
0.12 nm full-width at half maximum (FWHM) for the magnified case and 0.08 nm
FWHM for the unmagnified case. In nearly all cases the bandpass filtered magnified
spectra are better than the original signals after bandpass filtering. Note that as the
data signal used in this case is an emulated OFDM signal, as described above with
even and odd channels and every other carrier being π out of phase with its
neighbour, there is a greater isolation between the carriers than in a real OFDM
signal. Therefore it is even possible to get very low BER values by simply bandpass
filtering directly on this emulated OFDM signal. This will not be the case for a real
OFDM signal. None the less, when applying spectral magnification to this signal,
the sensitivity is improved on average with about 2 dB. As seen above in Fig. 9.15,
the simulated eye diagrams would suggest a much greater improvement if used on
real OFDM signals, where one would not expect to be able to detect the bits, with
the eye being completely closed. The outer channels in Fig. 9.17 are worse for the
magnified case, which is due to small aberrations of the time lenses. These cause
distortions on the magnified spectra of the outer channels (see arrows in Fig. 9.17
right), and these then cause ICI with their neighbours. With better optimisation of
the time lenses, these aberrations are expected to disappear.

This application may become useful for AO-OFDM superchannels with many
subcarriers, where one may wish to eliminate the need for equally many optical
gates by introducing a single active element, namely the spectral telescope. The
telescope is in its current implementation more complex and power consuming than
some simple optical gates, like the eletroabsorption modulator used in [34] or low-
energy variants as described in [40]. But there may be potential for low-energy time
lenses based on e.g. amorphous silicon nanowires [41], which may indeed also hold
potential for ultra-wideband operation over several hundred nm [42, 43]. This
would allow for reduced power consumption and handling of ultra-broadband
superchannels.

Other applications of time lens telescopic arrangements include temporal tele-
scopes, as e.g. demonstrated in [44] for data packet compression. In that case, a
short data packet is compressed a factor ×27 in time to bring the bit rate from 10 to
270 Gbit/s. In some applications, a smaller modification of the bit rate may be
desired, and in that case a simplified time lens system may be used, so instead of a
full telescope, a single lens may be used. In the following, such an example is
given.

9.5 Time-Domain Processing

One of the early communication applications utilizing time lenses was for timing
jitter compensation or retiming [18], which was basically based on an electro-optic
phase modulator with sinusoidal modulation and a dispersive element, as sketched
in Fig. 9.4. The same basic setup was also used for dispersion compensation [11]
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and later pulse shaping [13, 32] and pulse position locking [45]. With this imple-
mentation, the sinusoidal modulation implies that one can only operate at a bit rate
at or below the rate of the modulation. This is in contrast to the FWM based time
lens using flat-top pulses. If the e/o-phase modulation could be truly parabolic, then
the situation would be similar to the FWM cases above. However, one of the
attractions of the sinusoidal modulation is its simplicity. It is very convenient to
obtain sinusoidal modulation.

Figure 9.18 shows an example where the time lens system is set to operate on an
Ethernet data packet. Ethernet data packets/frames are very challenging to handle
optically, as the packet length may vary from 64 to 1518 bytes, they arrive asyn-
chronously and they have a certain allowed repetition rate variation, which in the 10
GE WAN PHY standard can vary with up to ±20 ppm of the nominal transmission
rate, i.e. ±200 kHz frequency offset between transmitter and receiver for 10 Gbit/s
Ethernet packets. The idea in Fig. 9.18 is to use a time lens to synchronise the
10 Gbit/s Ethernet data packets in such a strict manner that they can be optically
time multiplexed together to form a Tbit/s multiplexed Ethernet data signal (TbE).
The requirements to Tbit/s timing jitter are very strict (*50 fs) and thus the
synchronisation has to be very effective. Furthermore, it needs to be very flexible to
accommodate for the varying types of data packets and include NRZ-to-RZ
conversion.

Figure 9.18 left shows the schematic setup. An NRZ data packet arrives to the
simple time lens system, where an additional amplitude modulator based on a
Mach-Zehnder modulator (MZM) is introduced. The MZM carves part of the NRZ
bit out, thus effectively converting from NRZ to RZ, and the phase modulator adds
the required chirp to the bit, and the following dispersive element aligns the now
RZ bit to the focal point within the time slot, i.e. at the peak of the sinusoidal
modulation, where it approaches a parabolic phase modulation and the chirp is
linear, being the derivative of the phase modulation. The phase modulator modu-
lation depth is 4π, and it and the MZM are both driven by a master clock at
9.9536 GHz (200 kHz offset from the input data packet clock), and then launched
into a 400 m DCF. The 10 Gbit/s input asynchronous Ethernet packet with a data

Fig. 9.18 Time lens based Ethernet packet synchronisation for 1.29 Tbit/s data streams. From [46]
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rate of 9.9534 Gbit/s is thus converted into a synchronized Ethernet packet with a
data rate of 9.9536 Gbit/s. At the same time, the Ethernet packet is format converted
into an RZ signal with a full width at half maximum (FWHM) of 6 ps, due to the
pulse carving of the MZM and the chirping. Additionally, the converted RZ signal
is further pulse compressed to a FWHM of 400 fs in a 500 m dispersion-flattened
highly nonlinear fibre (DF-HNLF), not shown here [46]. Alongside this synchro-
nisation part of the demonstration setup, a standard 1.28 Tbit/s OTDM data signal is
generated, but with the time channels moved together a small fraction so as to make
room for an additional empty time slot. The now synchronised RZ data packet is
then multiplexed together with the 1.28 Tbit/s OTDM signal to form a 1.29 Tbit/s
aggregate signal, as seen to the right in Fig. 9.18. The Ethernet packet channel fits
into the vacant OTDM channel, and when demultiplexing and BER characterizing,
the performance is sufficiently good to reach a BER of 1E-9.

Thus this time lens scheme does fulfil the 10 GE WAN PHY requirements and is
able to operate on asynchronous standard Ethernet packets with 200 kHz offset, and
a maximum packet length of 1518 bytes to the extent that they may be multiplexed
to Tbit-Ethernet, TbE.

9.6 Summary

This chapter has addressed the use of optical time lenses for efficient optical signal
processing. We have identified and described scenarios where time lens based OSP
with its ultrafast potential can offer power-efficiency. This goes for applications
where many bits are processed simultaneously, such as for serial-to-parallel con-
version. Other applications where all the data channels are processed simulta-
neously include the possibility of processing WDM signals to e.g. manipulate grid
spacing using a spectral telescope. The same approach may be used for spectral
magnification of OFDM signal in order to receive AO-OFDM signals directly using
WDM-like receivers relying on passive bandpass filtering. This, like serial-to-
parallel conversion, would break the scaling of complexity and power with number
of tributaries, since one would only need a single spectral telescope. Finally, we
showed how time lenses would enable the optical synchronisation and multiplexing
of standard Ethernet packets to create a new multiplexed type of Tbit/s Ethernet
with ultrahigh timing precision and format conversion.

All in all, we find that time lens based optical Fourier transformation is a very
exciting and versatile tool for optical communications, allowing for a range of
optical signal processing applications, which may offer energy efficiency as well as
advanced functionality otherwise unobtainable, relying on the ultrafast nature of
e.g. four-wave mixing and implementations offering transparency to data and signal
formats, wavelength, polarisation and bit rate. Ultra-broadband operation may also
be obtainable with nonlinear waveguides, such as nanowires, and with future
developments in this field, ultra-low energy switching using time lenses may be
realistic.
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Chapter 10
Signal Processing Using Opto-Electronic
Devices

Mary McCarthy, Simon Fabbri and Andrew Ellis

Abstract All-optical signal processing is a powerful tool for the processing of
communication signals and optical network applications have been routinely con-
sidered since the inception of optical communication. There are many successful
optical devices deployed in today’s communication networks, including optical
amplification, dispersion compensation, optical cross connects and reconfigurable
add drop multiplexers. However, despite record breaking performance, all-optical
signal processing devices have struggled to find a viable market niche. This has
been mainly due to competition from electro-optic alternatives, either from detailed
performance analysis or more usually due to the limited market opportunity for a
mid-link device. For example a wavelength converter would compete with a rec-
onfigured transponder which has an additional market as an actual transponder
enabling significantly more economical development. Never-the-less, the potential
performance of all-optical devices is enticing. Motivated by their prospects of
eventual deployment, in this chapter we analyse the performance and energy
consumption of digital coherent transponders, linear coherent repeaters and mod-
ulator based pulse shaping/frequency conversion, setting a benchmark for the
proposed all-optical implementations.

10.1 Introduction

The demand for communication capacity has continued to increase exponentially
over the last 35 years [1] regardless of repeated projections in the intervening period
that this growth rate will slow down or stop. Since the introduction of optical fibre
[2] the optical communications industry initially met this growth with symbol rate
increases, followed by with wavelength division multiplexing (WDM) [3]. As we
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approach the (*5 THz) bandwidth limit of conventional amplification technology,
research has focused on enabling higher complexity modulation formats to access
fibre capacity [4]. As total volume of data transported across the network has
grown, energy consumption, as well as increased capacity, have become a critical
drivers in deploying new technologies [5]. In addition to transponders at the end
terminals of an optical network, certain signal processing functions, such as
regeneration, format conversion, wavelength conversion and arbitrary waveform
generation are often proposed. As described extensively elsewhere in this book,
many of these intermediate functions may be performed all optically, with the
primary advantage of increased bandwidth and consequent resource sharing.
However these functions may be performed using the very optoelectronic devices
used in the transponders themselves, either including decision circuitry and/or FEC
or as linear media converters. In this chapter, we analyse the performance and
energy consumption of digital coherent transponders and modulator based pulse
shaping/frequency conversion, setting a benchmark for the proposed all-optical
implementations.

10.2 Coherent Transponders

After low loss single mode fibres, the most transformative invention in optical
communications was the Erbium Doped Amplifier (EDFA), enabling wavelength
division multiplexed (WDM) transmission over long distances [6]. This has fuelled
much of the increase in capacity up to the mid-2000s. In the first coarse WDM
systems, where only a few wavelengths were amplified by each EDFA, the power
consumption of the system was dominated by the amplifiers but as the information
spectral density of the systems have increased the link power budget has become
dominated by the transponders.

The power consumption of EDFAs should ideally be dominated by the current
required for the semiconductor un-cooled pumps (650 mW) with a simple electrical
to optical power conversion efficiency of about 25 % achievable in practice.
However, in terrestrial systems, cooling, control loops and supervisory overhead
using robust technologies have come to dominate [7]. Terrestrial WDM amplifiers
consume between 10 and 25 W of electrical power in order to amplify optical
signals up to 26 dBm. It is likely that, once the power consumption of transponders
has been considered and as the restrictions on power consumption become ever
more stringent, a trade-off between remote supervision of links and power con-
sumption of amplifier nodes will be considered. Similar control and supervisory
overheads should be considered for any all-optical processing nodes, all of which
are likely to require at least one additional optical amplifier to overcome device
insertion loss.

Once the available spectrum is allocated to its maximum permitted extent by a
combination of WDM and increased symbol rate, it is necessary to increase number
of bits per symbols, many different constellations are possible, but here we focus on
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the well-known rectangular QAM family as shown in the constellation (amplitude
and phase) diagrams of Fig. 10.1 for an increasing number of constellation points
M, where each symbol coveys log2M bit per symbol giving a total bit rate per
wavelength Rb of.

Rb ¼ Rs log2 M ð10:1Þ

where Rs is the symbol rate. Increasing the number of constellation points that can
be encoded increases the required digital to analogue converter resolution and the
complexity of the receiver digital signal processing (DSP). This is mitigated by the
increased number of bits that are processed simultaneously. In what follows, we
optimise the constellation for minimum energy consumption.

Whilst dual quadrature formats were originally detected and simultaneously
demodulated using optical interferometers [8], coherent detection is currently used
to enable enhanced receiver sensitivity and digital impairment compensation. For a
coherent receiver, the requirement for polarisation diversity [9] implies that both
polarisation multiplexing and compensation of polarisation mode dispersion (PMD)
in the DSP are straightforward, doubling the bit rate shown in (10.1).

10.2.1 Power Consumption of Opto-Electronic Devices

Narrow linewidth lasers are required for coherent detection to both minimise phase
noise induced error floors and reduce the complexity of the phase recovery of the
coherent receiver digital signal processing. Whilst there is much development in
narrow linewidth widely tunable lasers, especially for use in integrated devices,
current state of the art lasers [10] have a power consumption of 3.5–5 W repre-
senting an approximately 10 % electrical to optical power conversion efficiency.
Integration will reduce insertion loss by several dBs and consequently the required
output powers [11] and in certain circumstances one laser can be shared between
transmitter and receiver part of a coherent transponder module.

Fig. 10.1 Constellation diagrams for QPSK (left), 16QAM (centre) and 64QAM (right) with a
signal to noise ratio of 20
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Optical modulators with bandwidths well in excess of 28 GHz have been
commercially available for many years. For binary systems they may be driven by
limiting amplifiers which may operate with high power efficiency. For coherent
systems, dual polarisation IQ modulators with low drive voltages are required and
are currently based on several key technologies including LiNbO3 (3.5 V) [12],
Silicon (3.25 V) [13], InP (*2.5 V) [14] and polymer (2.5 V) based photonics [15].
In production systems automatic bias control circuitry is required, but power
consumption is dominated by drive amplifier power consumption (typically
determined by the 50 Ω impedance of the connector standard selected) and any
DAC required for pulse shaping or pre compensation of channel impairments.
Ideally modulator drive voltages for these modulators should be reduced to match
the DAC output.

In order to implement modulation formats with high cardinality (16QAM and
above), linear amplifiers are required. Whilst switched mode amplifiers are useful
for narrowband wireless systems [20], for broadband amplifiers the linearity
requirement results in a substantial increase in power consumption to minimise the
signal distortion. Figure 10.3 shows the power consumption of typical commer-
cially available drivers. For the limiting amplifiers, the power consumption is
dominated by the amplifier output power (3 V in 50 Ω is *0.18 W) and conse-
quently is independent of the required bandwidth. This power consumption should
be at least doubled for linear drivers. Consequently we allocate 3.3 W per quad
drive amplifier (one driver for each modulator in a of a PM-IQ modulator).

The Optical Internetworking Forum (OIF-DPC-RX-01.0) have agreed a stand-
ardised design for the coherent receiver [21]. It consists of a polarisation beam
splitter, two 90° Hybrids, four balanced photodiodes and a transimpedance
amplifier (TIA) array as shown in Fig. 10.2. The main source of power dissipation
is the TIA. Figure 10.3 shows the power dissipation of currently available TIAs and
TIAs with appropriate automatic gain control circuitry, typically required to match
the output voltage the optimum range of the analogue to digital converters. Here the
output power is a negligible contribution to the power consumption, which illus-
trates the anticipated frequency dependence for devices without AGC. However, for
ease of implementation, we assume the use of AGC circuits, and consequently a
fixed power consumption of around 0.8 W per TIA.

Fig. 10.2 Schematic diagram of a typical coherent transponder showing FEC, DSP, drivers,
passive and active optics. Framers, gearboxes and buffers are omitted for simplicity
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10.2.2 Energy Consumption of DSP

Consideration of the opto-electronic subsystems alone reveals that the power
consumption is largely independent of the symbol rate, suggesting that the highest
possible rate should be deployed as the appropriate technologies become available,
and indeed this was the case for much of the history of optical communications up
to systems operating at 40 Gbit/s. However, the generation and, in particular, the
detection of optical signals using coherent receivers requires the use of digital signal
processing which adds significantly to the overall energy consumption. As shown
when coherent detection was first investigated, DSP can clearly be avoided [22],
however this requires widely tuneable lasers with greater stability and limits the
opportunities to compensate for linear impairments. To account for the signal
processing, the signal processing and DAC/ADC requirements should be
considered.

Accurate design of CMOS DSP chips is a lengthy process requiring several steps
after optimised algorithms have been identified, and a full analysis is beyond the
scope of this book. Full details are design processes and the potential efficiency
gains are now appearing following rigorous analysis, as shown in, for example [23].
Many detailed design choices are required, including choice of algorithms, paral-
lelism [24], layout, resolution, target latency and performance [25]. Whilst such
exact calculations are complex, estimation of power consumption through simple
counting of the required basic building blocks of digital signal processing (adders
and multipliers) is readily performed. The total resources need to take into account
both the number of operations presented in the algorithm, and also the precision to
which this operation is carried out. An adder with N bit precision requires N − 1
stages and an N bit multiplier requires N − 1 adders hence complexity of a mul-
tiplier scales as (N − 1)2. This holds for both carry-save and Wallace Tree multiplier
architectures. As the precision N increases, multipliers will dominate in terms of
power consumption so we will further simplify our cost analysis to only include

Fig. 10.3 Left Power consumption of commercially available modulator drivers showing limiting
amplifiers (blue) and analogue amplifiers (red) [16–19]. Right Power consumption of trans
impedance amplifiers with (red) and without (blue) automatic gain control [19]
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complex multiplication which will require 3 real multipliers, two additions and
Boolean overhead per operation [26]. It has been demonstrated that the required
resolution for rectangular QAM constellations with M constellation points varies
slightly faster than the number of bits carried by the format [27, 28], is shown in
Fig. 10.4 and may be approximated as

NADC � 2:8þ log2
ffiffiffiffiffi
M

p
ð10:2Þ

We assume that a radix-2 algorithm FFT requires N=2 log2 N complex multi-
plications and that trigonometric functions are estimated using CORDIC algorithm
with 3N adders [29]. Some commercially available digital coherent receivers
contain transmitter DSP and digital to analogue converters. These allow for the
generation of high cardinality modulation formats, pulse shaping (including OFDM
and Nyquist WDM), compensation of transmitter and/or a line impairments such as
dispersion and to limited extent nonlinearity [30]. DAC performance is limited by
the linearity of the circuit and quantization noise which is evaluated in terms of
effective number per bits (ENOB). ENOB is limited by integral nonlinearity, dif-
ferential nonlinearity, total harmonic distortion and noise [31] which limits both the
accuracy and speed of the DAC. An ENOB of at least 3.8 is required to generate
QPSK and at least 4.9 to generate 16QAM.

As can be seen from Fig. 10.5, DAC power consumption has remained relatively
constant with respect to sample rate. State of the art converters [33] consume
0.75 W and offer 8-bit physical resolution and sample rates up 65 GS/s which
should allow 2.3× oversampling for 28 Gbaud signals.

With regards to the transmitter DSP, some of the functions will be specific to the
transmitter hardware and can readily be implemented by a factory set look up table
(LUT) which will have relatively low power consumption but others will be link
dependent and may need to be tailored dynamically. These will take the form of
finite input response (FIR) filter whose length will be determined by the complexity
of the signal pre-conditioning required. The complexity of the filter for chromatic

Fig. 10.4 Minimum required ADC resolution for digital coherent receivers (points) [27],
approximation (10.2, solid line) and 1 bit margin for ENOB degradation (dashed line)
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dispersion compensation will be discussed in the receiver digital signal processing
section and may be arbitrarily shared between transmitter and receiver with neg-
ligible implications for overall energy consumption. The most common signal
conditioning is currently Nyquist filtering and its variants, offering the highest
spectral efficiency. Ideally the filter impulse response would be a Sinc function,
however this requires infinite taps. In practice, a RRC filter gives a very good
approximation to a truncated Sinc function. Use of a RRC filters results in a filter at
the transmitter and a “matched” filter at the receiver.

RRC tð Þ ¼ sinc
t
T

� � cos pat
T

� �
1� 4a2t2

T2

; ð10:3Þ

where T is the symbol period and α is the roll-off factor. Typically the limiting
factor in the implementation of Nyquist filter will be the ENOB and sample rate of
the DAC rather than the number of taps in the FIR filter in the receiver so we will
limit the length of the filter considered in this work to four filters of sixty four taps
each for 28 GBaud signal [39]. All current systems employ some form of forward
error correction. The complexity of forward error correction encoding depends on
the latency constraints and the complexity of the code. However for RS(255,239)
encoding, this can be implemented using a shift register so the increase in trans-
mitter side power consumption is small compared to other functions.

Digital Signal Processing in the receiver is the major consideration for any
digital coherent receiver, allowing for polarisation mode dispersion compensation
and carrier frequency and phase error correction. Receiver DSP discussed in detail
in many, many publications and details of the algorithms may be found in [40–42].
Its implementation can be divided in five main areas in terms of power
consumption.

Optimisation of receiver DSP is currently an active area of research so we will
draw on recent published papers and bench mark examples with acknowledgement
that further, potentially substantial, improvement is expected. We consider each of
the five major blocks individually (Fig. 10.6).

Fig. 10.5 Left Commercially available DAC power consumption as a function of sample rate [19,
32, 33]. Right Power consumption of ADCs [19, 32, 34–38]
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10.2.2.1 Analogue to Digital Conversion

High speed analogue to digital converters (ADCs) have been the single most
important key technology in the introduction of DSP to optics. There are many
architectures [27] which trade off speed, latency, NOB and implementation size. They
are generally specified in ENOB similar to DACs as reported in the previous section.
The main source of reduction of ENOB at high frequencies is clock jitter which
results in ADC being unable to sample at precise intervals. Figure 10.5 shows details
of power consumption for ADCs versus Sampling Rate over the last decade or so,
again the best available devices show negligible variation in power consumption with
sampling rate. The latest result demonstrates the availability of 56 Gbit/s ADC with
8 bit resolution at 1.2W power consumption. This allows for 2× sampling at 28 GHz.

Progress in ADC performance usually tracks the development of successive
CMOS nodes, however the input referred noise has been increasing as the feature
sizes reduce below 90 nm and so it is possible that we are very close to the optimum
design for electronic ADCs and further improvement is ENOB and power con-
sumption will be incredibly challenging [31, 43]. This may result in a stagnation of
coherent DSP based systems at *28 Gbaud.

ADC

ADC

ADC

ADC

QSE

QSE

FIR

FIR

FOE
CPE

FOE
CPE

FEC

Continuous coefficient update

CMA VV DD

Coefficient initialisation and slow update

DE

Fig. 10.6 Schematic diagramof commonDSPconfiguration including (1) analogue todigital converters
(ADC), (2) quasi static equaliser (QSE) for matched filtering, chromatic dispersion compensation and
PMD, (3) dynamic equaliser comprising time domain filters (FIR) in a butterfly configuration, (4)
frequency offset estimation (FOE) and carrier phase estimation (CPE) and (5) forward error correction
decoder (FEC)/symbol decisions. Also shows options for updating filters and estimators based on
constellation analysis (e.g. constant modulus algorithm (CMA)), nonlinearly processes signal analysis
(e.g. Viterbi and Viterbi phase estimation (VV)) and decision directed (DD) feedback
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10.2.2.2 Quasi-static Equaliser [44]

Chromatic dispersion and quasi-static PMD can be compensated for using a
combination of a slowly updating (quasi static) filter and a rapidly updating
dynamic filter. In the quasi static filter, the expected chromatic dispersion is
equalised (with a memory length of sCD) and the bulk of the polarisation mode
dispersion (typically up to three times the mean value of the differential group delay
3 sDGDh i) are equalised with a long averaging time [45]. Fine tuning, particularly of
the polarisation mode dispersion, is performed in the dynamic equaliser (see
below). Hardware efficient clock recovery can also be implemented as part of this
structure [46].

The PMD tolerance that may be compensated in the quasi-static equalizer is a
variable design parameter depending on what is acceptable level of outage (typi-
cally 10−15) when the dynamic equaliser is included. Thus it is possible to estimate
a conservative bound for the length of the filter, NCIR, to compensate the channel
impulse response (CIR) as

NCIR ¼ n
T

sCD þ 3 sDGDh ið Þ ð10:4Þ

where n is the over sampling ratio and T is the symbol period. A time domain
equalizer to include some PMD compensation would require 4 such butterfly FIR
filters giving a total number of multiplications per bit

cos tTDE ¼ 4
NCIR

2 log2ðMÞ
� �

ð10:5Þ

However it has been shown extensively that for channels with realistic memory
lengths (10.4), the complexity of the time domain filter far out strips that of a
Fourier or frequency domain implementation [47, 48]. The complexity of frequency
domain algorithm is dominated by the FFT/iFFT operations. For a frequency
domain compensator for two polarisation, including the need for overlap and save
algorithm and assuming that τCD ≫ τDGD, the number of multiplications per bit is;

cos tFDE ¼ NFDEðlog2 NFDEð Þ þ 1Þn
NFDE � NCD þ 1ð Þlog2ðMÞ ð10:6Þ

where NCD ¼ sCDn=T is the number of overlap bits required to ensure correct
frequency domain filtering. The choice of FFT size is an optimisation of NFDE ¼
NCD þ 1þ m where m is the number of new data per FFT. If data throughput is at
least 85 % NCD,

NFDE [
n
T

1
2 log2 Mð Þ

1
0:85

NCD ð10:7Þ
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for 2 polarisations. FFT implementations are usually more efficient in multiples of
radix 2–4 in an ASIC implementation and implementation cost must be balanced
with the acceptable latency. Tap coefficients are at setup when a channel is first
established, taking approximately 10NCIR multiplications for a zero-forcing algo-
rithm [49] and are updated infrequently (so that overhead is negligible) over the
lifetime of the system. Dynamic changes in the network will be compensated by the
subsequent dynamic equalizer.

10.2.2.3 Dynamic Equaliser

To compensate for channel parameters that change dynamically, it is necessary to
implement a short dynamic equaliser to compensate for residual CD and fast
changing PMD. It can be assumed that generally a channel is time invariant with a
period of 5 µs [50]. As the length of the equaliser is short it is more power efficient
to implement it as a time domain butterfly FIR filter consisting of four individual
filters [41]. The taps must be updated continuously or quasi-continuously to track
the signal polarisation and other fluctuations in the link transfer function. Many
algorithms can be used to update the taps [40–42]. The Constant Modulus algo-
rithm [51] has been widely applied and to illustrate the required power consump-
tion, we assume CMA, and limit the length of the individual filters to NCMA = 20
taps [40]. For the time domain equalizer, we require 4 FIR filters in a butterfly
configuration, with the number of multiplications per bit given by the FIR filter
length, plus an additional multiplication per symbol and per tap in order to update
the tap weight, giving a total multiplication per bit of

cos tTDE ¼ 4
NCMA

2 log2ðMÞ
� �zfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflffl{filter

þ 2
NCMA

log2ðMÞ

zfflfflfflfflfflffl}|fflfflfflfflfflffl{update

ð10:8Þ

10.2.2.4 Phase Estimation

After the mixing of the signal and the local oscillator (LO), it is almost certain that
there will be a frequency and phase offset which results in rotation of the con-
stellation of the incoming signal. There are several possible methods of phase
estimation including maximum a posteriori (MAP), decision directed, power law-
Wiener filter and Viterbi-Viterbi estimation [52, 53]. The VV algorithm are con-
sidered to have the lowest computation complexity. Here we consider the Viterbi-
Viterbi algorithm where an estimate, ϕk, averaged over k symbols of the actual
relative phase between signal and local oscillator ϕ is given by
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/k ¼
1
4
arg

Xk
i¼�k

ðxiwðiÞðxiÞ4Þ
 !

ð10:9Þ

where w is an optimised weighting function dependent on the relative impact of
additive noise and laser phase noise and xi the received signal sample. As the
modulation format complexity increases, it is possible to only consider “Class 1”
symbols those that lie at modulation angles of (p4 þ 0; 1; 2::f g � p

2). The different
symbol levels are detected using amplitude discrimination. However this would
result in only utilising a reducing percentage of the received signals being used as
even some Class 1 signals must be neglected as their modulus is very close to other
symbols. Several methods have been suggested for partitioning higher modulation
formats into sets of QPSK [54] which can then be processed in stages. Another
method [55] partitions by considering that sets of Class 2 (symbols with rotated by
0; 1; 2::15f g � p

8 � 4�) which is only suitable to 16QAM. Another method is to raise
16QAM Class 2 symbol by eight [56] and including outer most 64QAM Class 1
symbols to generate the phase estimate. CPE is an active area of research as
performance is traded off against complexity. In Table 10.1, there is an estimate of
the minimum number of multiplications to implement CPE consisting of dual po-
larisation, number of QPSK decomposition and updates.

Using these approximations, it is possible to generate an estimate of operations
to

cos tVV ¼ 2 � k � 7:2 loge Mð Þ � 3:35ð Þ ð10:10Þ

The complexity scales logarithmically with M up to 64. It is assumed that the
same number of symbols will be used for each modulation format. This may result
in different maximum combined line-width symbol duration product for different
modulation format as a smaller percentage of the symbols are suitable for pro-
cessing with VV at 64QAM. It is likely that, other more computationally intensive
methods will be necessary to track for higher modulation formats in practice. Also
each of these methods will have to implement a method to prevent cyclic slips
either using differential encoding or an intelligent phase unwrap. Also performance
can be improved by use of a maximum likelihood estimation stage.

It is assuming that the arg(*) operation is carried out efficiently but with latency
cost using a CORDIC algorithm, lookup table or equivalent. A correctly configured
phase estimator may also have the beneficial effect of cancelling some SPM and
XPM effects in WDM transmission environments. Such beneficial effects are
neglected here.

Table 10.1 Estimation of CPE

cos tVV QPSK [54] 16QAM [55] 64QAM [56]

Complexity 2 4þ 1ð Þ þ 1ð Þ � k 2 � 3 4þ 1þ 1ð Þ � k 2 � 20
64 kfð4þ 1þ 1Þ þ ð8þ 1þ 1Þg
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10.2.2.5 Forward Error Correction (FEC)

Whilst research results demonstrate the clear value of soft decision codes such as
low density parity check codes (LDPC), Reed-Solomon (RS) codes are typically
deployed in optical communications either as standalone codes or as concatenated
or turbo codes. The RS decoder consists of:

• Syndrome computation block (SC)
• Key equation Solver (KES)
• Chien search error evaluation block (CSEE)

The implementation of these algorithms has received much effort over the years
but the challenge of implementing them for optical communication speeds is an on-
going concern. It is often a trade-off between area and latency and iterations to
allow optimum performance. For minimum latency the complexity is proportional
to (t = (N − K)/2 = 8 for RS(N,K) [57])

CFEC ME ¼ 4 � log Mð Þ � ð50þ 2tÞ ð10:11Þ

Using a systolic modified Euclidean algorithm which has a latency of 80 clock
cycles or for minimum complexity but with a latency of 288 clock cycles

CFEC BM ¼ 4 � log Mð Þ � ð6þ 2tÞ ð10:12Þ

using the inversion-less Berlekamp-Massey algorithm. FEC decoding is imple-
mented at one sample per bit.

10.3 Link Power Consumption

Having established the power consumption of the essential transponders and optical
amplifiers, estimation of the exact power consumption of an optical network
requires detailed knowledge of the node locations and link length and properties.
Using a closed form expression for the nonlinear Shannon limit [58–61] with a 3 dB
additional operating margin as a network planning tool, we estimate the physical
layer power consumption of an arbitrary network with a total capacity of 1 Pbit/s,
requiring both multiple fibres and, for modulation formats with high cardinality,
multiple regenerators. For fully coherent systems, optimum link configurations are
using non dispersion shifted single mode fibre (ideally ultra-low loss) without in-
line dispersion compensation, since dispersion may be compensated for without
additional noise penalty in the digital domain. We use the formalism of [58], but the
results are equally valid for all forms.

Figure 10.7 illustrates the energy consumption of the 1 Tbit/s point to point link,
illustrating that the expected monotonic rise with transmission distance is domi-
nated by the addition of regenerator sites. We observe that the energy consumption
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also increases dramatically with the cardinality of the modulation format; this is
effect is dominated by the choice of phase estimator. We also observe a variation in
energy consumption as a function of symbol rate, associated with the inefficient
utilisation of inherent energy consumption individual channels such as modulator
drivers and individual lasers. Low symbol rates and low cardinality formats sig-
nificantly increase the number of transponders and hence total energy consumption.
For higher symbol rates, the reduced granularity in networks of low overall capacity
(thin solid lines in Fig. 10.7) may result in inefficient occupancy and slightly
enhanced energy consumption implying an optimum symbol rate in the region of
30 Gbaud. However, the optimum value appears to favour the highest imple-
mentable symbol rate. Overall, we anticipate that the link energy consumption of a
digital coherent link will be less than *0.2 pJ/bit/km for ultra-long links and a few
nJ/b for shorter links. Links employing coherently detected single quadrature
modulation formats (e.g. m-ASK, or m-PSK) will have similar transmission char-
acteristics, but would typically require twice the number of transponders as their
QAM counterparts (m2QAM) significantly increasing the overall energy

Fig. 10.7 Energy consumption of an optical system transporting 1 Pb/s data between two points
using coherently detected PM-QAM formatted signals spaced at the Nyquist rate, 100 km amplifier
spacing (fibre with 0.2 dB/km loss, 16 ps/nm/km dispersion and 1.4/W/km nonlinearity) and 5 dB
noise figure amplifiers with 5 THz bandwidth. Showing QPSK (red), 8QAM (orange), 16QAM
(green), 32QAM (blue) and 64QAM (purple) homogenous traffic for hard decision FEC with an
FEC overhead of 7 % (left) and an FEC overhead of 25 % (right), both assuming a 3 dB signal to
noise ratio margin, as a function of link length at a spacing of 33 GHz (bottom) and symbol rate at
a link length of 1000 km (top). Thin lines in top right hand figure show similar calculations for a
10 Tbit/s transported capacity
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consumption. Two alterative modulation schemes also bear attention from an
overall power consumption point of view. Firstly, transmission with a pilot tone and
associated all optical pilot tone recovery system [62–64], where we neglect the
energy consumption associated with the phase recovery block, replacing this with a
fixed 5 W energy consumption for the all optical phase recovery system and adding
a 10 % guard band to accommodate the pilot tone.

For terrestrial distances, the optimum energy consumption switches from a low
order format to the highest available modulation format, whilst for transoceanic
distances the difference in overall energy consumption becomes negligible with a
net consumption of *0.1 pJ/b/km for ultra-long haul links. Secondly we consider a
direct detection ASK system spaced at twice the Nyquist rate, significantly higher
signal to noise ratios, in-line dispersion compensation (requiring dual stage
amplifiers with 1 dB higher noise figures) and complex optical receiver filters. It
might be considered that these significant disadvantages would be offset by the
reduced transponder power consumption since the DSP required for coherent
detection is omitted. The resulting energy consumption is shown in Fig. 10.8. Total
energy consumptions are significantly greater than 0.5 pJ/b/km (at 1000 km) for all

Fig. 10.8 Energy consumption of an optical system transporting 10 Pbit/s gross data rate over
1000 km as a function of symbol rate (at 1000 km) and distance (at 33 Gbaud) using (left) pilot
assisted PM-QAM with a 10 % guard band, all other parameters as above and (right) directly
detected binary PM-ASK formatted signals spaced at the Nyquist rate with 80 km amplifier
spacing (fibre with 0.2 dB/km loss, 1.6 ps/nm/km dispersion and 1.4/W/km nonlinearity) and 6 dB
noise figure amplifiers with 5 THz bandwidth for homogenous traffic for hard decision FEC with a
25 % overhead. Colours for solid lines represent the same number of constellation points as shown
in Fig. 10.7, dashed lines represent; pink (2-ASK), brown (6 ASK), cyan (10 ASK)
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formats, except simple on-off keyed signals at symbol rates above 20 Gbaud, where
polarisation mode dispersion would become a key limitation. Furthermore, the
above calculations have been performed assuming a 65 nm CMOS processing
node, with an energy consumption of 1.5 pJ per multiplication [65]. With 14 nm
CMOS processes currently entering production, enhanced CMOS energy con-
sumption is perfectly possible; although not without difficulties as smaller gates
appear to have increased noise properties.

The dominance of digital signal processing functions suggests that energy
reduction through ever more efficient CMOS processing will be of benefit. The
level of improvement which may be expected is shown in Fig. 10.9, which
quantifies the level of performance gain which may be achieved for a given
improvement in CMOS gate efficiency. We have also estimated the required CMOS
node required to achieve three specific efficiency enhancements: consistent with the
issues identified in the International Technology Roadmap for Semiconductors [66],
the reduction in total power consumption per gate is beginning to saturate [67].
Note that Fig. 10.9 neglects the increase in ADC noise (decrease in effective
number of bits) associated with small CMOS feature sizes [68]. Nevertheless, the
potential energy saving of the order of 50 % will be welcome, and will result in
similar savings in optical networks transporting high cardinality modulation for-
mats. The benefit will be lower for PM-QPSK based networks.

Many signal processing functions, such as wavelength conversion, format con-
version (aggregation) etc. may be readily achieved using a transponder with the
receiver electrical output connected to the electrical input to the transmitter resulting
again in energy consumptions of the order of 1 nJ/b for a full functionality tran-
sponder. This reduces to around 200 pJ/b for a pure transparent wavelength converter
or phase conjugator [69–71] without digital signal processing. The performance,
versatility and low energy consumption of the transparent opto-electronic wavelength
converter sets a benchmark for alternative schemes. To match the available perfor-
mance of conventional systems, it is essential that any alternative system is

Fig. 10.9 Impact of DSP processing power on overall link energy consumption for full digital
coherent system (left) and pilot aided coherent system (right) with 7 % FEC overhead. All other
parameters as specified in Fig. 10.7
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compatible with high cardinality coherently detected polarisation multiplexed sys-
tems and should offer lower energy consumption than the conventional scheme
(0.2–1 nJ/b per operation).

10.4 Optical Signal Modulation Using Electro-Optic
Modulators

This section will cover the waveform processing capabilities of electro-optic
devices in the context of optical frequency translation and optical pulse shaping.
The section will identify the performance limitations, optical and electrical power
efficiencies as a function of frequency shift or pulse width. We will consider two
types of electro-optic modulator for these applications; the phase modulator and its
direct derivatives of the Mach Zehnder modulator and IQ modulators, and the
electro-absorption modulator. The simplest mean to generate an optical waveform
using an electro-optic modulator is to simply prepare a drive waveform of the
required temporal shape, amplify to a suitable level and apply to the modulator.
This works well up to a large faction of the modulator bandwidth, and is utilised
extensively for basic signal generation such as data encoding. We consider here the
capabilities of such modulators to generate signals with optical bandwidths which
exceed the modulator bandwidth, focussing on pulse generation and optical comb
generation.

10.4.1 Pulse Generation Using Electro-Absorption
Modulators

Electro-absorption modulators may be readily used for pulse generation by
applying a simple sine wave drive [72–75]. They generate pulses whose temporal
intensity profile closely approximates a sech2 shape, and the same configuration
may be readily employed for optical gating or demultiplexing. A pulse width as low
as 7 % of the drive frequency may be readily achieved using appropriately designed
devices.

A typical absorption characteristic is shown in Fig. 10.10, and for this example,
the packaged device performance included, typically, an additional 8.4 dB insertion
loss [76]. To first order, the modulation characteristic may be expressed by con-
sidering an idealised relationship between the absorption (in dB) and the applied
reverse bias (V);

αdB =
0

k(V − V0 )

XR = k(V1 − V0 )

,

⎧ 
⎨ 
⎪ 

⎩ ⎪ 

V ≤ V0

V0 < V < V1

V1 ≤ V

... ð10:13Þ
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where k represents the gradient of the absorption characteristic in dB/V, V0 is the
maximum reverse bias for zero absorption and V1 is the reverse bias at which
maximum absorption is achieved. XR represents the maximum extinction ratio (dB),
although for high values this may be neglected (V1 → ∞). For a sinusoidal drive
signal, with a peak voltage of V1 below V0, the output of the modulator is given by;

E tð Þ ¼ E0e
� k

2 log10 eð Þ VbþVpp cosð2p:tÞ=2�V0ð Þ ð10:14Þ

From which is it is easy to show [77] that for Vb > V0 + Vpp/2 the resultant pulse
width is given by;

sFWHM ¼ 2
x
cos�1 1� 2 log10 2ð Þ

kVpp

� �
� 2

x
1:2
kVpp

� �1
2

ð10:15Þ

where Vpp represents the peak to peak amplitude of the drive signal of angular
frequency ω. From this equation, we may deduce that the shortest pulses are pro-
duced for the highest drive frequencies, and for the steepest absorption character-
istics. The suitability of sine wave driven EAMs as a compact, stable, low jitter
source of short pulses and polarisation insensitive time gates suitable for use in high
bit-rate OTDM systems has been confirmed in an 80 Gbaud all electro-absorption
modulator system [78] and in system experiments at 160 Gbaud.

For Vb > V0 + Vpp/2, part of the sinusoidal drive falls within the low loss region of
the absorption characteristic (V < V0). This has the effect of flattening the peak of the
generated pulse (or switching window) as shown in Fig. 10.11a. This mode of
operation has several advantages, including improved de-multiplexer jitter tolerance
[79], and for devices able to withstand high forward bias voltages, channel drop [80].
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Fig. 10.10 left Typical absorption characteristic of an electro-absorption modulator (after [76])
showing exponential loss characteristic for reverse bias between 2 and 4 V. Right Predicted pulse
widths for a 10 GHz drive frequency as a function of available drive power for a modulator driven
at 10 GHz with an absorption slope of 11.8 dB/V (solid) and at 20 GHz with an absorption slope of
8 dB/V (grey)
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A further advantage of this operating scheme is that the absorbed signal generates a
photocurrent in the device, which may be used as a channel selective receiver. Thus a
device driven with a high RF amplitude and lowDC bias may simultaneously clear an
OTDM channel from a data stream and allow the detection of the dropped channel
(see Fig. 10.11b).

10.4.2 Pulse Generation and Optical Sampling Using Mach
Zehnder Modulators

Pulse generation using optical devices with sinusoidal transfer functions [82], and
in particular Mach Zehnder modulators has been considered by several authors
[83–87]. The technique relies on the sinusoidal transfer function of the modulator,
when driven by sine wave signals. It is well known that the output of a Mach
Zehnder modulator (Eout) is governed by the following equation [88];

Eout ¼ Ein cos
p
2
V � V0

VAM

� �
ð10:16Þ

and illustrated in Fig. 10.10 in terms of the power transmission as a function of
normalised applied voltage. This results in a temporal output of the modulator of

Eout ¼ Ein cos
p
2
Vb � V0 þ Vpp sin x:tð Þ=2

VAM

� �
ð10:17Þ

where we have expressed the minimum on-off switching voltage of the modulator
(often referred to as Vπ) as VAM. In general the modulator bias and (Vb) and drive
amplitude (Vpp) may be set independently, however there are a number of common
alignment strategies as shown in Fig. 10.12. In these strategies the modulator is
biased to such that, one extreme of the sine wave corresponds to maximum or
minimum transmission, quadrature, or to give frequency doubling. In three of these

 

 

(a) (b)

Fig. 10.11 a Theoretical switching window of electroabsorption modulator as a function of
reverse bias. b Concept of add drop multiplexer with simultaneous channel detection, taken from
two separate experiments [81]
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conditions if the bias is set such that the sine wave extreme or crossing corresponds
with minimum transmission, then the drive amplitude determines the pulse width
and amplitude (left hand panels of Fig. 10.13). For the other conditions, pulses of
acceptable extinction ratio are only generated for specific drive amplitudes (right
hand panels of Fig. 10.13). Achievable pulse widths, as a function of drive power
assuming VAM = 4 V are shown in Fig. 10.14.

The shortest pulse width is obtained for the frequency doubled mode (maximum
transmission corresponding to the crossing point of the sine wave drive), but which
obviously results in a frequency doubling operation. The fundamental frequency
may be achieved either by cascading with a second modulator, driven with
Vpp = VAM (at the expense of increased excess loss, typically around 4 dB) [89], or
by halving the drive frequency (at the expense of doubling the pulse width from 16
to 32 % of the target frequency). The most rectangular pulse is achieved using VAM

drive, and whilst increasing the drive amplitude slightly reduced the extinction
ratio, it results in a more rectangular pulse shape, which may be advantageous for
demultiplexing operations [90]. Note that in addition to sampling and pulse carving
operations described above, Mach Zehnder modulators may also be used to carve
out dark pulses for various applications such as serial TDM multiplexing and add-
drop multiplexing [91, 92].

Fig. 10.12 a Normalised power transfer characteristic of Mach Zehnder modulator along with
b drive voltages and c output waveforms for different bias conditions and a drive voltage of 0.6
VAM corresponding to the following bias conditions: minimum bias (green Vb − V0 = Vpp/2),
maximum bias (red Vb − V0 = VAM − Vpp/2), quadrature bias (orange Vb − V0 = VAM/2), carrier
suppressed (purple Vb − V0 = 0), and frequency doubled (blue Vb − V0 = VAM). Carrier
suppressed and frequency doubled modes result in pulse trains a twice the drive frequency
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10.4.3 Optical Comb Generation

Optical combs have a wide variety of uses, ranging from various forms of
metrology, frequency translation and carrier generation for multi-carrier transmis-
sion schemes including orthogonal and conventional frequency division multi-
plexing (OFDM and FDM respectively) [93–95]. A wide variety of comb

Fig. 10.13 Variation of Mach Zehnder modulator switching window with RF amplitude for
minimum bias (green VAM/2 < Vpp < VAM), maximum bias (red Vpp = VAM), quadrature bias
(orange Vpp = VAM), carrier suppressed (purple VAM/2 < Vpp < 2 VAM), and frequency doubled
(blue Vpp = 2 VAM)

Fig. 10.14 Variation of pulse width (filled circles), expressed as a fraction of the cycle period of
the sine wave drive and peak transmission loss (open squares) as a function of applied drive power
(for a modulator VAM = 4 V) for minimum bias (green) maximum bias (red), carrier suppressed
(purple) and frequency doubled (blue) modes, and for a modulator driven with a pulsed drive
signal obtained from a frequency multiplier (brown, right). Power and drive voltages assume a
VAM of 4 V
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generation schemes are possible, including mode-locked solid state [96], fibre [97,
98] and semiconductor ring [99] lasers, semiconductor lasers [100–102], non-linear
beat frequency generation [103–106], or gain switching [107] some of which are
discussed in Chaps. 2 and 6 of this book. In this section, we will analyze the
frequency manipulation capabilities of sine wave driven modulators, showing that
direct analysis in the frequency domain allows optimized comb generation
performance.

We consider first a simple sine wave driven phase modulator, where we observe
that the output spectrum may be obtained by considering [108];

Eout ¼ Einj j cos x:t þ #in þ p
Vp

xi þ vi sin Dx:t þ uið Þf g
� �

ð10:18Þ

Eout ¼ Einj j
X1
n¼�1

Jn
p
Vp

vi

� �
cos xt þ #in þ p

Vp
xi þ nDxt þ nui

� �
ð10:19Þ

where ω represents the input optical carrier frequency, #in its phase, Vπ the voltage
required to modulate the phase by π [109], xi the dc bias applied to phase modulator
section i, vi the drive amplitude of an applied sinusoidal signal of frequency Δω and
phase ϕi. For a continuous light source input the amplitudes of each frequency
component are given by a series of Bessel functions (10.19, Jn represents the nth
order Bessel function). The amplitudes of each component are dependent only on
the relative drive amplitude whilst the phases are dependent on the input optical and
electrical phases, the dc bias voltage and the line number. Two typical intensity
spectra from such a comb is shown in Fig. 10.16a with drive amplitudes of 0.6 and
1.9 Vπ. It is impossible to achieve an identically flat comb spectrum for more than
three comb lines, the characteristic spectrum being two wings with a central section
with strongly varying amplitude in between. A common enhancement to a phase
modulator based comb intended to improve the width and/or flatness of the comb is
to cascade multiple phase modulators in series [110] or parallel respectively
[111–115] or combinations of both [116, 117]. For brevity, we consider here an
arbitrary 2 dimensional array of phase modulators, as shown in Fig. 10.15.

A cascade of phase modulators would be analysed by considering a single row
of phase modulators, whilst a single Mach Zehnder or IQ modulator would be
analysed by considering 2 or 4 parallel paths respectively, each comprising a single
stage of phase modulation. The performance of more complex combinations such
as cascaded MZMs may be calculated by an appropriate combination of modula-
tors, with defined relationships between the drive signals. To calculate the response
of an arbitrary configuration of modulators, a number of rows equal to the number
of possible independent paths through the structure are selected, and a number of
columns equal to the maximum number of independent drive voltages which may
be experienced on these paths. The corresponding drive voltages are assigned to
each of the modulator sections. For the pth phase modulator cascade, the overall
response may be emulated by a single phase modulator with a drive signal of
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amplitude Vp, dc bias Xp and phase Φp, where the parameters are calculated by
summing phasors for each modulator section and are given by;

Xp ¼
XNS

s¼1

ks;pxs;pV
2
p ¼ p2

V2
p

XNS

s¼1

v2s;p þ 2
XNS

t¼sþ1

vs;pvt;p cos us;p � ut;p

� �( )

Up ¼ ArcTan2
XNS

s¼1

vs;p cos us;p

� �
;
XNS

s¼1

vs;p sin us;p

� � !
lp ¼ maxs ks;p

� � ð10:20Þ

Having reduced the 2 dimensional arrays of phase modulators to a column of
individual phase modulators, the outputs are summed to a single virtual modulator,
again using phasor summation, with amplitude Vʹ and phase Φʹ given by

V 0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXNP

p¼1

lpJ2n Vp
� �þ 2

XNP

q¼pþ1

lplqJn Vp
� �

Jn Vq
� �

cos Xp þ nUp � Xq � nUq
� �( )vuut

U0 ¼ ArcTan2
XNP

k¼1

lpJn Vp
� �

cos Xp þ nUp
� �

;
XNP

p¼1

lpJn Vp
� �

sin Xp þ nUp
� � !

ð10:21Þ
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Fig. 10.15 A two dimensional array of phase modulator segments in a simple interferometric
structure, illustrating the approach taken for the calculation of various combinations of phase and
amplitude modulators. Cascaded phase modulators would use, for example, the diagonally hashed
modulator segments, dual drive Mach Zehnder two parallel segments ( filled grey). For cascaded
amplitude modulators, four rows of modulator sections are used to represent the four possible
paths through the structure, with two columns allowing the different drive voltages to be applied
with appropriate signs
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such that the overall output of the combination of modulators is given by

Eout ¼ 1
2 � NP

Einj j
X1
n¼�1

V 0 � cos xt þ #in þ nDxt þ U0ð Þ ð10:22Þ

where NP represents the number of modulators in parallel, NS the number in series,
xs,p, vs,p, and ϕs,p the dc voltage, amplitude and phase of the RF signal applied to the
phase modulator in the pth row and sth column of the modulator array, λs,p a binary
flag representing the presence (1) or absence (0) of the phase modulator section, and
ArcTan2 the two argument inverse tangent function. ArcTan2 is used to return the
appropriate quadrant for the computed angle. The outputs of five alternative comb
generators are also shown in Fig. 10.16. The spectra are the optimised outputs,
subject to either a maximum drive amplitude to each electrode of 0.6 Vπ (red), or to
a maximum total drive power of 1.6 W, assuming a Vπ of 4 V for each individual
phase modulator (blue). Analysing these results, we can clearly see that the number
of comb lines with significant amplitudes increases both with the number of stages,
and the available drive power. On the other hand the uniformity (flatness) of the
comb is enhanced by additional parallel paths, with identically flat spectra available
with 5 lines from a MZM, and 7 for a cascade of 2 MZM’s.

Fig. 10.16 Amplitude of optical comb line versus frequency shift (in multiples of applied drive
frequency) for a maximum drive amplitudes per modulator section of 0.6 Vπ (filled discs) or a
maximum total RF power of 1.6 W (open circles) for top left phase modulators, top centre single
balanced Mach Zehnder modulator, top right dual drive Mach Zehnder modulator, bottom left
cascaded phase modulators, bottom centre two cascaded Mach Zehnder modulators, bottom right
an IQ modulator (four phase modulators in parallel). Indicative drive powers are shown assuming a
modulator Vπ of 4V
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It is straightforward to show that provided all modulators are driven at the same
frequency and phase, a cascade of phase modulators results in the same optical
comb as a single phase modulator, but with the argument of the Bessel function in
(10.19) replaced with the sum of the drive amplitudes of the modulator cascade (see
10.20). This results in an enhancement to the electrical power efficiency in direct
proportion to the number of phase modulators cascaded. However, in practice,
cascading phase modulators results in a trade-off between optical output power and
conversion efficiency due to the excess loss of each modulator, as illustrated in
Fig. 10.17. The optimum number of stages may be readily determined to be 10
log10(e)/ILdB where ILdB is the static insertion loss of the modulator in decibels,
implying that a series of modulators represents the most energy efficient solution
provided the modulator insertion loss is less than 3 dB. For higher modulator
insertion losses, the most efficient strategy is to use the smallest number of stages
allowed by the phase modulators power handling limits, usually determined by
bond wires and/or on chip electrical terminations. Use of optical amplifiers and
arbitrary cascades of phase modulators is clearly useful, and is optimally imple-
mented in a ring configuration [118].

Different definitions of comb flatness have been proposed by various authors.
However, since it is likely that line amplitudes will be adjusted by programmable
optical filters, the most valid measure is the maximum optical insertion loss
encountered by any given comb line. This particular measure is shown in
Fig. 10.17b, where we may observe that the additional flatness offered by the dual
drive MZM excess loss (over the theoretical optimum of sharing the input power
between comb lines) of less than 5 dB, with drive powers of up to 1.5 W (as noted
previously, the direct power consumption associated with the drive signal should be

Fig. 10.17 a Comb line conversion efficiency (minimum power per line divided by applied input
optical and electrical powers) for 3 (red), 5 (purple), and 7 (green) line combs generated by a
cascade of phase modulators, each of 1.5 dB insertion loss. b Modulation loss per line for a
number of different modulator based comb generators showing the configurations offering either
the lowest loss or the lowest total RF drive power as a function of the number of comb lines
generated. Solid line represents an ideal comb generator which shares the available optical power
equally between lines. Large coloured dots represent modulator configuration: (blue MZM
followed by a phase modulator, red phase modulator, brown dual drive modulator). Small red dots
represent cascade of 2 phase modulators with 4 dB additional insertion loss
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doubled or tripled to take into account the efficiency of electrical power amplifiers).
Significantly lower power requirements are found for single and cascaded phase
modulators with a power consumption of *2/3 W for 21 comb lines (Fig. 10.17).

State of the art devices offer bandwidths of up to 30 GHz, suggesting that a total
frequency shift of 300 GHz (450 GHz/W) could be achieved using such modulator
based comb sources and optical filters. Operation beyond the modulator bandwidth
is also possible, albeit at the expense of increasing the power consumption. As
travelling wave modulators typically have a linearly decreasing frequency response,
doubling the operating frequency would result in double the required drive power.
To avoid using optical filters, an IQ modulator may be biased to give single side
band frequency shifts of Δf with a drive power of *4 mW and an excess insertion
loss of 6 dB (for a 24 dB extinction ratio of the next highest harmonic). As seen in
Sect. 3.2.1, MZM may also be used for frequency doubling, and such properties
translate directly to comb generation, with balanced and dual drive MZM allowing
frequency doubled operation (by setting DC bias to the carrier suppressed point),
and IQ modulators offer frequency multiplication of 2.n.Δf where n is an integer. It
was recently shown that 4 [119] and 6 [120] fold frequency multiplication (2 sub
carriers spaced at 6.Δf) could be readily achieved using commercial IQ modulators
with less than 1 W drive per modulator (6 V Vπ) and that 12 fold frequency
multiplication was theoretically possible with drive voltages of 6.5 Vπ.

Comb generation is also possible using multiple drive frequencies, either slightly
offset to avoid field addition in modulator cascades [121] or with larger offsets [114,
122–127]. Following the same analysis as described above, the output field of aMach
Zehnder modulator driven by a number of different RF drive signals is given by;

Eout ¼ Ein �1ð ÞNd
P1

q1¼�1
. . .

P1
qN¼�1

cos aþPNd

i¼1

p
2qi

� �
cos

PNd

i¼1
qiDxi þ /i

� �QNd

i¼1
Jqi

pbi
Vp

� �
/i ¼ 1þ iþ �1ð Þi� �

p
2

ð10:23Þ

Fig. 10.18 Comb line spectra using high and low power electrical drive signals. a Four equally
spaced equal amplitude drive signals of low power, red 34 mW, blue 0.1 W, purple 0.4 W, brown
1.5 W. b Large signal drive combined with its third harmonic (1.6 W), (powers calculated
assuming phase aligned drive signals)
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where Ndi represents the number of drive signals, a the dc bias of the modulator and
ΔωI, ϕI, and bi are the frequency phase and amplitude of the ith drive signal
respectively. To calculate the amplitude of a particular frequency harmonic Δω, it is
necessary to sum all terms where

PNd
i¼1 qiDxi ¼ Dx which is equivalent to

asserting the condition that q1Dx1 ¼ Dx�PNd
i¼2 qiDxi. Typically the infinite

summations are restricted to a few times the expected number of optical comb lines
without significant loss of accuracy. Two strategies are typically used to generate an
optical frequency comb from a multi-tone drive signal; low signal amplitudes to
avoid unwanted intermodulation products (Fig. 10.18) [124] or with optimised large
signal amplitudes to exploit the intermodulation products to generate new
frequencies.

In a similar way to the linear power reduction associated with modulator cas-
cades, additional line generation using a multi-frequency drive typically reduces the
required electric drive power without sacrificing optical insertion loss. However
unlike cascaded phase modulators, it does not extend the frequency range of the
generated comb.

10.5 Conclusions

In this chapter, we have considered the implementation of various signal processing
functions in an optical communications network using either electro-optic modu-
lators or a combination of coherent detection and digital signal processing. Digital
coherent transmission systems, using a 90 nm processing node, offer fully regen-
erated signal processing including FEC for an energy consumption of less than 4 nJ/
b for modulation formats up to 64QAM. This is dominated by carrier phase
recovery, and the sacrifice of a small level of spectral efficiency to enable the use of
pilot tones reduces this to less than 1 nJ/band unsurprisingly increasing FEC
overheads is most effective for longer reach systems. Optimisation of the nonlinear
performance is beneficial primarily by reducing the number of transponders/
regenerators in a link, and the contribution of optical amplifiers to the overall
energy consumption of these systems is negligible. Due to the dominance of DSP
energy consumption, the benefits associated with improved energy consumption of
particular CMOS technology nodes translate almost directly to benefits in physical
layer energy consumption. However, this also opens the way for optical techniques,
such as phase recovery based on pilot tones to enable significant reductions in
energy consumption.

We find that pulse generation with duty cycles down to *16 (7) % of the
maximum drive frequency are readily achievable using Mach Zehnder (electro-
absorption) modulators, whilst optical frequency comb generation with an excess
modulation loss of less than 6 dB are possible, with total drive powers less than
1 W. Excess insertion loss is typically in the region of 4–8 dB.
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Chapter 11
Optical Information Capacity Processing

Mariia Sorokina, Andrew Ellis and Sergei K. Turitsyn

Abstract The never-stopping increase in demand for information transmission
capacity has been met with technological advances in telecommunication systems,
such as the implementation of coherent optical systems, advanced multilevel
multidimensional modulation formats, fast signal processing, and research into new
physical media for signal transmission (e.g. a variety of new types of optical fibers).
Since the increase in the signal-to-noise ratio makes fiber communication channels
essentially nonlinear (due to the Kerr effect for example), the problem of estimating
the Shannon capacity for nonlinear communication channels is not only concep-
tually interesting, but also practically important. Here we discuss various nonlinear
communication channels and review the potential of different optical signal coding,
transmission and processing techniques to improve fiber-optic Shannon capacity
and to increase the system reach.

11.1 Introduction: Information Capacity in Optical
Communications

The capacity of global and local communication systems has increased dramatically
over past decades, with recent laboratory experiments approaching the order of
Pbits/s data rates. However, the data demands rise with time at an even higher rate
at the moment calling for new technology advances. The efficiency of current
transmission systems are limited by a number of physical effects, with optical noise
and nonlinearity being the major challenges [1–15]. It is well recognized nowadays
that current fiber-optic communication systems and technologies are facing very
specific hurdles due to the nonlinear properties of optical fiber channels, problems
not existing in wireless and other linear channels. In optical fiber, the dominant
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nonlinearity is induced by the Kerr effect, manifesting itself as an intensity
dependent refractive index. Intensities in an optical fiber are enhanced by the
confinement of the optical field in a small core area and by long interaction dis-
tances during propagation. As a result, the output of fiber communication channel
with increasing signal power is distorted not only by noise, as in linear channels,
but also by nonlinearity originating from the Kerr effect, specific manifestations
include: self-phase modulation (SPM)—nonlinear effect at the same frequency;
cross-phase modulation (XPM)—nonlinear interactions between two waves having
different frequencies; and four-wave mixing (FWM)—nonlinear interaction
between three or four waves [16–20]. This significantly reduces the efficiency of
fiber transmission channel, and a variety of mitigation techniques have been pro-
posed and demonstrated [21–39]. Nevertheless there remains strong interest in the
development of signal processing techniques that would take into account specific
nonlinear properties of fiber-optic channels.

Considering the impact of nonlinearity on a transmitted signal, one should
distinguish between deterministic nonlinear effects, which, in principle, can be fully
compensated, e.g. by digital backward propagation (even if at the moment some of
those techniques might appear impractical) and noise-mixed nonlinear distortion
(including nonlinear signal-to-noise beating) that are non-recoverable. Thus, the
transmission efficiency is limited by noise and nonlinearity, but also by practical
conditions and constraints, impacting the ability to compensate deterministic non-
linearity [32], such as availability, complexity, cost and power consumption of
signal processing elements and stochastic effects, such as polarization mode dis-
persion [40]. In this chapter we will discuss and overview both the practical and
fundamental limits imposed by nonlinearity on fiber-channel capacity [1–15]. The
definition of nonlinear limits is not yet well established, and we hope that this
chapter will contribute to the definition of nonlinear capacity limits and a better
understanding of the required signal processing techniques to provide for highest
system capacity.

First of all, it is important to distinguish between use of a daily engineering term
“system capacity” and the strictly defined mathematical term “Shannon channel
capacity” [41]. The former used to describe the total available throughput (typically
at some very low bit error rate level) of the communication systems, measured
either in bits/second for the whole bandwidth used, or in bits/Hz/second for spectral
efficiency. The Shannon channel capacity defines the maximum error-free trans-
mission rate achievable in communication channels obtained by the maximization
of the mutual information over all possible input signal distributions (modulation
formats and error-correcting codes), and is also measured in bits/second (total
capacity over certain bandwidth) or in bits/Hz/second—Shannon capacity per unit
of bandwidth.

In fiber-optic channels it was observed and reported in many publications that
the fiber nonlinearity limits the spectral efficiency at high enough signal power.
Though the exact Shannon capacity of nonlinear fiber channels has not yet been
calculated, due to the lack of appropriate analytical channel models, it was shown in
[42] that in case of full nonlinear compensation and signal optimization over the
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whole used bandwidth (single-user channel model analysis) and neglecting para-
metric noise amplification, the Shannon capacity should grow monotonically with
signal power [4, 42]. However, the calculation of the Shannon capacity in a multi-
user system, for instance, with independent spectral channels in wavelength-divi-
sion multiplexed (WDM) transmission is more difficult. The currently favoured
approach in the optical communication community is to consider such multi-
userchannel system from the perspectives of a selected channel, assuming that the
other customer only impose a noise-like interference on the channel under con-
sideration. This approach originates from the fact that the full compensation of the
“deterministic” impact of nonlinearity is not always technically feasible, and in
multi-channel networks that use of the full bandwidth for post-processing is not
possible in practice. In this case, one can define practical “nonlinear system capacity
limits” that occur due to decay of spectral efficiency with signal power ([2, 9] and
references therein). In particular, the conventional multiplicative noise approxi-
mation [2, 9, 10, 43] shows that for uncompensated un-optimized link the spectral
efficiency is a convex function of signal power.

Studies based on multiplicative noise typically calculate a so-called “nonlinear
signal-to-noise ratio” and determine predictions of Shannon capacity or bit error
rate (BER) of a given format, by substitution of the SNR with the nonlinear SNR in
the appropriate linear equation. However, a demonstrable difference between the
achievable rate (no optimization), the constrained capacity (limited optimization),
and the Shannon capacity (optimized over possible signal distributions) exists,
highlighting the importance of analytical calculation of the optimized mutual
information functional—Shannon capacity. Note that the channel capacity of most
nonlinear channels is still unknown, but upper and lower bounds can be estimated.
We would also like to note that there are a vast number of various nonlinear fiber
channels, for example any specific signal power distribution along the fiber link or
any additional in-line elements may change the performance and constitute a new
nonlinear channel. Therefore, the nonlinear Shannon limit remains an open and
acute problem.

Approaching the Shannon channel capacity requires a range of efforts in multiple
research directions: advances in amplification schemes and forward error-correction
codes, development of new signal transmission and processing techniques,
including new methods of nonlinearity mitigation or, indeed, positive use of non-
linearity, progress in optical signal regeneration, as well as, investigation of addi-
tional degrees of freedom for more advanced data multiplexing. The latter includes
combining spectral multiplexing with polarization and spatial multiplexing. Modern
fiber-optic communication systems already employ spectral-, time-, and polariza-
tion-division multiplexing to increase data rates through conventional single-mode
fiber. As these degrees of freedom become saturated, new directions, such as space-
division multiplexing (SDM) with multicore [44] and multimode [45] fibers come
into play. Indeed, it was shown that SDM technology enables several fold capacity
increase [46]. Note, however, that installation of novel fiber base assumes an
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enormous cost of new infrastructure, and such spatially-demultiplexed systems may
be also affected by the nonlinear crosstalk between the cores/modes and may
require digital signal processing (DSP) with similar complexity as digital nonlinear
compensation.

Overall, signal processing plays a critical role for further progress in this field.
This includes both digital signal processing and linear/nonlinear analog all-optical
processing [21–32]. Using digital signal processing one can pre- or post-compen-
sate deterministic transmission distortions. The immense challenge of a system
capacity crunch, coupled with the availability of new materials and advances in
integrated optics has re-ignited interest in previously studied methods in new
context of coherent optical communications. These include: optical phase conju-
gation [47–49], phase-conjugated twin waves [30], optical regeneration [50–52].
Recent experiments have shown that employing phase-conjugation one can effi-
ciently mitigate nonlinearity and dispersion [49, 53–55], though it reduces the
flexibility of the system due to required symmetry conditions. This was addressed
by proposing different system configurations [56, 57]. In [30] it was proposed to
transmit a pair of symmetric phase-conjugated twin waves with the additional
requirement of dispersion-symmetry along the transmission path, resulting the
canceling of nonlinearity impairments by adding the recovered twin waves at the
receiver. This enabled demonstration of 400 Gbit/s super-channel with a record
distance of 12,800 km. This, however, reduces system capacity by at least a factor
of two, since two polarizations were exploited carrying the same data [22].

Currently, the most widely studied approach to compensate for nonlinearities is
digital back propagation [58], which enables full compensation of the “determin-
istic” nonlinear and dispersive effects within the compensation bandwidth. Digital
backward propagation requires extensive signal processing and optimization of
computational efforts is under development right now. One of the most important
impacts of nonlinearity is that it mixes otherwise orthogonal modes affecting
multiplexing. In some special designs fiber channels (e.g. [59, 60]) that can be
approximated by the lossless nonlinear Schrödinger equation (NLSE) and the so-
called Manakov equations with additive noise, there is an interesting possibility of
signal multiplexing on an alternative basis that is not affected by the Kerr nonlin-
earity. Recently, digital signal processing based on the inverse scattering transform
[61–63] demonstrated that it is possible to expand signal on a special basis, within
which the propagation of individual “nonlinear modes” is effectively linear. The
proof of this is dependent on the integrability of NLSE along similar bases [64].
The change of basis—the inverse scattering transform technique is a nonlinear
analog of the Fourier transform. All these techniques offer efficient nonlinearity
compensation, though differing in computational expends and complexity.

The nonlinearity is an essential factor in the design of advanced fiber commu-
nication systems, but it is often shunned by engineers in view of its complexity.
Here we will review different nonlinear optical techniques and their impact on
Shannon capacity.
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11.2 Fundamentals

We will start discussion of the fiber channel capacity with a brief reminder of the
well known classical results of the information theory [41]. Note that we do not aim
to provide in this section a comprehensive overview of all relevant information
theory, but rather refresh well known facts, referring readers for more details to the
original seminal work [41] or to an excellent recent review paper [8].

11.2.1 Shannon Channel Capacity

Shannon showed that any noisy channel can still be used for reliable communi-
cation at non-zero rate (when the input and output are correlated) and introduced the
expression for the maximum possible error-free transmission rate. Let us consider a
communication channel as a system linking two random variables x and y repre-
senting the channel input and output. A communication channel is characterized by
a probability distribution function PðyjxÞ that defines the probability of receiving
symbol y of the output alphabet given the transmitted symbol x of the input
alphabet . Further random variables and their deterministic outcomes are denoted
by upper Y and lower y letters correspondingly. The channel can be considered as
memoryless, when the output probability is defined by the input at that particular
time and is independent on previous channel inputs and outputs. Shannon formu-
lated the following theorem for the Shannon channel capacity C of the memoryless
discrete noisy channel.

Shannon stated [41] that “It is possible to send information at the rate C through
the channel with as small a frequency of errors or equivocation as desired by proper
encoding. This statement is not true for any rate greater than C.”

Here information channel capacity C (in bits per degree of freedom) for a me-
moryless channel involves maximizing the mutual information I [41]:

C ¼ sup
pðxÞ

IðX; YÞ ¼ max
pðxÞ

Z
dxdypðxÞpðyjxÞ log2

pðyjxÞR
dxpðxÞpðyjxÞ ; ð11:1Þ

over all valid input probability distributions pðxÞ subject to the power constraintR
dx pðxÞ jxj2 � S. The capacity calculation requires knowledge of the statistical

properties of communication channel that are given by the conditional input-output
probability density function (PDF) pðyjxÞ. Shannon capacity analysis is not possible
without a full statistical description of the transmission for all possible signal
inputs.

Achievability of the capacity through appropriate coding and signal modulation
is covered by Shannon’s theorem 12 [41].

Let us denote by nðT ; qÞ the maximum codebook size of duration T and error
probability q (i.e. the maximum number of signals selected from the alphabet with
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probability of error less or equal to q), then the channel capacity is defined as
follows:

C ¼ lim
n!1

log2 nðT; qÞ
T

: ð11:2Þ

It means that one can reliably decode about CT bits in time interval T , when T is
sufficiently large.

This theorem states that even in the presence of noise one can recover the
original signal from the corrupted channel output. The construction of capacity
achieving codebooks over time interval T is a challenging problem involving
various approaches to modulation, coding and digitizing of an analog signal.

In case of channels with memory, the capacity is defined as [65]

C ¼ lim
n!1 sup

1
n
IðXn

1 ; Y
n
1 Þ; ð11:3Þ

with optimization over all joint distributions of X1; ::;Xn subject to the power
constraint

R
dx pðxÞ jxn1j2 � nS.

11.2.2 Numerical Computation of Shannon Capacity

The analytical derivation of the Shannon capacity is possible only for very limited
number of communication channels. However, one can compute Shannon capacity
by numerically maximizing the mutual information over all valid input signal
distributions for a discrete memoryless channel with fixed input and output
alphabets. The Shannon capacity has a unique local maximum which is finite for a
finite alphabet. For complex channels, numerical computations is the only practical
way to obtain the Shannon capacity. The following key numerical methods are
typically used for capacity calculations:

• Constrained maximization using the Kuhn-Tucker conditions [66, 67]. The
method generalizes the method of Lagrange multipliers for inequality
constraints

• The gradient search algorithm of Frank-Wolfe [68], an iterative first-order
optimization algorithm for constrained convex optimization, also known as the
conditional gradient method, reduced gradient algorithm and the convex com-
bination algorithm. It is based on a linear approximation of the objective
function in each iteration and moves slightly towards a minimum of this linear
function (taken over the same domain).

• The Arimoto-Blahut algorithm [69, 70], an iterative method, which maximizes MI
of arbitrary finite input/output alphabet sources. The algorithm was modified for
faster convergence using natural-gradient-based or accelerated Blahut-Arimoto
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algorithm [71]. A number of algorithms were proposed for discrete alphabet [72]
or continuous: using computation of a sequence of finite sums [73] or particle
based Blahut-Arimoto algorithm [74]. In the latter, the a particles xk are moved to
increase the relative entropy while keeping the output probability fixed.

• For discrete-input and discrete-output channels with memory an efficient tech-
nique for calculation of transmission rate was proposed [75–77], later general-
ized for continuous channels in [78].

11.3 Linear Additive White Gaussian Noise Channel

11.3.1 Capacity of Linear Additive White Gaussian Noise
Channel

The linear Gaussian noise channel is a basic model of a communication channel that
has a number of applications. In particular, it is used in radio and satellite, wired
and wireless communications. A fiber-optic channel can be approximated as a linear
Gaussian channel in the low signal power regime.

In the linear additive white Gaussian noise (AWGN) channel the output y and
input x are random variables (here both are real functions, but generalizations to
complex variables and the multi-dimensional case are straightforward):

Y ¼ X þ g ð11:4Þ

Often, it is convenient to consider a time discrete linear Gaussian channel: yi ¼
xi þ gi where the channel output and input at the time i are denoted by yi and xi,
whereas the channel is disturbed by a zero-mean additive white Gaussian noise with
a variance N. The additive noise is independent of the signal. Though, the origin of
the noise may be different, using the central limit theorem it can be shown that the
cumulative effect of a large number of small random effects, each with a well-
defined expected value and well-defined variance, very often can be well approx-
imated by a normal distribution [79].

If the noise variance is zero or there are no constraints on the input signal, the
capacity is infinite. However, in practice one has input constraints. In particular,
constraint on the average input power S results in the following:

hjxj2i� S ð11:5Þ

The information capacity of power constrained system is given by:

C ¼ max
px;hjxj2i� S

IðX; YÞ ð11:6Þ
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For the linear AWGN power-constrained channel the Shannon capacity can be
found analytically:

C ¼ log2
�
1þ S

N

�
ð11:7Þ

This is one of the most celebrated formula in the information and communication
theory. It can be generalized further for more complex channel models with various
noise distributions.

11.3.1.1 Constant-Intensity Modulation with Coherent
Detection [80–82]

A channel using constant-intensity modulation formats with coherent detection is a
linear AWGN channel:

Y ¼ X þ g; ð11:8Þ

with complex x and y and the additional constraint jxj2 ¼ S

pðyjx ¼
ffiffiffi
S

p
ei/0Þ ¼ 1

phjgj2i exp
h
� jy� ffiffiffi

S
p

ei/0 j2
hjgj2i

i
ð11:9Þ

where the input phase /0 is used for coding. In [79] Shannon capacity was cal-
culated numerically and the asymptotic expression was found for high SNR:

lim
SNR!1

C ¼ 1
2
log2

� 4p
e
SNR

�
ð11:10Þ

As pointed out in [80] the intuitive explanation lies in the fact that the phase
difference between input and output at high SNR can be approximated as a
Gaussian random variable with variance ð2SNRÞ�1, then its entropy is given by
(11.10).

11.3.1.2 Capacity of Bandlimited Channels

The possibility of using discrete alphabets (digitized analog signals) to approach the
capacity of noisy communication channels is based on the observation that in
practice any communication channel has a limited bandwidth. In bandwidth limited
communication a continuous-time and amplitude/phase signal xðtÞ can be fully
characterized by a discrete-time and discrete amplitude/phase signal xn. This is
possible due to fundamental mathematical results that have been developed in a
communication context [83–87].

332 M. Sorokina et al.



Shannon-Nyquist Sampling Theorem

Any function f ðtÞ bandlimited in frequency to W Hz can be completely determined
by samples f ð n

2WÞ taken at the Nyquist rate of 2W samples per second. Taking the
sum of the samples, one reconstruct the original time-continuous signal using:

f ðtÞ ¼
X1
n¼�1

f
� n
2W

� sin½pð2Wt � nÞ�
pð2Wt � nÞ ð11:11Þ

It is easy to check that the spectrum of the reconstructed function lies in the band W
and is zero outside. The Shannon-Nyquist theorem [41, 83, 84] defines that a
bandlimited function has 2W degrees of freedom per second.

In the bandlimited Gaussian noise channel each sample can be considered as an
independent, identically distributed Gaussian random variable. If the noise has
power spectral density N0=2 and occupies the same bandwidth as the signal, the
noise power is N0W . The expression for Shannon capacity of discrete-time linear
AWGN channel:

½C�bits per modulation symbol ¼ log2
�
1þ S

N

�
ð11:12Þ

Given that there are 2W samples per second and N ¼ N0W , one obtains:

½C�bits per second ¼ 2W log2
�
1þ S

N0W

�
ð11:13Þ

There is a number of well developed codes which allow the Shannon capacity of
the linear AGWN channel to be approached (see e.g. [88] and references therein).

11.4 Nonlinear Fiber Channel

11.4.1 Basic Models

The communication channel using optical fiber cable as a transmission medium is
significantly different from linear AWGN due to nonlinear dependence of the
refractive index on the signal power [89]. In general, the dynamics of an optical field
Eðz; tÞ in silica fiber is governed by the nonlinear Schrödinger equation (NLSE):

@E
@z

þ i
b2
2
@2E
@t2

þ a
2
E ¼ icEjEj2; ð11:14Þ

Here β2, a, and c denote dispersion, attenuation, and nonlinear coefficients
correspondingly.
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This equation governs only key deterministic linear (dispersion and attenuation)
and nonlinear effects. In standard single mode fiber the attenuation coefficient is 0.2
dB/km in the 1550-nm wavelength region [8], consequently, optical amplification is
required (in the absence of opto-electronic regeneration) for long transmission
distances. This induces optical noise, that depends on the amplification scheme and
includes amplitude spontaneous emission (ASE). The noise can be incorporated
into the model as an additive Langevin-noise source term g that accounts for the
stochastic perturbations of the signal with the ASE being the main contributor. It
has been shown that ASE can be represented as a circularly symmetric additive
Gaussian noise [90, 91], which is fully defined by an autocorrelation function [8,
89]. Without going into details (such as redefinition of the nonlinear coefficient) that
have been discussed already in [8] we define the principal fiber channel model as:

@E
@z

þ i
b2
2
@2E
@t2

� icEjEj2 ¼ 0: ð11:15Þ

The (11.15) apart from being the principal master channel model, can also be
directly derived in two practically important periodic amplification schemes:
(i) periodically spaced discrete point amplifiers (e.g. Erbium-doped fiber amplifi-
ers). In this case, a path-average model (11.15) occurs as a result of the averaging
over periodic gain and loss variation (valid when the amplifier spacing is much
smaller compared with the length scale of nonlinear effects) leading to effectively
conservative signal dynamics governed by the re-normalized NLSE (11.15) (the
nonlinear coefficient is modified due to the averaging), see e.g. [92, 93]; and (ii)
quasi-lossless distributed Raman amplification where the Raman gain continuously
compensates for the fiber loss and the signal average power remains a constant
along the entire transmission span [7, 59, 60]. The papers [7, 8] provide a detailed
account of how noise intensity is related to the parameters of the line.

The similar vector NLSE model that takes into account propagation polarization
effects is also applied, especially in polarization-based modulation formats. How-
ever, in general, fiber polarization properties vary at the scale of several hundred
meters, therefore, full modeling, accounting for these fast rotations of polarizations
with propagation over long distances is time consuming. The model that is used
instead, is an average system of equations (here averaging is over fast changes of
polarization) was derived by Manakov [94] and subsequently verified in [95–97]:

@E1

@z
¼ � a

2
E1 � i

b2
2
@2 E1

@t2
þ i

8c
9
ðjE1j2 þ jE2j2ÞE1; ð11:16Þ

@E2

@z
¼ � a

2
E2 � i

b2
2
@2 E2

@t2
þ i

8c
9
ðjE1j2 þ jE2j2ÞE2 ð11:17Þ

Note that NLSE and Manakov equations are integrable by inverse scattering
method [92, 98].
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11.4.2 Simplified Nonlinear Channel Models

The nonlinear propagation equations (NLSE and Manakov system) presented above
describe complex nonlinear continuous-time communication channels. Corre-
sponding conditional discrete-time probabilities are not known in the general case
for these channels. Instead we consider simplified models with particular applica-
tions in which capacity can be estimated or computed. The continuous-time model
can be transformed into discrete-time model by expanding the continuous-time
signal (complex input XðtÞ and output YðtÞ) over a complete set of orthogonal
functions [99]. This results in discrete-time complex variables X½k� and Y½k�. Further
we omit indexes for memoryless channels, except Sects. 11.4.2.4 and 11.4.2.5.
Input X and output Y can take deterministic values x ¼ rineiuin and y ¼ routeiuout

chosen from the alphabets X and Y correspondingly.

11.4.2.1 Intensity-Modulated Direct-Detection (IMDD)
Channel [100, 101]

The simplest communication systems are intensity-modulated direct-detection
(IMDD), where signal power is modulated and detected. A photo-detector responds
to the square of the incident electric field, and so the output and input are connected
as follows:

Y ¼ jX þ gj; ð11:18Þ

The conditional pdf for this model was found to be the Rice distribution [100]:

pðyjxÞ ¼ y

phjgj2i exp � y2 þ jxj2
hjgj2i

 !
ð11:19Þ

where I0 is zero-order modified Bessel function of the first kind. It was shown in
[100, 101], that the capacity-achieving distribution has a number of infinite mass
points, also lower and upper bounds on capacity were presented, including the
asymptotically tight lower bound [102]:

CIMDD
ub ¼ 1

2
log2

�
1þ SNR

�
� 0:5 ð11:20Þ

where the square root operation required to recover the output from the detected
photo-current eventually translates to an offset of approximately 1=2 logð1=2Þ.
Thus, the Shannon capacity of the IMDD channel is a monotonically increasing
function of SNR and the capacity-achieving distribution has an infinite number of
mass points and does not contain an infinite set of mass points on any bounded
interval [101].
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11.4.2.2 Partially Coherent AWGN [101–104]

The discrete-time partially coherent (phase detection is applied) AWGN channel
can be introduced as:

Y ¼ XeiH þ g; ð11:21Þ

here the additive noise g is as above a complex Gaussian random variable with zero
mean. Variable H mimics the nonlinear phase noise and can be modelled as real-
valued wrapped AWGN with variance r2U as in [103, 104].

The conditional pdf for such channel can be also found:

pðyjxÞ ¼
Zp
�p

dh

phjgj2i exp
h
� jy� xeihj2

hjgj2i
i 1ffiffiffiffiffiffiffiffiffiffiffi

2pr2U
p X1

k¼�1
exp

h ðh� 2pkÞ2
2r2U

i
ð11:22Þ

If a phase tracking device (such as phase-locked loop) is employed, than H
might be modelled by Thikhonov distribution [101] with positive parameter q:

pðhÞ ¼ eq cosðhÞ

2pI0ðqÞ 1 ð11:23Þ

The conditional pdf for such channel was derived as:

pðyjxÞ ¼ rout
pN

exp
h
� r2out þ r2in

N

i I0ðmÞ
I0ðqÞ ð11:24Þ

m ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4
r2outr

2
in

N2 þ 4q
routrin
N

cosðuin � uoutÞ þ q2
r

The capacity-achieving distribution was shown to be circularly symmetric [105]
and (similarly to the result in the previous subsection) it does not contain an infinite
set of mass points on any bounded interval [101].

In the case when Θ(x) is not a random variable [106] (describing deterministic
nonlinear phase noise, e.g. due to SPM effect) the conditional pdf is simplified to:

pðyjxÞ ¼ 1

phjgj2i exp
h
� jy� xeihðxÞj2

hjgj2i
i

ð11:25Þ

In [106] it was demonstrated that the Shannon capacity (11.1) with the conditional
pdf given by (11.26) is identical to linear Shannon limit—Shannon capacity of a
linear AWGN channel log2ð1þ SNRÞ. This is because Θ is deterministic, so there is
no loss of information. Following optimization procedure on can find the optimum
input pdf as:
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pðxÞ ¼ 1
pS

h
1þ ic

�
x�

@hðxÞ
@x�

� x
@hðxÞ
@x

�i
exp

h
� jxj2

S

i
ð11:26Þ

If, however, (11.26) is approximated by Gaussian distributing (drop first bracketed
term), the obtained result (mutual information with non-optimal pðxÞ) is lower than
the channel capacity.

11.4.2.3 Nonlinear Phase Noise Channel [4, 107–111]

In systems predominantly limited by a nonlinear phase noise channel, such as
systems operating with low path average dispersion, the output is given by:

Y ¼
�
X þ g

�
e�iUNL ð11:27Þ

Here g is the total AWGN accumulated on the transmission path. The equation
models NLSE (11.15) with zero dispersion b2 ¼ 0 and periodically inserted ASE
and describes the phase noise caused by the SPM effect. The nonlinear phase noise
is given as [107]:

UNL ¼ cL
K

XK
i¼1

jxþ gij2 ð11:28Þ

here summation is performed over the ASE noise accumulated at each of i ¼
1; . . .;K fiber segments: gi ¼ N1 þ � � � þ Ni (Ni denotes ASE noise aroused at i-th
span) and L is the propagation distance. The conditional pdf for such channel (after
proper normalization described in [4, 107, 111]) reads:

pðy ¼ route
iuout jx ¼ rine

iuinÞ ¼ pðroutjrinÞ
2p

þ 1
p

X1
m¼1

Re
�
eimðuout�uoutÞKmðrout; rinÞ

�
ð11:29Þ

where pðroutjrinÞ is the Ricean pdf of the received power:

pðroutjrinÞ ¼ 2rout
N

exp
�
� r2out þ r2in

N

�
I0
� 2routrin

N

�
ð11:30Þ

and the analytical expressions for the coefficients Cmðrout; rinÞ:

KmðrÞ ¼ routbm exp
h
� amðr2out þ r2inÞ

i
Imð2bmroutrinÞ ð11:31Þ

am ¼
ffiffiffiffiffiffiffi
imc

p
r

coth
ffiffiffiffiffiffiffiffiffiffiffiffi
imcr2

p
z
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bm ¼
ffiffiffiffiffiffiffi
imc

p
r

1

sinh
ffiffiffiffiffiffiffiffiffiffiffiffi
imcr2

p
z

here Im is the modified Bessel function.
The impact of optimization of symbol error probability over amplitude phase-

shift keying constellations was studied in [107–110]. The lower bound on channel
capacity was derived in [4]:

C� 1
2
log2ðSNRÞ ð11:32Þ

11.4.2.4 Infinite-Memory Gaussian Noise Channel Model
[1, 3, 8–10, 32, 43, 112, 113]

The general channel model NLSE can be rewritten in the case of wavelength-
division multiplexing (WDM) in a form that shows the evolution of the signal in
each WDM channel (the optical field of k-th channel) with account of SPM and
XPM effects:

@Ek

@z
¼ �i

b2
2
@2Ek

@t2
þ icEk jEkj2 þ

X
j6¼k

2jEjj2
 !

þ gðt; zÞ; ð11:33Þ

here b2 and c denote dispersion and nonlinearity coefficients and ideal compen-
sation of fiber losses is assumed, with gðt; zÞ being an amplifier spontaneous
emission noise, which results from the signal amplification required to compensate
fiber losses during propagation.

This presentation allows one to introduce another simplified channel model by
omitting intra-channel effects. This may be justified in the regime when the inter-
channel effects are dominant nonlinear effects or when self-phase modulation is
compensated [114–116]. In this case the resulted model equation has the form:

@Ek

@z
¼ �i

b2
2
@2Ek

@2t
þ icEkVk þ gðt; zÞ; ð11:34Þ

where the effective potential Vk is

Vk ¼
X
j 6¼k

2jEjj2 ð11:35Þ

In dispersion uncompensated transmission the potential Vk can be modelled
(approximately) as a Gaussian stochastic process short-range correlated in space
and time (assuming high dispersion and moderate to no spread in symbol rates).
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This leads to the following simplified channel model with multiplicative Gaussian
noise:

Yi ¼ AYi þ BHijXj þ g ð11:36Þ

where the output spectrum is denoted as Yi ¼ ~Esðxi; zÞ, whereas the input signal is
Xi ¼ ~Esðxi; 0Þ. The inter-channel interference is given by the matrix Hij, which is
assumed to be a zero-mean, Gaussian independent and identically distributed
complex random matrix with variance hHikHjli ¼ m�1dijdkl, here m is the dimen-
sionality of the signal. Factor B defines the strength of signal-signal interactions and
A is a normalization parameter for conservation of signal power. The conditional
pdf of such model is given in [2]:

pðyjxÞ ¼ 1
ð2pr2Þm e�jy�Axj2=r2 ð11:37Þ

where variance is given by:

r ¼ m�1ðhjgj2i þ B2jxj2Þ ð11:38Þ

Various authors have followed a similar generic approach which shares the same
assumptions but include a variety of different physical effects. These produce
slightly different lower bounds on capacity (including impairments from SPM,
XPM, and FWM effects), which can be generalized by the following formula:

CLB ¼ log2 1þ S
N þ lS3 þ mS2N

� �
ð11:39Þ

which summarizes the a number of results for a variety of communication channels,
such as OFDM or WDM, with arbitrary dispersion, distributed or lumped ampli-
fication, for each of which the coefficients are found taking into account of different
nonlinearities: l reflects signal-signal interactions, such as FWM and XPM ([1, 3,
8–10, 43]) and m arises from signal-noise interactions ([32, 113]).

Equation (11.39) is important for systems with low signal to noise ratio or for
systems employing nonlinearity compensation (such that l is small) [32, 117], and,
as originally suggested in [2], signal depletion should be taken into account by
subtracting lS3 from the numerator of (11.39). It has been shown to have limita-
tions for coded transmission [118] and for QPSK with low accumulated dispersion
[108, 119], which may correspond to a dominance of nonlinear phase noise.

11.4.2.5 Finite-Memory Gaussian Noise Channel Model [118]

In the infinite-memory Gaussian noise channel model it was implied that the input
is independent and identically distributed (i.i.d.). Under this assumption one can
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derive the channel model where nonlinear signal-signal interactions are modelled as
Gaussian noise with variance dependent on average input signal power, so that the
noise affecting the k-th symbol is given by:

gIMGN ¼ �gGN

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N þ C

�
lim
M!1

1
2M þ 1

XkþM

i¼k�M

jXij2
�3vuut ¼ �gGN

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N þ CS3

p
ð11:40Þ

where �gGN is i.i.d. zero-mean unit-variance circularly symmetric complex Gaussian
random variable, Γ is nonlinear parameter, and M is memory. This simplified
channel model yields simple and experimentally verified expression for the lower
bound on channel capacity (see 11.39).

However, in practice channels have a finite memory defined by physical prop-
erties of the channel, such as dispersion, nonlinearity, etc. The finite memory
Gaussian noise channel can be modelled with its nonlinear noise given by [118]:

gFMGN ¼ �gGN

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N þ C

� 1
2M þ 1

XkþM

i¼k�M

jXij2
�3vuut ð11:41Þ

The model enables the study of non i.i.d. non-stationary inputs, where the channel
capacity definition given by (11.3) can be applied. For the case of uncoded signals
the proposed channel model yields similar results as the infinite memory GN
channel, whereas, the case of coded signals new improved lower bounds on
Shannon capacity saturate at high signal powers to a non-zero constant independent
on channel memory M [118]. Though, the model is simplified and does not take
into account a number of effects, such as signal-noise interactions or effects in
multichannel systems, it highlights the importance of channel coding and analytical
modelling for capacity estimations, it clearly demonstrates that it is possible to
transmit information at high signal power via coded transmission.

11.4.2.6 Regenerative Channel [120, 121]

Consider a model transmission system of fixed total length that consists of R spans
with linear AWGN channels interleaved with nonlinear regenerators. The ideal
regenerators assign each transmitted symbol to the closest element of the given
alphabet without signal decoding. We assume that the regenerator performs this
transformation independently for each signal quadrature, therefore the problem for
multidimensional signal can be reduced to one-dimensional independent lattices.
We write down formulae for the one-dimensional signal, but they can be gen-
eralized in a straightforward manner to the multi-dimensional case.

The ideal regenerator assigns diffused point x0 (originated from the input point xl)
to the closest neighbor xk in the decision area Sk. Thus, the conditional probability for
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the output of regenerator to be a symbol xk given the input signal xl is the probability
that the distorted point x0 falls within the decision boundary Sk. Therefore, the con-
ditional pdf of such a system is defined through the matrix elements [120]:

Pðy ¼ xkjxlÞ ¼
Z
Sk

dx0pGðx0jxlÞ ¼ Wkl; pGðx0jxlÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pN=R

p exp
�
� ðx0 � xlÞ2

2N=R

�

ð11:42Þ

It may readily be shown by considering the probability of insertion and omission
errors for each constellation point that the transmission matrix is given by

Wkl ¼ 1
2

�
erf½Dþ

kl � � erf½D�
kl �
�
;D�

kl ¼ ðxk þ xk�1 � 2xlÞ
ffiffiffiffiffiffi
R
8N

r
; ð11:43Þ

where delta is a statistical parameter describing the spread of the constellation
points and is normalized the closest neighbor distance as follows D ¼ d

ffiffiffiffiffiffiffiffiffiffiffiffi
R=8N

p
.

Due to the Markovian nature of the stochastic system (the regenerative transfor-
mations are statistically independent), the overall transition matrix after R regen-
erative segments reads as M ¼ WR.

If, instead of an ideal transfer function, the regenerator has a smooth transfer
function T , the output of the n-th regenerator can be expressed through the
recurrence relation:

Ynþ1 ¼ TðYnÞ þ gn; Y1 ¼ x: ð11:44Þ

Here TðyÞ is a one-dimensional projection of the nonlinear transfer function (see
Fig. 11.1a), which is required to satisfy the following [121, 122]:

T ½x� ¼ x; T 00½x� ¼ 0; jT 0½x�j\1 ð11:45Þ

The first expression implies that an undistorted input point (alphabet), x, is unaf-
fected by transformation, the second ensures that the alphabet point is in the center
of the regenerative region. The solution of the first two expressions identifies the
alphabet points—the set of points, which are further used for the construction of
modulation format. Finally, the third expression means that the distortion is
effectively suppressed and it determines the flexibility in the transfer function
parameters. When the first derivative is equal to zero, the alphabet is superstable
and one can observe plateau around the alphabet points (the solution of T 0½x� ¼ 0 is
the best parameter choice), however plateau is not necessary as long as jT 0½x�j\1
(suboptimal parameters choice).
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The conditional pdf for the output at the n-th regenerator for each quadrature
ynþ1 given the input yn is found to be

pðynþ1jynÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffi
2pNn

p exp
h
� ðynþ1 � TðynÞÞ2

2Nn

i
Nn ¼ \jgnj2 [ ð11:46Þ

Because of the Markovian property of the process, the conditional pdf of the
received signal after propagation through R links, yR, given the input, x, is
expressed by a product of single-step conditional probabilities

pðyRþ1jy1 ¼ xÞ ¼
Z

dyR::dy2pðyRþ1jyRÞ; . . .; pðy2jy1 ¼ xÞ ð11:47Þ

Using the conditional pdf given in (11.47), one can calculate Shannon capacity
using (11.1). The Shannon capacity analysis of the system with the ideal regen-
erators defines the upper bound of regeneration efficiency—maximum Shannon
capacity that can be achieved by implementation of regeneration, which was cal-
culated in [121] (Fig. 11.1b). Shannon capacity calculations for a regenerative
channel with smooth transfer functions is plotted in Fig. 11.1b. The benefit of using
regeneration becomes more pronounced when the number of regenerators is
increased (results are plotted for R ¼ 10 and R ¼ 20). The figure demonstrates that

(a) (b)

Fig. 11.1 a Example of a regenerative TF: y ¼ xþ a sinðbxÞ and TF for the ideal regenerator;
b the regenerative limit—Shannon capacity of the channel with ideal regenerators plotted
alongside Shananon capacity of regenerative channel with smooth TF: y ¼ xþ a sinðbxÞ plotted
for different number of regenerators R ¼ 10 and 20 and different choice of parameters: superstable
T 0ðxÞ ¼ 0 (corresponds to ab ¼ 1) and stable T 0ðxÞ ¼ 1=2 (ab ¼ 1=2), the value of T 0 defines
parameter a, whilst b is subject of optimization of MI in (11.1)
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the regenerative elements need to be properly optimized using aforementioned
optimization procedure, which defines the optimum parameter values and subop-
timal ones (within the operating margins of the element)—compare the Shannon
capacity for two cases T 0ðxÞ ¼ 0 (TF with plateaus) and T 0ðxÞ ¼ 0:5. The results
illustrate that by suppression of signal distortions one can achieve Shannon
capacity higher than a system without regenerators operating with the same signal
launch power and with the same power of noise added to the signal during trans-
mission [121].

11.5 Optical Signal Processing to Improve Signal
Transmission

11.5.1 Introduction

Knowledge of the optical phase (in addition to field intensity) after coherent detection
has dramatically changed the whole concept of compensation and management of
impairments in fiber-optic communication. In particular, linear effects such as dis-
persion and polarization-mode dispersion are now routinely compensated entirely in
the coherent receiver. Electronic signal processing using back propagation has also
been applied to the compensation of nonlinear fiber impairments. However, the
drawback of the methods of reconstruction of the transmitted data from the received
signal based on nonlinear back propagation is that they rely on computationally-
intensive techniques. Real time nonlinear digital backward propagation is still a
challenging problem especially for SNR gains of more than a DB.

In this section we will review methods, which have potential to either increase
the system capacity or to simplify DSP.

11.5.2 Quasilossless Transmission

As channel capacity is limited by noise, for long haul communication the ampli-
fication scheme is an important part of the system design. Since 1987 the Erbium
doped fiber amplifier [123] enabled high capacity transmission in a broad region of
wavelengths, which led to the development of WDM systems [123].

Distributed Raman amplification via stimulated Raman scattering (which
enables energy transfer from the pump to the signal) was proposed [124] to create
distributed gain. Moreover, it was experimentally demonstrated [59, 60] that ultr-
along fiber Raman lasers enable quasilossless long-distance transmission. As was
indicated in [59, 60] the distributed gain is achieved for a broad spectral bandwidth.
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The resulted OSNR improvement (due to low noise) and, corresponding, capacity
improvement was estimated in [7, 8]. Furthermore, the lossless NLSE is a nonlinear
integrable equation, which simplifies DSP and offers potential for a number of
techniques, including soliton transmission and employment of inverse scattering
method. Also, quasilossless transmission offers symmetric power variation which is
of particular importance for the technique based on optical phase conjugation.

11.5.3 Optical Phase Conjugation

To compensate nonlinear impairments optically without extensive DBP simulations
a number of methods were proposed. In particular, in 1979 [47] it was shown that
performing optical phase conjugation (OPC) in the middle of the link one can
achieve effective mitigation of deterministic nonlinear and dispersive impairments
with improved system performance over longer transmission distances. Since then a
number of experimental and theoretical works were performed [48, 49]. The OPC
technique sets stringent requirements for the symmetry of the system and near
perfect phase conjugation of the wave near the middle of the link. As a result, a
formal time reversal is achieved in the NLSE and deterministic nonlinear signal-
signal distortions are cancelled during propagation the second half-link. The gen-
eralized condition for effective compensation was given in [125]:

b2ð�z1Þ
cð�z1ÞSð�z1Þ ¼

b2ðz2Þ
cðz2ÞSðz2Þ ð11:48Þ

which means that the ratio of the dispersion and nonlinearity has to be equal at the
corresponding positions �z1 and z2. However, the stringent symmetry requirements
result in complexity of system design and high sensitivity to symmetry violations
(in particular, third order dispersion in highly nonlinear regime). To achieve
symmetric power map Raman amplification scheme was used [126]. Recently, it
was experimentally demonstrated that OPC accompanied with second-order ultra-
long Raman fiber laser enables to increase system reach by 30 % by compensating
70 % of the nonlinear distortions. To avoid mid-link OPC, an optical tunable
compensation method was proposed [56], where the nonlinear phase shift (sign-
reversed to that acquired by propagation through the link) is added to the signal
with consequent OPC at before transmission.

Removal of deterministic distortions increases the achievable rate [32, 127, 128]:

COPC
LB ¼ log2 1þ S

N þ ns
2ðnOPCþ1Þ mS

2N

 !
ð11:49Þ

where ns and nOPC (assumed to be odd) are the numbers of amplifiers and OPCs
correspondingly, assuming OPC compensates entirely deterministic distortions.
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11.5.4 Phase-Conjugated Twin Waves

To compensate nonlinear distortions without adding an OPC element, but
exploiting the symmetry available through the use of polarization, the twin wave
model was proposed, where the signal and its conjugated copy are transmitted
simultaneously on either different polarization [30] or different wavelength [129].
Using the symmetric properties of Manakov equation and a symmetric dispersion
map: DðzÞ ¼ �DðL� zÞ (this can be achieved by applying pre-dispersion at the
transmitter), the nonlinear perturbations are correlated and, therefore, the original
wave can be restored at the receiver by adding the wave and its conjugated twin.
Compared to DBP, which requires a large number of additional multiplications per
bit [130], PCTW only requires one multiplication and addition per bit. Alterna-
tively, it may be implemented optically using a PSA [131]. Thus, the system
requirements are relaxed compared to other schemes (e.g. OPC or DBP), which
increases the flexibility and reduces cost, also no additional DSP is required.

As a result, it was demonstrated that the nonlinear distortions were reduced by
more than 8:5 dB with the high speed 400 Gbit/s over 12,800 km. The technique
offers greater communication reach when compared to existing schemes. However,
loading two polarizations with the same information affects the system capacity. As
was indicated in [22], as polarization multiplexing is impossible, the information
capacity of the proposed model will be reduced (unless, as can readily be shown
using (11.49) with nOPC ¼ 1 and accounting for the doubling of the SNR arising
from the transmission of duplicate information, the capacity of the equivalent dual
polarization system is less than 1.7 dB).

The effective improvement was observed for a wide range of parameters,
however, is limited by crosstalk induced by polarization mode dispersion polari-
zation-dependent loss. As indicated by the authors, the effect is analogous to
nonlinear noise squeezing [30], which demonstrates the beneficial interplay of
nonlinearity and dispersion.

The technique offers a simple and energy efficient scheme (without requirement
of additional mid-link devices) for fast ultra long-haul transmission, however it
reduces spectral efficiency of the channel by the factor of 2 due to the exploitation
of the spectrum or polarization to carry a conjugated copy of the same signal.
Recently, dual PCTW technique was proposed [132], where two sets of PCTW
were combined a single carrier. Compared to single PCTW with transmitted signal
Ex ¼ E and Ey ¼ E� and recovered Ex þ E�

y , dual PCTW two signals E1 and E2 are
combined at the transmitter as Ex ¼ E1 þ E2 and Ey ¼ E�

1 � E�
2 and the recovered

signals are E1 ¼ Ex þ E�
y and E2 ¼ Ex � E�

y . This enables nonlinearity mitigation
(demonstrated Q-factor improvement of 1:2 dB compared to conventional
DP-QPSK performance.

The idea to use phase conjugation to reduce nonlinear impairments was also
implemented in coding [133] and Q-factor improvement up to 1:5 dB was achieved
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for QPSK CO-OFDM signals with phase-conjugated subcarrier coding (even
number of OFDM subcarriers is required), when pairs of neighboring subcarriers
were encoded as Sk ¼ Ek þ Ekþ1 and Skþ1 ¼ E�

k � E�
kþ1 with decoding at the

receiver: Rk ¼ ðEk þ E�
kþ1Þ=2 and Rkþ1 ¼ ðEk � E�

kþ1Þ=2.

11.5.5 Optical Regeneration

As described above only regenerative channels can reduce the accumulation of
amplified spontaneous emission noise and introduce contractive effects that can
combat fiber nonlinear impairments. Regeneration may take many forms, ranging
from Decode-and-Forward model (allowing the use of FEC in each stage), hard
decision (without FEC) [134], transformation with smooth nonlinear transfer
functions (TF), which results in noise squeezing [51] and distributed pulse and
noise shaping [135]. System capacities for Decode-and-Forward model can be
readily calculated from the capacity of a single link channel [136], whilst another
approach is required for hard decision and smooth TF based regenerators, these
were discussed in Sect. 11.4.2.6.

Optical regeneration enables partial removal of the optical noise and, conse-
quently, increases channel capacity. We would like to stress that impact of
regeneration on capacity does not require using the Decode-and-Forward method
that effectively means that the whole link presents a chain of optical transmitter and
receivers. Instead, regenerative effect can be achieved by passive distributed non-
linear filtering with signal regeneration without requiring a hard decision. The
regeneration is based on the constructive use of nonlinear signal transformations
which result in noise squeezing. A number of promising all-optical regenerators
have been reported recently, falling into the class of nonlinear transformations
based regenerators: black-box WDM [137], 4-phase-shift keying (PSK) [117, 138–
142], multilevel modulation formats 6-PSK [50], 8-PSK [143], and 16-quadrature
amplitude modulation (QAM) [144], which prove the possibility to remove noise
from both quadratures of the signal. Another important feature of regeneration is
cascadability, as being placed in cascades along the line regeneration enables
accumulation of noise squeezing effect and, as a result, improves a received signal.
Thus, optical regeneration in coherent communication systems has emerged as fast
developing and promising technique (e.g. recently demonstrated cascaded PPLN
based phase sensitive amplifiers [145]).

Recently, the impact of regeneration on Shannon capacity has been studied [120,
121] proving that regenerative channels have Shannon capacity higher than a
system without regenerators operating with the same signal launch power and with
the same noise per amplifier. Recent advances opened regeneration for coherent
communication, e.g. multilevel phase regeneration [142, 146]. Nevertheless,
implementation of these techniques faces a number of challenges as regenerators
are designed to operate with isolated pulses, so dispersion compensation and
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demultiplexing of WDM channels is required. Although a number of works were
proposed for multichannel regeneration (for the case coherent communication see
[147]), it still remains an open problem.

11.6 Conclusion

This chapter gives an overview of optical signal processing in the context of the
Shannon channel capacity. The most important and challenging limit on fiber
channel spectral efficiency is imposed by fiber nonlinearity. Therefore, exploitation
of inherently “linear” techniques in a nonlinear communication fiber channel is not
optimal. The increase in the signal power to improve the signal-to-noise ratio that is
the standard procedure in a linear channel, leads to power-dependent nonlinear
transmission distortions. Though, the Shannon capacity for the nonlinear fiber-optic
channel was not yet determined, numerous techniques have been proposed for
increasing achievable rates.

Here we reviewed basic analytical models of communication channels, which
allow to estimate bounds on Shannon capacity. We discussed various techniques to
increase the achievable transmission rate. It was shown that quasilossless trans-
mission enables communication with lower amplification noise, OPC and PCTW
efficiently suppress nonlinearity mitigation and might be considered as all-optical
competitor to DBP, whilst all-optical regeneration offers possibility to reduce both
destructive nonlinearity and stochastic noise, however it requires additional efforts
towards practical implementability. There is a clear challenge to develop radically
new approaches to coding, transmission and processing of information in fiber
communication channels that will take into account the nonlinear properties of the
transmission medium.
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Chapter 12
Nonlinear Optics for Photonic Quantum
Networks

Alex S. Clark, Lukas G. Helt, Matthew J. Collins, Chunle Xiong,
Kartik Srinivasan, Benjamin J. Eggleton and Michael J. Steel

Abstract By harnessing quantum mechanical effects we can create technology
with greatly improved functionality including enhanced sensing, exponentially
faster computing, the simulation of previously inaccessible quantum systems, and
the secure transfer of information. In our ever more connected world, it is important
that we can communicate securely, and as technology develops into the quantum
regime it will become important for distant quantum processors to exchange
information over a quantum network. Here we discuss how quantum information
can be encoded and transferred around a such a network. We concentrate on the use
of nonlinear optics to generate and manipulate photons, and present schemes for
fully secure quantum communication.
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12.1 Introduction: Photonic Quantum Networks

Photonics is an enabling technology for global communication systems and is of
profound importance in the evolution of society as we know it. In classical com-
munication networks many optical pulses of light, containing billions of photons,
are sent through optical fibres and routed to different locations using a variety of
technologies. In classical networks these optical pulses can be amplified and fre-
quency converted with relative ease, allowing extremely high transmission rates for
information. A quantum network is intrinsically different, in that data is encoded in
an individual quantum system such as a single photon, which obeys inherently
different physics. It is in fact quantum physics that guarantees fully secure com-
munication schemes when using these quantum states. A quantum network is
therefore useful for secure communication and to move quantum information
between quantum information processing nodes. Unfortunately these quantum
states cannot be easily shifted in frequency due to the addition of noise to the
original and converted channels, and unknown arbitrary quantum states can defi-
nitely not be amplified due to the famous no-cloning theorem developed by
Wootters and Zurek [1], and separately Dieks [2], in 1982. This has limited current
demonstrations of quantum communication to around 200 km. There are a number
of methods currently suggested to extend this distance, most of which require small
scale quantum information processing (QIP). These include quantum repeaters,
which store quantum information until it is ready to be used, and quantum relays,
which allow for the teleportation of quantum information.

Nonlinear optical processes and devices are used in many different forms in
quantum information experiments and technology. One of the most intuitive is the
use of a nonlinear material to allow a single photon to impart a p phase shift on
another single photon. This, however, has not been realised to date due to the
limited strength of nonlinear media meaning that the device would have to extend
for thousands of kilometres. There have, however, been a number of proposals that
show that quantum information processing schemes could be possible with weak
nonlinearities [3]. Such schemes rely on a single photon imparting a measurable
cross-phase shift on a high intensity beam of light. Experiments with optical fibres
[4] and gas-filled hollow core photonic bandgap fibres [5] have shown promising
routes to achieving such phase shifts. In parallel to these developments there have
been arguments against such nonlinear quantum computing schemes which state
that if a photon imparts an appreciable phase shift then it must also undergo self-
phase modulation which can destroy the encoded quantum state and cause
unwanted noise in the system [6]. The debate over whether such schemes can work
continues. Another more recently developed QIP scheme employing nonlinear
processes is that of coherent photon conversion (CPC) [7]. In this scheme a third-
order nonlinear medium is pumped with a high intensity laser in a particular mode
which creates an effective second-order nonlinearity which acts on a further three
modes. This can be thought of as a four-wave mixing interaction that creates a
tunable second-order nonlinearity. Theoretically, this process enables the creation
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of numerous QIP components including a controlled phase gate, photon-doubling
for efficient detection of photons, and clearing higher-order noise terms from
photon sources; however current demonstrations have been limited to very weak
effective nonlinearities. These nonlinear QIP schemes are in their infancy and will
not be discussed in this chapter. Instead we focus on how nonlinear processes are
already in use in many QIP experiments across the world and will be integrated into
future quantum networks to provide enhanced functionality and agility. In the
following sections we will present advances in the use of nonlinear optics for the
generation of photons, first looking at the theory behind such sources before turning
to experimental implementations with both second- and third-order nonlinear
media. We will discuss how to characterise these photon sources using simple
measurements which provide us with measures of spectral purity, noise metrics, and
photon statistics. We then describe how many of these spontaneous, probabilistic
sources can be actively multiplexed together to create a deterministic source of
photons. An integral part of a classical communications network is wavelength
division multiplexing and the ability to convert between different channels. In a
quantum network this wavelength conversion cannot be performed using stimulated
four-wave mixing. We describe methods for performing quantum frequency con-
version and review the state-of-the-art in this field. Finally, we describe how a
quantum communications network can be built and how nonlinear optical processes
are integrated into such networks to enhance functionality and improve perfor-
mance. We use the remainder of this section as a short introduction to what a
quantum bit, or qubit, is, how such qubits can be manipulated and how they can be
made to interact to form two qubit operations.

12.1.1 Photonic Qubits, Gates and Algorithms

12.1.1.1 Qubits

Classical computation uses bits with two possible values, 0 and 1, to encode and
process information. This is commonly the off or on state of a switch or transistor.
As the physical size of this switch decreases quantum mechanical effects will come
into play. At this point we are left with one quantum mechanical object, in this case
a single electron, causing the switch to close, however it becomes difficult to
distinguish between the on and off states or make measurements on such objects.
This need not necessarily be a hindrance to computation. Such quantum mechanical
systems may in fact allow computational speed-up for certain operations.

In quantum computation the bit is replaced with what is termed a qubit. This is a
two level quantum mechanical system which may take the value j0i or j1i, where
we use the Dirac notation to show that these are states of a quantum system. This
qubit may also be placed in any superposition of j0i and j1i such that the most
general state jWi is
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jWi ¼ cos
h
2
j0i þ ei/ sin

h
2
j1i ; ð12:1Þ

where h 2 ½0; p� and / 2 ½0; 2p�. We can also write this arbitrary state in the fol-
lowing vector format

jWi ! cos h2
ei/ sin h

2

� �
; ð12:2Þ

which we may find useful when performing transformations of qubits from one
state to another.

Here h and / define a point on a sphere, known as the Bloch sphere, as seen in
Fig. 12.1. One can think of the surface of the Bloch sphere as a map of states that a
qubit can take. j0i and j1i are at the poles of the sphere, and therefore an equal
superposition of j0i and j1i can be found on the equator, with the phase / varying
around the equator. Other positions on the sphere can be reached by changing the
values of h and / through qubit transformations. Superposition is one of the
properties of qubits that allow the speed up of some algorithms compared to
classical methods.

12.1.1.2 Entanglement

Another property of qubits that is often hailed as the most counter-intuitive is that of
entanglement. Let us take two qubits which can each take the state j0i or j1i. These
two qubits can therefore be in the states j00i, j01i, j10i or j11i (where jabi is
equivalent to jaijbi) but they could also be in an arbitrary superposition state with
variable amplitudes aij where i and j can take the value 0 or 1. The state is then

Fig. 12.1 A schematic of the
Bloch sphere mapping all
possible qubit states
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jWi ¼ a00j00i þ a01j01i þ a10j10i þ a11j11i ; ð12:3Þ

for which there are special cases that we will now discuss. For particular amplitudes
we can create states which demonstrate entanglement, where one photon of the pair
will be correlated in some way to the other photon of a pair. The states we will
consider are known as the Bell states after John S. Bell presented them in 1964 to
use as a test of non-locality [8].

jWþi ¼ 1ffiffiffi
2

p ðj01i þ j10iÞ ; ð12:4Þ

jW�i ¼ 1ffiffiffi
2

p ðj01i � j10iÞ ; ð12:5Þ

jUþi ¼ 1ffiffiffi
2

p ðj00i þ j11iÞ ; ð12:6Þ

jU�i ¼ 1ffiffiffi
2

p ðj00i � j11iÞ : ð12:7Þ

The Bell states are maximally entangled states in that they cannot be factorised
into a state of the form ða1j0i þ b1j1iÞ1ða2j0i þ b2j1iÞ2 where the subscripts
represent two separate quantum particles 1 and 2. It is this property of entanglement
that underlies much research into quantum communication and cryptography where
the correlations observed when measuring an entangled qubit can be used to build
up a key to securely transfer information [9, 10].

There are many avenues currently being explored to find which two level sys-
tem, or qubit, is most suited to the building of a quantum computer. Some sug-
gested routes are the use of the electron levels of cooled trapped atoms [11] or ions
[12] or the electron spins in colour centres in diamond [13]. We will concentrate on
the use of photons as carriers of quantum information. This provides many
advantages such as the longevity of the storage of information due to the low
interaction of photons with their environment, characterised by their long coherence
times, and the ease of application of single qubit operations, performed with the use
of birefringent crystals or wave plates.

12.1.1.3 Encoding and Measurement

There are many different two level systems available to a photon which can be used
to encode a qubit. One of the most common is the use of path encoding shown in
Fig. 12.2a, where one path, say the upper path, can be labeled j0i whilst an alternate
path, the lower in this case, is labeled j1i. This encoding scheme is especially useful
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in media where polarisation is either not discriminated or not preserved, such as
monolithic waveguide structures [14]. A scheme that is often used for long distance
quantum communication, where only one channel exists between the two users is
that of time-bin encoding [15], shown in Fig. 12.2b. In this scheme a photon that
travels through the short arm of the Mach-Zehnder interferometer is in the state j0i
whilst a photon that has travelled through the long arm is in the state j1i. These
photons are then sent and, as there is no dependence upon polarisation, are rela-
tively free from decoherence over long distances in optical fibre. The reverse
process can be performed at the receiving end and analysis can be performed by
measuring the arrival times of the photons. Whilst this encoding is very robust
against decoherence it suffers from the fact that is hard to construct gates between
multiple qubits, making it more suited to communication schemes rather than
computation, although some recent schemes do exist [16].

For this discussion we will use one of the most common and well researched
encoding schemes, namely polarisation encoding. In this scheme, shown in
Fig. 12.2c, j0i and j1i are represented by horizontally and vertically polarised
photons, jHi and jVi respectively. Other polarisation states represent superpositions
of these states and can be easily generated through the use of birefringent plates or
wave plates, which will be discussed in the next section. It can be seen from
Fig. 12.2a that it is relatively easy to convert between polarisation encoding and
path encoding, and vice versa, with the use of polarising beamsplitters and wave
plates. Wave plates allow us to perform single qubit operations on polarisation
encoded photons. This birefringent media formed into plates causes light travelling
through in one polarisation to travel faster than the orthogonal polarisation so a
phase is gained between them. It is this extra phase that allows the wave plate to
change the polarisation of the light as it propagates. There are commonly two types
of wave plates used, the half-wave plate and the quarter-wave plate, so named for

PBS

PBS

HWP HWP 

(a)

(b) (c)

Fig. 12.2 Possible qubit encoding schemes using photons including a path encoding, b time-bin
encoding, and c polarisation encoding
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the proportion of a wavelength of the light that they retard one polarisation com-
pared to the other.

Using the vector notation for polarisation states as in (12.2) we can write the
matrix representations for quarter- and half-wave plate operators as

dHWPðuÞ ¼ cosð2uÞ sinð2uÞ
sinð2uÞ � cosð2uÞ

� �
; ð12:8Þ

dQWPðuÞ ¼ 1ffiffiffi
2

p 1þ i cosð2uÞ i sinð2uÞ
i sinð2uÞ i� cosð2uÞ

� �
; ð12:9Þ

where u is the angle the fast axis of the waveplate has been rotated from horizontal
in both cases, which is the same as the Jones matrices used in classical polarisation
optics. The NOT operation is performed by setting the angle of a half-wave plate to
u ¼ 45� while the Hadamard operation corresponds to a setting of u ¼ 22:5�. With
a combination of three wave plates, namely a quarter-, half-, quarter-wave plate,
any arbitrary rotation of the state of the qubit can be performed (Fig. 12.3).

Quantum information processing (QIP) requires more than just single qubit
operations. We also have the need for an interaction between qubits, known as two
qubit operations. We often refer to these operations as controlled gates as the state
of one qubit often decrees what will happen to the second qubit in the operation.
One of the simplest of such gates is the controlled-Phase gate, often shortened to
CZ gate. This operation applies a phase shift of p to one qubit, the target, condi-
tional on the other qubit, the control, being in the j1i state. To perform such
operations using photons as qubits we require two photons to interact with one
another; an inherently difficult task. The interaction associated with the CZ gate is
equivalent to a cross-phase modulation of p on one photon, induced by another.
There has been much research into nonlinear materials that may allow the presence
of one photon in a medium to have an effect on another photon present, but
currently no material has been found that could provide the full p phase shift
required to perform a CZ or CNOT gate in a sensible amount of media. In the
absence of such a strong nonlinearity one may think that photonic quantum gates
are not realizable, but a publication in 2001 by Knill et al. [17] suggested a feasible
route. This paper shows that by using ‘‘ancilla’’ (meaning simply extra) qubits,

HWP HWP 
QWP

QWP

(a) (b)

Fig. 12.3 The use of wave plates to perform a a Hadamard operation and b the generation of an
arbitrary qubit state
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detection, and linear optical networks a measurement-induced nonlinearity is
achieved, allowing the CZ and CNOT to be realised in a probabilistic manner.

At the heart of this scheme is the injection of two photons into a beam splitter at
which point they interfere with one another in a non-classical way. If we take a
beam splitter with a reflectivity of 0.5 and input one photon into each of its input
ports then, if the photons are completely indistinguishable in all degrees of freedom
including spectral, temporal, spatial and polarisation modes, they will both exit
through the same output port. This is what is known as quantum interference and it
arises from the fact that when we are using quantum particles we must calculate
their probability amplitudes for undergoing particular operations and not just the
probabilities.

Experiments to verify this effect involve taking a particular mode of one of the
photons and adjusting it in order to make it distinguishable from the other photon
involved and then scanning this through the point where the modes of the two
photons match. This effect can be observed by monitoring output ports and
counting the number of coincident events, confirming that there are none at the
point of complete indistinguishability. The first such experiments were performed
by Hong et al. in 1987 [18] and demonstrated independently by Rarity and Tapster
[19] in which they varied the temporal mode by delaying the arrival at the beam
splitter of one photon compared to the other. As the delay is reduced a drop in
coincidences is observed which should reach zero at the point of zero delay if all
other photon modes are indistinguishable. As the delay is then increased again the
photon coincidences will rise. This characteristic dip in counts is often referred to as
the Hong-Ou-Mandel (HOM) dip and is at the heart of many linear optical QIP
schemes.

Whether we wish to perform some small scale quantum information processing
using linear optics, or investigate other nonlinear optical schemes, we will always
require sources of single photons which often rely on nonlinear interactions. In the
next section we will discuss how such photon sources can be constructed and how
the use of different nonlinear media can lead to differences in the generated photons.

12.2 Nonlinear Optics for Single Photon Generation

12.2.1 Single Photon Sources and the Heralding of Single
Photons

In the previous section, we have established the importance of developing high
quality sources of single photons. We now turn to the methods by which this might
be accomplished and the realistic description of both the ideal states and what is
possible today.
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12.2.1.1 Ideal Single Photons

The ideal single photon should typically have a specified spatial and polarisation
state, and a temporal/spectral profile that is near Fourier-transform limited. Clas-
sically we might represent such a state by an electric field wave packet written in
the frequency domain as

Eðr; tÞ ¼ A
Z1
0

dx f ðxÞExðrÞe�ixt þ c:c; ð12:10Þ

where f ðxÞ is the spectral envelope, Ex is the spatial mode profile and c:c: denotes
the complex conjugate. The normalisation A would be chosen so that the energy of
the wave packet corresponds to �h�x where �x is the centre frequency of the pulse.

However, many of the applications [17, 20, 21] discussed within Sect. 12.1 can
only be described in terms of the fully quantised electromagnetic field, and as we
see below, the generation of few photon states by nonlinear optical processes must
also be described in this language. Therefore we introduce our ideal single photon
state using the formalism of field quantisation and boson creation and annihilation
operators. A suitable single photon state can thus be written

waj i ¼
Z1
0

dx f ðxÞ âyax vacj i; ð12:11Þ

where âyax is the creation operator for the mode a at frequency x, and satisfies the

commutation relation ½âax; âybx0 � ¼ dabdðx� x0Þ, generalising the states Hj i and
Vj i of Sect. 12.1.1.3. Further vacj i is the vacuum state, and the photon wave
function f ðxÞ is normalised according to

Z1
0

dx jf ðxÞj2 ¼ 1: ð12:12Þ

For the remainder of Sect. 12.2, we are concerned with understanding and
developing physical techniques for creating light fields that approach the ideal of
(12.11).

12.2.1.2 Approximating Single Photons

There are three methods commonly used to produce approximations to this
idealisation.
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The first approach is triggered or “on-demand” sources (see Fig. 12.4), which
rely on the spontaneous decay of ‘‘atom-like systems’’—usually atoms, ions, colour
centres or quantum dots in a cavity—to truly emit one photon at a time. Examples
of such systems include quantum dots [22, 23] and nitrogen vacancy colour centres
[24, 25]. The challenge here is that the systems available often require cryogenic
conditions and have poor emission directivity. System stability and reproducibility
of the emission wavelength can also be a problem, though they are rapidly
improving. Nevertheless while triggered sources represent an ultimate goal, it
remains highly challenging to produce indistinguishable photons from distinct
atom-like systems [26].

Alternatively, an approximation to a single photon source can be created by
strongly attenuating a laser, leaving only a small probability that a single photon
exits in a given time window (see Fig. 12.5). The likelihood of two or more photons
exiting the laser is even lower. However, as a laser field corresponds to a coherent
state in quantum optics [27], there is a nonzero probability of emitting n photons,
determined by the Poisson distribution

PPoissonðn; lÞ ¼ e�l l
n

n!
; ð12:13Þ

where l is the average number of emitted photons per pulse. The ratio of multi to
single photon emission probabilities PPoissonð[ 1; lÞ=PPoissonð1; lÞ � l=2 can only
be reduced by lowering the net flux, limiting the usefulness of these sources.

As neither of these two classes depend on nonlinear optical effects we will not
discuss them further here. An excellent review may be found in [28].

The final method is to use probabilistic or ‘‘heralded’’ sources, in which a pair of
photons is generated together and one member of the pair detected to herald the
presence of the other (see Fig. 12.6). This approach usually relies on the production
of photon pairs via spontaneous parametric downconversion (SPDC) [29–36], or
spontaneous four-wave mixing (SFWM) [37–42]. The concept of a single photon
state described by (12.11) should now be replaced by the “bi-photon” state

Imperfect 
collection

Two-level System Excitation

Fig. 12.4 Schematic illustration for the generation of photons using atom—like sources

Classical pulsed pump

Attenuator

Poissonian photon statistics

Probability single photon per pulse < 0.1

Fig. 12.5 Schematic illustration for the generation of photons using attenuation
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wIIj i ¼
Z1
0

dxs

Z1
0

dxi/abðxs;xiÞ âyaxs
âybxi

vacj i; ð12:14Þ

characterised by the bi-photon wavefunction /abðxs;xiÞ. Apart from a normali-
sation condition, the function /abðxs;xiÞ is in principle unconstrained, and indi-
cates that the generated bi-photon state may have strong and non-trivial frequency
and time correlations between the two photons. The correct quantum description of
the heralded single photon is found by ‘‘tracing’’ over the detected photon by a
procedure described in Sect. 12.2.5.3.

While the probabilistic nature of these sources is perhaps their greatest imped-
iment, we see in Sect. 12.2.6 that schemes for enabling near-deterministic behav-
iour are emerging rapidly [43, 44]. We therefore focus on probabilistic sources
throughout the rest of this chapter, focusing on theory in the next Sect. 12.2.2,
before turning to practice in Sects. 12.2.3 and 12.2.4. We then delve more deeply
into the quantum description of the generated states in Sect. 12.2.5.

12.2.2 Photon Pair Sources and Photon Statistics

The two nonlinear processes of SPDC and SFWM are actually quantum analogs of
familiar classical nonlinear wave-mixing effects [45, 46]: difference frequency gen-
eration and four wave mixing. In the classical processes, photons are transferred in
wavelength from one or two pump fields onto a weak input ‘‘signal’’ field and a
second ‘‘idler’’ channel, the frequency of which is determined by energy conserva-
tion. The spontaneous quantum processes are essentially identical except that there is
no input signal field—that role is taken by random quantum fluctuations. It is for this
reason that we require a quantum formalism to describe their operation [47].

In SPDC a second-order (vð2Þ) nonlinear optical material is used to probabilis-
tically convert an incident pump photon at xp into a photon at each of xs and xi

where xp ¼ xs þ xi. Similarly, in SFWM a third-order (vð3Þ) nonlinear material is
used to probabilistically convert two incident pump photons at xP into a photon at
each of xs and xi where 2xp ¼ xs þ xi (see Fig. 12.7). However, since there is no
pre-existing signal field, in both cases the generated state is actually a superposition

Classical pulsed pump

Nonlinear
Media

Poissonian/thermal pair statistics

Probability a photon pair per pulse < 0.1

Fig. 12.6 Schematic illustration for the generation of photons using photon pair generation in a
nonlinear medium
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over all frequency pairs xs and xi which satisfy energy conservation. This leads to
frequency correlations between the two photons as we explore in detail in
Sect. 12.2.5.1. Note that as with classical four-wave mixing, it is also possible to
achieve degenerate photon pair production by using two pump fields satisfying
xp1 þ xp2 ¼ 2xs.

Unfortunately a heralded photon source is still far from the ideal of being able to
produce a single photon on demand, for a number of reasons we will explore in
later sections. Perhaps the most fundamental is that we can’t be sure of obtaining a
single pair (just as the attenuated laser cannot guarantee a single photon). In fact,
the simplest description of the output of such a source is as a two-mode squeezed
vacuum. In that approximation, the probability of obtaining n pairs per pump pulse
is given by the thermal distribution [48]

PThermalðn; lÞ ¼ ln

ð1þ lÞnþ1 ; ð12:15Þ

where l is now the average number of pairs per pulse (see Fig. 12.8). This
description assigns only a single frequency mode each to the signal and idler, a
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Fig. 12.7 Schematics of the processes of spontaneous parametric downconversion (SPDC) and
spontaneous four-wave mixing (SFWM)
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deficiency we amend below. However, it gives useful insight into the photon
statistics.

From (12.15), it is easily found that the relative likelihood of generating two or
more pairs is given by PThermalð[ 1; lÞ=PThermalð1; lÞ ¼ l, and so to keep this rate
small, the mean photon flux must be limited to l � 1. As a result, the most likely
event for any given pump pulse is for the source to produce no photons at all!
Moreover, it is impossible to predict which pump pulses will produce pairs. What
then is the advantage over the attenuated laser? The utility of heralded sources is
that when photons are produced, they always appear in pairs.

Thus following the separation of signal and idler photons along different spatial
paths (or one of the different encoding schemes of Sect. 12.1.1.3), the detection of a
single photon serves as a good indication that another is present (subject to
absorption and scattering losses etc.). We cannot predict when a single photon from
this type of source is coming, but at least we get a warning. In Sect. 12.2.6, we see
that this advance notice is a crucial tool for turning an unpredictable spontaneous
source into a quasi-deterministic one.

We now turn to the laboratory characterisation of many of the photon statistics
concepts including the impact of losses and detector imperfections. Reference [49]
also discusses a number of these ideas in detail. The characterisation of sources
begins with the photon statistics: the rate of pairs, coincidence statistics and effects
of noise. This is the realm of the second order correlation function and the coin-
cidence-to-accidental ratio or CAR, with which we begin.

12.2.2.1 Noise in Photon Pair Sources and the Coincidence-to-
Accidental Ratio (CAR)

An ideal heralded pair source would produce a steady succession of equally spaced
single photon pairs, all identical. As we’ve seen however, both SPDC and SFWM
actually give rise to squeezed vacuum states with a nonzero rate of multiple pairs
and characterising this rate is important. Moreover in addition to noise from multi-
pair production, we must consider contributions from spurious photons generated
by spontaneous Raman scattering (especially in amorphous materials), and
imperfections of the measurement system including channel losses, dark counts,
after-pulsing and detector efficiency [49].

The standard tool for this kind of characterisation is a coincidence measurement
setup, illustrated in Fig. 12.9. The output photons from the pair source under study
are filtered to remove residual pump light, and then separated into distinct output
channels, typically optical fibres, labelled as signal and idler modes (based on
frequency, wavevector or polarisation as the case may be). In practice, this sepa-
ration may be accomplished with a dichroic mirror, arrayed waveguide grating
(AWG) or polarising beam splitter. Each output channel may contain additional
filtering elements such as Bragg gratings to remove as much of the residual pump
light as possible (a total of 120 dB pump suppression is common for SFWM
sources). Finally, each channel is connected to a single photon detector with one

12 Nonlinear Optics for Photonic Quantum Networks 367



arm containing a variable time delay. The two detectors are connected to a time-
interval analyser which records coincidence events when the two detectors fire
within a given interval, usually on the order of a few nanoseconds. The experiment
measures the number of coincidence events as the time delay is varied, either
continuously or discretely depending on whether a CW or pulsed laser is used.

If there were perfect separation of signal and idler, complete extinction of the
pump, negligible loss, no other sources of stray photons, and noiseless detectors of
perfect efficiency, one would see both detectors click in coincidence when a pair is
present, and an absence of clicks (whether in coincidence or as ‘‘singles’’ firing in
only one channel) otherwise. In practice, most of these assumptions are invalid: the
pump filtering does not remove every pump photon from the signal and idler bands,
particularly for SFWM sources where the pump-signal separation may be only a
few THz; scattering or absorption loss in waveguides may be considerable; spon-
taneous Raman scattering can introduce a significant level of uncorrelated photons,
particularly in amorphous materials; out-coupling efficiencies from on-chip devices
may be only a few percent; and while single photon detectors are improving rap-
idly, it is routine to work with efficiencies in the range of η = 5–25 %, especially in
the telecom band. Finally, there is the fact that the photon statistics guarantee that
some events are multiple pairs.

To quantify these imperfections, a natural signal to noise metric is the ratio of the
rate of ‘‘true’’ coincidences, due only to the desired single pair events, to the
coincidence rate from all other causes: dark counts and after-pulsing, multiple pairs
and noise photons. Operationally, this motivates the introduction of the coincidence
to accidental ratio

CAR ¼ Ct

A
� C � A

A
; ð12:16Þ

where Ct is the true rate of coincidences due to single pairs, C is the measured rate
of coincidences due to all causes, and A is the expected rate of ‘‘accidental’’
coincidences due to all other causes, such as say the coincidence of a photon
generated by spontaneous Raman scattering and a detector dark count. We have no
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Fig. 12.9 Schematic of a coincidence setup for CAR measurement. The output of a pair source is
filtered to remove excess pump light, and then passed through a device to separate signal and idler
channels. The two channels are detected separately with single photon detectors connected to a
time-interval analyser or other device that identifies detection coincidences within some time
window
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way of identifying the ‘‘good’’ coincidences from the ‘‘bad’’, so the accidentals rate
is determined by a statistical trick in which the coincidence rate measurement is
repeated with a time delay inserted into one arm. For a pulsed pump, this delay
corresponds to one or more multiples of the pump repetition time sp. We explain
why this works shortly.

Expressions for the CAR can be obtained with different levels of rigor [48, 50].
Suppose for a moment that pair creation events are entirely uncorrelated (a point to
which we return in a moment) and occur according to Poisson statistics with a mean
rate l per pump pulse. Ignoring dark counts and assuming l � 1, the coincidences
are given by Ct � lgsgi, where gs; gi are the total efficiencies including coupling
losses etc. of each detector. The rate for accidental coincidences in adjacent pump
pulses is A ¼ NsNi where the ‘‘singles’’ rate of clicks at each detector individually
are Ns ¼ lgs and Ni ¼ lgi. For uncorrelated creation events, this accidentals rate is
precisely the same as the rate for two pair creation events to occur in the same pulse
window. Thus the CAR obeys a simple 1=l law indicating that multiple pair events
are more likely at higher pair rates (see Fig. 12.10). Observe that while there is no
particular interest in the coincidences between successive pump pulses per se, in the
Poisson photon statistics regime, the accidentals rate is a convenient estimator of
the contribution of multiple pairs and other imperfections to the overall coincidence
rate, a contribution we cannot observe directly.

In practice, dark counts and other spurious effects such as spontaneous Raman
noise must be included, and a modified expression [50] is commonly used:

CAR ¼ lgsgi
ðlgs þ dsÞðlgi þ diÞ þ r; ð12:17Þ

where ds; di are the rate of dark counts per pump pulse of each detector, and r is a
correction factor we set as r ¼ 0 for now. Dark counts for near infra-red detectors
typically range from a few hundred Hz for superconducting devices to a few kHz
for InGaAs based avalanche photodiodes. As might be expected, the dark counts
suppress the CAR when the effective singles rate lg approaches the dark count rate
from above. Indeed assuming the detectors have identical characteristics, there is a
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maximum CAR of g= 4dð Þ at lmax ¼ d=g (see solid blue line in Fig. 12.10). In
practice, researchers work in a range where l’lmax and the 1=l fall due to
multipair generation (dashed red line in Fig. 12.10) is the dominant effect. It is
apparent that detector inefficiency, dark counts and other imperfections play a key
role in determining the CAR which is in some ways a strange metric: it is as much a
measure of the detectors as the source itself.

The argument above regarding the accidentals relied on the generation of
uncorrelated events with Poisson statistics. How does the identification of the ac-
cidentals with the rate of uncorrelated events in successive pulses stand up when the
photon pair statistics are not Poissonian? Note that correlated pairs can be generated
with different numbers of independently correlated frequency modes. With just a
single pair of modes, the distribution of the number of generated pairs per pulse is
thermal according to (12.15). A more careful analysis of the photon statistics
leading to (12.17) has been performed by Takesue and Shimizu [48], and shows
that for l � lmax the same equation holds with a correction r ¼ 2. On the other
hand, with a large number of frequency modes, while the distribution of pairs within
each mode is thermal, there is no correlation between different modes and as
multiple pair events are much more likely to involve two different modes rather than
the same mode, the total distribution of pairs approaches a Poisson distribution. In
this case, the correction r ¼ 1. For useful sources, researchers seek to obtain CARs
in the range 100 or larger [51], and the difference in the expected CAR between the
two regimes is unimportant, if even measurable.

Note that the question of whether a source is in the regime of a large or small
number of frequency modes, is very important, because of the connection to the
purity of the heralded photon, but this is best characterised by other measurements:
see Sect. 12.2.5.5.

12.2.3 Pair Generation Processes in Second-Order
Nonlinear Media

Today, the workhorse process for pair generation is spontaneous parametric
downconversion (SPDC) in vð2Þ materials, still usually in bulk optics configura-
tions. In SPDC, one pump photon is annihilated to produce two daughter photons at
lower frequencies, (which may or may not be degenerate). As with the corre-
sponding classical process of difference frequency generation, for efficient SPDC
energy and momentum must be conserved (or ‘‘phase-matched’’), so that

xp ¼ xs þ xi;

kp ¼ ks þ ki: ð12:18Þ
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Here xp;s;i and kp;s;i are the frequencies and wave vectors of the pump, signal
and idler photons, respectively. As usual, jkj ¼ nðxÞx=c, where nðxÞ is the
refractive index of the nonlinear medium at frequency x and c is the speed of light
in vacuum. Such equations are familiar from the classical processes of difference
and sum frequency generation. In fact, as the nonlinear medium has finite length L
and the pump has nonzero bandwidth dxp, these conditions are more accurately
expressed as inequalities of the form

Dxj j 	 xp � xs � xi
�� ��\



dxp;

jDkj 	 jkp � ks � kij. p
L
: ð12:19Þ

Equation (12.19) show that the bandwidth of generated photons is determined by
the pump bandwidth and chromatic dispersion.

As the refractive index at xp is usually much higher than those at xs and xi, and
different values of chromatic and group velocity dispersion can be found at these
frequencies, it is non-trivial to achieve the required phase-matching and the non-
linear devices and experimental apparatus must be carefully designed to do so.
Depending on the design, the two generated photons can be emitted either collin-
early or at separated angles to the pump beam, and be either at different frequencies
or degenerate. With non-collinear generation in bulk crystals, the formal repre-
sentation of the state generalising (12.14) has the rather complex form

wIIj i ¼
Z1
0

dxs

Z1
0

dxi

Z
d2kt;s

Z
d2kt;iUðxs;xi; kt;skt;iÞ âyxskt;s â

y
xikt;i vacj i;

ð12:20Þ

where the bi-photon correlations may depend on the transverse wavevectors of the
two photons as well as their frequencies [52]. In our later theoretical discussion, we
restrict to the notationally simpler case of collinear emission.

Photon pairs generated through SPDC have found numerous applications in
quantum photonic information processing such as entanglement generation [53],
quantum logic gates [14], quantum walks [54] and quantum simulation [55]. In the
following, we present schemes for their production in both bulk nonlinear crystals
and waveguide structures.

12.2.3.1 SPDC in Bulk Crystals

SPDC in bulk nonlinear crystals is the most often used approach to generate single
photons or entangled photons for quantum information processing. In this section
we briefly describe SPDC in bulk crystals such as beta-barium borate (BBO)
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crystals. We discuss the phase matching angle, emission in cones and the different
types of SPDC. Reference [52] provides a recent and very detailed review of this
topic.

BBO is a negative uniaxial crystal, i.e., it has only one optic axis and no [ ne,
where no and ne are the ordinary and extraordinary refractive indices respectively.
Based on this, there are two possible types of phase matching: type-I (e ! o + o)
and type-II (e ! o + e). In type-I SPDC, the two emitted photons have the same
polarisation which is orthogonal to that of the pump; in type-II SPDC, one of the
emitted photons has the same polarisation as the pump.

A typical type-I SPDC process in a BBO crystal is schematically shown in
Fig. 12.11a. The incident pump beam is generally normal or slightly tilted to the
surface of the crystal, and the generated signal and idler photons are emitted along
cones centered on the pump. To meet the phase-matching condition as shown in
Fig. 12.11b, the photons of each pair must lie on opposite sides of the pump beam.
Through the cut of the crystal surface, the angle hpm between the pump beam and
the crystal optic axis can be varied to control the phase-matching condition. By
adjusting hpm, the photons may be chosen to be degenerate and thus are emitted on
a single cone, as indicated by the squares in Fig. 12.11a. Alternatively they can
have different frequencies in which case they are emitted along two different cones,
as shown by the circles and triangles in Fig. 12.11a. The precise geometry of
emission is beyond the scope of this chapter and the details can be found in [56].

When hpm is adjusted properly, one can also have type-II phase matched SPDC
processes, in which the down-converted photons are emitted into two cones, one
ordinarily polarised, the other extraordinarily polarised. By adjusting the phase
matching angle, the relative orientation of the two cones can be adjusted. If they are
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Fig. 12.11 The diagram for SPDC processes in BBO. a Type-I SPDC, b momentum conservation
for phase matching, and c type-II SPDC for polarisation entanglement generation
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made to overlap [52], (Fig. 12.11c) the photons emitted along the intersection
directions can be described in the simplified picture of Sect. 12.1 by the entangled
state [53]:

jWi ¼ ðjHsVii þ eiajVsHiiÞ=
ffiffiffi
2

p
; ð12:21Þ

where H and V indicate horizontal (extraordinary) and vertical (ordinary) polari-
sation, respectively, and the subscripts denote the signal and idler directions. The
relative phase a derives from the crystal birefringence. Using an additional bire-
fringent phase shifter, a can be set as desired, for example, to the values of 0 or p to
produce standard Bell states.

In experiments, the entanglement generation is complicated by the walk-off
between the ordinary and extraordinary photons since they have different velocities
inside the birefringent crystal. Two crystals identical to the down-conversion crystal
but only half as long, may be used to compensate the walk-off and remove the
temporal distinguishability of the ordinary and extraordinary photons [53].

Other nonlinear crystals that are often used to generate heralded single photons
and entangled photons are BiBO (BiB3O6) and potassium titanyl phosphate
(KTiOPO4 or KTP). Compared with BBO, BiBO exhibits two times higher non-
linearity and has two optic axes. As a biaxial crystal, phase matching in BiBO
becomes more complicated because it depends on the azimuthal pump angle in
addition to the polar pump angle. However such increased complexity offers more
flexibility to tune the phase-matching condition and thus allows broadband angle
tuning [57, 58]. The exceptionally high nonlinearity and versatile phase matching
make BiBO very attractive for multi-photon entanglement generation. In contrast to
BBO and BiBO, which can only be used as bulk crystals, KTP is usually period-
ically poled to provide quasi-phase-matching for efficient SPDC [59, 60] and
waveguides can be formed in this material through titanium indiffusion or soft
proton exchange. The details will be covered in next section.

12.2.3.2 SPDC in Integrated Structures

The bulk nonlinear crystals just described have played a very important role in
generating heralded single photons and entangled photons for quantum experi-
ments. However there are intrinsic limitations that constrain the performance of the
sources based on bulk crystals. For example, the length of crystals is usually limited
to a few mm or sub-mm to avoid severe walk-off between generated photons [53,
57, 58]. The crystal length and damage threshold set the bottleneck of photon
source brightness. The other limiting factor is the need to use many free-space
optical components, which are environmentally sensitive and scale poorly for more
complicated quantum operations. To overcome these hurdles, integrated waveguide
devices based on both second-order and third-order nonlinear materials for heralded
single photon and entangled photon generation have attracted intensive research.
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In waveguides, where all fields propagate collinearly, new strategies for
achieving phase-matching are required. These may include designing waveguides
that support highly distinct mode-profiles at different wavelengths as has been done
with Bragg reflection waveguides in AlGaAs structures [61–63]. Another elegant
approach is to use ring resonator structures [64] in which the variation of the
orientation of the crystal axes and field polarisation guarantees phase-matching.
However, the most common approach is to adopt quasi-phase matching (QPM) [65]
in periodically poled second-order nonlinear waveguides such as periodically poled
KTP (PPKTP) [59, 60], lithium niobate (PPLN) [31, 66, 67] and lithium tantalate
(PPLT) [68].

QPM operates essentially identically for spontaneous processes as for classical
frequency conversion. Figure 12.12, shows a homogeneous single crystal (a) and a
periodically poled waveguide (b), and the evolution (c) of the field amplitude of the
generated wave along the propagation direction z for three different phase-matching
conditions. It can be seen from Fig. 12.12c that in the case of perfect phase-
matching, the amplitude of the generated wave grows linearly with propagation
distance; while in the situation of no phase-matching, the amplitude oscillates with
distance. If the poling period K is set equal to twice the coherence length Lcoh of the
nonlinear interaction, each time the field amplitude of the generated wave is about
to begin to decrease as a consequence of the phase-mismatch, a reversal of the sign
of the nonlinear coefficient occurs. This allows the field amplitude to continue to

0 

0 

2 4 6 8 

(i) Perfect phase-matching
(ii) Quasi-phase-matching
(iii) No phase-matching

(i)

(ii)

(iii)

z /Lcoh

F
ie

ld
 a

m
pl

itu
de

z 

(a) (b)

(c)

Fig. 12.12 Schematic of a second-order nonlinear optical material in the form of a a
homogeneous single crystal and b a periodically poled waveguide in which the axis of the
nonlinear material alternates in orientation with period Λ so that its nonlinear coefficient changes
sign periodically. c Comparison of the evolution of the field amplitude of the generated wave along
the propagation direction z for three different phase matching conditions: (i) perfect phase-
matching, (ii) quasi-phase-matching and (iii) no phase-matching. Lcoh indicates the coherent
buildup length [65]
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grow monotonically and is equivalent to adding an additional term 2p=K to (12.18)
to compensate the phase-mismatch. In practice, the smallest poling period is limited
to a few lm due to fabrication constraints and this determines the maximum phase-
mismatch that can be compensated.

Compared with the perfect phase-matching via birefringence in bulk crystals,
QPM leads to a lower SPDC efficiency per unit device length if the nonlinear coef-
ficient is the same: the effective nonlinearity is reduced by a factor of 2=p [65].
However, QPM makes it possible to use the same polarisation direction for all
interacting waves, and this often allows a larger element of the nonlinear tensor to be
accessed. Furthermore, QPM allows SPDC in waveguide structures which confine all
the interacting waves in the same spatial waveguide mode and thus increases their
nonlinear coupling. As a result, the SPDC efficiency in poled waveguides can be
significantly higher than that in bulk crystals. For example, the SPDC efficiency in a
PPKTP waveguide is more than 50 times higher than that in a bulk crystal [59, 60].

Moreover, a poled waveguide can be more than ten times longer than a bulk
crystal without decreasing the SPDC efficiency, further enhancing the source
brightness. QPM in poled waveguides makes phase-matching so flexible that it
allows not only SPDC through three-wave mixing [31, 67], but also four-wave
mixing type SPDC via cascaded second-order nonlinear processes [66, 68]. This
makes it possible to generate photons in the telecom-band using readily available
telecom-band pump lasers. Finally, variation in the poling period can be introduced
to engineer the precise bi-photon state emitted from the structure. This can be used
to improve the purity of the resulting heralded single photon [69].

12.2.3.3 Cavity Enhanced SPDC

Since the bandwidth is determined by the chromatic dispersion, as was previously
mentioned, photons generated via SPDC in either bulk crystals or periodically poled
waveguides usually have a spectral bandwidth on the order of THz. This is signifi-
cantly beyond the working bandwidth of Hong-Ou-Mandel quantum interference
experiments [18] and available quantummemories (MHz to GHz) [70], both of which
are at the heart of schemes for linear optical quantum computation [17]. The use of
SPDC sources in these applications requires narrow-band frequency filters. In par-
ticular, to store SPDC photons directly in atomic memories, the required filters will be
extremely narrow and introduce large losses [71]. To solve this problem, cavity
enhanced SPDC has been proposed and demonstrated [70, 72, 73].

The idea is illustrated in Fig. 12.13. A second-order nonlinear device, either a
bulk crystal or periodically poled waveguide, is placed in a Fabry-Perot cavity. The
cavity is designed such that both input and output mirrors transmit the pump, while
in the down-conversion band, the input mirror is highly reflective, but the output
mirror is only partially reflective. The bandwidth of the down-converted photons is
determined by Dm ¼ FSR

F , where FSR and F are the free spectral range and finesse
of the cavity, respectively.
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12.2.4 Pair Generation Processes in Third-Order
Nonlinear Media

We now turn to the corresponding third-order (vð3Þ) nonlinear process, spontaneous
four-wave mixing (SFWM), and its applications in quantum photonics. The third
order nonlinearity is far weaker than the second order one, but is attractive because it
is present in all platforms including fibre, semiconductor waveguides and planar glass
technologies. In contrast to SPDC in which only three photons are involved, SFWM
is a four-photon interaction: two pump photons are annihilated to produce a signal
photon and an idler photon at new frequencies. The signal and idler photons gener-
ated in this way are correlated and can be used for entanglement generation and
heralded single-photon sources in the same fashion as pairs from SPDC. Efficient
SFWM requires energy conservation and phase-matching according to [46]:

xp1 þ xp2 ¼ xs þ xi; ð12:22aÞ

kp1 þ kp2 ¼ ks þ ki þ DkNL: ð12:22bÞ

Here xp1;p2;s;i and kp1;p2;s;i are the frequencies and wave vectors of pump, signal
and idler photons, respectively; DkNL is the nonlinear phase shift introduced by self-
phase modulation and cross-phase modulation. Like (12.18), these conditions are
more accurately represented by inequalities of the form of (12.19). Depending on
the polarisation states of the four waves and whether the two pump waves have the
same frequency, the form of DkNL varies. When xp1 6¼ xp2 and all four waves are
linearly co-polarised, DkNL ¼ cðP1 þ P2Þ, where P1 and P2 are the pump power,
c ¼ n2x=ðcAeffÞ is the nonlinear coefficient, n2 is the nonlinear refractive index at
frequency x and Aeff is the effective mode area of pump waves in a nonlinear
waveguide. When xp1 6¼ xp2 and two pumps are linearly co-polarised but signal
and idler photons are orthogonally polarised with respect to pumps,
DkNL ¼ � 5

3 cðP1 þ P2Þ. In the case of xp1 ¼ xp2 and pump power of P, DkNL ¼
2cP when all waves are linearly co-polarised, and DkNL ¼ � 2

3 cP when the pump is
linearly polarised while signal and idler photons are polarised orthogonally to the
pump polarisation.

Cavity

Nonlinear device

Pump

Fig. 12.13 A second-order nonlinear device is placed in a Fabry-Perot cavity for narrow-band
SPDC. Both input and output mirrors of the cavity transmit the pump, while the input and output
mirrors highly and partially reflect the down-converted photons, respectively
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The case of xp1 ¼ xp2 is usually referred to as pump frequency degenerate
SFWM, and the case of xp1 6¼ xp2 as non-degenerate SFWM. Both are schemat-
ically shown in Fig. 12.14. In the pump degenerate SFWM process shown in
Fig. 12.14a, the signal and idler photons appear at higher and lower frequency than
the pump, respectively. For non-degenerate pumps, as shown in Fig. 12.14b, the
signal and idler photons can be generated at the same frequency between two pump
frequencies. In this case the two pump frequencies are usually very close, so the
frequency dependency of c can be ignored [46]. In the following sections, we
discuss the implementation of these two types of SFWM in optical fibres, integrated
waveguides and resonant structures.

12.2.4.1 SFWM in Optical Fibres

Here we describe previous single or entangled photon generation experiments using
SFWM in standard optical fibres and photonic crystal fibres (PCFs). Most work has
been done with pump degenerate SFWM, so we focus on this type of SFWM and
then briefly introduce the demonstration of non-degenerate pump SFWM. For a
recent review of pair generation in fibres, see [74].

As mentioned above, for a single pump we have xp1 ¼ xp2 , and (12.22a,
12.22b) become

2xp ¼ xs þ xi; 2kp ¼ ks þ ki þ BcP: ð12:23Þ

Here B ¼ 2 when all waves are linearly co-polarised while B ¼ � 2
3 when the

polarisation of signal and idler photons is orthogonal to that of the linearly polarised
pump. For the case of all fields co-polarised, expanding kp;s;i in a Taylor series
about the pump frequency xp and keeping the first few terms, the phase-matching
equation becomes

p 

SFWM
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Fig. 12.14 Schematic of pump frequency a degenerate and b non-degenerate SFWM processes
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6 þ BcP ¼ 0; ð12:24Þ

where bn ¼ dn
k

dxn

� �
xp

is the nth-order dispersion parameter of an optical fibre and

X ¼ xs � xp ¼ xp � xi. When the signal and idler are polarised orthogonally to
the pump Db includes two contributions: phase mismatch dbD induced by dis-
persion and phase mismatch dbB induced by modal birefringence such that

dbD þ dbB þ BcP ¼ 0 ð12:25Þ

It can be seen that phase-matching in optical fibres is determined by the chromatic
and polarisation dispersion of the fibre mode. Using (12.23), (12.24) and (12.25),
phase-matching curves calculated for a weakly birefringent PCF are shown in
Fig. 12.15 [75]. There are several features in this plot: (1) phase-matching can be
achieved when the generated photons are either co-polarised or cross-polarised to
the pump photons; (2) for the co-polarisation phase-matching (ff!ff or ss!ss), the
wavelength of generated photons is very close to that of pump photons when
pumping in the anomalous dispersion regime, while the wavelength of generated
photons is well separated from that of pump photons when pumping in the normal
dispersion regime; (3) for the cross-polarisation phase-matching (ss!ff or ff!ss),
there is a zero slope region of the curves, which means the bandwidth of generated
photons is independent of the pump bandwidth; (4) the phase-matching for ss!ff
only occurs in the normal dispersion regime, while for ff!ss it occurs in both
normal and anomalous dispersion regimes and the zero slope region is in the
anomalous dispersion regime. These features have found many applications in
single and entangled photon generation.
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Fig. 12.15 Calculated co-polarisation and cross-polarisation phase-matching curves for a weakly
birefringent PCF. ss!ss and ff!ff mean that both the signal and idler photons are in the same
slow/fast polarisation mode as the pump. ss!ff and ff!ss mean that both the signal and idler
photons are in the polarisation orthogonal to the pump [75]

378 A.S. Clark et al.



Initial attempts at photon generation in optical fibres concentrated on phase-
matching in the anomalous dispersion regime because fibre design and fabrication
technology was not available to introduce enough higher-order dispersion b4 and b6
to compensate the phase-mismatching induced by the positive b2 term for normal
dispersion [76–79]. As can be seen from Fig. 12.15, the wavelengths of the gen-
erated photons are very close to that of the pump photons. Since silica has a broad
Raman gain spectrum and many uncorrelated photons close to the pump wave-
length are also generated from spontaneous Raman scattering (SpRS), this intro-
duces a high level of noise to the photon sources. To reduce the SpRS noise, fibres
have to be cooled using liquid nitrogen or helium [80, 81], which requires cryostatic
conditions and is undesirable for many applications.

Breakthroughs in this regard were made as PCF fabrication technology matured.
Compared with standard step-index fibres, PCFs have periodically arranged air
holes in the cladding, which significantly increase the index difference between the
fibre core and cladding and thus introduce relatively large higher-order dispersion
over a broad wavelength range. This makes phase-matching possible when
pumping in the normal dispersion regime and many demonstrations have shown
low-noise single or entangled photon generation at room temperature in this regime
[38, 50, 82–85]. In these demonstrations, the frequencies of generated photons are
typically over 70 THz away from that of pump. This is far beyond the Raman gain
band of silica and therefore the generated photons are uncontaminated by the SpRS
noise. The structure of a PCF is so flexible that a weak birefringence can be
introduced by making two holes symmetrically around the fibre core slightly
smaller than the other holes. This is particularly interesting because cross-polari-
sation phase-matching can be achieved in such a fibre, as shown in Fig. 12.15, and
the generated photons are naturally narrow-band without the use of narrow-band
filters [84, 85]. This significantly reduces the loss introduced by narrow-band filters
and thus greatly increases the source brightness. More importantly the heralded
photons are in a pure single-photon quantum state (see Sect. 12.2.5.3).

Hong-Ou-Mandel quantum interference of indistinguishable photons lies at the
heart of linear optical quantum computation [14, 17, 18]. In the pump frequency
degenerate SFWM process, the signal and idler photons appear at different wave-
lengths and are therefore distinguishable. To perform Hong-Ou-Mandel quantum
interference, two heralded single-photon sources based on such a SFWM process
are required [83–85]. This involves four-photon coincidence events, which are
significantly less likely to happen and so experiments are much longer and more
challenging than those involving two-photon coincident events. There have been
previous demonstrations of pump frequency non-degenerate SFWM to generate
photons at the mean frequency of two pump frequencies in optical fibres [86, 87].
Since pulsed pumps are required for efficient SFWM in optical fibres, when the two
pulsed pumps are used, they must be synchronised temporally so that they can
interact. Fan et al. used a pump frequency degenerate four-wave mixing to generate
the two pump pulses [86], while Chen et al. spectrally sliced a femtosecond laser to
form the two pump pulses [87].
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12.2.4.2 SFWM in Integrated Waveguides

Optical fibre based photon sources are naturally compatible with current fibre
communication systems and therefore they are very useful for implementing
quantum key distribution for secure communication. On the other hand, photon
sources based on photonic chips are desired for quantum computation because
scalability and miniaturisation are essential for this particular application. We next
describe single or entangled photon generation via SFWM in direct write silica
waveguides [42], chalcogenide ridge waveguides and nanowires [88–90], and sil-
icon nanowires [91–95].

The integrated platform most similar to optical fibre is the femtosecond laser
direct write waveguide. The approach to generating heralded single photons in
direct write waveguides is similar to that in optical fibres described in Sect. 12.2.4.1
as the waveguiding properties are rather similar. A 4 cm long waveguide was
fabricated by femtosecond laser writing in an undoped silica chip [42]. An elliptical
transverse mode was produced to introduce a birefringence so that cross-polarisa-
tion phase-matching similar to that in Fig. 12.15 was achieved in the zero slope
region. The single-photon purity (see Sect. 12.2.5.2) was measured to be 0.86 from
the source number statistics without narrow spectral filtering [42]. Although the
intrinsic nonlinearity of silica is very low, the low-loss feature of silica waveguides
and the ease of coupling generated photons to silica fibres make this platform
promising.

Compared with silica, chalcogenide glasses have up to 1000 times higher
nonlinear refractive index and can be made into compact waveguides [96]. In
particular the waveguide dispersion can be engineered so that the waveguides
exhibit anomalous dispersion in the telecommunication 1550 nm band and these
glasses exhibit very low values of nonlinear losses such as two-photon absorption
(TPA) and free-carrier absorption (FCA). These features have found many appli-
cations in nonlinear optical signal processing [96]. In 2011, chalcogenide As2S3
ridge waveguides were used for quantum-correlated photon pair generation [88].
Similar to the phase-matching in the anomalous dispersion regime of silica fibres,
very high SpRS noise was observed in this As2S3-based photon source. Fortunately
As2S3 glass has a low-Raman gain window at 7.4 THz detuning and this was
subsequently used for low-Raman noise photon generation [89]. Another chalco-
genide glass, namely Ge11:5As24Se64:5, exhibits more than 10 times higher non-
linearity than As2S3 and can be made into more compact photonic nanowires rather
than ridge waveguides [90]. The Ge11:5As24Se64:5 glass also has a low-Raman gain
window, but at 5.1 THz, which has allowed low Raman-noise photon generation
[90]. Due to the large index contrast between chalcogenide glasses (n = 2.4) and
silica (n = 1.5), the coupling between chalcogenide waveguides and silica fibres
remains a challenge.

Silicon nano-photonic waveguides are the most widely used platform for single
and entangled photon generation via SFWM because of the mature silicon nano-
fabrication technology and unique optical properties of silicon [91–95]. There are two
forms of silicon: amorphous and crystalline silicon, both exhibiting as high a
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nonlinearity as the chalcogenide glasses. Amorphous silicon has a broadband Raman
gain spectrum and shows very low TPA and FCA losses. Crystalline silicon has a
very narrow Raman gain band (<1 THz) with its peak at a frequency detuning of more
than 15 THz. Therefore photon sources based on crystalline silicon [91–94] have a
much higher quantum signal-to-noise ratio than those based on amorphous silicon
[95]. In the following sections, we focus on crystalline silicon unless stated otherwise.

Silicon can be made into nanowires [91–94] and resonant structures including
micro-rings [93, 97], photonic crystal waveguides [98], coupled resonator optical
waveguides (CROWs) [41, 99], and micro-disks [100]. We address silicon
nanowires in this section and silicon resonant structures in next section. A typical
silicon nanowire’s cross section is 450 nm wide and 220 nm high. Such a small area
results in an extremely high nonlinearity and anomalous dispersion in the tele-
communication 1550 nm band. This enables efficient SFWM for photon generation
in waveguide devices of only a few mm [91–94], which is much smaller than the
platforms based on other materials such as silica [42]. More importantly, silicon
fabrication techniques allow the addition of inverse tapers at both input and output
ends of a waveguide for fibre pigtailing, which significantly improve the coupling
efficiency and stability [94].

12.2.4.3 SFWM in Resonant Structures

To further reduce the size of a nonlinear device while maintaining the SFWM
efficiency without increasing the pump intensity, resonant structures are the natural
solution. Here we discuss the use of resonant structures, such as micro-rings [93,
97], photonic crystal waveguides [98, 101, 102], CROWs [41, 99] and micro-disks
[100] to enhance SFWM.

In a micro-ring or a micro-disk structure photons can travel along a closed loop
for many orbits and thus the nonlinear interaction between photons and the device
can be enhanced. This requires that all three photon frequencies satisfy the reso-
nance condition niL ¼ mki, where ni is the effective mode index of the micro-ring
or micro-disk at vacuum wavelength ki, L is the circumference, c is the speed of
light in vacuum, and m is a different positive integer for pump, signal and idler.

A typical micro-ring or micro-disk structure is made from silicon and shown in
Fig. 12.16. The structure has a ring or disk and a bus waveguide. In a micro-ring
structure, the ring can be either a perfect circle as shown in Fig. 12.16a [97] or a
racetrack cavity [93]. Both the ring and bus waveguides are dispersion-engineered
silicon nanowires. The gap between the bus and ring waveguides can be optimised
so that maximum pump power is stored in the ring enhancing the nonlinear
interaction. This optimised gap is called the critical-coupling distance. In summary,
the nanowire dimension determines the basic SFWM properties such as phase-
matching bandwidth, and the ring circumference together with the ring-bus gap
determines the SFWM enhancement. Photons generated in these devices can have
high signal-to-noise values, showing CAR values over 600 [51], albeit after
sweeping out the free carriers generated through two-photon absorption.
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Similar to a micro-ring, a micro-disk can resonantly enhance the SFWM effi-
ciency by the resonant effect given optimisation of the disk circumference and disk-
bus waveguide gap. However a micro-disk differs from a micro-ring in several
aspects. Unlike a silicon ring that sits on a silica substrate, a silicon disk sits on a
silica pedestal. This means that the cladding is air, so that the index contrast is fixed
and significantly larger than that between silicon and silica. Therefore the disper-
sion is determined largely by the disk thickness. For a disk thickness of 260 nm, the
zero-dispersion wavelength is shifted to the telecommunication band around
1.55 μm [100]. To access a micro-disk, a tapered optical fibre is used as the bus
waveguide to couple light in and out through evanescent coupling [100]. Since both
ends of a tapered fibre are just single mode fibre, the input and output coupling
efficiency can be very high, resulting in unprecedented spectral brightness [100].
Taking advantage of the resonantly enhanced SFWM, the pump power required for
photon generation in micro-rings and disks can be as low as tens of μW [97, 100],
which is five orders of magnitude lower than that required for silicon nanowires
[91, 92]. Another feature of micro-rings and disks is that the resonance bandwidth is
extremely narrow, so the resulting heralded photons can be obtained in a spectrally
pure quantum state without the use of narrow-band filters. As with ring resonators,
these devices can show very high CAR values, accentuated by the low-loss tapered
coupling technique, reaching values over 1000 [100].

Compared with silicon micro-rings and disks, a silicon photonic crystal wave-
guide (PhCW) lacks a cavity, but nevertheless is still able to increase interaction
times compared to straight waveguides. A PhCW has a triangular lattice of air holes
etched in a suspended silicon membrane with a row of holes missing along the CK
direction, as shown in Fig. 12.17a [98]. The row without holes acts as the wave-
guide core and the air-hole lattice as the cladding. The photonic crystal cladding
forms a photonic bandgap for guiding light. Near the bandgap edge, the dispersion
can be very large and the group index ng can be much greater than the native
material refractive index n0.

This ‘‘slow-light effect’’ can be characterised by the slow-down factor
S ¼ ng=n0. For efficient SFWM, the group index ng should be nearly constant
across a broad bandwidth. This is realised by laterally shifting the first row of holes
on both sides of the waveguide core away from the core by tens of nanometres
[103]. By adjusting the lattice period, hole diameter and the shift of the first row of

r r
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Fig. 12.16 A typical micro-ring (a) and micro-disk (b) structure for photon generation via
enhanced SFWM. Three frequencies: idler, pump, signal are all resonant in the structure, and are
equally spaced by the FSR
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holes, both ng and the slow-light bandwidth can be varied [103, 104]. Figure 12.17b
shows the measured group index and transmission for a 96 μm long silicon PhCW
with a lattice period of 404 nm, hole radius of 115 nm and first row shift of 50 nm
[98]. The wavelength window (between dotted lines) with a flat group index of
around 30 and slightly increased loss defines the slow-light regime. The low loss is
achieved by silicon access waveguides which incorporate inverse tapers terminated
by wide polymer waveguides at both the input and output of the PhCW region.

Photon generation through SFWM in such a silicon PhCW structure with ng ¼
30 is illustrated in Fig. 12.17a. When a coherent pulse of light enters the PhCW
region, the pump travels at a group velocity of c=30 and is strongly spatially
compressed by the slow-light effect. Compared with silicon nanowires, this effec-
tively enhances the nonlinear interaction per unit length per unit pump power, c,
approximately two orders of magnitude, and in turn the SFWM efficiency, which is
proportional to c2, by four orders of magnitude [105]. After accounting for changes
in losses and mode area, this enhancement enabled single photon generation in a
100 times shorter nonlinear device than silicon nanowires operated at similar pump
power [98], which now often achieve a CAR in excess of 200. It is well known that
nonlinear losses such as two-photon absorption (TPA) and TPA-induced free-car-
rier absorption (FCA) occurs at around 1550 nm in silicon when the optical power
reaches a certain level. These effects are also enhanced by slow light in a silicon
PhCW and have been observed as a limiting factor for photon generation when
operating at high power [102]. However, if the PhCW is made from a larger
bandgap material such as GaInP, the nonlinear losses in photon generation can be
eliminated [101]. The challenge with GaInP is to further improve fabrication
technology to reduce waveguide propagation losses and therein improve the CAR
from the previously reported value of 30.

Finally we consider photon pair generation in coupled resonator optical wave-
guides (CROWs), which consist of a sequence of coupled resonators with high quality
factors [106]. Each individual resonator forms a unit cell of the CROW and can be a
micro-ring [41], a micro-disk or a photonic crystal cavity (PhCC) [99]. Figure 12.18
shows an image of a micro-ring CROW and a schematic of a typical PhCC CROW.
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Fig. 12.17 a Schematic of SFWM in a silicon slow-light PhC waveguide. b Group index and total
transmission of light in a 96 μm long silicon PhC waveguide. The window (between dotted lines)
with a flat group index of 30 and slightly increased loss defines the slow-light regime. The pump,
signal, and idler bands are represented by green (middle), blue (left), and red (right) lines,
respectively
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Light propagates through amicro-ring CROWvia evanescent-field coupling between
adjacent rings, and in a PhCCCROW through evanescent Bloch waves [106]. In both
cases the separation between two adjacent resonators is sufficiently large that the
resonators are weakly coupled. Consequently, the eigenmode of the electromagnetic
field in such a CROW structure is a linear combination of the high-Q mode of the
individual resonators and forms a collectively resonant supermode.

Compared with a single micro-ring, a micro-ring CROW exhibits much larger
group index and broader resonant bandwidth. In a heralded single photon genera-
tion experiment, a CROW consisting of N rings can offer an N2 enhancement in the
generation rate [41, 107]. At the same time, the wider passbands have the benefits
of ease of experimental alignment and increased thermal stability. Compared with a
single PhCC, a PhCC CROW shows a broadband transmission rather than multiple
narrow band resonant peaks [99]. The transmission band behaves like a slow-light
band in a standard PhCW, but with smaller area and greater group index. The
nonlinear coefficient of a PhCC CROW can be as high as 13,000/Wm. This can
significantly enhance the SFWM efficiency. The limiting factor of a PhCC CROW
is that the slow-light bandwidth is narrower than a standard slow-light PhCW,
making the isolation of generated photons from the pump challenging, which thus
far have restricted CAR values to be below 10.

12.2.5 Quantum Description of Photon Pair States

Having explored a range of experimental structures for photon generation, we now
return to the development of the formal quantum description of pair states produced
by the SPDC or SFWM processes.

Fig. 12.18 a Micro-ring CROW [41], and b PhCC CROW [99]. The micro-ring CROW is
accessed by a silicon bus waveguide, while the PhCC CROW is accessed by a standard PhCW
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12.2.5.1 The Bi-photon Wave Function

We begin by constructing a more complete description of the quantum state that is
produced in spontaneous pair sources. Here we restrict ourselves to the discussion
of integrated sources which, as they use a collinear configuration, can be repre-
sented in the frequency domain, rather than working on the full wavevector version
described in (12.20). Ignoring multi-pair and parasitic effects such as spontaneous
Raman generation or scattering loss, the full state generated per pump pulse in a
waveguide structure in the undepleted pump approximation is [47, 108–110]

wgen

�� E
¼ exp

mffiffiffi
2

p
X
a;b

Z1
0

dx1

Z1
0

dx2/ab x1;x2ð Þâyax1
âybx2

� H:c

0
@

1
A vacj i;

ð12:26Þ

where H.c. denotes the Hermitian conjugate. This complicated expression can be
seen as a continuous frequency multi-mode squeezed vacuum. In the limit of a low
probability of pair production, jmj � 1, the full expression may be approximated by

wgen

�� E
� vacj i þ m wIIj i; ð12:27Þ

where the photon pair state

wIIj i ¼ 1ffiffiffi
2

p
X
a;b

Z1
0

dx1

Z1
0

dx2/ab x1;x2ð Þâyax1
âybx2

vacj i: ð12:28Þ

Here Greek subscripts indicate the mode type of each photon (e.g. lowest order TE-
like mode), and /ab x1;x2ð Þ ¼ /ba x2;x1ð Þ is known as the “bi-photon wave
function’’ or ‘‘joint spectral amplitude’’ for the photon pair in modes α and β.
Provided we normalise the components of the bi-photon wavefunction according to

X
a;b

Z1
0

dx1

Z1
0

dx2 /ab x1;x2ð Þ�� ��2¼ 1; ð12:29Þ

then, in this limit, jmj2 is just the average number of pairs generated per pulse.
Note that (12.28) applies for both SPDC and SFWM. The differences in the

outputs of these processes sits in /ab, along with issues such as phase-matching and
power dependence. Following terminology of classical nonlinear optics, a ‘‘type-I’’
process creates photon pairs in which both photons are of the same mode type and
is represented by a single aa term in the sums above. A type-II process creates
photon pairs in which each photon is of a different type and thus has an ab as well
as a ba term. An additional possibility involves the use of two type-I processes back
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to back in a ‘‘sandwich’’ configuration [111] to produce an αα as well as a ββ term.
Such schemes are useful for making polarisation-entangled states.

Also note that in (12.26) the integrals are over the frequencies of the generated
photon pair rather than the wavevectors. The latter is normally required to treat bulk
systems such as those discussed in Sect. 12.2.3.1. In waveguides, the requirement
of transverse wavevector conservation is eliminated by the spatial confinement, and
the frequency representation is typically more convenient. Nevertheless, the general
theory that follows holds in the bulk case, with suitable transformations to a
wavevector expansion.

12.2.5.2 Frequency Correlations in Bi-photon States

The importance of the bi-photon wave function comes in understanding the fre-
quency correlations between the signal and idler photons. The implication of
(12.28) is that except for certain ‘‘separable’’ states (see Sect. 12.2.5.3), the two
photons are frequency-entangled and it is not meaningful to talk of the frequency
content of one or the other. Such a description is vital in quantum engineering, since
different quantum information applications demand different correlations. If the
/ab x1;x2ð Þ for all α and β in the sum of (12.28) are equal, then there is no possible
frequency measurement that can determine the mode type of either photon. For
photon pair states in modal superpositions (i.e. with more than one term in the sum
of (12.28)), such equality implies that the photons are maximally entangled in mode
type [112], and enables maximal violation of Bell-like inequalities [113, 114]. On
the other hand, high fidelity quantum computation tasks may be spoiled by any sort
of frequency correlation [115]. Thus, it is useful to be able to quantify the degree of
spectral correlations.

The most common measure for quantifying the degree of frequency correlations
is through a Schmidt decomposition of the bi-photon wave function [116]. As a
complex function of two variables, it can always be expressed in the form

ffiffiffiffiffiffiffi
Nab

p
/ab x1;x2ð Þ ¼

X
j

ffiffiffiffi
pj

p
Uaj x1ð ÞUbj x2ð Þ; ð12:30Þ

where
ffiffiffiffiffiffiffi
Nab

p
is a normalisation factor such that Nab

R1
0 dx1dx2 /ab x1;x2ð Þ�� ��2¼ 1.

In addition, the complex Schmidt functions Uaj xð Þ and Ubj xð Þ form complete
orthonormal sets, the weighting coefficients pj are real, and

P
j pj ¼ 1. If there is

only one nonzero Schmidt coefficient p0, i.e. p0 ¼ 1 with pj ¼ 0; 8j 6¼ 0, then the
bi-photon wave function contains no spectral correlations and the state is termed
separable. If there is more than one Schmidt coefficient, the Schmidt number [116]

K ¼
X
j

1
p2j

; ð12:31Þ
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quantifies the effective number of Schmidt modes involved in the decomposition.
Note that K > 1 when the bi-photon wave function contains spectral correlations,
and reaches a minimum of 1 when it contains no spectral correlations. It is also the
inverse of the heralded single photon spectral purity, in the limit of negligible
multipair production. By way of example, we consider two real-valued bi-photon
wave functions in Fig. 12.19, and note how K is reduced the more /ab x1;x2ð Þ is
aligned with the x1–x2 axes. Energy conservation and phase matching tend to
produce a bi-photon wave function that is rather narrow and runs from the top left
to the bottom right of x1–x2 space, but clever pump and source engineering can
change this and thus reduce K, as seen in the next section.

12.2.5.3 The Factorability of Bi-photon States

Separable bi-photon states are not easily produced, but they play a special role in
the design of photon sources. When a herald photon of a pair is detected, the
remaining photon is represented by a single photon state. However in general, if the
heralding photon is observed by a broadband detector, the single photon state that
remains is not represented by the ideal pure state form in (12.11). Instead, it is
projected onto a quantum mixed state that accounts for the classical ignorance of the
detected photon’s wavelength. In the quantum density operator formalism, we find
the heralded state by tracing over the frequency expansion of the detected photon as

q̂a ¼
Z1
0

dx xb
� ��q̂ xb

�� 	 ð12:32Þ

where the photon pair density operator is

ω1 

ω2 

K=12.5

ω1 

ω2 

K=8.8

Fig. 12.19 Example bi-photon wave functions and their Schmidt numbers
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Here we have defined x1a;x2b
�� 	 ¼ x1aj i x2b

�� 	
where xhj i ¼ âyhx vacj i, and

assumed our initial bi-photon state to be wj i ¼ ffiffiffi
2

p R1
0 dx1dx2/abðx1;x2Þ

x1a;x2b

�� 	
for convenience. Performing the trace in (12.32) gives

q̂a ¼ 2
Z1
0

dx1dx2dx/abðx1;xÞ/�
abðx2;xÞ x1aj i x2ah j: ð12:34Þ

If the bi-photon wave function can be written in the separable formffiffiffi
2

p
/abðx;x0Þ ¼ f ðxÞgðx0Þ then (12.34) collapses to the pure state q̂a ¼ waj i wah j

with

waj i ¼
Z1
0

dxf ðxÞ xaj i; ð12:35Þ

which has the form of (12.11). However, in general this is not possible and the
heralded photon occupies a mixed state. This is a practical problem, since most
quantum protocols involving single photons assume pure state inputs.

There are two approaches to resolve the problem. First, one can simply filter the
outgoing photons strongly. Filters with bandwidth comparable to the minor axis
length of the bi-photon wave function will generally produce near-pure states, but at
the cost of discarding most of the generated pairs. Alternatively, one can attempt to
engineer the bi-photon state produced by the source as follows.

In waveguide sources, the shape of the bi-photon wave function in the x1–x2

plane is largely governed by just two things: the spectral shape of the incident pump
pulse, and the dispersion and nonlinearity of the waveguide. In vð2Þ structures this is
often expressed as

/ð2Þ
ab x1;x2ð Þ ¼ /P x1 þ x2ð ÞFð2Þ

ab x1;x2ð Þ; ð12:36Þ

where /P xð Þ is the pump spectral amplitude and Fð2Þ
ab x1;x2ð Þ is determined by

material properties and the waveguide geometry. Similarly, in vð3Þ structures we can
write

/ð3Þ
ab x1;x2ð Þ ¼

Zx1þx2

0

dx/P xð Þ/P x1 þ x2 � xð ÞFð3Þ
ab x1;x2;xð Þ; ð12:37Þ
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where again Fð3Þ
ab x1;x2;xð Þ describes the waveguide materials and geometry.

Thus, many attempts to produce frequency uncorrelated states (that is states with a
Schmidt number K = 1), have focused on pump pulse shaping and waveguide
property engineering.

Researchers have examined the group velocity mismatch, crystal length, and
pump bandwidth conditions necessary to achieve factorable bi-photon wave func-
tions created via type-II SPDC in bulk crystals [117], as well as via SFWM in
photonic crystal fibre [118]. These studies were experimentally verified in [33] and
[119] respectively. More exotically, pump pulse shaping [120], and engineering of
the strength of an SPDC waveguide nonlinearity itself [69], to achieve factorability
have also been investigated, in addition to resonant effects during SFWM in mic-
roring resonators [121]. There is more than one way to skin Schrödinger’s cat.

12.2.5.4 Measuring the Joint Spectral Intensity

Although the bi-photon wave function is quite an important quantity, it has proven
difficult to measure directly. Nonetheless, there are a number of experimental
techniques available to measure a related quantity, the joint spectral intensity (JSI)
of generated photon pairs, defined as j/ab x1;x2ð Þj2. One of the simplest methods
is to separate the signal and idler photons at the output of the generation device and
scan a tunable filter in both the signal and idler arms. At each combined position
{xs, xi} one measures the number of coincident arrivals of photons, as shown
schematically in Fig. 12.20a. By plotting these values as xs versus xi one can
create a contour plot of the JSI. As previously discussed the shape of the JSI implies
different amounts of entanglement in the system and therefore conveys the purity
with which photons can be heralded. This filtering technique has been used both
manually [33, 42, 122] with a low resolution and more recently using an automated
liquid-crystal-on-silicon (LCOS) tunable filter [123] with a high resolution. An
example of a JSI measured using this method from a chalcogenide fibre photon pair
source is shown in Fig. 12.21. The LCOS device can also be used to create arbitrary
filter functions which allows the use of different measurement acquisition types,
including Hadamard coding [124], which can reduce the measurement time
required to reconstruct a full JSI.

Another method of measuring the JSI replaces the tunable filters in the signal
and idler arms with dispersive media, such as long lengths of dispersive optical
fibres, and detectors with a high resolution photon arrival time measurement [125],
as shown in Fig. 12.20b. As the photon propagates through the dispersive medium
it becomes elongated in time, with the time of arrival directly related to the fre-
quency of the input photon. The coincidences arrive with random timing infor-
mation, meaning the JSI is built up randomly over the total acquisition time. This
has the added advantage of having no active tuning or moving parts, however also
means that more complicated filtering functions are not available to reduce the total
integrated time required to characterise the JSI.
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More recently there have been theoretical proposals for reconstructing the JSI
using only classical measurements in a process known as stimulated emission
tomography (SET) [126]. This method uses the same pumping characteristics as are
used in the standard coincidence measurements above, however here a weak probe
is also injected to perform the stimulated analogue of the spontaneous process, such
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Fig. 12.20 Schematic of JSI measurement methods using a tunable optical filtering and
b dispersive media and photon arrival time measurements
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Fig. 12.21 The measured JSI
from a chalcogenide fibre
photon pair source measured
with a high resolution
automated method [123]
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as difference frequency generation for SPDC and stimulated four-wave mixing for
SFWM. By scanning the probe and measuring the generated signal using an optical
spectrum analyser it is possible to reconstruct the JSI with a high resolution and
over a much shorter integration time as no coincidence measurements are required,
shown very recently for SPDC [127].

12.2.5.5 Second-Order Correlation Functions

There are a number of other useful means of characterising the state that provide
complementary information to direct measurement of the JSI or the full phase-
sensitive JSA. In particular, indirect methods exist to measure its properties based
on correlation functions [128].

Measurements of normalised correlation functions serve to quantify the coher-
ence of the electromagnetic field produced by a particular source. While a first
introduction to coherence generally deals with intensity fringes from the superpo-
sition of fields such as in a Michelson interferometer, this captures only first-order
coherence. In fact important information can be extracted from the second order
correlation function and higher order coherences introduced by Glauber [129, 130],
following the invention of intensity interferometry by Hanbury Brown and Twiss
[131].

The classical second-order correlation function

gð2Þðr1; t1; r2; t2Þ ¼ hE� r1; t1ð ÞE� r2; t2ð ÞE r1; t1ð ÞE r2; t2ð Þi
hE� r1; t1ð ÞE r1; t1ð ÞihE� r2; t2ð ÞE r2; t2ð Þi ; ð12:38Þ

is the intensity analogue of the first order function, and in the limit of stationary
fields it depends only the difference in time s ¼ t2 � t1 � r2 � r1j j=c. Switching to
a simple quantum mechanical picture and replacing classical fields by corre-
sponding Heisenberg field operators, gð2ÞðsÞ can be written in terms of the number
of counts on a photon detector, which is proportional to the intensity, as

gð2ÞðsÞ ¼ hn̂AðtÞn̂Bðt þ sÞi
hn̂AðtÞihn̂Bðt þ sÞi ; ð12:39Þ

where h� � �i now denotes a temporal average. Here n̂A;BðtÞ
� 	 ¼ âyA;BðtÞâA;BðtÞ

D E
is

the average number of clicks on photo detector A or B over some integration time
T. While derived for stationary fields, it turns out that (12.39) also holds for pulsed
sources provided T encompasses a single pulse width and s is an integer number of
temporal pulse spacings. Written this way, gð2ÞðsÞ can be interpreted as simply the
likelihood of detecting a photon at detector A in coincidence with the detection of a
second photon delayed by time s at detector B. As such, the second-order corre-
lation function is usually measured with a Hanbury Brown and Twiss (HBT) setup
of the form sketched in Fig. 12.22a.
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Figure 12.22b shows a typical gð2ÞðsÞ trace where s, the optical delay in one arm,
is varied while counting coincidences from two single photon detectors (SPDs) A
and B. When the path length is equal, gð2Þð0Þ ! 0 for a single photon source. For a
coherent source, the spacing between each photon in time is random and follows
Poissonian statistics, resulting in gð2Þð0Þ ¼ 1. For a chaotic/thermal light source
gð2Þð0Þ ¼ 2, which can be interpreted as a signature of photon bunching. The HBT
experiment in a photon picture gives a direct measurement of the gð2ÞðsÞ of a light
source.

As mentioned above gð2Þ sð Þ is just one of many possible correlation functions.
To write them in a convenient form for calculations involving multimode squeezed
states, we first note that (12.30) allows us to write a generated multimode squeezed
state as
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where

ÂyaðbÞj ¼
Z1
0

dxUaðbÞj xð ÞâyaðbÞx: ð12:41Þ
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Fig. 12.22 a Illustration of a single photon HBT experiment for measuring gð2ÞðxÞ. Idler photons
are detected to herald signal photons which are incident on a 50:50 beam splitter and are either
transmitted for reflected in two arms A and B. Single photon detectors (SPD) detect the photons
and a coincidence counter correlates photon arrival times. An electronic delay can shift the signal
from detector B by a pulse period, x. b Experimental gð2ÞðxÞ for a heralded single photon source.
For x = 0, gð2ÞðxÞ ! 0 showing non-classical statistics, while for x 6¼ 0, gð2ÞðxÞ
 1, showing the
recovery of uncorrelated Poissonian statistics
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While the analysis proceeds similarly for many different states, we focus here on
the state produced by a type-II process

wgen

�� E
¼ exp m

X
j

ffiffiffiffi
pj

p
ÂyajÂybj � H:c

 !
vacj i: ð12:42Þ

We note that this state contains an average number of

l ¼ wgen

D ��N̂h wgen

�� E
¼
X
j

sinh2 mj j ffiffiffiffipjp
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; ð12:43Þ

photon pairs, where N̂h ¼
P

j Â
y
hjÂhj and h ¼ a or b. Furthermore, for factorable bi-

photon wave functions with K = 1, (12.42) represents a two-mode squeezed vacuum
with a probability of n pairs expressed by (12.15). On the other hand, when K is so
large that there are a very large number of Schmidt coefficients, all equal, and not
more than one pair is produced in each Schmidt mode, the probability of n pairs is
instead expressed by (12.13). Using (12.42) we may write zero-delay, s ¼ 0,
unheralded auto-correlation functions as [128]

g nð Þ
Unheralded ¼

wgen

D �� : N̂n
h : wgen

�� E
wgen

D ��N̂h wgen

�� En ; ð12:44Þ

where the operators between the colons are normal ordered. Similarly, we may
write zero-delay cross-correlation functions as [128]
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In the low probability of pair production limit, we will see that g 2ð Þ
Unheralded can

give information regarding the Schmidt number, K, and that g 1;1ð Þ
Cross can give

information regarding the average number of generated photons per pump pulse.
Following a bit of algebra, it can be shown that

gð2ÞUnheralded ¼ 1þ
P

j sinh
4 mj j ffiffiffiffipjp
 �

P
j sinh

2 mj j ffiffiffiffipjp
 �h i2 ; ð12:46Þ

12 Nonlinear Optics for Photonic Quantum Networks 393



and
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The low pair production probability limit implies that the number of photons

produced, here wgen
D ���N̂a þ N̂b wgen

��� E
� 1; and thus mj j2� 1. In this limit
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as initially suggested. Finally, the heralded auto-correlation function

gð2ÞHeralded ¼
R1
0 dx xhh j : N̂2

h : q̂h xhj iR1
0 dx xhh jN̂hq̂h xhj i
 �2 ; ð12:50Þ

can easily be shown to be zero, if a number-resolving scheme is used to ensure that
only a single a or b photon has been detected to herald the presence of its partner
and qh takes the form of (12.33). Otherwise, it will be larger, as we seen in the
experiments discussed throughout this chapter.

12.2.6 Multiplexing: A Route to On-demand Photons

In Sect. 12.2.1.2 we saw that all existing approaches to producing single photons
have technical issues, making it very difficult to obtain a single photon in a truly on-
demand fashion. This is a fundamental challenge in quantum optics. The non-
deterministic nature of photon generation limits the feasibility of next-generation
quantum processors that will require multiple simultaneous single photon inputs. In
particular we noted that both attenuated laser sources and heralded pair sources emit
a portion of their light as multiple photons, with very similar photon statistics (see
(12.13) and (12.15)). At first sight then, the heralded sources have no clear
advantage over attenuated lasers, other than perhaps the ability to gate single
photon detectors using the idler detection.
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In fact however, the concept of photon multiplexing can break the intrinsic limits
on the photon statistics expressed by the inverse relationship of the CAR on the
mean photon rate (see (12.17)). In this section, we explain these approaches and
discuss the demonstrations to date.

12.2.6.1 Spatial Multiplexing

Single photons generated by parametric processes have an advantage over attenu-
ated laser sources—because a photon pair is generated, the detection of one photon
heralds the existence of the other. Using this knowledge, it is possible to deter-
ministically combine the output of several sources. This results in a higher single-
photon rate without a corresponding increase in multiple-photons. This occurs
because the rate of higher order pairs grows quadratically with the pair generation
probability l in each source. Distributing the mean rate across N channels means
the number of higher order pairs scales as Nðl=NÞ2 / 1=N for the same net single
pair rate. In principle then, the signal to noise level is multiplied by N.

Practically this is done by using the herald detections to control an N � 1 low
loss optical switch, routing single-photons from multiple sources to a common
single mode output. This is shown in Fig. 12.23, where 8 nonlinear photon pair
sources (in this case silicon PhC waveguides) have their outputs combined by an
optical switch, triggered by a herald detection, to produce an enhanced single
photon output. The probability of a single photon reaching the output of the mul-
tiplexing system is then, in the limit of l � 1

Fig. 12.23 Schematic illustration of integrated spatial multiplexing of 8 nonlinear photon pair
sources. In this example, the photonic crystal waveguides monolithically fabricated on a single
silicon chip are excited by a common pump [44]. PLZT refers to the switch material and is the
optoceramic lead lanthanum zirconium titanate
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PMUXOut ¼ 1� ð1� lghÞN

 �

gdelaygcouplegfilterg
log2ðNÞ
switch ; ð12:51Þ

where N (a power of 2) is the number of multiplexed sources, gh ¼
gcouplegfiltergdetector is the efficiency with which a heralding click occurs, gdelay is the
delay line efficiency, gcouple the efficiency of coupling the photons from the source
into the fibre, gfilter the efficiency of the filtering and gswitch the efficiency of a single
switch. For large N and zero losses and assuming perfect detector efficiency, the
probability tends towards an on-demand single photon source. In reality there will
always be loss and imperfect detection limiting the performance of any scheme.
Also for a larger number of sources, the probability of two or more sources gen-
erating a single pair increases, so there are diminishing returns beyond a certain
number of sources. The number of switches required to implement this scheme
scales linearly, with (N � 1) switches needed to multiplex N sources.

This idea of spatial multiplexing was proposed by Migdall et al. in 2002 [132].
An alternate, potentially lower-loss, method using electro-optic polarisation con-
trollers and polarising beam splitters rather than 2� 2 Mach-Zehnder interfero-
metric switches, was suggested in 2007 [133]. This was the scheme used in the first
demonstration by Ma et al. [134]. Using a double pumped BBO crystal and free
space polarisation switches they achieved a four-fold increase in single photon rate
for fixed gð2Þð0Þ values, however the instability of bulk optics impeded scaling to
more components. Other publications have examined the limits of multiplexing [43]
finding that a deterministic source could be built from 17 ideal sources and photon
number resolving detectors, and the practical requirements of using such a source
for linear optical quantum computing [135], which found that some multiplexing
schemes are more efficient than others and there should be a viable route to an on-
demand multiplexed source which will be useful for some QIP protocols.

The first demonstration of partially integrated spatial multiplexing was per-
formed by Collins et al. in 2013, using two photonic crystal waveguide photon
sources combined on a single silicon chip [44, 136] implementing the Migdall
scheme. In this paper the heralded photon rate was enhanced by 62.4 % for a fixed
signal-to-noise ratio. Figure 12.24 shows a clear improvement to the count rate for
all CAR values (blue triangles) when compared to the two separate sources (red
squares and green circles).

Subsequently, Meany et al. demonstrated the multiplexing of four monolithic
periodically-poled lithium niobate waveguides which were butt-coupled to direct
laser-written silica wavelength division separation components [137]. This dem-
onstrated not only the integration of four sources, but also several of the key
components needed for multiplexing. In 2013 an alternate scheme with an asym-
metric architecture for multiplexing was proposed, and it is predicted that for certain
regimes this scheme will outperform the traditional symmetric switching architec-
ture [138].
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12.2.6.2 Temporal Multiplexing

In the strategy described in the previous section, multiple spatially-separated
sources are combined using multiplexing. Each source has a single spatial mode,
and these modes are combined deterministically using an N � 1 optical switch. We
now turn to temporal multiplexing where one or more photon pair sources have
many temporal modes actively combined by routing the heralded photon to a
different length of delay line. Depending on the temporal mode in which a photon
pair is created, indicated by the timing of the herald detection, a different delay time
is applied. This idea was proposed theoretically in 2011 by Mower and Englund
[139], who envisaged the scheme being implemented with a sophisticated photonic
integrated circuit (PIC).

Figure 12.25 shows a sketch of the concept. A pulse train with period T pumps a
nonlinear device to produce photon pairs. The output is then divided, for this
example, into four time-bins ti, i 2 ½1; 4�. A herald detection, in for example time-
bin t1, triggers its partner single photon to be switched through 3T of relative
optical delay line moving it into time bin t4. On the other hand, if a heralded
detection is made in time-bin t4, zero relative delay is applied. The output has a
period now of 4T with 4� the probability of a single photon per clock cycle. A
possible setup for temporal multiplexing is shown in Fig. 12.26 with Mach-Zehnder
2� 2 switches used to route the heralded photon though the 3T of relative delay.

The number of switches required to implement this scheme scales logarithmi-
cally, with ðlog2 N þ 1Þ switches needed to multiplex N time-bins, equivalent to
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Fig. 12.24 Plot to show the enhancement of multiplexing two sources together. The single source
heralded photon rates are plotted against the coincidence-to-accidental ratio for the two separate
sources (red squares and green circles). After multiplexing the sources together the same metrics
are measured (blue triangles) showing a clear enhancement of the heralded photon rate for all
CAR values, corresponding to an enhancement of 62.4 % [44]
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N sources. Temporal multiplexing is therefore much more resource efficient than
spatial schemes for a high number of multiplexed temporal modes. It is however
more challenging to implement, because switching triggered on temporal slots is
difficult, and to date there have been no experimental demonstrations. In the future
this idea will need to be extended to combine many more devices onto a single
optical chip. Undoubtedly the hybrid integration of several material platforms will
be required to realise all of the components necessary, including delay lines and fast
switches. Multiplexing will allow many single photons to be generated nearly on-
demand, enabling a new regime of complex quantum processing.

12.3 Nonlinear Optics for Quantum Frequency Conversion

As in classical communications, a range of controllable light sources is not the only
requirement for effective transfer of quantum information. Using the fibre network
effectively requires the ability to transfer information from one wavelength band to
another, and this will increasingly be an important property of quantum
information.

A working definition for quantum frequency conversion (QFC) is the translation
of a quantum state of light from one frequency band to another. First discussed
explicitly in the literature nearly 25 years ago by Kumar and colleagues [140, 141]
in the context of making a tunable source of squeezed light, QFC may play an
important role in photonic quantum information processing networks as an interface
to link different components (operating at different wavelengths) together. One
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Fig. 12.25 Timing diagram of a four fold temporal multiplexing scheme
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application would be to map the emission from a single quantum emitter (e.g.,
InAs/GaAs quantum dots, single neutral alkali atoms, or nitrogen vacancy centers
in diamond) to the 1550 nm telecommunications band, for which single mode silica
optical fibres show their lowest attenuation levels, and back to the original wave-
length for interaction with another single quantum emitter [142]. A second appli-
cation is in detection, by translating the wavelength of a quantum state for which
detection is currently difficult (e.g., due to limitations in detector quantum effi-
ciency, timing resolution, dark count rates, etc.) to one in which high performance
detectors have already been developed [143, 144]. More generally, complete and
efficient spectro-temporal control of quantum states of light would in principle
allow arbitrary quantum photonic components, individually optimised to achieve a
desired functionality, to be linked together as part of a high performance quantum
internet [145].

In this section, we briefly discuss the fundamentals of QFC in second- and third-
order nonlinear media, review the current status of frequency conversion devices,
and highlight recent experiments demonstrating frequency conversion of single
photon states of light. Finally, we discuss some perspective towards future direc-
tions with QFC, including recent progress using integrated device platforms and
proposals for achieving temporal wavepacket shaping using QFC.

12.3.1 Second-Order Nonlinear Media

Nonlinear media governed by the second-order electronic susceptibility vð2Þ can be
used for sum- and difference-frequency generation, in which an input signal at
frequency xi is combined with a strong pump at frequency xp to generate light at
the sum and difference frequencies xo ¼ xi  xp. Because optical nonlinearities
are weak, efficient conversion only occurs over an interaction region that is many
wavelengths in length. This places the requirement of phase-matching in a pre-
eminent position; that is, for efficient sum- or difference-frequency generation, the
wavevectors of the three fields must satisfy ko ¼ ki  kp. Very much the same
phase-matching issues apply for frequency conversion as were discussed in
Sect. 12.2.3 for pair generation. Without phase matching, energy oscillates between
the three waves involved in the mixing process rather than being monotonically
transferred to the output field, and the overall conversion efficiency is low.

Improvements in conversion efficiency were initially gained using birefringent
phase-matching, which takes advantage of the fact that orthogonally polarised light
beams often travel at different velocities within a birefringent material. By tuning
the angles of the input beams appropriately, phase matching can be achieved,
although the interaction regions may be limited in size, particularly if tight focusing
of the beams is used (which is often the case in order to achieve high intensities). As
a result, efficient conversion (on the order of tens of percent) is typically not
achieved in these systems without the application of extremely high pump powers.
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A development that has increased the utility of frequency conversion devices and
been particularly beneficial to subsequent QFC experiments is the use of quasi-
phase-matching in a waveguide-based geometry [146] (see Sect. 12.2.3.2).

Conversion efficiencies (not including input/output coupling losses) in excess of
80 % have been achieved for both frequency upconversion and downconversion
[147, 148]. Periodically-poled lithium niobate (PPLN) waveguides are perhaps the
most common devices to have been used in QFC experiments to this point. The-
oretically, sum- and difference-frequency generation can be noise-free, suitable for
QFC all the way down to the level of single photon Fock states. In practice, one
might expect that scattering and fluorescence processes associated with the inter-
action of a strong pump field with a solid material might lead to significant noise
contributions. Raman scattering can be a dominant noise source if the pump and
input signal are within a couple hundred nanometres of each other [146]. Keeping
the pump on the long-wavelength side of the input signal [146] and increasing the
pump-signal separation to several hundred nanometres [147, 149] can increase
signal-to-noise levels to >100:1 (Fig. 12.27b). Spontaneous parametric downco-
version can also be of concern, and can be exacerbated due to fabrication errors in
the poling process [148].

The first experimental demonstration of QFC using a non-classical input signal
was performed by Huang and Kumar [141] soon after Kumar introduced the
concept [140], with non-classical intensity correlations between a pair of fields
shown to be preserved after one of the fields was frequency converted. Over a
decade later, Tanzilli and colleagues [142] showed that entangled fields remain so
after one of the fields is frequency converted. This work using non-classical fields
came at approximately the same time that several groups began pushing the

(a) (b)

Fig. 12.27 a Schematic for quasi-phase-matching (QPM) in a vð2Þ waveguide (here, sum-
frequency generation is shown). An input signal at frequency xi is combined with a strong pump
at frequency xp to generate an output signal at xo. Phase matching is achieved through periodic
poling, which generates a grating momentum 2p=K that compensates for wavevector mismatch.
b The strong pump field can generate broadband Raman scattering in the QPM material. If this
Raman scattered light reaches the input signal frequency, it will be frequency converted along with
the signal and will thus be a limiting noise source. This source of noise can be limited by: (1)
Placing the input signal on the anti-Stokes (higher frequency) side of the pump; (2) Increasing the
pump-input signal separation as much as possible; (3) Narrowband spectral filtering around the
target conversion frequency
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conversion efficiency levels achievable in vð2Þ nonlinear crystals towards 100 %, for
applications such as low light level detection of telecommunications-band photons
using visible wavelength single photon counters [143, 144, 146].

In recent years, a number of experiments have looked at frequency upconversion
of single photon Fock states using quasi-phase-matched vð2Þ nonlinear crystals
(Fig. 12.28). For example, one experiment combined a 1300 nm triggered single
photon source based on an InAs/GaAs quantum dot with a 1550 nm pump in a
PPLN waveguide to generate 710 nm photons, with antibunched photon statistics
measured to explicitly confirm the single photon nature of the upconverted light
[150]. The utility of frequency conversion for studying the dynamics of telecom-
munications-band single quantum emitters was also highlighted, where conversion
to the visible improved the dynamic range of time-correlated single photon
counting measurements of the quantum dot excited state lifetime by a factor of 25,
due to the superior characteristics of Si single photon counters (sensitive at 710 nm)
relative to InGaAs devices (sensitive at 1300 nm). Subsequent work on upcon-
version of quantum dot single photon sources has included temporal shaping of the
photon wavepackets using an amplitude modulated 1550 nm pump [151] and
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Fig. 12.28 Photon statistics measured before and after frequency upconversion, as in [149]. (Top
left) 980 nm photons generated by a single InAs/GaAs quantum dot pumped with a continuous-
wave 780 nm laser are sent into a beamsplitter, and photons in each output port detected by a
single photon counter. A histogram of coincidence counts as a function of the difference in arrival
times τ between the two paths (bottom left) is generated, showing antibunching with a value
gð2Þð0Þ ¼ 0:33 0:03 see (12.38). (Top right) After frequency conversion to 600 nm using a
1550 nm pump in a PPLN waveguide, photons are directed into a beamsplitter, and photons in
each output port are detected by a single photon counter. The generated coincidence histogram
(Bottom right) shows anti-bunching (gð2Þð0Þ ¼ 0:24 0:04\ 0:5), indicating that the single
photon nature of the input signal is preserved. The improved gð2Þ value is likely due to the extra
spectral filtering provided by the quasi-phase-matching response of the PPLN waveguide. The
uncertainty in the gð2Þð0Þ values is due to fluctuations in the detected photon count rate and
represents a one standard deviation value
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experiments demonstrating that two-photon interference is preserved during fre-
quency conversion [149]. The latter work also considered the use of frequency
conversion to erase spectral distinguishability by converting the light from spec-
trally distinct sources to a common frequency. This work was quite analogous to an
experiment that preceded it by a few years [152], which converted signal and idler
photons from a correlated photon pair source to a common wavelength using sum
frequency generation in a pair of PPLN waveguides, and then demonstrated two-
photon interference of the now spectrally indistinguishable photons.

Frequency downconversion through difference frequency generation in a vð2Þ

medium has also been experimentally explored in the context of single photon input
fields. One experiment [153] used an entangled photon pair source and demon-
strated that entanglement between signal and idler photons was preserved after
downconversion of one of the two fields (essentially the downconversion equivalent
of the upconversion experiment of [142]), as well as explicitly showing that the
downconverted field exhibited antibunched photon statistics (through a heralded
gð2Þ measurement). Frequency downconversion has also been demonstrated with
triggered single photon sources based on a single semiconductor quantum dot, with
photon anti-bunching and coherence shown to be preserved [154] and downcon-
version to the 1550 nm band used as an integral part of a spin-photon entanglement
experiment [155].

12.3.2 Third-Order Nonlinear Media

Quantum frequency conversion using the third-order nonlinear susceptibility vð3Þ is
achieved by the process of four-wave-mixing Bragg scattering [156], sometimes
referred to in the literature as wavelength exchange [157]. This is a non-degenerate
four-wave-mixing process in which two pump fields create an effective modulation
in the vð3Þ nonlinearity, enabling the (in principle) noise-free translation of an input
signal to an output that is shifted by an amount equal to the difference in the two
pump frequencies (Fig. 12.29). The importance of using four-wave-mixing Bragg
scattering for QFC was highlighted by McKinstrie and colleagues [156]. They
outlined the noise considerations that arise when considering different four-wave-
mixing processes, including degenerately pumped processes, which can provide
wavelength conversion but will also be accompanied by spontaneous emission
noise (i.e., pump photons converted to the output wavelength band).

The dual pumps in four-wave-mixing Bragg scattering provide a great deal of
flexibility in the span over which frequency conversion can take place, with both
narrow and wide ranges for both upconversion and downconversion possible.
Figure 12.29b schematically shows some of the different configurations of pumps,
input signal, and output converted signal that can be utilised to achieve these
different functionalities. Interestingly, it should be pointed out that for each con-
figuration, two possible idlers can be generated, as both are energy conserving.
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Phase-matching then determines which idler is more efficiently generated (noting
that for a long interaction length, even a small phase mismatch can be enough to
select for one idler).

The most common medium for four-wave-mixing Bragg scattering has been
some form of an optical fibre, including photonic crystal fibre [158] and highly
nonlinear dispersion shifted fibre [157, 159, 160]. Though the vð3Þ nonlinearity is
generally much weaker than the vð2Þ nonlinearity (e.g., comparing the values for
materials like photonic crystal or highly nonlinear fibre with lithium niobate), the
combination of relatively localised field confinement, the low propagation losses,
and ability to fabricate optical fibres uniformly over length scales of kilometres has
enabled four-wave-mixing Bragg scattering frequency converters to achieve a
conversion efficiency of about 30 % for experiments at visible wavelength [158]
and nearing unity in the telecommunications band [156–160] (typical length scales
are *30 m for photonic crystal fibre and *1 km for highly nonlinear fibre in
comparison to a few cm for lithium niobate). Phase-matching is achieved in these
optical fibres by careful dispersion engineering, where waveguide dispersion (the
variation in lights phase velocity with wavelength, due to the wavelength-depen-
dent distribution of the optical field within the fibre core and cladding) can com-
pensate for material dispersion.

While noise-free in principle, just as in the case of sum-frequency-generation

and difference-frequency-generation in vð2Þ media, four-wave-mixing Bragg

Broadband downconversion

Narrowband upconversion

(a) (b)

Fig. 12.29 Four-wave-mixing Bragg scattering. a Two strong pumps at frequencies xp1 and xp2

are combined with an input signal at xi to generate an output converted field at xo which, in this
case, is shifted from the input by an amount xp2 � xp1. b Different configurations for four-wave-
mixing Bragg scattering. (Top) Broadband downconversion can be achieved by placing pumps xp1

and xp2 (xp1 [xp2) in widely separated bands, with input signal xi at a wavelength closer to xp1

than xp2; broadband upconversion (not shown) can similarly be achieved, with input signal closer
to xp2. (Bottom) Narrowband conversion can be achieved by placing pumps xp1 and xp2 relatively
close to each other in frequency. In all of these cases, two possible idlers can be generated,
consistent with energy conservation, and phase matching determines the efficiency with which
each idler is produced
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scattering in optical fibres can be limited by a number of different possible noise
sources. Spontaneous Raman scattering, a known phenomenon in silica optical
fibres, can be a dominant noise source when the converted output lies relatively
close in wavelength to the pumps. This has been the case in experiments in which
all four fields are near the telecommunications band, as explicitly discussed in
[160], where the Raman noise signal was of similar strength to the weak (single
photon level) coherent state input signal. For pumps that are more widely separated
from the input signal and frequency converted output, noise due to spontaneous
Raman scattering is more limited [158]. Other possible noise sources can include
undesired four-wave-mixing processes, which in some circumstances, could be
phase-matched (or close to phase matched). For example, this could include
spontaneous four-wave-mixing from one of the pumps (degenerate) or both of the
pumps (non-degenerate).

Quantum frequency conversion experiments in vð3Þ media utilising non-classical
states of light have not been as widespread as they have in vð2Þ materials, with the
first experiment being performed a few years ago [158]. Here, the output of a
heralded single photon source produced by a photonic crystal fibre was upconverted
by 24 nm (to 659 nm) in a second photonic crystal fibre. With input and frequency
converted signals >150 nm on the anti-Stokes (higher frequency) side of the pumps,
spontaneous Raman scattering was limited and gð2Þð0Þ was essentially unchanged
after frequency conversion.

12.3.3 Future Directions with Quantum Frequency
Conversion

New media and devices for quantum frequency conversion are an active area of
research, spurred in part by recent work in demonstrating nonlinear optical phe-
nomena in integrated and scalable nanophotonic geometries, including some of the
systems discussed earlier in this chapter. Within vð2Þ media, efforts at producing
higher levels of device integration and more compact form factors within the
lithium niobate platform have shown promise, including recent work on developing
thin-film lithium niobate devices [161] and integrating them with silicon-based
materials. Other vð2Þ media have included GaAs, GaP, and GaN, for which there has
been work to demonstrate second harmonic generation and sum and difference
frequency generation in waveguide geometries [162, 163], as well as recent efforts
to establish second harmonic generation in nanophotonic cavity geometries [164–
167]. Though these works are currently focused on the classical domain,
improvements in conversion efficiency and an understanding of potential noise
mechanisms could enable QFC experiments, with future prospects including direct
integration with single photon emitters based on InAs/GaAs quantum dots, for
example.
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Recently, four-wave-mixing Bragg scattering based on the vð3Þ nonlinearity in
silicon nitride (Si3N4) waveguides fabricated on a Si substrate has been demon-
strated [168, 169], with both narrowband (few nanometres) and wideband (few
hundreds of nanometres) upconversion and downconversion ranges shown in the
classical regime. Along with its broadband optical transparency and lack of two-
photon absorption for pump wavelengths >700 nm, Si3N4 does not appear to show
significant amounts of spontaneous Raman scattering, so early indications suggest
that high signal-to-noise levels can be achieved in this system. Furthermore, the
combination of strong field confinement and the relatively high vð3Þ in Si3N4 create
an effective nonlinearity that can be two orders of magnitude greater than that of
highly nonlinear fibre. However, the relatively short Si3N4 waveguide length (1 cm)
is in stark contrast to the typical hundreds of metres used for QFC in fibres, and
conversion efficiencies have been limited to 5 %, with all experiments done strictly
in the classical regime. Chalcogenide materials such as As2S3, which also has a
broad optical transparency and limited two-photon absorption for pump wave-
lengths >800 nm, might also be a strong candidate for four-wave-mixing Bragg
scattering, particularly due to its high nonlinear refractive index. Silicon is also a
possibility for certain applications (e.g., telecom), particularly if pump wavelengths
>2.0 μm can be used to avoid two-photon absorption, as has recently been dem-
onstrated for degenerate four-wave-mixing experiments [170, 171].

Over the past few years, there have been a number of works looking to extend
QFC from only shifting the color of quantum states of light to also providing
temporal wavepacket shaping [145], a necessary resource for many applications in
photonic quantum information science. For example, optimal storage of a single
photon in a quantum memory will generally require control of not only the
wavelength but also the spectro-temporal profile of the photon. Frequency con-
version provides a versatile route to wavepacket shaping in large part because the
nature of the process is such that the frequency converted field has characteristics
that depend both on the input signal (a quantum field) and the input pump field(s)
(strong classical field(s)). An example of this was demonstrated experimentally in
[151], where classical pump pulses were used to produce upconverted single
photons of a controllable duration (in the regime where the pump pulses were
shorter than the input single photon pulses). That work essentially applied a non-
linear time gating operation to the input single photon states, and was therefore not
lossless (even in principle). Fast nonlinear time gating of single photon pulses was
also recently used to eliminate which-path information in the photon energy in a
recent quantum dot spin-photon entanglement experiment [155].

There has been much progress on the theoretical front in developing lossless
protocols for full spectro-temporal shaping of quantum light fields. In [172], a two-
step process was proposed. The first step consists of spectral broadening and
shaping of a single photon wavepacket through nonlinear mixing with a classical
pump that has been imprinted with a specified temporal phase. The output single
photon wavepacket has the desired frequency spectrum, and the spectral phase can
then be corrected (using classical pulse shaping approaches) to allow for full
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temporal shaping. This approach could be used to strongly compress single photon
pulses produced by single quantum emitters, which often have nanosecond (or
longer) time constants. In [173], engineering of the group velocities of the pump
and input signal in a vð2Þ medium was considered as a means to either compress or
stretch a single photon wavepacket, depending on whether the pump moves faster
or slower than the input signal. Single photon wavepacket shaping using four-wave-
mixing Bragg scattering has also been considered [174, 175], with a recent result
[175] showing an arbitrary input field temporal profile can be mapped to an arbi-
trary output field profile with unity efficiency. In comparison to the previous work
[174], in which there was a tradeoff between selectivity (ability to map the input to
only one desired output) and efficiency, [175] provides a prescription for providing
perfect (in principle) selectivity and efficiency.

12.4 Nonlinear Optics for Quantum Communication

The first real impact of quantum information research on wider society is in the area
of quantum communication and quantum cryptography: the field of using quantum
laws to enhance privacy in optical communications. In this section we introduce
one of the key concepts of this field—quantum key distribution—and describe how
it can be used to provide completely secure quantum communication. We also
provide state-of-the-art examples from the literature.

Fast and secure information transfer is vital to economic and social stability in
the modern internet enabled world. The current standard cryptographic algorithms
are not based on information-theoretic proofs, but on the assumption that some
mathematical calculations are hard to compute. If a fast classical algorithm for these
problems is discovered or a modestly sized practical quantum computer is devel-
oped, the integrity of these encryption protocols will be compromised. Quantum
key distribution (QKD) is one avenue that offers practical information-theoretic
security and is ideally realised using photonics platforms.

Typically photons are used, as their quantum properties remain intact over the
large distances required for useful communication. fibre optics provides the ideal
channel for transmitting QKD photons, making use of the existing global fibre
network. QKD differs fundamentally from other forms of encryption in the way it
provides security. If a photon is intercepted in flight by a malicious third party, and
the result is re-sent in the measured basis then the eavesdropper can be readily
detected and communication ceased [176]. Note that in most, though not all, cases a
key is distributed by quantum means rather than the whole message, simply because
the bandwidth of quantum information transfer is very much lower than current
classical optical communications.

However, in reality there are many challenges associated with the practical
implementation of QKD schemes and in some areas nonlinear photonics can play a
key role. Reliable photon sources such as those described earlier in this chapter can
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be used in these networks, and the inherent entanglement in photon pair sources can
be exploited for communication. Quantum frequency conversion will allow dis-
parate users of a quantum network to be able to swap information and entangle-
ment, and for long distance quantum communication to become a reality resonant
and cavity based sources of photons may be able to reach the stringent requirements
to interface with quantum memories.

12.4.1 Single Photon Schemes

The most common QKD schemes [20, 177, 178] encode the key information using
one of the degrees of freedom of a single photon. Photons must be generated that
are completely indistinguishable in every degree of freedom except one, typically
the polarisation, but arrival time and orbital angular momentum are also common
choices. The polarisation state of a photon can take a continuum of values, so two
orthogonal values are selected to represent the states 0j i and 1j i. If one measures in
that orthogonal basis and and receives a photon in state 0j i, one is guaranteed to
measure 0j i. However, detection of quantum particles such as a single photon is
probabilistic and if an eavesdropper makes a measurement in an arbitrary polari-
sation basis, there is a nonzero probability that they will get the wrong answer.
Most importantly, when the eavesdropper makes a measurement in the incorrect
basis the photon state is modified increasing the number of errors and revealing the
presence of an attacker. Figure 12.30 shows a simple schematic of the BB84
protocol [20], the first and best-known representative of this class of schemes.

The single photon source required is imperfectly realised with an attenuated
laser, having the advantages of a high clock speed, low timing jitter, robustness and
cheap manufacturing. The major drawback is that the photon emission from a laser
is described by a Poisson distribution and in this case the output is attenuated to the
point where the probability of emitting one photon is larger than the probability of
emitting two or more. A source that emits two or more photons is potentially
vulnerable to attacks such as the ‘‘beam splitter attack’’ [176]. This multi-photon
rate can be reduced by multiplexing many nonlinear sources according to the
strategies discussed in Sect. 12.2.6, or by using true single photon emitters such as
diamond N-V centres and quantum dots, but the technical challenges of these
sources makes their use impractical at present.

Current commercial products offered allow links over 100 km with key distri-
bution rates of several Mbit/s [179] using optical fibres, with each link costing at
least USD $100,000. State of the art research has demonstrated real QKD channels
running in parallel down the same fibre as secured 10 GBit/s bright classical sig-
nals. All channels were located in the telecommunication C-band of wavelengths,
with standard channel spacing of 100 and a 200 GHz spacing between the quantum
and classical signals [180, 181]. For ultimate security, the gold standard is a one-
time pad which does not allow repeated use of any random key, with the key size
equal to the message size. 100 kbps one-time pad video conferencing over 45 km
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was demonstrated at the Tokyo QKD network in a 2011 joint effort by NICT, NEC,
Mitsubishi Electric and NTT [182].

In any optical fibre communication link photons are lost when they scatter off
imperfections in the fibre. In the case of conventional communication, the infor-
mation can be preserved by regenerating or amplifying the signal. In the quantum
case, the ‘‘no-cloning theorem’’, which forbids the reliable copying of a quantum
state, prevents a quantum signal from being amplified [176], thus the quantum key
distribution rate drops with distance, eventually falling below a usable threshold.

In a recently developed technique called differential-phase-shift QKD [183] the
key is encoded onto the phase of a coherent pulse, which is attenuated as it travels
through the fibre, ensuring only 1 or fewer photons remain for detection. This has
enabled impressive demonstrations of QKD over 100 km at 24 kbps by Japan NTT
corporation [184] and more recently 260 km QKD over standard optical fibre was
shown by China’s Anhui Asky Quantum Technology Corporation [185].

12.4.2 Entanglement-Based Schemes

In 1992 the Eckert scheme for QKD was published [9], which exploits another
quantum mechanical resource called entanglement. A pair of photons can be gen-
erated in such a way that the observable properties of one photon are inseparably
linked to the other, and describing the state of one such photon independently of the
other is both impossible and meaningless. Pairs of entangled photons can be gen-
erated using a nonlinear optical crystal, or from an atomic relaxation. If these
photons are generated at the mid-point of a QKD link, they can be sent down an
optical fibre to Alice and Bob, potentially doubling the maximum distance of a
QKD link. When Alice and Bob happen to measure their photon in the same basis,
entanglement ideally guarantees that their results will be perfectly correlated. Using
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Fig. 12.30 BB84 QKD scheme. Alice, at location A, sends a stream of photons to Bob, at location
B, with the photon polarisation randomly orientated between the orthogonal states of vertical (0)
and horizontal (1). Alice also randomly changes the basis to a diagonal basis while sending the
stream. Bob measures the incoming photons and records a 0 or 1 for vertical and horizontally
polarised photons respectively. Both users then broadcast which photon they sent/measured in
which basis, the normal or diagonal. When the bases are the same, they keep those 0, 1 values and
use them for their key. This is called key sifting. They can then encrypt messages and send them
securely across public classical channels
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this to generate identical keys allows secure communication over a public channel,
as shown in Fig. 12.31. Observing either photon in the pair destroys the entan-
glement and the key correlations immediately drop, flagging the presence of an
eavesdropper.

NuCrypt, [186] a spin-out from Northwestern University in the USA in 2003,
offers the only entanglement based QKD product with a rack mountable 2.5 Gbit/s
unit that sends the encrypted signal over the same fibre as the quantum keys. The
entanglement is generated using highly nonlinear silica fibre, with the option of
cooling in liquid nitrogen for increased performance. The European project SEC-
OQC [187] has used such entangled photon pairs in combination with several other
schemes, to connect 6 nodes securely. Toshiba demonstrated a 200 km fibre optic
link using practical avalanche photo diode (APD) detectors [188]. Japan’s NTT
demonstrated a 100 km link using polarisation entangled photons generated in a
CMOS compatible silicon chip.

12.4.3 Long Distance Quantum Communication

Long distance QKD is currently limited by losses in real world communication
systems, whether they are based on free-space or optical fibre links, limiting
communication to roughly less than 200 km [185, 189, 190]. As already mentioned,
when dealing with single photons the no-cloning theorem disallows deterministic
copying of quantum states, meaning that classical optical amplifiers are rendered
useless. There are however a number of proposals to extend this distance. In free
space links the use of a satellite based relay, or a simple reflector, could link two
distant points on Earth, whereas in optical fibre links one would require a “quantum
repeater” or “quantum relay” to forward on the photons carrying the quantum
information.
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Fig. 12.31 Schematic of entanglement based QKD
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12.4.3.1 Space-Based Systems

There have been a number of feasibility studies undertaken to discern whether
satellite based QKD is a viable method to securely transfer information on a global
scale [191, 192]. There are several possible methods for communication via this
method—whether the receiver is placed on the ground or on the satellite, or if the
satellite is a simple retro-reflector—each with its own inherent advantages and
problems. One problem recently addressed was that of having a shared fixed ref-
erence frame to make basis choices for the sender and receiver, a hard problem
when dealing with a satellite moving through space. Through the use of circular
polarisation and integrated optics, researchers were able to devise a method of
forming reference frame independent QKD protocols [193].

A seminal experiment in 2007 [189] demonstrated a 144 km free space link
between two of the Canary Islands. On accounting for the degree of atmospheric
scattering one would encounter between two points of equal height from sea level,
this is comparable to sending a beam into space as the atmosphere becomes thinner
with increasing height above ground level. Recently more advanced proposals have
been put forward by a large number of universities to collaborate with the European
Space Agency to implement satellite-based entanglement experiments and experi-
ments to form a quantum link between the International Space Station and a tele-
scope site on Earth [194]. One such experiment has been completed where a
satellite is used as a weak reflector for a classical laser resulting in a channel
containing single photons which is then experimentally verified through photon
counting statistics, however no QKD has been performed using this method to date.

12.4.3.2 Quantum Repeaters and Relays

When sending classical communication through long distance optical fibre links
one has the ability to amplify the channel at various locations to ensure that the
signal-to-noise ratio is not degraded between users wishing to transfer data. Once
again, this is impossible for quantum communication due to the impossibility of
cloning states. Instead, proposed architectures for long distance quantum commu-
nication employ either a quantum repeater [195] shown in Fig. 12.32, which allows
two-way communication, or a quantum relay [196] shown in Fig. 12.33, for one-
way communication.

The aim of a quantum repeater is to supply one photon from an entangled pair to
the next node in the communication chain whilst storing the other until all links
have been set up. An entanglement swapping routine is then performed at each
repeater on the stored photons until the two photons at the very end of the com-
munication chain are themselves entangled. One can then perform a standard Eckert
style QKD protocol. To perform the entanglement swapping routine one requires a
small scale quantum information processing element, such as a controlled-NOT
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gate [197], and single photon detection. The most challenging component in a
quantum repeater is the quantum memory used to store the photons to ensure a
successful swapping of entanglement along the chain. Current memory proposals
[198] are either based on bulky and fragile atomic ensemble setups which are not
easily used outside the lab, low temperature devices based on quantum dots, or
diamond N-V centres which require significant further engineering of cavities and
out-coupling before they can be viable as memories.

On the other hand, a quantum relay is a teleportation assisted device where an
incoming photon is jointly measured with one photon of a correlated pair, shown
schematically in Fig. 12.33. After the joint measurement the state of the input
photon is teleported to the state of the other photon of the correlated pair which can
then be transmitted. The joint measurement requires a form of quantum interference
[18] as well as single photon detection. A preliminary experiment was recently
published [196] demonstrating such a quantum relay device in a lithium niobate
integrated architecture, however imperfect quantum interference and losses limit the
usefulness of the device and no teleportation has been demonstrated thus far.
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Fig. 12.32 A schematic of a quantum repeater. For Alice to communicate with Bob they must set
up some entanglement between them. This is done through the use of a quantum repeater, shown
in the purple circle, and joint quantum measurement, shown in the red circle. The quantum
repeater contains entangled sources of photon pairs which are further entangled through
measurement until entanglement swapping means that the photons at A and B are entangled. The
quantum memory allows the initial entanglement to be set up before the other swapping occurs
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12.5 Conclusion

It is clear that nonlinear photonics can provide enhanced functionality to a number of
quantum technologies including in a quantum network, where quantum information
can be transported securely when encoded to single photon states. There are many
challenges to be overcome before we see this quantum photonic hardware in everyday
use, however research into this area is fast paced and we expect to see quantum
enhanced technologies and networks become prolific in the coming decades.
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Chapter 13
Biphoton Pulse Shaping

Joseph M. Lukens and Andrew M. Weiner

Abstract Recent research has demonstrated how classical optical signal-processing
techniques can be extended to nonclassical entangled-photon states, permitting
unprecedented control of the time-frequency correlations shared by these light
quanta. In this chapter, we introduce the basic theory behind such biphoton pulse
shaping and highlight several key experiments conducted in this field. Our emphasis
is not only on how entangled photons benefit from these traditionally classical
techniques, but also how their specifically quantum properties produce interesting
effects not observable with classical fields. We consider both Fourier-transform pulse
shaping, which relies on programmable spectral filtering, and electro-optic modu-
lation, in which the temporal phase or amplitude of the biphoton is manipulated by an
electrical signal. Both avenues of research have facilitated new insights into biphoton
correlations and look to play an important role in the future of quantum state
manipulation and the next generation of quantum communication networks.

13.1 Introduction

The groundbreaking experiments of Hanbury Brown and Twiss in the 1950s [1, 2]
highlighted a grave need in the optical community to better understand the corre-
lations shared by multiple photons. Virtually all optical interference experiments
prior to that time had consisted of first-order intensity measurements, which
quantum mechanically could be understood as the interference of a single photon
with itself. Yet Hanbury Brown and Twiss instead examined the correlations
between two photoelectric detectors, finding that a pair of photons from a thermal
light source are twice as likely to arrive together than at a specific nonzero delay,
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an effect now termed bunching [3]. The surrounding debate [4–7], coupled with the
advent of the laser, prompted Glauber to formulate the first fully quantized theory of
optical coherence in 1963 [8, 9], and the modern era of quantum optics was born.

Since then, a particularly influential nonclassical state of light has proven to be
the entangled photon pair, or biphoton [10]. Although such photons can be
entangled in many possible degrees of freedom, in this paper our focus is on time-
frequency entanglement. This is frequently produced through spontaneous para-
metric downconversion (SPDC) of a narrowband pump field, in which a single
pump photon decays into two daughter photons traditionally denoted “signal” and
“idler.” Whereas individually these photons possess an essentially random creation
time, collectively their detection times are highly correlated, since they share the
same birth; likewise, their frequencies can assume any value from a potentially
wide bandwidth, but once the energy of one photon is measured, the value of its
partner is known with high precision. Figure 13.1 provides a sketch of the gener-
ation process and joint spectro-temporal distributions of such biphoton states. The
simultaneously narrow correlations in both time and frequency variables violate the
seemingly reasonable tenet of classical locality; although critiqued by even the likes
of Einstein [11], such entanglement has proven essential in foundational tests of
quantum mechanics [12] and even some forms of quantum cryptography [13].

As might be expected, a key tool for characterizing biphoton entanglement
derives from Glauber’s coherence theory, particularly the second-order correlation
function in either temporal or spectral form. Such an entangled state displays
“super-bunching,” for the probability of simultaneous photon detections can be
radically higher than the 2:1 contrast observed for thermal light [3]. And while
biphoton characterization is certainly of great importance in itself, the last decade
has also witnessed the emergence of pulse-shaping techniques for biphoton
manipulation, which exploit methods previously developed in classical ultrafast
optics [14]. The purpose of this chapter is to review these recent advances in
biphoton pulse shaping, emphasizing both the impact they have already had on the
field of quantum optics and their promise in future applications in quantum

Signal Frequency 

Id
le

r 
Fr

eq
ue

nc
y + =

Signal Time 

Id
le

r 
T

im
e 

≈SPDC
Pump

(a) (b) (c)

Fig. 13.1 a Biphoton generation through downconversion of a narrowband pump field.
b Resulting biphoton spectral correlations. c Joint temporal correlations. Even though individual
photons have a wide spread of spectro-temporal content, they are highly correlated with their
partner
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information. Additionally, although pulse shaping is typically associated with
programmable filtering in the spectral domain to achieve shaping in time, for the
purposes of this work we will also generalize the term to include its Fourier dual:
modulation in the time domain to transform the spectrum. Both specializations
demonstrate how classical communication techniques can assume new roles in
quantum optics.

In Sect. 13.2 we introduce the basics of classical Fourier-transform pulse shaping
and temporal modulation, showing thereafter in Sect. 13.3 how these techniques
can be applied to biphotons. Many of the key experiments are summarized in
Sect. 13.4, with two specific examples taken up in detail in Sects. 13.5 and 13.6.
Finally, in Sect. 13.7 we provide an outlook for future work, with an emphasis on
applications in quantum cryptography.

13.2 Classical Pulse Shaping

Biphoton pulse shaping represents the union of two optical disciplines which his-
torically have remained largely independent of one another: the study of quantum
states of light and the development of pulse-shaping techniques for manipulation of
classical light sources. Since most of the biphoton shaping examples covered in this
chapter can be viewed as outgrowths of similar experiments on classical pulses, we
focus in this section on the classical foundations of both Fourier-transform pulse
shaping and electro-optic modulation, introducing the basic theory behind these
technologies which have proven so valuable in a variety of optical applications.
This discussion furnishes a springboard for their extension to entangled photons, a
task assumed in Sect. 13.3.

Following its development in the 1980s [15], Fourier-transform pulse shaping
has enabled major advances in an assortment of fields, ranging from optical arbi-
trary waveform generation to coherent control, single-cycle pulse generation to
microwave photonics [16]. And whereas synthesizing user-defined optical wave-
forms on the femtosecond timescale is impossible with the fastest available elec-
tronics, Fourier-transform pulse shaping permits the generation such arbitrary fields
through parallel manipulation of the frequency content. An archetypal pulse shaper
is shown in Fig. 13.2a. The frequency components of a broadband input field are
spatially dispersed via a diffraction grating and focused to small spots at a plane
where a programmably controlled spatial light modulator (SLM) is placed. Due to
the physical separation of distinct frequencies, it is then possible to control the
amplitude and phase at each wavelength independently; after recombining the
shaped frequency components with a second lens and grating, the desired waveform
is produced at the output, whose complexity is limited only by the spectral reso-
lution and total bandwidth of the pulse shaper [16]. Mathematically, if we take the
complex input and output time-domain fields as EinðtÞ and EoutðtÞ—with associated
spectra EinðxÞ and Eout xð Þ—the effect of the pulse-shaper mask H xð Þ is to pro-
duce the output
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EoutðtÞ ¼
Z

dxEin xð ÞHðxÞe�ixt; ð13:1Þ

so that Fourier-transform pulse shaping can be viewed as a general method to
achieve nearly arbitrary and ultrafast linear transformations on optical fields. Fig-
ure 13.2b shows just one example from the early days of pulse shaping, in which a
fixed spatial mask was used to generate a square pulse [15]. The measured spectro-
temporal properties are in good agreement with theory, even displaying the
expected overshoot resulting from truncation of the ideal sinc spectrum. The basic
model for pulse-shaper operation embodied in (13.1) proves sufficient for the
purposes of this chapter; for more detailed discussion of pulse-shaper theory and
technology, the reader is directed to the reviews in [14, 16, 17]. The key point here
is that Fourier-transform pulse shaping manipulates an optical field through fre-
quency-domain multiplication by a user-defined filter.

The Fourier dual shaping process is effected through direct modulation of the
temporal phase or intensity of an incident optical field. Although a range of
modulator technologies have been considered in practice, we specialize our dis-
cussion to devices based on the electro-optic effect, as these have been employed
exclusively in the biphoton modulation experiments described later in this chapter.
In electro-optic materials, the refractive index changes with an applied external
voltage, in turn permitting electrical control of the phase acquired by an optical field
propagating through it. Figure 13.3a shows a cross-section of a modulator based on
lithium niobate [19], which possesses a particularly strong linear electro-optic
response along its z-axis. In the arrangement depicted here, an electric voltage
applied across the signal and ground electrodes induces a refractive index change
for light polarized along the z-direction and propagating along y in the embedded
waveguide. Furthermore, by splitting the input optical field into two arms—each of
the form of Fig. 13.3a—and recombining them after different phase shifts, it is
possible to convert this phase modulation to intensity modulation, via the Mach-
Zehnder interferometer configuration of Fig. 13.3b [19]. And by utilizing traveling-
wave electrodes, in which the driving electrical signal propagates parallel to the
optical waveguide, extremely high modulation bandwidths exceeding tens of
gigahertz are possible, permitting rapid switching of either intensity or phase in

Fig. 13.2 a Schematic of a prototypical pulse shaper. b Example shaped power spectrum (left)
and temporal intensity (right) for a square pulse (Image in a from [18] and that in b from [15])
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high-speed optical communication networks. Formally, we can cover both phase
and intensity cases through a general modulation function mðtÞ, so that the input-
output complex field relationship can be expressed as

EoutðtÞ ¼ EinðtÞmðtÞ; ð13:2Þ

where, for example, sinusoidal phase modulation at frequency xm is represented by
a function of the form m tð Þ ¼ exp id sin xmt þ /ð Þ½ �, with d signifying the modu-
lation index, a quantity which is proportional to the applied voltage amplitude.

In addition to their extensive use in transmission of data [21], electro-optic
modulators have also found use as time lenses—devices which can compress and
spread waveforms in time just as lenses do in space [22]—and frequency-comb
generators. In the latter case, cascaded phase and intensity modulators driven by a
single microwave source can be used to convert a monochromatic input spectrum
into a series of discrete spectral lines; Fig. 13.3c provides an example in which one
intensity modulator and three phase modulators generate broad and flat frequency
combs with tunable line spacing [20]. Such optical sources are well-suited for
applications including line-by-line pulse shaping [23] and radio-frequency photonic
filtering [24].

In light of the maturity of these manipulation techniques for both spectral and
temporal control of classical fields, the motivating question behind biphoton pulse
shaping is: how can we apply such classical approaches to entangled photons? As
highlighted in the experiments discussed below, pulse shaping indeed reveals
interesting physics, with potential applications in quantum information. Yet the
quantum extension involves a more refined understanding of what is entailed by the
term “pulse shaping” when nonclassical sources are considered. Accordingly, we
tackle the fundamentals of biphoton shaping theory in the next section.

Fig. 13.3 a Cross-section of an x-cut lithium niobate phase modulator. b Arrangement for
combining two phase-modulation arms to produce an intensity modulator. c Example comb spectra
generated by cascading three phase modulators and one intensity modulator. The spectral line
spacing, from top to bottom, is 7, 10, and 17 GHz (Images in a and b from [19] and c from [20])
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13.3 Biphoton Pulse Shaping: Theory

As noted in the introduction, SPDC of a monochromatic pump can be used to
generate entangled photons that share both high temporal and high spectral cor-
relation. In order to derive an explicit form for the resultant state, we invoke the
formalism of the interaction picture of quantum mechanics [25], in which the
quantum state evolves in time according to an interaction Hamiltonian (in our case a
second-order nonlinear interaction), and the field operators according to the free
Hamiltonian (simply related to linear propagation of the corresponding classical
fields). For a pump frequency xp ¼ 2x0, a perturbative calculation [25] yields the
entangled state

Wij ¼ M vacis
��vacii

�� þ
Z

dX/ Xð Þjx0 þ Xis x0j � Xii; ð13:3Þ

where M * 1, “vac” denotes the vacuum state, s and i signify signal and idler
modes, and / Xð Þ is a complex weight function determined by phase-matching
conditions. In this form we have neglected any spatial or polarization dependencies,
which prove unimportant for the experiments considered in this review. The vac-
uum term, with a near-unity weighting coefficient, signifies the relative improba-
bility of this spontaneous process; downconversion efficiencies of only up to about
10−5 have been reported in the experiments discussed below [26]. Of course the
more interesting term in (13.3) is the second one, which consists of a superposition
of signal and idler frequency combinations, subject to the constraint that they must
sum to 2x0. Since / Xð Þ can be extremely broadband, a wide range of frequency
pairs are possible, thereby producing strong entanglement. The degree of such
entanglement can be operationally defined as the ratio of the single-photon band-
width to that conditioned on a frequency measurement of its partner [3]; for a
separable (non-entangled) state, this value is one, whereas for an entangled state
with terahertz-scale bandwidth and perhaps megahertz pump linewidth—typical for
the experiments considered here—the ratio can be well over a million. Such
massive entanglement lies at the heart of the nonclassical behavior which these
states can display.

For the Fourier-transform pulse-shaping experiments, manipulation and mea-
surement of the time-frequency biphoton state follows the basic setup in Fig. 13.4a.
Signal and idler photons are sent through programmable spectral filters, HsðxÞ and
HiðxÞ, and coincidences between two detectors are measured as the signal delay is
varied. Assuming the detectors are ideal—i.e., possess infinite timing resolution and
respond to all frequencies of the incoming field—the coincidence rate is directly
proportional to the second-order Glauber correlation function [8]

Gð2Þ sð Þ ¼ hWjÊ �ð Þ
i ðtÞÊ �ð Þ

s ðt þ sÞÊðþÞ
s ðt þ sÞÊðþÞ

i ðtÞjWi: ð13:4Þ
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The positive-frequency electric field operators ÊðþÞ
s ðt þ sÞ and ÊðþÞ

i ðtÞ are
associated with annihilation of a signal or idler photon at time t þ s or t, respec-
tively; the corresponding negative-frequency operators create photons at these
times. Since the monochromatic pump is statistically stationary, the correlation
function depends only on the delay s, making the choice of t arbitrary. Moreover,
because the positive- and negative-frequency operators are related through Her-
mitian conjugation, the classical expression for Gð2ÞðsÞ, in which the electric field
operators become complex numbers, is of the form of an intensity correlation
between the signal and idler waveforms, so we can view Gð2ÞðsÞ as the general
quantum mechanical version of an intensity cross-correlation measurement.

When the quantum state contains no more than two photons, Gð2ÞðsÞ can be
conveniently expressed as the modulus squared of a biphoton wavepacket
wðt þ s; tÞ, defined as [10]

wðt þ s; tÞ ¼ hvacjÊðþÞ
s ðt þ sÞÊðþÞ

i ðtÞjWi: ð13:5Þ

For the quantum state in (13.3) and the setup in Fig. 13.4a, the wavepacket
assumes the form [26]

wðsÞ ¼
Z

dX/ðXÞHsðx0 þ XÞHiðx0 � XÞe�iXs; ð13:6Þ

where we have neglected an unimportant overall constant and a t-dependence
which vanishes on taking the modulus Gð2ÞðsÞ ¼ jwðsÞj2. This expression repre-
sents the main relation for biphoton pulse shaping and well describes the spectral
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Fig. 13.4 Basic experimental setups for biphoton manipulation. a Pulse shaping. Each photon of
an entangled pair is sent through a programmable spectral filter and detected on a photon counter.
The coincidences between these (ideal) detectors map out the second-order Glauber correlation
function Gð2ÞðsÞ. b Free-running electro-optic modulation. The photons are modulated in the time
domain, with spectral correlations determined through coincidences between monochromators.
This experiment represents the Fourier dual to that in a. c Modulation of a heralded single photon.
Now the detection of the idler photon is used to trigger modulation of the signal, with Gð2ÞðsÞ
representing the measured quantity, as in a
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filtering experiments in this review. Therefore, analogous to a classical pulse [16],
the signal-idler temporal correlations can be shaped through programmable filter-
ing, permitting synthesis of waveforms orders of magnitude too fast for even the
speediest electronics. Equation (13.6) also indicates why extremely broadband bi-
photons are so desirable in Fourier-transform pulse shaping; for a given pulse-
shaper spectral resolution, the wider the bandwidth of /ðXÞ, the larger the number
of independent spectral features which can be programmed on the biphoton spec-
trum. As in classical pulse shaping, the ratio of total bandwidth to spectral reso-
lution provides a measure of the maximum complexity of the generated waveforms
[16], so high-bandwidth biphotons prove most amenable to spectral shaping.
However, unlike the classical case summarized in (13.1), the net transfer function is
the product of the complex filters applied to the signal and idler photons, evaluated
at each entangled frequency combination. Thus the filtering applied to the signal
can actually be undone by filtering the idler with the inverse; for example, even
when both photons are dispersively broadened individually, it is possible that
collectively their correlations remain unaltered, an effect known as nonlocal dis-
persion cancellation [27] and considered in more detail in Sect. 13.5.

The second class of experiments we examine here is essentially the Fourier dual
to the pulse-shaping arrangement above. A schematic of this general setup is
provided in Fig. 13.4b. Now the signal and idler photons are multiplied in the time
domain by the modulation functions msðtÞ and miðtÞ, and then the spectral corre-
lations are measured—i.e., the coincidences between two narrow frequency bins. In
the absence of modulation, the entangled state in (13.3) indicates that only fre-
quency pairs ðxs;xiÞ satisfying xs þ xi ¼ 2x0 will register coincidences; how-
ever, the presence of the modulators can introduce new frequency correlations,
quantified by the second-order cross-spectral density:

Hð2Þ x1; x2ð Þ ¼ W Êi �x2ð ÞÊs �x1ð ÞÊs x1ð ÞÊi x2ð Þ�� ��W� �
: ð13:7Þ

These operators are the Fourier transforms of those in (13.4), with negative- and
positive-frequency arguments signifying photon creation and annihilation, respec-
tively. Therefore Hð2Þðx1;x2Þ is proportional to the probability of detecting a
signal photon at frequency x1 and an idler at x2. Additionally, in the same fashion
as the temporal case, this correlation function can be decomposed into the modulus
squared of a biphoton spectral amplitude, denoted by hðx1;x2Þ:

hðx1;x2Þ ¼ hvacjÊsðx1ÞÊiðx2ÞjWi: ð13:8Þ

The effect of temporal modulation is to produce convolution in the frequency
domain, and in general the full expression for Hð2Þðx1;x2Þ in the arrangement of
Fig. 13.4b can become quite complicated. Yet if we restrict ourselves to the case in
which the biphoton correlation time is much shorter than the scale over which the
modulators vary, we can treat the inverse Fourier transform of /ðXÞ as an impulse,
giving for the biphoton spectrum
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hðDÞ ¼
Z

dtmsðtÞmiðtÞeiDt; ð13:9Þ

where we have neglected irrelevant overall constants and defined
D ¼ x1 þ x2 � 2x0, the deviation of the sum frequency from that of the nar-
rowband pump. In analogy with the spectral filtering case in (13.6), the effect of
signal and idler modulation is cumulative, with the potential for one modulator to
nonlocally cancel the other in the measured spectral correlation [28].

In the above arrangement, the signal and idler modulators are free-running in the
sense that they are not synchronized with photon emission times. As an alternative
for biphoton manipulation, also useful for temporal shaping, the detection of one
photon can be used to trigger modulation of the other. Figure 13.4c shows how an
experiment like this could work; detection of the idler photon prompts a voltage
signal to be applied to the signal modulator, and then the temporal correlation

function is measured. If Gð2Þ
0 ðsÞ represents the correlation function with no mod-

ulation, the modified function measured is [29]

Gð2ÞðsÞ ¼ jmsðsÞj2Gð2Þ
0 ðsÞ; ð13:10Þ

where, as before, msðsÞ is the complex modulation applied to the signal photon, but
now it is a function of the relative signal-idler delay s instead of some global time
variable, since modulation is triggered only by detection of the idler photon. While
causality limits modulator operation to delays satisfying s[ 0, this restriction can
be effectively mitigated by delaying the signal photon prior to modulation so that its
entire duration falls in positive delays. A similar capability is often tacitly exploited
in Fourier-transform pulse shaping as well; due to the physical delay of the pulse
shaper itself, superficially non-causal spectral filters can be implemented by simply
subtracting off the overall delay in defining the output time origin.

In the form of (13.10), one can view such manipulation as the shaping of a
heralded single photon—that is, a photon whose presence is announced through
detection of its entangled partner. We note that while the free-running modulator
setup of Fig. 13.4b requires biphotons with correlation times much shorter than the
modulation period for (13.9) to hold, this alternative detection setup relies on
biphotons with the opposite property—namely, correlation times greatly exceeding
the modulator period. Under this condition, the modulator can significantly alter the
shape of Gð2ÞðsÞ. Thus, just as broadband biphotons are optimal for Fourier-
transform pulse shaping in the setup of Fig. 13.4a, temporally long biphotons prove
advantageous for electro-optic modulation, as they maximize the number of inde-
pendent features which can be imprinted by the modulator. And so the theory here,
typified in (13.6), (13.9), and (13.10), has motivated several experimental tests of
Fourier-transform pulse shaping and high-speed electro-optic modulation of bi-
photon states—both well-established techniques in ultrafast photonics and optical
communications, but only considered in the quantum optics community within the
last decade.
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13.4 Biphoton Pulse Shaping: Important Experiments

13.4.1 Ultrafast Coincidence Detection

In the conceptual pictures of Fig. 13.4, we have envisioned correlating the pho-
toelectric pulses generated from two single-photon counters in order to determine
coincident photon arrivals. In the spectral measurement of Fig. 13.4b, such a
scheme poses no problems, for high frequency resolution is attainable with well-
chosen spectral dispersers; the timing resolution of the detector is not a limiting
factor. However, since most single-photon detectors suffer from timing jitters of
tens of picoseconds—or more—a realistic implementation of Fig. 13.4a is unable to
resolve biphoton correlations on the few- and sub-picosecond time scales. And
although there are several interesting examples of shaping experiments with such
slow detectors [30–32], the full potential of programmable pulse shaping is only
realized on the ultrafast time scale. This timing resolution problem permeates
classical optics as well, where correlation techniques based on nonlinear optical
interactions have facilitated high-resolution temporal measurements of ultrashort
pulses [14]. Borrowing from these ideas, one naturally hopes for a nonlinear pro-
cess at the single-photon level which would likewise provide sufficient temporal
resolution to characterize sub-picosecond biphoton correlations.

Such a technique has indeed been implemented: biphoton sum-frequency gen-
eration (SFG). In this process, signal and idler photons are mixed on a second
nonlinear crystal; with some small probability, temporally coincident photons can
then recombine and generate a new photon at the sum frequency [33]. Since only
photons that overlap within a femtosecond timescale can mix, the rate of upcon-
version in a properly designed crystal is proportional to the Glauber correlation
function, and so by sweeping the delay of the signal with respect to the idler,
Gð2ÞðsÞ is directly obtained. In this way SFG enforces temporal gating optically,
instead of electronically, thereby enabling huge improvements in timing resolution.

Unfortunately, since the interacting fields have extremely low intensities, the
efficiency of biphoton SFG is quite low, with a record upconversion rate of only
10−5 [26]. Yet such low efficiencies can be somewhat compensated by generating
an ultrahigh flux of entangled photons [33]. As a general rule, in order to observe
quantum mechanical effects, one must ensure that only a single biphoton is located
within a given detection window; otherwise, there will result spurious coincidences
in which the two detections actually correspond to different photon pairs. Since
photons from separate pairs are not entangled, the desired quantum correlations are
degraded. This limiting timescale for separate detectors—as in Fig. 13.4a—is
electronic in origin, which for 1-ns resolution, say, fixes the maximum biphoton
generation rate at *109 s−1. On the other hand, with ultrafast SFG which measures
the biphoton directly, we need only ensure that successive biphotons themselves do
not temporally overlap. With correlation times below 1 ps quite common, the
maximum allowable quantum flux can exceed 1012 s−1, permitting upconversion
rates that are easily detectable even at such low SFG efficiencies [33]. For more
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details regarding the conditions under which biphoton SFG accurately reproduces
the Glauber correlation function, the reader is directed to the theoretical develop-
ment in [34].

Accordingly, the first demonstration of successful biphoton SFG [33] provided
the necessary basis for biphoton pulse shaping, which itself was realized shortly
thereafter [35]. The original experimental setup is reproduced in Fig. 13.5a. Signal
and idler photons are emitted collinearly, with a prism sequence removing
remaining pump light and spectrally decomposing the biphoton; by placing a spatial
light modulator (SLM) in the path of the dispersed photons, the spectral phase of
the signal and idler can be programmably controlled. (Since signal and idler are
distinguished by frequency, both filters can be implemented on a single pulse
shaper.) The shaped biphotons are then recombined on a second nonlinear crystal,
and the SFG photons are measured by a single-photon counting module (SPCM).
Additionally, because a shift in time is equivalent to linear phase in the frequency
domain, the pulse shaper can also impose the relative photon delay, omitting the
need for a dedicated delay stage. This general Fourier relationship is readily derived
by considering the linear spectral phase filter HðxÞ ¼ exp½ixs� in (13.1), which
gives

EoutðtÞ ¼
Z

dxEinðxÞe�ixðt�sÞ ¼ Einðt � sÞ; ð13:11Þ

so that, indeed, the output field is simply a time-shifted version of the input. Thus
by applying similar linear phase terms to the pulse shaper, it is possible to directly
control the delay of one photon with respect to the other.

Figure 13.5b shows some results from this experiment [35]. With linear phase
swept on the pulse shaper, but no filtering otherwise, a narrow correlation peak is
found; by adding a p phase jump halfway through the signal spectrum, this single
correlation peak is transformed into a doublet. These seminal results represent the
foundation of biphoton pulse shaping, upon which subsequent researchers have
expanded with more sophisticated filtering or efficient detection.

Fig. 13.5 First demonstration of biphoton pulse shaping. a Experimental setup. b Shaping results.
In the left case, the pulse shaper sweeps the relative signal-idler delay, allowing measurement of a
narrow temporal correlation function. On the right, an additional p phase shift is added halfway
through the signal spectrum, turning this peak into a doublet (Images from [35])
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13.4.2 Additional Biphoton Shaping Experiments

The first demonstration of biphoton pulse shaping [35] utilized a relatively low-
resolution, phase-only pulse shaper, and succeeding work has focused at least in
part on enhancing these capabilities. In 2008, the first biphoton pulse shaper which
controlled both amplitude and phase was implemented [36]. One interesting con-
sequence of independent phase and amplitude control is the ability to simulate a
Franson interferometer [37]. In the typical Franson arrangement, signal and idler
photons are sent through separate Mach-Zehnder interferometers (MZIs), identical
except for phase shifts in their long arms, with coincidences recorded between one
output port of each MZI. If the relative delay between the long and short arms of
each MZI exceeds the single-photon coherence time, but not that of the original
pump, the single detector rates show no interference while the coincidence rate
does, due to the interference of indistinguishable quantum paths [38]. Yet because
an MZI represents a linear, time-invariant system, it can instead be implemented in
the frequency domain, by programming the associated amplitude and phase on a
pulse shaper, as first demonstrated in [36], indicating a new application of biphoton
shaping—namely, stable interferometer emulation. This basic setup was recently
employed for creating and characterizing frequency-entangled biphoton states with
programmable dimensions, through partitioning of the biphoton spectrum into
discrete bins with the pulse shaper [39].

Pulse-shaping capabilities were further broadened by our experiments utilizing a
high-resolution, commercial telecom pulse shaper based on liquid-crystal-on-silicon
technology [40]. In this work, we were able to demonstrate complex amplitude
coding for efficient verification of spectral entanglement, as well as additional
pulse-shaper impersonations of various interferometers [32]. Due to the ultrahigh
spectral resolution, much more complicated binning can be achieved; whereas
signal and idler were divided into up to four bins each in [39], length-40 amplitude
codes were readily demonstrated with the arrangement in [32]. In subsequent
experiments with this pulse shaper [41], we have also been able to demonstrate the
temporal Talbot effect with biphotons, in which a periodic correlation function is
replicated on propagating through discrete amounts of optical dispersion [42]; in
this example, the pulse shaper simultaneously creates and manipulates a periodic
correlation function through spectral amplitude and phase filtering. Although the
correlation trains generated in this way are limited in maximum duration by the
pulse-shaper time aperture (around 50 ps in this experiment), such an approach
nonetheless offers a means to yield periodic biphotons with extremely high and
tunable repetition rates, without the need for a stable optical cavity.

In parallel with these developments in Fourier-transform pulse shaping, electro-
optic modulation of biphoton sources was demonstrated first in 2008 [29], using a
setup similar in form to Fig. 13.4c. The generation process—based on the phe-
nomenon of electromagnetically induced transparency—produces biphotons with
long correlation times approaching a microsecond, well-suited for temporal mod-
ulation and direct measurement with electronic detectors. Accordingly, a range of
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temporal shapes for the heralded single photon were demonstrated, including
square, Gaussian, and exponential pulses. With slight modifications to this setup,
electro-optic modulation was also exploited to perform a Fourier-based measure-
ment of the temporal correlation function [43]. These examples, coupled with the
developments in Fourier-transform pulse shaping, provide just a sampling of the
unique potential of spectro-temporal biphoton shaping techniques. In the next
sections we give a more detailed discussion of two particularly interesting classes of
programmable shaping and modulation, which we hope will further highlight the
fascinating aspects of biphoton pulse shaping. The first, cancellation of dispersion
or modulation, emphasizes the truly nonclassical properties afforded by entangled
states; the second, biphoton coding, shows how these properties may be exploited
in quantum information. Both cases rely on a combination of classical techniques
and quantum attributes.

13.5 Detailed Example I: Cancellation of Dispersion
or Modulation

The possibility for nonlocal cancellation of dispersion—the spreading of broadband
pulses on propagation through a medium—was mentioned briefly in Sect. 13.3, as a
consequence of the combined effects of the signal and idler spectral filters. In
general, dispersion results from the variation of group velocity with frequency, so
that the spectral components of a short pulse travel through a dispersive medium at
different speeds, thereby separating on propagation and causing the pulse to spread.
Such spreading is closely related to the spectral phase imparted by the medium; if
we assume a phase-only transfer function of the form HðxÞ ¼ exp½iUðxÞ�, the
group delay (under our time-harmonic convention) follows via [16]

sðxÞ ¼ @U
@x

; ð13:12Þ

so that any variation of the spectral phase which is second order or higher in x
produces a frequency-dependent delay—i.e., the frequency components separate in
time. This concept extends to broadband entangled photons as well, ordinarily
causing the correlation function to spread. But as shown theoretically by Franson
[27], if the signal and idler photons travel through separate media with second-order
dispersion coefficients equal in magnitude but opposite in sign, the joint correlation
function is unaffected, even when the photons are arbitrarily far apart. Although some
aspects of this effect have been shown using electronic coincidence detection [44], it
was not until utilization of ultrafast biphoton SFG that dispersion cancellation could
be observed on a femtosecond scale [45]. With the variety of low-loss dispersive
media available, programmable pulse shaping is in no way required to exhibit this
effect; indeed, prism sequences alone proved sufficient in the first observation of
ultrafast dispersion cancellation [45]. However, these initial experiments considered
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only cancellation of second-order spectral phase, whereas control of higher orders
proves essential for compressing the correlations of ultrabroadband biphotons [46].
Cancellation of such arbitrary phase is virtually impossible with standard optical
media, but it is achievable with Fourier-transform pulse shaping.

The value of such programmable pulse shaping for high-order dispersion
compensation was first demonstrated on classical pulses. In one experiment [47], a
pulse shaper was exploited to achieve distortion-free transmission of an approxi-
mately 500-fs pulse through *50 km of single-mode fiber. Figure 13.6 shows the
results from this test; after propagation through the 50-km fiber link followed by a
matched dispersion-compensating fiber module, the pulse shows an additional tail
due to uncompensated higher orders, since the dispersion-compensating fiber
cannot simultaneously match all second- and third-order phase. But by inserting a
pulse shaper to apply third-order phase, the original bandwidth-limited pulse is
recovered. This example stresses both the importance of high-order dispersion
management and the difficulty in achieving it with standard optical materials and
components. Thus the experiments considering high-order dispersion cancellation
for biphotons can be viewed as quantum extensions of these classical tests, with the
fundamental difference that they can be achieved on separated photons.

To understand explicitly how arbitrary-order biphoton dispersion cancellation
ensues, we specialize (13.6) to phase-only filters HsðxÞ ¼ exp½iUsðxÞ� and
HiðxÞ ¼ exp½iUiðxÞ�, expressing each phase function as a Taylor series about x0:

Us;iðxÞ ¼
X1
n¼0

UðnÞ
s;i

n!
ðx� x0Þn: ð13:13Þ

Fig. 13.6 Using a pulse shaper to compensate for high-order dispersion. After propagation
through *50 km of single-mode fiber and the matched length of dispersion-compensating fiber,
the measured pulse is still distorted due to residual third-order spectral phase. Yet this is
compensated by the pulse shaper, retrieving the original *500-fs pulse (Result from [47])
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Under these conditions, the measured biphoton wavepacket is

w sð Þ ¼
Z

dX/ Xð Þ exp �iXsþ i
X1
n¼0

1
n!

U nð Þ
s þ �1ð ÞnU nð Þ

i

h i
X

( )
; ð13:14Þ

so that high-order dispersion cancellation is achieved whenever the signal-idler

expansion coefficients satisfy UðnÞ
s þ ð�1ÞnUðnÞ

i ¼ 0 for n ¼ 2; 3; . . .. [The n ¼ 0; 1
cases do not impact the overall shape of Gð2ÞðsÞ.] Interestingly, opposite signs of
dispersion give cancellation for even orders only, as odd orders instead require
identical phase coefficients to achieve compression. We note that this cancellation
behavior stands in stark contrast to dispersion compensation with classical pulses,
where all orders must be flipped in the compensating medium. Yet nonetheless this
biphoton cancellation condition can be understood intuitively as well. Because of
the spectral correlation shared by these entangled photons (the fixed sum frequency
of 2x0), each signal photon at x0 þ X is correlated with the idler at x0 � X, so that
we would naturally expect the correlation function to remain unchanged when each
of these signal-idler frequency pairs are delayed the same amount, that is, when

ssðx0 þ XÞ ¼ siðx0 � XÞ; ð13:15Þ

where here ss and si are the frequency-dependent group delays for the signal and
idler photons. And since these delays are related to the corresponding spectral
phases through the derivative operation of (13.12) (which flips the parity), can-
cellation should be achieved whenever the signal-idler spectral phases are anti-
symmetric with respect to each other:

Usðx0 þ XÞ ¼ �Uiðx0 � XÞ: ð13:16Þ

This equation leads immediately to the alternating-sign condition found previ-
ously through direct calculation of the biphoton wavepacket, justifying the validity
of this more heuristic interpretation.

Utilizing the pulse shaper from [32], we have been able to verify this fascinating
behavior for high-order spectral phase, making use of highly efficient periodically
poled lithium niobate waveguides for both SPDC and biphoton SFG [26]. The basic
setup mirrored that in Fig. 13.5a, although the prism sequence was replaced by
optical fiber and a fiber-pigtailed pulse shaper. The results for high-order dispersion
cancellation are reproduced in Fig. 13.7, showing examples for the orders
n ¼ 3; 4; 5. With the signal portion of the spectrum programmed with a particular
order of spectral phase, and nothing applied to the idler, a lowered and stretched
correlation function is measured (“signal dispersed” cases). Similarly, when the
complementary phase—equal in the odd-order cases and with a sign flip in the even
cases—is applied to the idler, but nothing on the signal, another dispersed wave-
packet is observed (“idler dispersed” cases). These results can be interpreted as
individually spreading one photon or the other. However, when both photons are
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dispersed simultaneously, the original narrow correlation function is recovered,
verifying complete cancellation (“both dispersed” cases). These pulse-shaping
experiments therefore not only improve understanding of arbitrary biphoton phase,
but also make significant strides in the quest for single-cycle biphotons—entangled
photons with correlation times equal to a single optical period [46]—for likely only
through improved control of high-order dispersion cancellation will single-cycle
compression be possible.

As alluded to in Sect. 13.3, the electro-optic modulation setup of Fig. 13.4b
permits realization of the Fourier dual to biphoton dispersion cancellation—namely,
nonlocal cancellation of modulation [28]. Specifically, considering equi-amplitude
sinusoidal phase modulation in (13.9), ms tð Þ ¼ exp id sinxmt½ � and
mi tð Þ ¼ exp id sin xmt þ að Þ½ �, yields the complex joint spectrum

h Dð Þ ¼
Z

dt exp iDt þ id sinxmt þ sin xmt þ að Þ½ �f g: ð13:17Þ

Thus the modulators completely cancel each other when driven out of phase
(a ¼ p). As in the case of dispersion cancellation, this result can also be given a
more intuitive footing. If we consider the general phase-modulation functions
ms;i tð Þ ¼ exp ius;i tð Þ

� �
, analogously to the definition of group delay in (13.12), one

can view the modulation as imparting a time-dependent instantaneous frequency
shift to each of the photons, defined via the relation

Dxs; iðtÞ ¼ � @us;i

@t
: ð13:18Þ

Because the arrival time of a given signal or idler photon is random, the actual
frequency shift is undefined prior to measurement. However, due to the strong
temporal correlation (fixing joint photon arrivals to time windows much smaller
than the modulator period), the frequency shift experienced by the signal photon
can be exactly cancelled by that imposed on the idler when
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Fig. 13.7 High-order dispersion cancellation results for a third-order, b fourth-order, and c fifth-
order spectral phase. In all cases, dispersing both photons recovers a narrow correlation peak,
whereas classical correlations would only broaden further (Plots adapted from [26])
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DxsðtÞ ¼ �DxiðtÞ; ð13:19Þ

leaving a single spectral correlation peak at the original pump frequency. For the
specific case of sinusoidal modulation considered here, this condition is satisfied by
signal-idler modulator functions which are p radians out of phase, as found pre-
viously. Accordingly, one can view cancellation of electro-optic modulation as
shifting signal and idler frequencies by equal and opposite amounts.

We note that, classically speaking, such modulation cancellation can only be
achieved locally. In one recent example [48] (which actually appeared after the
quantum experiment described below), this more limited form of cancellation was
employed to achieve high-speed temporal cloaking, or hiding of events in time
throughmanipulation of a probe beam.With a combination of sinusoidal electro-optic
phase modulation and dispersion, a monochromatic probe was converted to a pulse
train with intensity gaps; the event, intensity modulation, operated only in these gaps
and therefore had no impact on the probing field. Thus, subsequently propagating the
probe through matched dispersion and complementary modulation produced the
original continuous-wave field at the output, thereby hiding the event from an
observer. Importantly, in this classical case cancellation of phase modulation was
obtainable only by sending the same photons through complementary modulators,
whereas the version utilizing entangled photons can achieve cancellation on sepa-
rated photons, an example of one of the uniquely nonclassical properties of such states
of light.

An experiment demonstrating this quantum behavior was carried in the Harris
group [49]; the key results are depicted in Fig. 13.8. Recalling that D ¼ x1 þ x2 �
2x0 represents the deviation of the sum frequency from themonochromatic pump, we
see that with no modulators running, a sharp correlation at D ¼ 0 is observed, with
two additional sidebands appearing when only one photon is phase-modulated.
Switching on the second modulator in phase with the first widens the correlation
bandwidth even further, whereas running the second one 180° out of phase recovers
the original sharp spectral correlation, with no trace of modulation whatsoever. Taken
together, these dispersion and modulation investigations provide a solid foundation
for applying more sophisticated optical processing techniques to entangled photons,
an example of which is discussed in the next section.

13.6 Detailed Example II: Encoding and Decoding
of Biphoton Wavepackets

The previously described experiments with cancellation of polynomial spectral
phase or sinusoidal temporal modulation can be viewed as building blocks for a
wide range of complex coding schemes. For indeed, an arbitrary well-behaved
function can be expanded as a linear superposition of polynomials (Taylor’s the-
orem) or sinusoids (Fourier series), implying that many alternative phase
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combinations could also find application in biphoton manipulation. In particular, we
focus here on binary spectral or temporal phase sequences, common in optical
code-division multiple-access communications (O-CDMA) [50]. In the classical
spectral case, a code of 0 and p phases is imposed on the frequency spectrum of an
ultrashort pulse, which spreads and lowers the waveform in time; only by applying
the conjugate code is the original pulse recovered, thereby allowing users with
different codes to communicate over the same time-frequency space. In the Fourier
dual, the phase code is temporally modulated onto a narrowband optical signal,
spreading the frequency content; as before, the original narrowband message is
recovered by demodulating with the correct temporal code. This latter process is an
example of spread-spectrum communication, which has proven itself adept at
covert transmission and jamming resistance [51]. In this section, we describe two
experiments which extend these classical communication techniques to entangled
photons, showing how such quantum states can be “hidden” and “recovered” in
either time or frequency.

First we consider frequency coding and time spreading, which is based on
applying appropriate codes to a programmable pulse shaper. One particularly rel-
evant approach, developed for classical fields, utilizes narrowband SFG to correlate
phase codes applied on two halves of the optical spectrum. In this version of O-
CDMA, the sender applies a phase code to one half of the optical spectrum, say all
frequencies greater than x0; then the receiver applies another code to the lower half
(x\x0) and sends the field into a nonlinear crystal for SFG. If we denote the coded

Fig. 13.8 Spectral correlations of temporally modulated biphotons, for a no modulation, b one
photon modulated, c both photons modulated in phase, and d both photons modulated out of
phase. Proper phasing allows the frequency spreading of one photon to be canceled by modulation
of the other (Results from [49])
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spectrum by EðxÞ and assume that phase-matching permits all frequency compo-
nents to combine, the resultant SFG field at 2x0 is given by

ESFGð2x0Þ ¼
Zx0

0

dXEðx0 þ XÞEðx0 � XÞ; ð13:20Þ

which for a sufficiently flat input spectrum represents the inner product of the codes
applied to each half. Therefore, with codes chosen from an orthogonal family,
matched pairs give a high SFG yield, whereas mismatched codes ideally produce
nothing. Figure 13.9a provides a schematic of this coding process [52], with results
from an early experiment in Fig. 13.9b [53]. When the two codes are identical, a
strong upconverted signal is measured, with this dropping close to zero when the
codes are different.

In the above classical coding example, narrowband SFG is required to correlate
the two halves of the input spectrum; however, in the case of time-frequency
entangled photons, the desired spectral correlation is available automatically.
Examining the general biphoton shaping formula, (13.6), we observe that for /ðXÞ
roughly flat over signal and idler passbands, and at s ¼ 0, the biphoton wavepacket
represents nothing more than the inner product of the spectral filters HsðxÞ and
HiðxÞ, mathematically equivalent to the classical example of (13.20). Therefore, if
these filters are codes chosen from some orthogonal family (such as Walsh-Had-
amard codes), matched codes will give a correlation peak, whereas mismatched
codes will generate a null. Thus while the classical version requires some form of
spectral post-selection to ensure that only frequency components equally offset
from x0 can recombine, no such post-selection is necessary in the quantum version,
for the biphotons possess the requisite correlations intrinsically. This connection
between classical narrowband SFG and time-frequency entangled photons has also
been utilized to derive interesting (but limited) classical analogues of Hong-Ou-
Mandel interference [54, 55] and dispersion cancellation [56]. And so in this light,

Fig. 13.9 Classical spectral coding. a Schematic of the coding process, in which phase codes are
applied to each half of the optical spectrum, followed by narrowband SFG. b SFG output
measured for matched codes (top) and mismatched ones (bottom) (Image in a from [52] and that
for b from [53])
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our work on coding of entangled photons can be viewed as exploiting this con-
nection in the opposite direction; instead of looking for classical versions of
quantum phenomena, we have developed a quantum coding approach based on
ideas first developed classically.

An outline of how this biphoton coding process works is provided in Fig. 13.10a.
The signal half-spectrum of a temporally narrow biphoton is encoded with a sequence
of 0 and p phases, which spreads the correlation function and produces a null at s ¼ 0.
Then the idler is decoded by applying a secondHadamard code to the lower half of the
biphoton spectrum. If the codes match in the sense that they are symmetric about x0,
the original correlation peak is restored, but if they differ, Hadamard orthogonality
ensures that the correlation function instead remains spread with a zero at s ¼ 0. As
an aside, we note that this symmetric cancellation condition in no way contradicts the
general antisymmetric phase relation expressed in (13.16) regarding dispersion
cancellation, but rather is a result of the binary codes; for truly antisymmetric phase,
the p phase chips on the signal would need to be accompanied by �p chips on the
idler, but since �p phase is physically indistinguishable from þp, symmetric and
antisymmetric conditions are equivalent in this case.

With this coding approach, the biphoton can even be encoded and decoded
nonlocally, if the signal and idler are spatially separated, although in the proof-
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Fig. 13.10 Orthogonal spectral coding of entangled photons. a Schematic of the basic process, in
which the signal photon is encoded and the idler decoded; only when the codes match is the
ultrashort biphoton correlation recovered. b Experimental results for length-40 Hadamard codes,
confirming the conceptual picture in a (Images adapted from [57])
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of-principle demonstration discussed here, the photons are detected locally with
biphoton SFG. An experimental example with length-40 Hadamard codes is fur-
nished in Fig. 13.10b [57], using a setup identical to that in the previously discussed
high-order dispersion cancellation experiments [26]. When the signal is encoded
with a particular Hadamard sequence, the initially sharp correlation is temporally
spread. Applying the correct idler code then retrieves the original biphoton, aside
from a peak reduction due to scattering losses in the pulse shaper. On the other
hand, the wrong idler code yields a new, but still spread, biphoton state. These
results hint at the fascinating possibilities for complex spectral coding in quantum
cryptography, although there remain several key hurdles, addressed in Sect. 13.7.

An example of the Fourier dual, temporal phase coding, was demonstrated in
2010 [58]. This experiment employed extremely narrowband photons in order to
permit fractionally large spectral spreading with gigahertz modulators. Moreover,
although coding and decoding could indeed be implemented nonlocally with the
arrangement of Fig. 13.4b, the authors instead applied both modulators to the same
photon, with the entangled partner serving as a trigger for coincidence counting;
this can be viewed as a special case of Fig. 13.4c in which the net modulation mðsÞ
is the product of encoding and decoding modulators m1ðsÞ and m2ðsÞ. In this way
the signal photon is first temporally encoded with a pseudorandom sequence of
�p=2 phases, which frequency-spreads the 3.5-MHz photon to around 10 GHz.
Then a second modulator is applied, followed by a narrowband filter, before
detection. To guarantee a high probability of transmission, the second modulator
must undo the effects of the first one and restore the narrow photon spectrum;
otherwise, the filter will most likely reject the frequency-spread photon. This pro-
vides an interesting way to hide single photons.

To demonstrate this capability, Belthangady et al. injected a laser field—at the
same frequency and with a flux over 1000× that of the original photon—after the
first modulator but before the second. As shown in Fig. 13.11a, when both

Fig. 13.11 Hiding single photons. a With no temporal modulation, the single-photon field is
completely hidden by a much more powerful laser beam. b But when a temporal encoding and
decoding process analogous to classical spread spectrum is applied, the laser is rejected and the
characteristic shape of the single photon is recovered (Results from [58])
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modulators are turned off, the laser field dominates the coincidence counts, with no
evidence of time correlation. But when the modulators are turned on, the shape of
the hidden single photon is observed (Fig. 13.11b). This ensues because the photon
is frequency-spread by the first modulator and despread by the second, thereby
passing through the narrowband detection filter with ease; on the other hand, the
laser is transformed only by the second modulator, so its spectrum is spread right
before the filter and is therefore highly attenuated. As this experiment highlights,
even the thoroughly classical concept of spread spectrum can be applied to single-
photon signals.

13.7 Outlook

The examples of biphoton pulse shaping and modulation considered in this chapter
indicate the rapid development of this field, which over the last decade has suc-
ceeded in combining these classical technologies with quantum states of light.
Nonetheless, there remain several important avenues of research to bring these
proof-of-principle experiments to more applied specializations, such as secure
quantum key distribution (QKD). In some ways SFG, which proved essential in the
above demonstrations of biphoton pulse shaping, now sits as a hindrance to further
development. For by requiring signal-idler recombination, any experiments utiliz-
ing biphoton SFG are intrinsically ill-suited for QKD implementations, in which the
two communicating parties must obviously be spatially separated for any useful
application. Moreover, the use of SFG in the previous demonstrations of ultrafast
biphoton dispersion cancellation [26, 45] means that a fully nonlocal implemen-
tation—in which both photons are measured on separated detectors—has not been
realized with such high timing resolution. It is therefore desirable to find alternative
high-time-resolution detection methods which could observe these effects nonlo-
cally. Pending further improvements in single-photon detector jitter to the pico-
second level [59], methods based on single-photon mixing with ultrashort [60] or
chirped [61] classical pulses seem particularly promising, and so nonlocal gener-
alizations of ultrafast dispersion cancellation and orthogonal coding may be pos-
sible with such techniques, although they have yet to be demonstrated.
Furthermore, high-dimensional time-frequency QKD protocols based on dispersion
[62] or temporal modulation [63] have recently been proposed, and it would be
interesting to investigate how sophisticated biphoton control could be exploited to
realize these schemes in practice.

In fact, it is their potential as information carriers that has motivated much of the
previous work on biphoton pulse shaping, and so here we briefly discuss some of
the basic ideas behind time-frequency entanglement for QKD. Such correlations
prove particularly promising for key distribution in fiber networks, as they are well-
preserved through long propagation distances and can generate multiple bits of
information per biphoton. A rough schematic of how this process could work is
provided in Fig. 13.12. Signal and idler photons produced through SPDC are sent to
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Alice and Bob, respectively, who measure randomly either the arrival time or
frequency of their received photon. Due to the strong spectro-temporal entangle-
ment, measurements in the same basis produce highly correlated results, so by
dividing frequency and time into discrete bins, it is possible to construct a secret
key through measurements on successive biphotons. And since results in two dif-
ferent bases are uncorrelated—as time and frequency are Fourier conjugates—the
presence of an eavesdropper is revealed by publicly comparing some subset of the
measured bits and looking for an increased error rate.

The expanded information potential resulting from high-dimensional entangle-
ment can be quantified through the Schmidt decomposition [64, 65], in which the
biphoton spectrum is expressed as a sum of factorable two-photon states. Roughly
speaking, the number of modes with non-negligible coefficients can be estimated by
the Schmidt numberK [65], a slighlymore rigorousmeasure of entanglement than the
bandwidth ratio discussed briefly in Sect. 13.3. The largerK is, the greater the amount
of information obtainable from the biphoton. As a reference, we note that the ide-
alized biphoton state of (13.3) with a perfectly monochromatic pump has K ¼ 1; in
reality, the finite linewidth of our pump drops our realistic estimate of K to several
million or so. Yet actually extracting this information potential can prove extremely
difficult. For example, in our experiments [57], the maximum number of frequency
chips is limited by the 10-GHz spectral resolution of the pulse shaper—not the*200-
kHz pump linewidth. Similar behavior has been shown for time binning [66] and
orbital angular momentum [67], in which there were observed maximum dimensions
beyond which the secure information capacity dropped. The ability to optimize both
the intrinsic and practical information potential of biphoton states will prove essential
in the experimental development of high-dimensional QKD.

Interestingly, electro-optic modulators have already been proposed for imple-
menting a time-frequency QKD system [63]. Conceptually, the protocol matches
Fig. 13.12; however, instead of directly measuring the time variable with a single-
photon detector, the authors propose to use a second spectrometer preceded by a
time-to-frequency converter. In this fashion, the arrival time of each photon is
converted to a particular frequency, so that a wavelength measurement is equivalent
to a temporal measurement. The time-to-frequency converter itself consists of a
dispersive element and an electro-optic phase modulator. An advantage of this
approach is the improved timing resolution over simple avalanche photodiodes; a
disadvantage is the increased dark count rate due to utilization of a detector array in

Idler Signal 

SPDC 

Time

Frequency 

Time 

Frequency Alice Bob

Fig. 13.12 Schematic of time-frequency QKD with entangled photons. Alice and Bob measure
either the arrival time or frequency of their respective photons, using results with the same bases to
construct a secure key
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the spectrometer. As might be expected, the Fourier dual to this approach has the
reverse advantage/disadvantage relationship; as proposed in [62], the spectrometers
in the setup of Fig. 13.12 can be replaced by two frequency-to-time converters
(highly dispersive elements) with opposite signs of dispersion, followed by single-
photon detectors. Thus if both photons are measured in the dispersed-time basis, the
dispersion cancellation effect described in Sect. 13.5 ensures that their arrival times
are still synchronized. Intuitively, the connection with a frequency measurement
can be understood by the fact that dispersion cancellation is itself a consequence of
narrowband spectral entanglement. Although Fourier-transform pulse shaping was
not explicitly considered in this proposal—and admittedly, pulse shapers cannot
apply dispersions as large as other optical devices such as fiber Bragg gratings—the
basic idea does lend itself to such pulse shaping. In fact, it would be interesting to
consider how the spectral coding demonstrated in [57] could be used for similar
time spreading and despreading in a form of code-based time-frequency QKD.

And so while experiments up to this point have already revealed new insights
into the behavior of entangled photons, numerous opportunities remain unrealized,
particularly in the context of quantum cryptography. Thus we expect the next
decade to witness even more advances in biphoton pulse shaping; we have only
begun to scratch the surface of the potential within such entangled quanta, and
technologies developed in classical optics will no doubt continue to find unantic-
ipated uses in the quantum regime.
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Chapter 14
Harnessing Nonlinear Optics
for Microwave Signal Processing

David Marpaung, Ravi Pant and Benjamin J. Eggleton

Abstract Harnessing nonlinear optical effects in a photonic chip scale has been
proven useful for a number of key applications in optical communications.
Microwave photonics (MWP) can also benefit from the adoption of such a tech-
nology, creating a new concept of nonlinear integrated microwave photonics. Here,
we look at the potential of using nonlinear optical effects in a chip scale to enable
RF signal processing with enhanced performance. We review a number of recent
results in this field, with particular focus on the creation of frequency agile and high
suppression microwave bandstop filters using on-chip stimulated Brillouin scat-
tering (SBS). We also discuss the future prospect of nonlinear integrated MWP to
enable a general purpose, programmable analog signal processor, as well as com-
pact, high performance active microwave filters with enhanced energy efficiency.

14.1 Microwave Photonics

Microwave photonics (MWP) is a field that deals with the use of optoelectronic
devices and systems for enhanced radio frequency (RF) signal manipulation,
including the generation, distribution, processing, and analysis of high-speed
microwave signals [11, 44, 45, 53]. MWP technologies have also enabled various
functionalities which are not feasible to achieve only by traditional microwave
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techniques, such as the generation of ultra-wide bandwidth waveforms, or filtering
with reconfigurable shape and central frequency.

The basis of any MWP system is a so-called MWP link [16–18]. This link
consists of a modulation device to convert RF signals to modulated optical signals
(E/O conversion) connected by an optical fiber to a photodetector that restores the
RF signal back from the optical domain (O/E conversion), as shown in Fig. 14.1a
The majority of MWP links employ intensity modulation-direct detection (IMDD)
scheme, with a high speed electro-optic modulator (EOM) as the modulation device
and a p-i-n photodiode as the detector.

Initially, the main use of MWP links was to replace long-length coaxial-cable
links which were very lossy for high RF frequencies. Optical fibers offer low
attenuation for virtually any microwave frequency, as well as massive weight
reduction, increased flexibility, and immunity to electromagnetic interference
(EMI). Subsequently, more efforts were directed to use these links to process the
modulated RF signals beyond only signal transport. This was the birth of MWP
systems, which established by means of adding functionalities between the two
conversions, i.e. signal processing in the optical domain (Fig. 14.1b).

MWP has a wide range of applications in the processing of high speed RF
signals. The generation of high purity microwave signals and high complexity ultra-
broadband waveforms are the latest development in MWP. The main attraction for
signal generation using MWP technique is the large frequency tunability and the
potential of reaching very high frequencies (up to the THz region) using relatively
simpler technique compared to the traditional microwave/electronic approach.
Moreover, the distribution of such high frequency signals using extremely low-loss
optical fibers is also attractive, which would have been very lossy using coaxial

RF in RF outModulation
Device

Photodetector

RF in RF out
Modulation

Device
Photodetector

Optical Fiber

(a) 

(b) Functionalities
- time delay
- phase shift
- filtering
- frequency 
  conversion
- etc.

Fig. 14.1 Schematics of a an MWP link and b a simple MWP system. The MWP link basically
consists of a modulation device for E/O conversion and a photodetector for O/E conversion. Such
an MWP link with added functionalities between the conversion will make an MWP system. From
[28]
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cables [43]. For waveform generations MWP techniques offer broad bandwidth
and the full reconfigurabilities of the phase and amplitude of the RF waveforms
[21, 54].

For microwave signal processing, MWP techniques have enabled filtering
[12, 31], tunable true time delay [41, 55, 61] and wideband phase shifting of
microwave signals [8, 15, 23]. The MWP concept added value are the operation
bandwidth and the potential of fast and agile reconfigurabilities of these function-
alities. Combining these basic functionalities lead to the realization of MWP pro-
cessors for optical beamforming and phase array antenna systems [30, 34, 60].

14.1.1 MWP System Performance

To achieve optimum functionalities from MWP systems, the underlying MWP link
needs to reach sufficient performance, which is limited by the losses, noise, and
nonlinear distortions introduced by the E/O and O/E conversions [17]. Their per-
formance can be described by a set of parameters, namely the link gain, the noise
figure, the intercept points, and the spurious-free dynamic range (SFDR) [16, 18].

The link gain describes the RF to RF power signal transfer in the MWP link or
system. Due to the limited conversion efficiencies in the modulation device and
photodetector, it is common that the MWP link shows negative link gain in the
decibel scale, i.e. a net loss. For externally modulated MWP link, the link gain is
proportional to the square of the modulated optical power. Thus, a common tech-
nique to improve the link gain is to pump more optical power to the EOM. The
technique has been effectively used to demonstrate MWP links with net gain (i.e.
positive link gain) instead of loss, where the value as high as +44 dB has been
demonstrated [49].

The noise figure (NF) is a useful metric that measures the signal-to-noise ratio
(SNR) degradation in the system, expressed in decibels. The noise figure is pro-
portional to the total noise power in the link, and is inversely proportional to the
link gain. The total link noise is usually dominated by laser relative intensity noise
(RIN) and the photodetector shot noise. State-of-the-art MWP links can exhibit NF
below 10 dB [1, 29], which can be achieved using an ultra-low half-wave voltage
EOM in the order of 1 V, and a very high input power.

The E/O and O/E conversions in the MWP link also add nonlinear distortions to
the output RF signal. Due to the nonlinear response of the link (i.e. components like
the EOM or the photodetector), input RF tones will generate new frequency
components called the intermodulation distortions (IMDs). The second-order
intermodulation (IMD2) is generated due to the quadratic nonlinearity in the link
and the frequency components appear at the sum and the difference of the modu-
lating frequencies, while the third-order intermodulation (IMD3) is generated by
cubic nonlinearity in the link and appear at the sum and the difference of twice of
one frequency with the other frequency.
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The figure of merit that incorporates the effect of noise and nonlinearity in the
MWP link is the spurious-free dynamic range (SFDR). The SFDR is defined as the
ratio of input powers where, on the one hand, the fundamental signal power is equal
to the noise power and, on the other hand, the nth-order intermodulation distortion
(IMDn) power is equal to the noise power. In terms of output powers, this can be
interpreted as the maximum output SNR that can be achieved while keeping the
IMDn power below the noise floor. The SFDR generally governs the lowest and the
strongest signal power that can be accommodated in the link.

14.1.2 Integrated Microwave Photonics

For the last 25 years, MWP systems and links have relied almost exclusively on
discrete optoelectronic devices and standard optical fibers. These configurations are
bulky, expensive and power-consuming while lacking in flexibility. A second
generation of MWP systems, known as integrated microwave photonics (IMWP)
[28], aims at the incorporation of MWP components/subsystems in photonic inte-
grated circuits. With photonic integration, one can achieve a reduction in footprint,
inter-element coupling losses, packaging cost as well as power dissipation.

IMWP clearly promises a number of advantages compared to conventional fiber-
based approach. The potential of integrating a number of different signal processing
functionalities in a single chip will lead to significant reduction in size, weight,
power consumption, and cost. Moreover, the ability to integrate various functions
like modulation, passive signal processing, and detection in a single chip will lead
to reduction in insertion losses, which is the key for MWP signal processor to
compete with RF signal processor in terms of performance.

14.1.3 Nonlinear Integrated Microwave Photonics

Thus far, IMWP has largely been limited to linear optical processing. It is inter-
esting, however, to examine the potential of nonlinear optics in integrated platform
for microwave signal processing. Optical nonlinearities (e.g., v 2ð Þ and v 3ð Þ [2], such
as sum and difference-frequency generation (SFG/DFG), cross-phase modulation
(XPM), degenerate/non-degenerate four-wave mixing (FWM), and stimulated
Brillouin scattering (SBS), are suitable candidates for MWP signal processing. In
the context of optical signal processing, these nonlinear optics effects have effi-
ciently been harnessed, both in fibers and in integrated devices, for a number of
functionalities such as all-optical delay [35, 47], all-optical switching and multi-
plexing [20], and wavelength multicasting [52].

Here, we look at the potential of harnessing nonlinear optical effects in a chip
scale to enable RF signal processing with enhanced performance. As an example,

452 D. Marpaung et al.



we focus on stimulated Brillouin scattering (SBS) for MWP signal processing,
namely for frequency agile and high suppression microwave bandstop filters,
continuously tunable phase shifter, and tunable slow light delay lines.

14.2 Stimulated Brillouin Scattering

Stimulated Brillouin scattering (SBS) is a third-order optical nonlinearity, which
results from three way interaction between light and acoustic vibrations in the
medium. The process is characterized by the inelastic scattering of a pump beam
from an acoustic vibration in the medium to generate a Stokes wave [2]. For the
pump-probe configuration, the SBS process leads to a gain resonance centered at
the Stokes frequency where the width of the resonance is determined by the phonon
lifetime sp

� �
. Typical phonon lifetime in commonly used optical materials is 10 ns,

which results in narrow resonance bandwidth 1=sp
� �

of tens-of-MHz. The band-
width of the SBS resonance, however, can be controlled by tailoring the pump
profile, enabling broadband (GHz) gain response. The Brillouin scattering process
can therefore provide wide bandwidth tunability, ranging from MHz to GHz.
Further, the centre frequency of the gain resonance can be tuned by tuning the
pump frequency xp, which enables SBS gain realization at any wavelength.

The flexibility of tailoring the SBS process parameters has enabled a number of
applications in MWP [39], including tunable delay lines [14, 35, 38, 47], phase
shifters [15, 23], and filtering [9, 26, 32, 51, 56, 57]. In the SBS process, a signal
centered at the Stokes frequency experiences gain whereas absorption resonance
occurs for a signal centered at the anti-Stokes frequency. Both the gain and
absorption resonance exhibit a phase response, obtained using the Kramers-Kronig
relation, which can be used to realize slow light induced tunable delay and also to
control the phase of a signal. The stimulated Brillouin scattering process is therefore
emerging as a potential platform for microwave photonics, having been utilized in
long length (�km) optical fibers for a number microwave applications. Integrated
MWP signal processing however, requires on-chip realization of SBS [40].

14.2.1 On-Chip SBS

Recently, on-chip SBS was demonstrated using a travelling wave geometry in a
photonic-chip fabricated using chalcogenide (As2S3) glass. Chalcogenide glasses
are known to have large refractive index, which results in large nonlinearity [20].
The strong confinement of the optical and acoustic modes (see Fig. 14.2) in a
chalcogenide photonic-chip provides a small effective area and a large overlap
between acoustic and optical modes, which, when combined with large refractive
index of chalcogenide glass, resulted in large Brillouin gain coefficient and thus
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large Brillouin gain in a 7 cm long rib waveguide using moderate pump power
(�100 mW).

The measured frequency shift for the chip was mB ¼ 7:7 GHz, and the SBS gain
profile, measured in a pump-probe experiment, is plotted in Fig. 14.4 as a function
of frequency detuning from the Stokes frequency. It has a Lorentzian line shape,
with a full-width at half-maximum (FWHM) of 34 MHz. The narrow bandwidth of
the SBS resonance and the large dispersion associated with it is the key for enabling
a number of applications in microwave photonics.

14.3 Reconfigurable Microwave Filters Using SBS

RF filters are fundamental signal processing components that play a critical role in
determining the systems ultimate performance. The ultimate goal of a filter is to
improve the signal-to-noise ratio of the signal of interest either by rejecting
unwanted signals (i.e. band-stop filter) or by allowing only the desired signal to
propagate to the receiver (i.e. band-pass filter). To operate in the increasingly
crowded radio spectrum, RF receivers require frequency agility to operate in dif-
ferent frequency bands. A smart, reconfigurable filter that operates over a wide
frequency range is a critical technology to achieve this agility.

Photonic chip Optical mode Acoustic mode

(a)

(b)

Fig. 14.2 a Schematic of the chalcogenide photonic chip showing strongly confined optical and
acoustic modes, critical for realizing on-chip stimulated Brillouin scattering. b Measured gain
profile for the Stokes signal showing a Lorentzian response with narrow linewidth of 34 MHz.
From [40]
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The gain (absorption) responses of the SBS process can be used as a band-pass
(band-reject) optical filter, where the filter extinction depends on the G parameter.
Microwave photonic filters with shape reconfiguration and widely tunable pass-
band and notch have recently been demonstrated exploiting SBS in several km long
optical fibers [51, 56, 57]. While high-Q MWP filters (�1000) with wide tunability
(�120 GHz) and large extinction �40 dB were reported, the use of long lengths in
these demonstrations prohibits photonic integration.

Recently on-chip band-pass and band-reject MWP filters were demonstrated
exploiting SBS in a chalcogenide photonic-chip discussed in Sect. 14.2.1. For the
bandpass response, on-chip SBS gain was used to break the amplitude symmetry of

Fig. 14.3 aMeasured response of a photonic-chip based MWP bandpass filter showing wide filter
tunability of 2–12 GHz. From [9]. b Measured response of a photonic-chip based MWP notch
filter based on single sideband modulation and SBS absorption. From [32]
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the upper and lower side bands, obtained by phase modulating an optical carrier
with a radio-frequency (RF) signal (see Fig. 14.7). In the absence of SBS gain,
equal amplitude and p phase shift between the two sidebands causes destructive
interference at the microwave frequency on opto-electronic conversion, resulting in
no RF signal. By applying SBS gain, the part of the microwave spectrum that sees
the gain is filtered with the filtered spectrum having the shape and bandwidth of the
SBS gain profile. In [9], the MWP filter frequency was tuned from 2 to 12 GHz by
tuning the pump frequency (Fig. 14.3a) while maintaining stable amplitude (20� 2
dB) and 3 dB bandwidth (f3dB ¼ 23� 2 MHz).

Additionally, in the demonstration of Byrnes et al. [9], the 3 dB bandwidth and
filter shape factor S, defined as the ratio of the 20 to 3-dB bandwidth, were rec-
onfigured using pump profile tailoring. The 3-dB bandwidth and shape factor S
were improved from f3dB ¼ 20 MHz and S ¼ 3:5 for the single-pump case to
f3dB ¼ 40 MHz and S ¼ 2 for the dual pump configuration. For a photonic-chip
based MWP filter, an extremely large Q factor of 520 was obtained using the filter
response at 12 GHz.

As in the case of bandpass filter, SBS absorption can be used as a band-stop filter
to realize a notch response in microwave domain. Single-side band (SSB)

Fig. 14.4 Principle of a MWP notch filter using a single side band modulation and SBS
absorption b double side band modulation and SBS absorption and c double side band modulation
and SBS gain. From [26]
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modulation was used to encode the microwave signal to the optical domain, where a
SBS pump was used to create a band-stop response at the desired frequency. The
frequency of the notch was tuned by tuning the pump frequency. For this config-
uration, the depth of the notch depends on the pump power via the Brillouin
absorption parameter. A photonic-chip based MWP notch filter with a tuning range
of 28 GHz (see Fig. 14.3b) was realized using this scheme [32]. The measured
notch suppression of 19� 2 and 3 dB bandwidth (126� 7 MHz) in this demon-
stration showed good stability in the filter operation. Although MWP notch filter
based on SSB modulation and SBS operation in absorption regime provides an easy
to implement scheme, it is highly inefficient and it requires high loss for large
suppression, resulting in large power consumption. Achieving large suppression
(>60 dB) using SSB modulation scheme with on-chip SBS is therefore highly
inefficient.

Recently, a remarkable progress has been made regarding MWP tunable notch
filters based on SBS. A long standing problem in RF electronic filters is to achieve
wide frequency tuning simultaneously with high resolution filtering. For example,
state-of-the-art absorptive band-stop RF filters are capable of a high peak attenu-
ation (>50 dB) and high resolution (<10 MHZ 3 dB isolation bandwidth measured
from the passband) but have limited notch frequency tuning range in the order of
1.4 GHz [25]. MWP notch filters, on the other hand, are capable of multi-gigahertz
tuning, but are often limited in peak attenuation (<40 dB) and resolution (gigahertz
bandwidth instead of tens of megahertz). This limitation stems from the traditional
way of implementing notch filters using SSB modulation and an optical filter. In
this scheme, the resolution and peak suppression of the MWP filter are limited by

Fig. 14.5 a Experimental results of the MWP notch filter bandwidth tuning achieved by means of
tuning the SBS pump power. b Experimental results of ultra-wide frequency tuning of the MWP
notch filter, preserving a narrow isolation bandwidth of 13 ± 2 MHz and ultrahigh rejection of
60 ± 2 dB. From [26]
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those of the optical filter. Unfortunately, for some optical filters, there is a trade-off
between resolution and peak suppression. Hence, the resolution and peak sup-
pression of these MWP filters cannot be optimized simultaneously.

In [26], a solution to this limitation was proposed in the form of a new class of
MWP notch filter that operates by a novel concept of optical sidebands coherent
control using an electro-optic (EO) modulator and an optical resonant filter. This
scheme allows the creation of an anomalously high rejection MWP notch filter from
virtually any kind of optical resonance, irrespective of its type (gain or absorption),
or its magnitude. Instead of SSB modulation, this scheme relies on double-side
band (DSB) modulation to control the relative amplitude and phase response of
both modulation side bands, as shown in Fig. 14.4. This amplitude and phase
control was achieved using a dual-parallel Mach-Zehnder modulator (DPMZM)
driven using a quadrature hybrid coupler. Voltage biases to the DPMZM modulator
were used to tune the phase and amplitude of the two sidebands. The amplitude and
phase response of an optical resonance, which can be passive e.g. ring resonator or
active e.g. SBS, was then used to make the amplitude of two side bands equal and
out-of-phase by p. The destructive interference between the signals obtained by
beating of two sidebands with the carrier results in anomalously large suppression.

Microwave photonic notch filters with large suppression (>60 dB) were dem-
onstrated by implementing this scheme using SBS resonance in optical fibers [26].
The filter provides large suppression (>60 dB) with wide frequency tuning
(�30 GHz), and wide bandwidth tuning from 10–65 MHz, achieved using optical
pump power tuning for both SBS gain and loss (see Fig. 14.5). For this scheme,
large suppression is achieved irrespective of the SBS gain or loss. The bandwidth of
the notch filter depends on the bandwidth of the SBS gain (loss). The SBS gain
(loss) bandwidth reduces (increases) with increase in the pump power. Bandwidth
tuning over a wide range can therefore be realized by varying the pump power.
Although excellent performance was achieved by exploiting SBS gain and loss, the
fiber-based demonstration is incompatible with photonic integration.

A widely tunable (≈20 GHz) microwave photonic notch filter with large sup-
pression (>55 dB) using on-chip SBS in combination with DSB modulation was
recently reported [24]. The 3 dB bandwidth of the notch was tuned from 31 to
77 MHz by varying the SBS gain parameter from 12.5 to 7.6 dB. In contrast to the
notch filter based on SSB modulation + band-stop response of the SBS process,
where a suppression of 55 dB would require a Brillouin gain of 55 dB (with a pump
power of 600 mW), this scheme realizes a notch depth >55 dB using only 0.8 dB of
gain (pump power of tens of mW), which results in highly efficient operation.

14.4 SBS Tunable Delay Line and Phase Shifter

Reconfigurable optical delay lines and wideband tunable phase shifters have pri-
mary importance in a number of MWP signal processing applications like optical
beamforming [30, 61], and MWP filtering. The simplest way for generating delay in

458 D. Marpaung et al.



the optical domain is through physical length of optical fibers. However, this can
become rather bulky. For this reason, integrated photonic solutions are used.

14.4.1 On-Chip SBS Tunable Delay Lines

SBS can be harnessed as tunable delay lines with flexible operation bandwidth and
wavelength. For the SBS process, the delay is given by:

Td ¼ gBPpL
AeffCB

; ð14:1Þ

where Pp is the pump power, Aeff is the effective mode area, CB is the full-width at
half-maximum (FWHM) linewidth of the Brillouin gain, L is the medium length,
and gB is the Brillouin gain coefficient. This suggests that the time delay can be
tuned by varying the pump power. Further, for a device that provides large gB and
small Aeff , large delay can be obtained using small power.

Many of the earlier SBS delay line demonstrations [14, 15] used silica based
optical fibers where small gB and large mode area Aeff , necessitated the use of long
length (≈km) to achieve large delay using small pump power (≈100 mW).

Recently, SBS based slow- and fast-light was demonstrated in a 7 cm long
chalcogenide photonic chip with a delay of 23 ns which was obtained using a gain
of 23 dB. This was obtained from a pulse delay measurement [38] for an input of
100 ns long nearly Gaussian pulse. For a 25 ns pulse, a pulse delay of nearly one
pulse width was obtained with a gain of 23 dB. Figure 14.6 show a comparison of
the measured delay with the theoretical delay calculated using (14.1), showing good
agreement between theory and experiments.

On-chip SBS enabled optically controlled continuously tunable delay is a step
towards realizing tap-delay based microwave photonic filters. The magnitude of the
delay can be varied from ps to ns range by tailoring the pump profile to vary the
SBS gain bandwidth [15].

14.4.2 On-Chip SBS Phase Shifter

Radio frequency (RF) phase shifters are a fundamental building block for analog
signal processors [8], and are widely employed in phased array antenna systems.
The characteristics of an ideal phase shifter include a continuously tunable, full-
360° phase shift, constant over a wide, multi-GHz frequency band. In addition, it is
desirable to have low insertion loss over the whole band of operation, with a flat
amplitude response across the entire phase tuning range. These specifications
however cannot be met by conventional electrical phase shifters, which can operate
over only a narrow frequency range, and cannot achieve continuous phase tuning.
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The most promising approaches for ultra-wideband phase shifter operation rely on
optical carrier processing [8, 15], in which a phase shift imparted on the optical carrier
is converted by square-law photodetection to a phase shift in the electrical domain,
with no theoretical electrical bandwidth limitations. In optical carrier processing, it is
highly beneficial to use a narrowband optical effect to shift the phase of the optical
carrier, since this does not affect the optical sidebands and as a consequence, does not
restrict the phase shifter to high-frequency operation. Due to its low threshold power
and narrow bandwidth, SBS is ideal for optical carrier processing.

In 2006, Loayssa and Lahoz [23] proposed a SBS phase shifter topology with
two SBS pumps at frequencies up and down-shifted from the optical carrier, as
shown in Fig. 14.7. The upper frequency pump will induce a gain response at the
carrier frequency, which will be exactly cancelled by the loss response induced by
the lower frequency pump. However, due to the profile of the SBS phase response,
the phase shifts introduced by the two pumps will not cancel, but will in fact add
up. In this way, the carrier amplitude will not be affected by the SBS process, while
the carrier phase will be shifted by twice the SBS phase response. Tuning of the
phase shift experienced by the carrier is achieved by changing the frequency of the
SBS pumps relative to the carrier.

Recently, SBS MWP phase shifter using the dual-pump technique was demon-
strated in a chalcogenide photonic chip [36]. The phase shifter exhibited a maximum
of 2.5 dB amplitude fluctuations as the phase was continuously tuned over the range
of 210° (Fig. 14.8). This results were achieved using 25 dBm of pump power.
Extension to a full 360° range can be obtained by increasing the pump power by
3.6 dB, or by reducing the insertion loss of the photonic hip by the same amount.

14.5 FWM and XPM for MWP Signal Processing

On-chip ultrafast Kerr nonlinearity has also been exploited in the context MWP
signal processing, for example for ultra-wideband (UWB) signal generation [48]
and reconfigurable multi-tap filtering [13]. In [48], Tan et al. combine the effects of
cross-phase modulation (XPM) and birefringence in an As2S3 rib waveguide to

Fig. 14.6 Comparison of the
measured and theoretical
tunable time delay from SBS
in a 7 cm chalcogenide
waveguide. From [38]
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generate polarity-inverted UWB monocycles with a single optical carrier. The high
Kerr-nonlinearity of ChG in a chip platform enables efficient XPM in a short length
of 7 cm. The combination of XPM and birefringence essentially acts as an all-
optical differentiator that converts a train of Gaussian pulses into a train of
monocycle electrical pulses after photo-detection process. Using this technique, Tan
et al. demonstrated the generation of a wide variety of UWB pulses, including
polarity-inverted monocycles and doublets. A key advantage in exploiting XPM
was the chirp erasure of the input optical pulses, because XPM depends solely on
the pulses intensity. Thus, shaped UWB optical pulses have a good tolerance to
dispersion over fiber and are more suitable for long-distance transmission in UWB
over fiber communication systems.

Recently, Chen et al. [13] have reported a step towards the integration of a
reconfigurable MWP filter concept in [30], by exploiting an FWM process in a
silicon nanowire, instead of using HLNF. The silicon waveguide (h ¼ 220 nm,
w ¼ 650 nm, length = 12 mm) was dispersion engineered to yield broadband

Fig. 14.7 SBS tunable MWP phase shifter using dual-pump SBS. The SBS magnitude responses
(dashed lines) cancel out at the carrier frequency, while the phase responses add up. From [37]

Fig. 14.8 Experimentally measured frequency response of the SBS phase shifter. a Magnitude
response with ±2.5 dB amplitude fluctuations. b Phase response with 210° continuous tuning
range. From [37]

14 Harnessing Nonlinear Optics for Microwave Signal Processing 461



FWM. They generated 2 idlers with measured conversion efficiency of −25 dB.
These wavelengths taps were then modulated and amplitude controlled using a
waveshaper. They used 4 km of single mode fiber (SMF) as the dispersive medium
required to generate time delay between the taps. They measured the response of a
4-tap MWP filter and demonstrated that the 12 mm silicon nanowire can be used to
replace 1 km of silica highly nonlinear fiber (HNLF) without compromising the
quality of the MPF response.

14.6 Future Directions

In this section we discuss the potential of nonlinear IMWP and identify two key
concepts that we believe will shape the field in the near future.

14.6.1 General Purpose Analog Processor

The exponential growth in bandwidth demand of radio communications has put
unprecedented challenges in the RF signal processing chain. Traditionally, strong
emphasis in such a chain is put on digital signal processing (DSP). However, for
increasing operating frequencies and larger bandwidths, a reliable analog signal
processor (ASP) that can match the flexibility of a DSP is desired [10, 25]. The aim
here is to create a robust analog signal processing engine, which can be flexibly
tailored in terms of group delay and amplitude responses, that works in millimeter
wave or terahertz frequency range where DSP based systems are inefficient or
inapplicable.

Due to its high bandwidth and potential reconfigurability, IMWP processor is an
attractive candidate for such a flexible ASP. However, current state-of the-art IMWP
processors were developed only for very specific tasks, for example beamforming
and filtering, frequency discrimination, or pulse shaping. Thus, there is a lack of
generality and multi-functionality of these processors. To emulate DSP, the IMWP
processor has to be application agnostic, multi-purpose and programmable.

The incorporation of optical nonlinearities in an IMWP processor will open up
the path towards a general purpose ASP. A large number of MWP signal processing
functions can be generalized as processing of a number copies of RF modulated
optical signals using reconfigurable optical filters. Nonlinear optical processes that
create new optical wavelengths such as FWM, SFG, or DFG are attractive candi-
dates for generating such signal copies. In fact, this concept of wavelength multi-
casting has recently been implemented for MWP signal processing techniques such
as channelization [5, 6] and reconfigurable filtering [50]. In the view of the general
processor, these wavelength copies will subsequently be processed by a reconfig-
urable optical filter. The typical signal processing tasks carried out by these filters
include tunable time delay, carrier phase tuning, and complex (amplitude and
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phase) filtering. These processed optical signals will then be recombined or directed
to separate dedicated outputs for a photodetection process.

The key challenge here is to create a monolithic photonic chip that hosts the
nonlinear optics for wavelength multicasting and the reconfigurable linear optical
filtering. Figure 14.9a depicts an illustration of a possible design of such a photonic
chip in Si3N4 technology [42]. The chip consists of three main sections: two long
spiral waveguides for wavelength multicasting and multiplexing based on cascaded
FWM processes, and a reconfigurable optical filter based on a network of ring
resonators that can be tuned using thermo-optics effect. This ring network might
host a mixture of all pass ring filters, add-drop rings, as well as Vernier (cascade of
non-identical) rings which have been recently exploited for tunable delay lines in a
multi-wavelength beamformer [58]. The programmability of the ring network will
allow the chip to be reconfigured in real time, to synthesize different responses
according to the user demand.

Other material platforms such silicon can also be good candidates to construct
this ASP. However, Si3N4 waveguides might be more suited for this purpose due to
the following characteristics: ultra-low propagation losses (≈0.1 dB/cm [59]) which
is very important for MWP systems, moderately high optical nonlinearity (10 times
of silica) [33] and free from nonlinear losses such as two-photon absorption (TPA)
and free-carrier absorption (FCA). On top of this, Si3N4 waveguides have shown
compatibility with efficient thermo-optics tuning and is a CMOS compatible
material. While silicon also ticks some of the boxes and successful wavelength
multicasting has been demonstrated in this platform [3], the propagation loss of a
typical SOI nanowires is relatively high (2–3 dB/cm) [4] and they suffer from TPA
and FCA. These losses might be prohibitive for creating an efficient nonlinear
IMWP processor.

Fig. 14.9 a Illustration of the envisioned general purpose analog signal processor architecture
combining ultrafast nonlinear optics for signal copies generation (for example wavelength
multicasting via on chip FWM) and reconfigurable linear optical filtering (for example Vernier
ring resonators tunable using thermo-optical tuning). b Possible implementations of high
performance RF notch filter using sideband cancellation and SBS hybrid/monolithically integrated
in a CMOS compatible photonic chip that consists of electro-optic modulator, tunable optical
coupler for pump tuning, a nanophotonic waveguide with high SBS gain, and a photodetector.
From [25]
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14.6.2 Highly Integrated Tunable RF Filter

Harnessing stimulated Brillouin scattering (SBS) in nanophotonic devices has
recently attracted significant interest due to its great potential for realizing tunable
slow light, narrow-linewidth laser, optical frequency comb, and RF photonic signal
processor in a compact footprint. Observation of SBS in a CMOS-compatible
platform has recently been reported in a hybrid Si-Si3N4 photonic/phononic
waveguide [46], but the amount of realized SBS gain was only in the order of 1 dB,
which is far from sufficient for any actual application. While high gain and power
efficient SBS nanophotonic devices are ultimately desired, elegantly harnessing the
low SBS gain from current on-chip low-power devices to function in real-life
applications represents a technological breakthrough.

As discussed previously, using the novel notch filter scheme one can create a
high performance RF notch with an ultra-high suppression using less than 1 dB of
on-chip SBS and very low a pump power. The ultimate goal for such filter is,
however, to integrate more functionalities in a single photonic chip, together with
the optical waveguides where SBS is induced. This vision in integration is illus-
trated in Fig. 14.9b.

The realization of this integrated notch filter can go through two different paths:
monolithic integration, or hybrid integration. Silicon for example, stands out as an
ideal platform for monolithic integration of this filter. The fact that high speed
modulators and photodetectors are readily available in silicon is, indeed, a big
advantage. However, thus far there is still no observation of SBS in silicon, due to a
number of effects such as acoustic mode leakage [19]. Thus, the realization of
monolithic integration of this SBS notch filter will depend strongly on the efforts in
efficiently inducing SBS in silicon, or other CMOS compatible materials. It is worth
to mention that monolithic integration can still be achieved with OFs other than
SBS, such as silicon ring resonators [27], or silicon integrated Bragg-gratings [7].

The hybrid integration route, on the other hand, has recently seen some
encouraging progress. hybrid integration of chalcogenide and lithium niobate
waveguides has recently been explored [22]. This is a very promising step to
combine currently two best materials for SBS on chip (chalcogenide) and high
speed electro-optic modulator (lithium niobate).

References

1. E.I. Ackerman, G.E. Betts, W.K. Burns, J.C. Campbell, C.H. Cox, N. Duan, J.L. Prince,
M.D. Regan, H.V. Roussell, in Proceedings of the IEEE MTT-S International Microwave
Symposium (IMS 2007) (Honolulu, HI, 2007) pp. 51–54

2. G. Agrawal, Nonlinear Fiber Optics, 3rd edn. (Academic Press, London, 2001)
3. A. Biberman, B.G. Lee, A.C. Turner-Foster, M.A. Foster, M. Lipson, A.L. Gaeta, K. Bergman,

Wavelength multicasting in silicon photonic nanowires. Opt. Express 18(17), 18047–18055
(2010)

464 D. Marpaung et al.



4. W. Bogaerts, P. De Heyn, T. Van Vaerenbergh, K. De Vos, S.K. Selvaraja, T. Claes,
P. Dumon, P. Bienstman, D. Van Thourhout, R. Baets, Silicon microring resonators. Laser
Photonics Rev. 6(1), 47–73 (2012)

5. C.S Bres, S. Zlatanovic, A.O.J. Wiberg, J.R. Adleman, C.K. Huynh, E.W. Jacobs, J.M. Kvavle,
S. Radic, Parametric photonic channelized rf receiver. IEEE Photonics Technol. Lett. 23(6),
344–346 (2011)

6. C.-S. Brès, S. Zlatanovic, A.O.J. Wiberg, S. Radic, Reconfigurable parametric channelized
receiver for instantaneous spectral analysis. Opt. Express 19(4), 3531–3541 (2011)

7. M. Burla, L.R. Cortés, M. Li, X. Wang, L. Chrostowski, J. Azaña, Integrated waveguide
Bragg gratings for microwave photonics signal processing. Opt. Express 21(21), 25120–25147
(2013)

8. M. Burla, D. Marpaung, L. Zhuang, C. Roeloffzen, M.R. Khan, A. Leinse, M. Hoekman,
R. Heideman, On-chip cmos compatible reconfigurable optical delay line with separate carrier
tuning for microwave photonic signal processing. Opt. Express 19(22), 21475–21484 (2011)

9. A. Byrnes, R. Pant, E. Li, D.-Y. Choi, C.G. Poulton, S. Fan, S. Madden, B. Luther-Davies,
B.J. Eggleton, Photonic chip based tunable and reconfigurable narrowband microwave
photonic filter using stimulated Brillouin scattering. Opt. Express 20(17), 18836–18845 (2012)

10. C. Caloz, S. Gupta, Q. Zhang, B. Nikfal, Analog signal processing: a possible alternative or
complement to dominantly digital radio schemes. IEEE Microwave Mag. 14(6), 87–103
(2013)

11. J. Capmany, D. Novak, Microwave photonics combines two worlds. Nat. Photonics 1(6),
319–330 (2007)

12. J. Capmany, B. Ortega, D. Pastor, S. Sales, Discrete-time optical processing of microwave
signals. J. Lightwave Technol. 23(2), 702 (2005)

13. L.R. Chen, J. Li, M. Spasojevic, R. Adams, Nanowires and sidewall Bragg gratings in silicon
as enabling technologies for microwave photonic filters. Opt. Express 21(17), 19624–19633
(2013)

14. S. Chin, L. Thévenaz, Tunable photonic delay lines in optical fibers. Laser Photonics Rev. 6
(6), 724–738 (2012)

15. S. Chin, L. Thévenaz, J. Sancho, S. Sales, J. Capmany, P. Berger, J. Bourderionnet, D. Dolfi,
Broadband true time delay for microwave signal processing, using slow light based on
stimulated Brillouin scattering in optical fibers. Opt. Express 18(21), 22599–22613 (2010)

16. C. Cox, E. Ackerman, R. Helkey, G.E. Betts, Techniques and performance of intensity-
modulation direct-detection analog optical links. IEEE Trans. Microw. Theory Tech. 45(8),
1375–1383 (1997)

17. C.H. Cox, Analog Optical Links: Theory and Practice (Cambridge University Press,
Cambridge, 2004)

18. C.H. Cox, E.I. Ackerman, G.E. Betts, J.L. Prince, Limits on the performance of RF-over-fiber
links and their impact on device design. IEEE Trans. Microw. Theory Tech. 54(2), 906–920
(2006)

19. B.J. Eggleton, C.G. Poulton, R. Pant, Inducing and harnessing stimulated Brillouin scattering
in photonic integrated circuits. Adv. Opt. Photon. 5(4), 536–587 (2013)

20. B.J. Eggleton, T.D. Vo, R. Pant, J. Schr, M.D. Pelusi, D.Y. Choi, S.J. Madden, B. Luther-
Davies, Photonic chip based ultrafast optical processing based on high nonlinearity dispersion
engineered chalcogenide waveguides. Laser Photonics Rev. 6(1), 97–114 (2012)

21. M.H. Khan, H. Shen, Y. Xuan, L. Zhao, S. Xiao, D.E. Leaird, A.M. Weiner, M. Qi,
Ultrabroad-bandwidth arbitrary radiofrequency waveform generation with a silicon photonic
chip-based spectral shaper. Nat. Photonics 4(2), 117–122 (2010)

22. J. Kim, W.J. Sung, O. Eknoyan, C.K. Madsen, Linear photonic frequency discriminator on
as2s3-ring-on-ti:linbo3 hybrid platform. Opt. Express 21(21), 24566–24573 (2013)

23. A. Loayssa, F.J. Lahoz, Broad-band rf photonic phase shifter based on stimulated Brillouin
scattering and single-sideband modulation. IEEE Photonics Technol. Lett. 18(1), 208–210
(2006)

14 Harnessing Nonlinear Optics for Microwave Signal Processing 465



24. D. Marpaung, B. Morrison, R. Pant, D.Y. Choi, S. Madden, B. Luther-Davies, B.J. Eggleton,
A tunable rf photonic notch filter with record 55 db suppression using sub-1 db on-chip
Brillouin gain. in Frontiers in Optics 2013 Postdeadline. Opt. Soc. A., p. FW6B.9 (2013)

25. D. Marpaung, M. Pagani, B. Morrison, B.J. Eggleton, Nonlinear integrated microwave
photonics. J. Lightwave Technol. 32(20), 3421–3427 (2014)

26. D. Marpaung, B. Morrison, R. Pant, B.J. Eggleton, Frequency agile microwave photonic notch
filter with anomalously high stopband rejection. Opt. Lett. 38(21), 4300–4303 (2013)

27. D. Marpaung, B. Morrison, R. Pant, C. Roeloffzen, A. Leinse, M. Hoekman, R. Heideman,
B.J. Eggleton, Si3n4 ring resonator-based microwave photonic notch filter with an ultrahigh
peak rejection. Opt. Express 21(20), 23286–23294 (2013)

28. D. Marpaung, C. Roeloffzen, R. Heideman, A. Leinse, S. Sales, J. Capmany, Integrated
microwave photonics. Laser Photonics Rev. 7(4), 506–538 (2013)

29. J.D. McKinney, M. Godinez, V.J. Urick, S. Thaniyavarn, W. Charczenko, K.J. Williams, Sub-
10-dB noise figure in a multiple-GHz analog optical link. IEEE Photonics Technol. Lett. 19
(7), 465–467 (2007)

30. A. Meijerink, C.G.H. Roeloffzen, R. Meijerink, L. Zhuang, D.A.I. Marpaung, M.J. Bentum,
M. Burla, J. Verpoorte, P. Jorna, A. Hulzinga, W. van Etten, Novel ring resonator-based
integrated photonic beamformer for broadband phased array receive antennas—part i: design
and performance analysis. J. Lightwave Technol. 28(1), 3–18 (2010)

31. R.A. Minasian, Photonic signal processing of microwave signals. IEEE Trans. Microw.
Theory Tech. 54(2, Part 2), 832–846 (2006)

32. B. Morrison, D. Marpaung, R. Pant, E. Li, D.-Y. Choi, S. Madden, B. Luther-Davies,
B.J. Eggleton, Tunable microwave photonic notch filter using on-chip stimulated Brillouin
scattering. Opt. Commun. 313, 85–89 (2014)

33. D.J. Moss, R. Morandotti, A.L. Gaeta, M. Lipson, New CMOS-compatible platforms based on
silicon nitride and Hydex for nonlinear optics. Nat. Photonics 7(8), 597–607 (2014)

34. W. Ng, A.A. Walston, G.L. Tangonan, J.J. Lee, I.L. Newberg, N. Bernstein, The first
demonstration of an optically steered microwave phased array antenna using true-time-delay.
IEEE Trans. Microw. Theory Tech. 9(9), 1124–1131 (1991)

35. Y. Okawachi, M.S. Bigelow, J.E. Sharping, Z. Zhu, A. Schweinsberg, D.J. Gauthier,
R.W. Boyd, A.L. Gaeta, Tunable all-optical delays via Brillouin slow light in an optical fiber.
Phys. Rev. Lett. 94, 153902 (2005)

36. M. Pagani, D. Marpaung, D.Y. Choi, S.J. Madden, B. Luther-Davies, B.J. Eggleton, On-chip
wideband tunable rf photonic phase shifter based on stimulated Brillouin scattering. in Proc.
OptoElectronics and Communications Conference (OECC), pp. 51–54 (2014)

37. M. Pagani, D Marpaung, B Morrison, B.J. Eggleton, Bandwidth tunable, high suppression rf
photonic filter with improved insertion loss. in CLEO: 2014, p. STu2G.7. Opt. Soc. Am.
(2014)

38. R. Pant, A. Byrnes, C.G. Poulton, E. Li, D.-Y. Choi, S. Madden, B. Luther-Davies,
B.J. Eggleton, Photonic-chip-based tunable slow and fast light via stimulated Brillouin
scattering. Opt. Lett. 37(5), 969–971 (2012)

39. R. Pant, D. Marpaung, I.V. Kabakova, B. Morrison, C.G. Poulton, B.J. Eggleton, On-chip
stimulated Brillouin scattering for microwave signal processing and generation. Laser
Photonics Rev. 8(5), 653–666 (2014)

40. R. Pant, C.G. Poulton, D.-Y. Choi, H. Mcfarlane, S. Hile, E. Li, L. Thevenaz, B. Luther-
Davies, S.J. Madden, B.J. Eggleton, On-chip stimulated Brillouin scattering. Opt. Express 19
(9), 8285–8290 (2011)

41. M.S. Rasras, C.K. Madsen, M.A. Cappuzzo, E. Chen, L.T. Gomez, E.J. Laskowski, A. Griffin,
A. Wong-Foy, A. Gasparyan, A. Kasper, J. Le Grange, S.S. Patel, Integrated resonance-
enhanced variable optical delay lines. IEEE Photonics Technol. Lett. 17(4), 834–836 (2005)

42. C.G.H. Roeloffzen, L. Zhuang, C. Taddei, A. Leinse, R.G. Heideman, P.W.L. van Dijk,
R.M. Oldenbeuving, D.A.I. Marpaung, M. Burla, K.J. Boller, Silicon nitride microwave
photonic circuits. Opt. Express 21(19), 22937–22961 (2013)

466 D. Marpaung et al.



43. J.E. Roman, L.T. Nichols, K.J. Wiliams, R.D. Esman, G.C. Tavik, M. Livingston, M.G. Parent,
Fiber-optic remoting of an ultrahigh dynamic range radar. IEEETrans.Microw. Theory Tech. 46
(12), 2317–2323 (1998)

44. A.J. Seeds, K.J. Williams, Microwave photonics. J. Lightwave Tech. 24(12), 4628–4641
(2006)

45. A.J. Seeds, Microwave photonics. IEEE Trans. Microw. Theory Tech. 50(3), 877–887 (2002)
46. H. Shin, W. Qiu, R. Jarecki, J.A. Cox, R.H. Olsson, A. Starbuck, Z. Wang, P.T. Rakich,

Tailorable stimulated Brillouin scattering in nanoscale silicon waveguides. Nat. Commun. 4
(2013). doi:10.1038/ncomms2943

47. K.Y. Song, M.G. Herráez, L. Thévenaz, Observation of pulse delaying and advancement in
optical fibers using stimulated Brillouin scattering. Opt. Express 13(1), 82–88 (2005)

48. K. Tan, D. Marpaung, R. Pant, F. Gao, E. Li, J. Wang, D.-Y. Choi, S. Madden, B. Luther-
Davies, J. Sun, B.J. Eggleton, Photonic-chip-based all-optical ultra-wideband pulse generation
via xpm and birefringence in a chalcogenide waveguide. Opt. Express 21(2), 2003–2011
(2013)

49. V.J. Urick, M.S. Rogge, F. Bucholtz, K.J. Williams, Wideband (0.045–6.25 GHz) 40 km
analogue fibre-optic link with ultra-high (>40 dB) all-photonic gain. Electron. Lett. 42(9),
552–553 (2006)

50. B. Vidal, J. Palaci, J. Capmany, Reconfigurable photonic microwave filter based on four-wave
mixing. IEEE Photonics J. 4(3), 759–764 (2012)

51. B. Vidal, M.A. Piqueras, J. Martí, Tunable and reconfigurable photonic microwave filter based
on stimulated Brillouin scattering. Opt. Lett. 32(1), 23–25 (2007)

52. A.E. Willner, O.F. Yilmaz, J. Wang, X. Wu, A. Bogoni, L. Zhang, S.R. Nuccio, Optically
efficient nonlinear signal processing. IEEE J. Sel. Top. Quantum Electron. 17(2), 320–332
(2011)

53. J. Yao, Microwave photonics. IEEE Photonics Technol. Lett. 27(3), 314–335 (2009)
54. J. Yao, Microwave photonics arbitrary waveform generation. Nat. Photonics 4(2), 79–80

(2010)
55. J. Zhang, A.N. Hone, T.E. Darcie, Limitation due to signal-clipping in linearized microwave-

photonic links. IEEE Photonics Technol. Lett. 19(14), 1033–1035 (2007)
56. W. Zhang, R.A Minasian, Widely tunable single-passband microwave photonic filter based on

stimulated Brillouin scattering. IEEE Photonics Technol. Lett. 23(23), 1775–1777 (2011)
57. W. Zhang, R.A Minasian, Ultrawide tunable microwave photonic notch filter based on

stimulated Brillouin scattering. IEEE Photonics Technol. Lett. 24(14), 1182–1184 (2012)
58. L. Zhuang, M. Hoekman, W. Beeker, A. Leinse, R. Heideman, P. van Dijk, C. Roeloffzen.

Novel low-loss waveguide delay lines using Vernier ring resonators for on-chip multi-λ
microwave photonic signal processors. Laser Photonics Rev. 7(6), 994–1002 (2013)

59. L. Zhuang, D. Marpaung, M. Burla, W. Beeker, A. Leinse, C. Roeloffzen, Low-loss, high-
index-contrast si3n4/sio2 optical waveguides for optical delay lines in microwave photonics
signal processing. Opt. Express 19(23), 23162–23170 (2011)

60. L. Zhuang, C.G.H. Roeloffzen, A. Meijerink, M. Burla, D.A.I. Marpaung, A. Leinse,
M. Hoekman, R.G. Heideman, W. van Etten, Novel ring resonator-based integrated photonic
beamformer for broadband phased array receive antennas—part ii: Experimental prototype.
J. Lightwave Technol. 28(1), 19–31 (2010)

61. H. Zmuda, R.A. Soref, P. Payson, S. Johns, E.N. Toughlian, Photonic beamformer for phased
array antennas using a fiber grating prism. IEEE Photonics Technol. Lett. 9(2), 241–243
(1997)

14 Harnessing Nonlinear Optics for Microwave Signal Processing 467

http://dx.doi.org/10.1038/ncomms2943


Chapter 15
Ultrafast Optical Techniques
for Communication Networks and Signal
Processing

Bhavin J. Shastri, John Chang, Alexander N. Tait,
Matthew P. Chang, Ben Wu, Mitchell A. Nahmias
and Paul R. Prucnal

Abstract Wireless communications, for data services in particular, have witnessed
an exponential growth, and wireless spectrum shortages necessitate increasingly
sophisticated methods to use spectrum efficiently. The backhaul of nearly all
wireless data networks is fiber-optic. Analog optical signal processing techniques,
or microwave photonics, provides an ideal platform for processing wireless infor-
mation before it is transported to data aggregation centers by fibers. It is in this
context that we present recent advances in optical signal processing techniques for
wireless radio frequency (RF) signals. Specifically, this chapter is devoted to the
discussion of photonic architectures for wideband analog signal processing,
including RF beamforming, co-channel interference cancellation, and physical layer
security. Photonics offers the advantages not only of broadband operation, but
reduced size, weight, and power, in addition to low transmission loss, rapid re-
configurability, and immunity to electromagnetic interference.

15.1 Introduction

The use of wireless communication is growing exponentially. In June 2012, more
than 5.6 billion subscribers had access to and were using a wireless device, nearly
80 % of the total world population of 7.02 billion [1]. By the end of 2017, more
than 90 % of the world’s population is expected to have access to mobile broadband
3G devices. This statistic demonstrates the importance of mobile wireless com-
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munication in the current decade and beyond. By the end of 2015, mobile traffic is
expected to double. Nearly 11 exabytes will be transmitted per month in 2016, more
than four times the quantity transmitted in the last 2 years. Mobile broadband,
growing with a compound rate of 80 %, is shaping to become one of the most
successful and fastest growing industries in history. This growth in the mobile
market has been spurred by two key factors: fast, powerful, and ubiquitous mobile
networking, and high-performance smartphones with a million-plus mobile appli-
cations [2]. The rapid shift from traditional headsets to smartphones has been
attributed to increased performance and lower energy consumption.

As wireless communication continues to grow, the radio frequency spectrum
will become increasingly scarce. The climb in the demand for smartphones and
faster, large-coverage next-generation mobile networks will be paralleled by a
demand for available bandwidth—but this demand comes with an equal increase in
wireless spectrum use. There will be two technological barriers that will result from
these increased demands: first, wireless spectrum is finitely limited and is con-
strained, and spectral efficiency use must be carefully managed as bandwidth begins
to grow. Second, a heavily saturated spectrum means interference from neighboring
devices and frequency bands could negatively impact data rates and signal
bandwidth.

One way of addressing both these escalating problems is through the use of
interference cancellation. Although noise-filtering and other post-processing
methods could reduce interference, a more effective technique would involve
cancelling interference directly in the radio frequency (RF) domain. This technique
reduces interference and increases bandwidth availability. As a result, the appli-
cation of RF interference cancellation could have a significant impact on the alle-
viation of overcrowding in the wireless domain.

Figure 15.1 shows a typical scenario seen by a wireless communication system
(such as a radar, for instance). There is a clear target, whose information we wish to
receive. Along with that information, however, is environmental clutter and other
interfering signals. Clutter results from the local environment, which can be
exacerbated by complex terrain or weather conditions. Noise and signals from other
sources also contribute to interference. Our goal is to design a system to extract a
target signal, or signal of interest (SOI), from this noise.

Adaptive arrays in electronics (Fig. 15.2) have been used to increase signal-to-
noise ratio (SNR) in the presence of dynamic interference and noise in wireless
communication systems since the 1960s and are a perfect solution for the problem
outlined above [3]. Arrays, instead of singular antennas, give the advantages of
higher gain (through multiple antennas), electronic beam forming (steering of the
beam-pattern without physical movement), and adaptive cancellation (by taking
advantage of beamforming capabilities). Because these adaptive arrays are both
tunable and easily reconfigurable, they are more reliable than conventional antennas
and can be used in multiple scenarios across different fields. However, electronic
systems suffer from two major deficits: beam squinting and limited bandwidth.
Beam squinting arises from the use of phase shifters, which degrades an antenna
array’s beam-pattern with frequency, resulting in different responses for signals of
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different frequencies. Bandwidth limitations result from the limited speed of elec-
tronic devices. This limits the use of electronic systems to narrow-band signals.
Furthermore, losses increase for electronic systems past 100 MHz, limiting systems
that wish to operate in the tens of GHz.

While wireless networks have seen a rapid increase their bandwidth capabilities,
optical networks have been popular for a decade and their capabilities greatly over-
shadow even the fastest wireless standard. Figure 15.3 compares wireless and optical
networks. Optical network growth follows that of wireless networks and is at least
10× faster at each step. Because of the inherent bandwidth superiority of optics,
wireless data is always aggregated and backhauled to data centers by the way of
optical networks. This serves as the perfect backdrop for an optical cancellation
system sandwiched in-between the wireless base stations and the optical backhaul
network. Wireless signals are modulated onto the optical domain and then directly
processed using a photonic cancellation system before being sent over an optical
network. This field is known as microwave photonics, which is an interdisciplinary
area that studies the interaction between microwave and optical signals [4].

Fig. 15.1 Typical clutter in wireless environment [5]

Fig. 15.2 a An antenna array uses phase information to detect the direction of arrival of an
incident wave. b Adaptive array coverage: a representative depiction of a main lobe extending
toward a user with null directed toward two co-channel interferers [3]
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Optical systems bring advantages inherent to the physics of photonics, which
include low loss, high bandwidth, immunity to electromagnetic interference (EMI),
tunability, and reconfigurability [5]. Most importantly, optical systems solve both
the beam squinting and bandwidth limitations of electronic systems. By using
optical delay lines, true-time delay (TTD) antenna arrays eliminate beam squinting
[4]. Electronic systems oftentimes use multiple pieces of equipment to cover a wide
bandwidth. In contrast, because photonic systems keep the signal in the optical
domain, they can utilize the tremendous bandwidth of optics (up to THz) to process
fast-varying RF signals without degrading bandwidth using a single set of optical
equipment. This gives optical systems savings in size, weight, and power (SWAP),
especially for situations where compactness and light weight are important (i.e.
aviation). Furthermore, optical interference cancellation in conjunction with optical
backhaul networks makes it possible to centralize signal processing in one shared
location. Centralization allows for equipment sharing, dynamic allocation of
resources, simplified system operation and maintenance [5]. Different operators can
share resources using the same optical backhaul network to minimize cost and
energy.

Microwave photonics filters (MPFs) are an alternative photonic technology and
have an enormous amount of bandwidth selectivity. They can be employed in
optical systems for either channel rejection or channel selection to cancel interfering
signals that are picked up by antennas [4, 6, 7]. Unique to photonics filters is the
rejection of signals in the optical domain using optical signal processing techniques.
MPFs can be tuned to cancel a selected frequency band across a large bandwidth
from MHz to hundreds of GHz [5, 8].

This chapter investigates an optical method for wireless interference cancellation
systems using optical signal processing techniques. We marry the field of adaptive
arrays and microwave photonics. Beam-steering is done by adaptive antenna arrays
with processing done all-optically by MPFs. By utilizing the broad bandwidth and

Fig. 15.3 Advances in wireless and optical capacity [1]
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high capacity of optics to address growing problems in mobile communication
market, we hope to create a photonic interference cancellation system with wide-
ranging impact, both economically and scientifically.

15.1.1 Scenario of Interest

This chapter is interested in a scenario with dynamically changing noise and
interference in the presence of a SOI. We assume that we have a receiver either in a
dense urban environment, such as in a mobile phone setting, or a crowded indoor
environment, such as in a WIFI network. We wish to follow a mobile transmitter as
it is broadcasting the SOI, so that its location, and possibly frequency, is constantly
changing. To make the problem even more challenging, we assume that we cannot
know anything about the SOI, other than its frequency, and have no information of
the content of this signal.

We make several additional assumptions: we must cancel an interfering signal to
receive the SOI. The SOI is much smaller in power than the interference. We also
lack knowledge of both the location and frequency of the interfering signal. The
interference is both dynamic and spontaneous, with multiple interferers appearing
and disappearing with shifting frequencies. We also do not know the relative power
or direction between the SOI and the interferers.

Since we are in a crowded environment (either urban or indoors), we can assume
high levels of dynamically changing noise. Transmitters and other users may appear
or disappear spontaneously and change locations, which is in addition to the
background noise that permeates throughout the wireless spectrum. Interference in
the form of multipath fading will be detrimental to signal quality. In the indoor
scenario, near-field signals dominate, with wavefronts that may not be planar or
uniform with respect to the receiver.

The problem requires a two-part solution. First, filters for both space and fre-
quency are required to rid the interference and noise from the SOI. Secondly, an
adaptive method is needed to quickly keep track of moving targets and rapidly
changing interference. However, we do not have access to either the SOI or the
interference and we cannot use a pilot signal. Unique to our scenario is that the
signal incident on the receiver—the input signal—is inaccessible and only a signal
processed by the filter is usable. This scenario nullifies the use of traditional
adaptive algorithms, which typically require pre-steering, training, or an input
signal. Multipath effects are also significant in a dynamically noisy environment,
which fluctuate and are highly unpredictable, preventing a device from distin-
guishing between the loss of signal (LOS) or some nth order multipath. As a result,
we cannot make traditional direction-of-arrival (DOA) estimates. Because broad-
band noise can fluctuate wildly in frequency and direction, stochastic gradient
method are also unusable; even if signals remain the same, no two measurements
will be the same as a result of noise. This chapter investigates solutions to the
scenario introduced above.
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We first discuss the basic theory of beamforming and the unique challenges of
broadband interference cancellation. Next, we present the requirements and chal-
lenges for building optical finite impulse response (FIR) filters, and review several
innovative MPF designs including optical tunable delays and weighting schemes.
We also review the state of the art optical beamformers recently proposed and
experimentally demonstrated in literature. Furthermore, we detail a highly scalable
photonic beamforming architecture designed for a particularly non-stationary,
interfering environment. Finally, we introduce a specific application for the pho-
tonic beamformer namely, physical layer security in optical backhaul networks.

15.2 Primer on Antenna Arrays and Beamforming

Antennas arranged in some physical geometry—array—exploit the spatial rela-
tionship between the antenna elements to either measure or manipulate the spatial
properties of RF signals which is also called beam steering. Typically, several
antennas are located with uniform spacing of scale similar to the frequency of
interest. If the signal source is far away from the antenna array, the beam can be
considered as a plane wave with a wavefront orthogonal to the direction of prop-
agation. This wavefront arrives at the antenna array at some angle, and as it
propagates across the array it impinges upon each antenna with a delay experi-
encing a phase shift. The delay is related to both the angle of incidence of the beam
and the physical layout of the array. The antenna array is able to resolve the signal’s
DOA by calculating the time differences between the responses of each antenna.
This information can then be used to steer the beampattern. A signal processor can
follow each antenna. The signal processor can be used to manipulate the signal in a
useful way; that is, to suppress interferers and enhance the SOI.

More formally, consider an array of M antenna elements arranged in an xy plane.
The DOA denoted by a monochromatic plane wave incident on the array is denoted
as h;/ð Þ where h is the elevation angle measured from the z axis and / is the
azimuth angle measured from the x axis. The received signal at antenna m is
transformed by the steering vector a h;/ð Þ given by

am h;/ð Þ ¼ e jxsm h;/ð Þ; m ¼ 0; 1; . . .;M � 1 ð15:1Þ

where x is the signal carrier frequency, sm is the time delay associated with antenna
m characterized by the array geometry. To implement beam steering, the array
elements are weighted and summed. The incident signal s tð Þ produces an output
signal y tð Þ

y tð Þ ¼ w � a h;/ð Þ � s tð Þ: ð15:2Þ

where w is the weight matrix vector which comprises of the complex coefficients
wm, and inner product w � a h;/ð Þ is called the array factor AF h;/ð Þ [9].
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To generalize, if the antenna array is receiving L signals s0 tð Þ; . . .; sL�1 tð Þ with
different DOAs h0;/0ð Þ; . . .; hL�1;/L�1ð Þ, then the M � L steering matrix is

A h;/ð Þ ¼ a h0;/0ð Þ. . . a hL�1;/L�1ð Þ½ � ð15:3Þ

and the system output is given by

y tð Þ ¼ wTA h;/ð Þ � s tð Þ: ð15:4Þ

If some of the signals are considered noise, the adaptive system becomes an
optimization problem over the space of the M antenna weights. The weights can be
chosen in such a way as to emphasize a signal coming from one direction while
attenuating signals from other directions.

Consider the linear and circular antenna arrays shown in Fig. 15.4 which we use
to illustrate the example of beam steering. The linear array consists of M antenna

(a)

(b)

Fig. 15.4 a Left Linear antenna array for beam steering. Phase difference is found from distance
csm. Right Response pattern of an unweighted linear array to a signal from different directions.
b Left A circular antenna array. Right Response pattern of an unweighted circular array
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elements equally spaced distance d apart arranged in a straight line along the y axis.
If the first antenna element has phase 0, then the time delay to antenna m can be
calculated by trigonometry to be

sm h;/ð Þ ¼ m
d
c
sin/ sin h ð15:5Þ

where c is the speed of light. The linear array with weights wm then has an array
factor

AF h;/ð Þ ¼
XM�1

m¼0

wme
jxmd

c sin/ sin h ð15:6Þ

which is comparable in form to the frequency response of an M-tap FIR filter:
F Xð Þ ¼ PM

m¼0 wme�jmX. Hence, selecting weights for a particular spatial response
is equivalent to selecting the weights of an FIR filter. The more popular circular
antenna array can steer a beam in any direction. Here, the M antenna elements are
arranged uniformly around a circle of radius r, with antenna 0 at / ¼ 0. If the
center of the circle has phase 0, then the time delay at each antenna element m is
given by

sm h;/ð Þ ¼ r
c
cos /� 2pm

M

� �
sin h ð15:7Þ

which gives a response of

AF h;/ð Þ ¼
XM�1

m¼0

wme
jxr

c cos /�2pm
Mð Þ sin h ð15:8Þ

15.2.1 Narrowband Beamforming

To use the antenna array to steer a signal, the complex weights at each antenna are
adjusted to achieve the desired response. In the case of a narrowband signal, the
weights can be simple phase shifts chosen to replicate a plane wave in the desired
direction. These weights are pure phase delays, and can be realized with analog
phase shifters attached to each antenna or with digital signal processing (DSP).
Such a system is known as a phased array. For steering a beam with the linear and
circular arrays, the weights are
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wm ¼ e�jxmd
c sin/ and wm ¼ e�jxr

c cos / � 2pm
Mð Þ; respectively: ð15:9Þ

Figure 15.5 illustrates an example of directional response of a steered circular
phase array. Phase shift steering provides control over the direction of the main lobe
which is centered on the look direction, but not over the relative placement of the
smaller side lobes on other directions or nulls which are the minima of the response;
signals from these directions are rejected by the array. To change the shape of the
response, variable weights are applied to the phase shifted signals as shown in
Fig. 15.6. An arbitrary phase shift is realized by adjusting the ratio between the
original signals and a quarter-shifted copy of the signal [10]: Du ¼ � arctan wm;1

wm;0
.

By controlling both the amplitude and phase of each antenna, this filter design
implements weights as complex numbers. The complex weight vector w can be
selected to solve the complex linear systems of (15.4) to achieve high gain of the
SOI and suppression of the interference signals. The equation can be solved for up
to M � 1 interference signals which means the null steering array of M antennas
can place up to M � 1 nulls [3]. If there are fewer than M � 1 interference signals,
the additional degrees of freedom can be used to refine the gain levels and shapes of
the side lobes. However, if there are more than M � 1 interference signals, then the
array cannot cancel them perfectly, but can still suppress them. In this case adaptive
algorithms can be used to find the optimal weight vector for the incident signals.
These standard optimization algorithms include gradient estimation, digital least
mean square (LMS), and asynchronous LMS [11].

Filtering using phase shifts is only effective for narrowband signals, where the
phase shift corresponds with the time delay between the antennas. For signals with
different frequencies, the time delay between the antennas s ¼ d=c is constant, but
the phase shift Dum ¼ xsm changes with frequency. A phased array therefore has a
different response for each frequency and this is referred to as beam squint [4]. As a
result, a broadband signal can get distorted after passing through the filter. To
receive signals in a broad spectrum, the phase shifts can be replaced with TTDs

Fig. 15.5 Directional
response of a circular phase
array steered to angle 0.
Power is depicted in linear
scale
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[12], as shown in Fig. 15.6b. A TTD can implement a phase shift greater than 2π for
some frequencies, as required by extremely broadband signals. Then the spatial
response is nearly the same for all frequencies.

Systems that use time delays for filtering are called delay-and-sum arrays.
Digital receivers can trivially shift input signals using hardware shift registers or
software signal processing. Optics is the perfect medium for creating TTD systems
for broadband signals. Since optical beamforming is based on using fiber optics or
other types of discrete optical components that already exist in current broadband
optical networks, they are by nature broadband. TTD filters work well for receiving
broadband signals, but they only filter in the spatial domain. For interference signals
at different frequencies, it would be useful to control the frequency response as well
—wideband beamforming. In this chapter, we will focus on photonic broadband
beamformers.

15.2.2 Wideband Beamforming

For wideband arrays, it is desirable to control not only the spatial response but also
the frequency response. To achieve an arbitrary frequency response, the weights wm

are replaced by linear filters hm tð Þ with frequency response Hm xð Þ. The combined
spatial and frequency of the system is the sum of the filtered array factors from
(15.8)

P x; h;/ð Þ ¼
XM�1

m¼0

Hm xð Þe jxr
c cos /� 2pm

Mð Þ sin h: ð15:10Þ

A signal whose frequency and direction of arrival falls near the peak of (15.8)
will be amplified whereas the one near null will be rejected by the filter. In the

(a)

(b)

Fig. 15.6 a A weighted phased array beamformer applies both phase shifts and amplitude weights
to alter the shape of the response pattern. b A delay-and-sum beamformer uses true time delays to
receive a wideband signal
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adaptive array proposed by Widrow et al. in 1967 [10], the filters were analog
tapped delay lines (TDLs).

TDL filters, also known as transversal filters [13], are the continuous-time
analogue of the well-known discrete-time FIR filter. As shown in Fig. 15.7, the
input signal is delayed by successive time intervals, called taps. These delayed
signals are then weighted and summed. For an N-tap filter with weights wn and a
constant delay Td between each tap, the output is given by

y tð Þ ¼
XN�1

n¼0

wn tð Þx t � nTdð Þ ð15:11Þ

and the frequency response is

H xð Þ ¼
XN�1

n¼0

wne
�jxnTd : ð15:12Þ

Note that both the frequency response of the TDL filter (15.12) and the spatial
response of the phase array (15.8) have a similar form to an FIR filter. Hence, in the
most general terms, the physical formation of the antennas provides spatial filtering
while the filters provide frequency filtering. By changing the weights of the FIR
filters, one can manipulate a beamformer to act as a spatial and frequency filter and
change the sensitivity of the beampattern to different frequencies and angles.
Mathematically, if an N tap filter is used for each of the M antenna elements in the
array, then there are MN total weights and delays in the system. The overall
response of the array is found by substituting (15.12) into (15.10):

P x; h;/ð Þ ¼
XM�1

m¼0

XN�1

n¼0

wm;ne
�jx nTd�r

c cos /�2pm
Mð Þ sin hð Þ: ð15:13Þ

The task of beamforming is to select the optimal set of MN weights to achieve
the desired shape of P x; h;/ð Þ. Figure 15.8 shows the simulation response of a

Fig. 15.7 Antenna array with
tapped delay line filters
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wideband 4-antenna, 8-tap circular beamformer. The beam pattern for a system with
SOI of 500 MHz at 90o and interferences at 900, 1000, and 300 MHz at 120o, −70o,
and 60o respectively demonstrates both the spatial filtering on the x-axis and the
frequency filtering on the y-axis. We notice that nulls occur at the interferers while
there is a peak at the SOI frequency and angle.

15.3 Microwave Photonic Filters

The previous section introduced the FIR filter as a TDL architecture. This section
details the requirements and challenges for building optical FIR filters. We also
review several innovative MPF designs including optical tunable delays and
weighting schemes proposed and experimentally demonstrated in literature.

Optical filters or microwave photonic filters, are photonic subsystems specifi-
cally designed with the objective of carrying out the same functions as those of
electronic or digital filters within the microwave range in an RF system or link [5].
The unique properties of MPFs offer many advantages, including high bandwidth,
low loss across the entire bandwidth, reconfigurability, and immunity to EMI. Thus,
there has been a considerable interest in the field of photonic signal processing for
microwave filtering applications. Traditional RF and electronic approaches cannot
practically handle wide bandwidths in the GHz range, whereas processing in the
optical domain takes advantage of the broadband capabilities of optical delay
schemes. Optical filters require only a single set of equipment to be able to cancel
across a huge band of frequencies. Consequently, optical systems can potentially
offer SWAP advantages, that is, savings through size, weight, and power. This is
particularly critical for field-tested military or aviation applications where size and
power are of key importance.

In this chapter, we are specifically interested in the possible application of MPFs
in photonic phased array antennas, where they can provide the capability of steering

Fig. 15.8 Simulated spatial
and frequency response of a
tapped delay line filter using
arbitrary weights
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without any physical movement, and offer the ability for precise spatial and fre-
quency control of broadband signals. The key-motivating factor is that MPFs are
easily tunable and reconfigurable in real time, allowing for filtering with adaptive
capability. One can leverage these properties when designing such a system.
Moreover, the field of photonic TTD units is essential for transversal, FIR filters (in
phased array antenna systems) as it allows for wide bandwidth signal processing
with little or no distortion or pulse broadening without being limited to a ‘design
frequency’. MPFs are the perfect optical complement for frequency filtering to the
spatial filtering of RF antenna arrays.

15.3.1 Requirements for MPFs

From (15.11), an FIR filter is also a TDL filter. In order to replicate the equation, we
need to be able to complete the same mathematical operations using optics. Each
tap of an FIR filter is a weighted delay—methods for optical weighting and optical
delay lines are necessary. The weighted delays are summed together to complete the
FIR filter, so an optical method of adding the symbols together is also needed. All
optical (and even analog) based filters require these three components: optical
weights, optical delay lines, and a summation method. Traditional optical fused
couplers are built specifically for the purpose of combining optical signals (and
their powers), and since they are used widely in any optical communication system,
we will focus on optical methods for delays and weights here.

Figure 15.9 shows a general reference layout of an MPF. In all optical filters, the
RF signal must be converted to an optical signal. Generally, a continuous-wave
(CW) laser source modulates the RF signal onto the optical domain using modu-
lators such as electro-optic modulators (EOMs) like the Mach-Zehnder modulator
(MZM), or electro-absorption modulators (EAMs). The optical signal is then fed

Fig. 15.9 General reference layout of a microwave photonic filter showing the relevant electrical
and optical signals [5]
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into a photonic circuit that delays and weights the signal on parallel taps and then
combines them with a fused coupler (or other method). The optical signal can be
converted back to an electrical signal using a photodetector.

15.3.2 Popular MPF Architectures

Many optical tunable delays and innovative weighting schemes have been proposed
and experimentally demonstrated in literature. We review some of the popular
techniques and present two unique MPF architectures.

Popular optical delaying techniques include filters that use fiber-Bragg gratings
(FBGs) to delay filter taps [14]. Delays are created by forcing the optical signals to
propagate along the FBG until reflected by a wavelength-specific grating. FBGs are
popular since a whole array can be fabricated onto a single piece of optical fiber.
Fiber delay lines have also been proposed for TTD in MPFs [15, 16], but are bulkier
than FBG-based delays when filter taps become large.

Fully tunable and programmable weighting using free space methods such as
spatial light modulators [17] and multi-port programmable wavelength processors
[18] have been demonstrated. Unfortunately, typical optical systems are generally
limited to positive tap coefficients, as light intensities are intrinsically “positive”.
Therefore, the shapes of their transfer functions are severely constrained and can only
be used to implement low-pass filters (LPFs). The addition of negative coefficients in
filter schemes allows for a practical filter with passband capabilities [5].

There are many ways to create negative optical weights. Recent advances in
negative coefficient weighting have used cross-phase modulation (XPM) in an
semiconductor optical amplifiers (SOA)-MZ interferometer [19] and self-wave-
length cross gain modulation (XGM) in an SOA [20], but are suitable only for
realizing a few taps. Another technique involves using multiple phase inversion in
an SOA-based XGM wavelength converter [21]. An innovative method involving
sinusoidal group delay gratings, which use FBGs to achieve positive/negative
weighting and delays was proposed in [22].

Weight and delay are ‘coupled’, and it is difficult to have freely tunable atten-
uation without affecting the delays. Other optical weighting schemes involve
polarization modulation and optical polarizers [19, 23]. While these approaches are
simple, scalable, and tunable, the method relies heavily on mechanical polarization
controllers, which cannot rapidly change the polarity of the taps (to sub millisec-
ond-length time).

Simpler techniques entail using the negative bias slope of MZM to π-shift the
output to create negative coefficients [24–27]. However, some techniques neces-
sitate using two MZMs, which can be bulky when scaled [24]. Others using one
MZM rely on the dependence on wavelength but positive and negative coefficient
outputs are of different power. A novel technique using a specially designed inte-
grated 2 × 1 MZM to achieve π-shifting was introduced in [26]. On the other hand,
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a simple technique using a 1 × 2 dual output MZM to achieve negative weighting
by using phased-inversed dual outputs was proposed in [27].

Figure 15.10 shows an example of MPF using a spectrally-sliced free-space
configuration [5]. The most distinctive and important part of the setup is the optical
tapping through a sliced broadband source. A broadband laser is sliced by a dif-
fraction grating into 10 different wavelengths. The slicing into individual wave-
lengths allows summing to be done incoherently. Use of spatial light modulators
achieves the weighting and delaying of the samples. Fast tunability can be achieved
as individual spatial light modulators (SLMs) can be turned ON and OFF, which are
used to eliminate specific spectrum slices.

Figure 15.11 shows another realization of a MPF employing a discrete time
optical transversal filtering scheme [28]. The unique characteristic of this system is
the pulsed laser source being used. This means that the optical pulses sample the RF

Fig. 15.10 Transversal MPF using spectrally-sliced free-space optics [5]

Fig. 15.11 Discrete time optical transversal MPF [28]
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input data (discretely). There is no need to have a separate analog-to-digital con-
verter (ADC) as the laser source serves that role. The delay is achieved through
fiber delay lines. In order to avoid coherent summing, the delays are chosen so that
no optical pulses from one tap overlaps with pulses from another tap. Optical
attenuators provide weighting. There are no negative coefficients in this scheme.

15.3.3 Optical Technologies for MPFs

We now present the state of the art optical components and techniques that are
employed in MPFs. As stated earlier, MPFs need an optical delay scheme and also
an optical weighting scheme complete with negative coefficients. For an adaptable
filter, tunability of (at least) the weights is required which need to be electronically
programmable so that they can be quickly tuned. Table 15.1 summarizes some of
the novel optical components used for optical delays or weights in MPFs from
recent literature.

FBG arrays can be used for creating compact but fixed delay lines [29]. The
drawback is that the fixed delays prevent reconfigurability of the filter bandwidth.
Furthermore, this approach employs a spectrally sliced broadband amplified
spontaneous emission (ASE) noise source. While slicing this source will create
multiple optical filter taps, the ASE source is fundamentally noisy. An improvement

Table 15.1 State of the art optical technologies for microwave photonic filters

References Functionality Technology Advantages Limitations

[29] Optical
delays

FBG arrays No need to use bulky
and slowly tunable
fiber delay lines

Spectrally sliced
broadband ASE noise
source; hard to tune and
reconfigure

[30] Optical
delays

WDM filter
with FBG
arrays

WDM system,
implementation of
negative coefficients

No tunability/
programmability of delays

[31] Optical
delays

WDM filter
with
chirped
FBG arrays

WDM system,
reconfigurable
bandwidth

No negative coefficients;
lacks easy tunability/
programmability of
weights

[17] Optical
weights

Spatial
light
modulators

Programmability of
weights

Free space optical setup
(not compact); spectrally
slice a noisy ASE source

[18] Optical
weights

Liquid
crystal on
silicon

Programmability of
weights

Free space optical setup
(not compact); spectrally
slice a noisy ASE source

[27] Optical
weights and
delays

1 × 2 MZM Simple
implementation of
negative weights,
delay using FBG
arrays

Spectrally slice a noisy
ASE source; lack easy
tunability/programmability
of weights
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can be achieved by using a wavelength-division multiplexing (WDM) scheme
paired with FBG delay lines [30]. This technique uses an array of distributed
feedback (DFB) lasers for the optical taps. While this gives the filter more dynamic
range, it sacrifices simplicity and also lacks tunable delay lines. In contrast, using
chirped FBGs with tunable DFB lasers allows controllably variable delay lines [31].
However, this technique does not incorporate negative coefficients.

Similarly, many technologies have been developed for optical weighting
schemes. Free-space weighting schemes have recently garnered popularity
including the weighting technique based on SLM [17] and liquid crystal on silicon
(LCOS) [18]. Both these methods are extremely precise, can scale to filter orders of
hundreds, and are easily programmable. However, they still have a couple of
drawbacks. Firstly, they are free space optical techniques that are bulky and occupy
a much larger footprint than discrete optics. Secondly, they lack the ability to create
negative coefficients. A simple and compact method for creating negative coeffi-
cients can be integrated into the modulators that convert the electrical signal to the
optical signal [27]. However, this negative weighting technique must be combined
with another set of tunable optical weights for programmability.

15.4 Photonic Adaptive Beamformers

In this section, we first review the state of the art optical beamformers recently
proposed and experimentally demonstrated in literature. We also detail a highly
scalable photonic beamforming architecture designed for a particularly non-sta-
tionary, interfering environment. Finally, we introduce a specific application for the
photonic beamformer namely, physical layer security in optical backhaul networks.

Beamformers have attracted significant interest because of their wide range of
applications from radar, communication, and sensing. Beamforming is a technique
that utilizes an array of antennas as a spatial and frequency filter to manipulate the
beampattern to maximize the SNR of the SOI while cancelling/suppressing inter-
ferers and noise without a priori knowledge [32]. For instance, a beamformer can
spatially separate two signals that have overlapping frequencies but originate from
two different spatial locations [33]. Beamformers use optical FIR filters to process the
signals temporally with thermo-optic optical attenuators—controlling the signal
amplitudes and delays from each antenna element—to adaptively and rapidly adjust
the beampattern; that is, the whole array can act in unison to steer the beam pattern.
Meanwhile, the geometric configuration of the antennas allows the signals to be
processed spatially. This makes beamforming attractive for overcoming the direc-
tivity problems of a single antenna while offering a higher gain [3]. Adaptive
beamformers are particularly crucial in applications involving a highly non-stationary
target environment. Compared to conventional RF beamformers which have limited
narrowband performance due to their reliance on electrical phase shifters, the
wideband nature of optics offers a clear advantage. The architecture also offers the

15 Ultrafast Optical Techniques for Communication Networks … 485



distinct advantage of scalability to hundreds of antennas, as needed for practical
systems.

The first adaptive beamformers were used as self-phased antennas that reradiated
signals in the direction in which they were received without prior signal knowledge.
In the 1960s, Howell and Applebaum introduced their versions of adaptive antennas
for interference nulling [3]. Widrow followed closely with self-optimizing adaptive
algorithms [10]. Applebaum and Widrow focused on beamforming specifically for
applications in the field of sonar and radar signal reception. Seismic array devel-
opment was especially popular in the 1960s. Recently, the major area of interest is
radar and communication systems for interference suppression [3]. Direction
finding in severe interference environments has also been a popular topic, as is
scanning for high angular resolution imaging. We will focus on interference can-
cellation techniques in this section.

15.4.1 State of the Art Photonic Beamformers

This section provides a review of the recently demonstrated state of the art optical
beamformers in literature. As explained previously, a photonic beamformer is an
array of antennas with a set of optical signal processors attached to each antenna. In
the previous section we stipulated the requirements needed for an FIR filter: a
method for creating both optical delays and optical weights. The same requirements
are necessary for a photonic beamformer. Moreover, optical delays with TTD
capability is essential for a beamformer, as explained in Sect. 15.2. However, since
a beamformer consists of multiple FIR filters (one for each antenna), scalability
with optical components is very important as well. We focus the literature review
on methods for TTD optical beamformers with an emphasis on scalability.

Figure 15.12 shows a TTD beamformer architecture based on FBG prisms. FBG
arrays are created in a prism format in which different sets of delays (five as
depicted in the figure) are selected for a specific wavelength of a laser. The FBG
prism is built so that the delays create a pre-steered beamformer [34]. However, this
architecture cannot be fully tunable, as the number of pre-steered directions is
limited by the number of FBGs etched in the array.

A similar approach but that is tunable is shown in Fig. 15.13. In this scheme,
instead of FBGs, the beamformer uses dispersive fibers that can be precisely tuned
by a finely tunable laser [35]. However, this method, while more precise, is
inherently slowed by the tuning speed of the laser.

Figure 15.14 depicts a scheme for a TTD beamformer based on WDM demul-
tiplexer (demux) delays [36]. The architecture consists of a single antenna, a tunable
laser with 8 λ’s, and a corresponding WDM demux which selects one of eight
possible delays. The limitation in its resolution depends on the tunable laser and the
amount of wavelengths supported by the arrayed-waveguide (AWG) demux.

486 B.J. Shastri et al.



Furthermore, the number of lasers required scales linearly with the number of
antennas, which can become bulky with large beamforming systems that necessitate
hundreds of antennas.

Fig. 15.12 Beamforming architecture based on FBG prism [34]

Fig. 15.13 Beamforming architecture based on dispersive fiber prism [35]
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Antenna arrays that use SLMs to perform optical delays have also been proposed
[37]. By apply an external electrical field as shown in Fig. 15.15, dielectric mol-
ecules in the SLM form different polarizations. The polarization changes the index
of refraction of the delay line which affects the length of time the light travels
through the device.

Photonic crystal fiber and XGM in SOAs have also been used to create TTD
lines in photonic beamformers for multi-transmit systems [38, 39]. On the other
hand, bit-switched delay lines are also popular [40, 41]. Figure 15.16 shows an
example of bit-switched delay line that selects a particular delay from a chain of
FBG arrays using a tunable laser.

Fig. 15.14 Beamforming architecture based on WDM demux delay lines [38]

Fig. 15.15 SLM delay lines [37]

Fig. 15.16 Bit-switched delay lines [41]
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A beamforming architecture based on opto-VLSI is shown in Fig. 15.17 [42].
The opto-VLSI processor is an array of liquid crystal (LC) cells driven by a Very-
Large-Scale-Integrated (VLSI) circuit. Delays can be created for each antenna by
slicing a broad-band optical source (ASE-based source) and routing specific sliced
wavebands through the Opto-VLSI processor to a high-dispersion fiber [42].

A beamforming architecture based on high dispersion fiber has also been
reported [43]. Here the beamformer uses an array of lasers that each experiences a
different delay based on passing through a wavelength-dependent high dispersion
fiber. Figure 15.18 depicts the architecture of a single antenna. By using two π-
shifted EOMS, negative coefficients can also be implemented. However, this
technique requires a laser array for each antenna array.

Recently, the integration of the photonic components into an integrated beam-
former-on-chip has been explored [44, 45]. Next generation systems investigate a
scalable integrated photonic beamformer that can be electronically controlled for
adaptive interference cancellation. The possibility of creating a beamformer-on-chip
has become a question of not “if” but “when”. Figure 15.19a illustrates an integrated
beamformer. Figure 15.19b shows a 16-antenna beamformer integrated on a chip,
roughly the size of a 20-cents of an euro coin. These systems show the potential for
extreme savings in SWAP along with full broadband processing ability.

Fig. 15.17 Beamforming architecture based on Opto-VLSI [42]
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15.4.2 Highly Scalable Adaptive Photonic Beamformer

The key characteristic of a reconfigurable and tunable photonic beamformer is
scalability. Thus far, most of the beamformer architectures reviewed, are not
scalable to large arrays—the number of lasers required by these systems increases
linearly with the number of antennas. In this section, we present a highly scalable
photonic beamformer [46], unique to our lab, which is specifically designed for a
particularly non-stationary, interfering environment. Using optical transversal filters
for each antenna element and thermo-optic optical attenuators, the array is capable
of both spatial beamforming and frequency-domain filtering while adaptively and
rapidly adjusting the beampattern. Our architecture offers the distinct advantage of
scalability to hundreds of antennas, as needed for practical systems, by using a
novel single-mode to multimode (SM-MM) combiner, and the same set of laser
wavelengths can be used for every antenna in the system. By eliminating coherent
effects, our system uses the same fixed set of optical wavelengths for each antenna
in the system, resulting in a simple and compact architecture. We present experi-
mental results to show proof-of-concept and demonstrate the proposed adaptive
beamformer performance.

Fig. 15.18 Beamforming architecture based on high dispersion fiber [43]
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15.4.2.1 System Overview

Figure 15.20 shows the architecture of a wideband photonic beamformer that we
recently demonstrated experimentally. The key component of the beamformer is the
optical transversal filter which is driven by two eight-channel DFB laser arrays. The
first array of wavelengths λ1–8 corresponds to the positive coefficients whereas the
second array of wavelengths λ9–16 corresponds to the negative coefficients. The
optical sources are inserted into a compact 16-channel thermal-optic attenuator for
easy adaptive control of the weights through a computer or voltage source. The
attenuators have a response time of 10 μs per 0.1 and a 20 dB range.

The weighted taps are then combined using an AWG multiplexer (mux). The RF
signal to be processed is modulated onto the optical carrier using a dual output
electro-optic MZM. The modulated signals of the outputs are biased at the inverse,
π-shifted, parts of the modulator transfer function. We use this complimentary
output to implement negative coefficients. Both outputs have equal insertion losses
of 3.7 dB. The weighted signals exit from both the positive and negative outputs of
the MZMs. The complementary outputs are launched in FBG arrays that only
reflect and delay the wavelengths assigned to the respective coefficients, via an
optical circulator (OC).

The coefficients encounter FBGs with the same delays, but at different wave-
lengths. As a result, each delay has both a positive and negative tap, and the
attenuators are used to switch on the tap and weight each tap by enabling/disabling
a certain wavelength. In this way, our 16-wavelength filter provides eight positive/
negative taps. Since time delays and filter bandwidth are inversely proportional,
fabricating FBGs with closer spacing and shorter delays can increase bandwidth.

There is a total optical insertion loss of *19.5 dB for each filter. If each DFB
laser has 13 dBm of power, each filter receives 9.4 dBm of power after splitting to
four antennas and outputs −10.1 dBm into the combiner. Assuming a four-antenna
beamformer, −4.6 dBm of power finally reaches the high speed MM photodetector,
well above the −25 dBm limit.

Fig. 15.19 a Potentially integrated beamforming network with EAM array [44]. b Schematic of
16 × 1 beamforming network with chip mask layout and photograph of a fabricated chip [45]
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The outputs of the optical filters are summed using a special SM-MM optical
combiner, as in Fig. 15.20. The architecture is a blind adaptive approach, in which
the adaptive algorithm only has access to the output of the system. This requires a
single conversion to RF at the output, whereas traditional systems require an ADC
for each antenna element, which is impractical for large antenna systems. As a
result, conventional criteria such as minimum mean square error (MMSE) cannot be
used and analytical Wiener solutions cannot be found. Instead, blind algorithms rely
on correlating the processed signal with some known characteristic of the signal of
interest (such as frequency), and applying a gradient-based algorithm.

Our main advantage is that the same set of 16 wavelengths is used for each
antenna, reducing complexity and increasing scalability. Typically, when signals of
the same optical wavelength are combined, beat noise from coherent summing will
occur and severely degrade the performance. Therefore, without the use of a SM-
MM combiner the architecture would require 16 lasers for each antenna. To re-use
the same wavelengths, the SM-MM combiner is used. The combiner couples sig-
nals from several individual single-mode fibers to distinct modes inside a multi-
mode fiber. The combiner offers the advantage of phase-insensitivity and coupling
without optical interference. In-depth information and experimental data demon-
strating operation can be found in [47].

The architecture scales by simply adding optical splitters and amplifiers up to the
limit imposed by the ASE of the amplifiers. The optical weights, which are inte-
grated sixteen per chip and electrically controlled, do not limit the scalability of this

Fig. 15.20 Highly scalable photonic beamformer architecture (N = 16, M = 4)
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architecture, nor does the addition of FBGs. A 100 μm multimode fiber can accept
up to 113 inputs (or antennas).

15.4.2.2 Proof-of-Concept Experimental Results

We experimentally demonstrate an 8-tap filter with tap weights [1.0914 1.0617
−1.0715 −1.0814 −1 −0.9683 0.9795 0.0594] and delays incremented by 4 ns. The
dark blue dotted curve in Fig. 15.21 shows the theoretical values and the thick light
green curve shows the measured magnitude response. We are able to achieve a
maximum extinction ratio of *40 dB. The bandwidth and the depth and placement
of the notches depend on the precision of both the delays and weights. Moreover,
our optical system adds no additional noise to the processed signal, as seen in
Fig. 15.21.

The data shows a 4.5 dB loss associated with the architecture. RF systems in the
low GHz range exhibit typical losses around 1 dB. RF systems in the high GHz
range (60 GHz), an area in which photonic systems are expected to excel, exhibit
*35 dB loss with one filter and a *17 dB loss with a four-filter beamformer [48].
RF signal losses in optical systems in general originate from the electrical-to-optical
conversion efficiency of the modulators and the modulation depth of the signal
during this conversion. To reduce loss further, removal of the optical dc level of the
processed signal would allow the signal to be optically amplified further, reducing
the system insertion loss.

We experimentally demonstrate an adaptive single-antenna beamformer con-
sisting of 8 fully tunable taps with fixed delays of 400 ps and a bandwidth of
2.5 GHz. We employ a modified version of the LMS algorithm called block LMS
with a block size of 256 and stepsize of 512. The adaptive results are preliminary.
The authors only had access to a single 5 Gs/s ADC card, instead of the two
required for the LMS algorithm.

A signal generator is fed into two narrowband tones at 200 MHz and 1 GHz to
the filter. The algorithm is programmed to cancel the 1 GHz interference and pass
the 200 MHz signal. Our workaround involves only digitizing the filtered output
signal. The input signals are replicated digitally and are used to calculate the error
signal. The adaptive algorithm then calculates optical weights that are sent to the
attenuators. We observe an SIR (signal-to-interference ratio) improvement of
*20 dB after *60 iterations at the output of the filter. We are able to drop the
interference to just 5 dB above the noise floor. The results are good and can be
easily improved with a second digitizer. In the future, we plan to apply a blind
adaptive technique as described previously. Limited resolution associated with the
optical attenuators degrades performance.

Future work will include the construction of multiple transversal filters to
complete true spatial beamforming capability.
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15.4.3 Photonic Beamforming for Physical Layer Security

We introduce a specific application for using the photonic beamformer—physical
layer security in optical backhaul networks. The purpose of this section is to
demonstrate the applicability of the beamformer in commercial systems and to test
the capabilities of the beamformer.

Emerging mobile services, such as mobile banking and desktop-to-mobile
applications, require both increasingly high data rates and high data security. To
address the rising bandwidth demand, strong emphasis is being placed on fiber-
optic back- and fronthaul of mobile data [49–51]. While optical architectures that
can satisfy the required data rate and latency requirements have matured [52–58],
enhancing data security via optical-layer techniques is still in its infancy [59–66].
The potential of such physical-layer security is tremendous. For example, while
higher-layer approaches, such as encryption or steganography, can be cracked by
malicious eavesdropping, optical-layer techniques can prevent eavesdroppers from
physically receiving the signal in the first place. The highest form of security thus
resides in the physical layer, rendering it attractive for data-sensitive mobile
fronthaul applications.

To implement security on the physical-layer, photonic beamforming can be used
in the optical fronthaul network to cancel the signal (i.e. create a signal null) in the
physical direction of an eavesdropper. For the downlink, this can enable sensitive data
to only be received by an intended user within a meter-scale radius, based on the
intended user’s spatial location and signal carrier frequency. Given the user’s spatial/
frequency coordinates, a photonic beamformer can create the desired signal null by
effectively manipulating a beampattern that propagates through the optical fronthaul
network. This is achieved by the beamformer’s array of RF antennas and a series of
adaptive optical FIR filters. The physical formation of the antennas provides spatial
filtering while the FIR filters provide frequency filtering. By changing the weights of
the FIR filters, an adaptive beamformer that can respond to dynamically-changing/
noisy environments can be implemented. Similarly, physical-layer security can also
be provided on the uplink side, with potential application in a shared, multi-operator
environment. In this case, various signals picked up by remote antennas can jointly

Fig. 15.21 Measured and
predicted magnitude response
of eight-tap FIR filter
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propagate through a shared fronthaul infrastructure and be securely separated on a
per-operator basis via adaptive photonic beamforming at a centralized processing
site. It is noted that the proposed optical-layer security approach is also transparent to
the modulation format of the underlying wireless signal.

To the best of our knowledge, we have proposed and demonstrated the first
experimental adaptive photonic beamforming technique for physical-layer security
in optical fronthaul of mobile traffic, achieving up to 43 dB signal cancellation of an
undesired eavesdropper and 30 dB power budget over 8 km standard single mode
fiber (SSMF) fronthaul distance. The proposed approach is attractive for secure
optical fronthaul of advanced mobile services and is transparent across heteroge-
neous mobile technologies and standards.

15.4.3.1 Experimental Setup, Results, and Discussion

The proposed fronthaul architecture using photonic beamforming in the downlink
and the uplink is shown Fig. 15.22. In both cases, the beamformer acts as an optical
spatial and frequency filter that preserves optical signals arising from desired
physical orientations and carrier frequencies, while canceling signals from unde-
sired physical directions and frequencies. In the downlink, mobile data signals from
a centralized site are applied to parallel optical adaptive FIR filters, which optically
modulate and filter the input. The processed optical signals are then transmitted
over parallel SSMF optical fronthaul links to an array of remote antennas. The
optical FIR filters and remote antenna array together form the beamformer. Spe-
cifically, by proper assignment of the beamformer’s filter coefficients, the remote
antennas are turned into a distributed spatial filter that directs the output only to
intended users. The configuration of Fig. 15.22a can thus be used to securely
deliver data to users 1 and 3 while producing a null in the direction of user 2, or vice
versa. In the uplink in Fig. 15.22b, wireless signals from multiple users are first
detected by the remote antenna array, and optically processed by the FIR filters
such that, after SSMF transmission and photodetection, only the signal from
intended users (e.g. user 1 and user 3) is delivered to the centralized site, while
undesired interferers are suppressed (e.g. user 2).

For downlink experiments, 2.5 and 5 GHz sinusoids are used as the SOI to be
directed by the photonic beamformer to an intended user. After SSMF transmission
and photodetection, the received SOI power is measured at both intended user and
eavesdropper locations, mutually separated by 0.5 m. Downlink beamformer per-
formance is thus measured in terms of the signal strength ratio (SSR) at different
user locations. The beamformer is adjusted for maximum cancellation. Figure 15.23
shows the SSR for the 2.5 and 5 GHz signal. Similarly, for uplink measurements,
2.5 or 5 GHz sinusoids are used as the SOI, while a sinusoid at 900 MHz emulates
an interferer to be suppressed. The two wireless RF signals are generated at different
locations (0.5 m separation), picked up by the antenna array, processed by optical
FIR filters, propagated over parallel SSMFs, combined using a SM-MM coupler,
and detected by a multimode PD. In the uplink, the SSR of the SOI versus the

15 Ultrafast Optical Techniques for Communication Networks … 495



interfering signal is measured at the same location. Figure 15.24 shows the SSR for
the 2.5 and 5 GHz SOI.

Maximum SSR of 33 and 43 dB is achieved in the downlink and uplink,
respectively, over 8 km SSMF fronthaul distance. The 10 dB SSR gain for the
uplink is attributed to the fact that physical-layer signal cancellation physically
occurs in stable passive optical components, while in the downlink, it occurs in the
wireless multi-path channel, resulting in additional undesired interference. Down-
link SSR results in Fig. 15.23 are achieved for intended user versus eavesdropper
separations from 0.1 to 0.5 m, confirming efficacy for small-cell scenarios, with
similar results also measured for signals at 5 GHz, verifying performance for
various frequency bands of prominent wireless standards.

The SSR curves of Figs. 15.23 and 15.24 feature a flat plateau in the 0–10 dBm
optical power range, followed by a linear decrease versus optical power governed
by PD sensitivity. At SSR = 10 dB, power budgets of 28 and 30 dB are supported
by the downlink and uplink, respectively. Finally, from the experiments it may be
observed that there is no SSR penalty for increasing fronthaul distance compared to
optical back-to-back results. Consequently, so long as minimum PD sensitivity
requirements are met, increasing fronthaul reach will only result in optical FIR

Fig. 15.22 Proposed architectures a Downlink fronthaul. b Uplink fronthaul
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coefficient scaling that is proportional to aggregate received power, without
degrading SSR integrity.

To assess the bit error rate (BER) of the fronthaul link, downlink and uplink
experiments are repeated with a baseband 6 Gbit/s non-return-to-zero (NRZ)
pseudorandom binary sequence (PRBS) signal as the SOI. Results for the downlink
and uplink architectures shown in Fig. 15.25, reveal a maximum transmission
distance of 8 and 18 km SSMF for the downlink and uplink, respectively. The
longer uplink transmission distance is attributed to the higher sensitivity of a
multimode PD compared to a single mode PD, confirming that both SSR and BER
performance are primarily governed by received optical power.

In summary, this investigation experimentally verifies adaptive photonic
beamforming for advanced physical-layer security in optical fronthaul of mobile
traffic. Up to 33 and 43 dB signal cancellation to undesired eavesdroppers are
experimentally demonstrated over 8 km SSMF, with 28 and 30 dB power budgets
achieved in downlink and uplink transmission scenarios, respectively. No power
penalty is observed by our system. By enhancing physical-layer security with
modulation format transparency, the proposed approach is promising for secure
optical fronthaul of emerging mobile services.

(b)(a)

Fig. 15.23 Downlink signal strength ratio. a 2.5 GHz SOI. b 5 GHz SOI

(b)(a)

Fig. 15.24 Uplink signal strength ratio. a 2.5 GHz SOI. b 5 GHz SOI
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15.5 Summary and Concluding Remarks

In the past half-decade, wireless communication for data services has witnessed an
exponential growth, with the advent of smart phones, WIFI, and wireless bluetooth
devices. Mobile apps and computing power has spurred the use of iPhones and
Android-powered devices, and it seems a wireless device occupies every pocket.
People crave the ability to access anything anywhere at anytime, but, unfortunately,
this popularity has caused both significant network burdens and a wireless spectrum
crunch. As the growth of mobile Internet traffic continues, the need for an easily
implementable method for processing all of this data is essential. Efficient use of the
wireless spectrum also creates its own unique requirements.

The growth of wireless bandwidth mirrors the proliferation of optical network
bandwidth a decade before, and the backhaul of nearly all wireless data networks is
fiber-optic. Analog optical signal processing techniques, or microwave photonics,
provides an ideal platform for processing wireless information before it is trans-
ported to data aggregation centers by fibers. Photonics offer the advantages not only
of broadband operation, but reduced SWAP, in addition to low transmission loss,
rapid reconfigurability, and immunity to electromagnetic interference. It is in this
context that we presented recent advances in optical signal processing techniques
for wireless RF signals. This chapter was devoted to the discussion of photonic
architectures for wideband analog signal processing, including RF beamforming
and physical layer security.

Beamforming is a technique that utilizes an array of antennas as a spatial and
frequency filter to manipulate the beampattern for cancelling unwanted signals. The
beamformer uses optical FIR filters to process the signals temporally with thermo-
optic optical attenuators to adaptively and rapidly adjust the beampattern. Mean-
while, the geometric configuration of the antennas allows the signals to be pro-
cessed spatially. Compared to conventional RF beamformers which have limited
narrowband performance due to their reliance on electrical phase shifters, the
wideband nature of optics offers a clear advantage. The architecture also offers the

(b)(a)

Fig. 15.25 BER versus optical signal power as a function of fronthaul distance. a Downlink
architecture. b Uplink architecture
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distinct advantage of scalability to hundreds of antennas, as needed for practical
systems. Such an integrated system could potentially form a frontend of an
emerging all-optical signal processing techniques such as photonic neuromorphic
processing allowing massive network integration [67–76].

Interference cancellation plays a crucial part in increasing capacity as it enables
full duplexing. The ability to reject interference, while receiving an SOI at the same
frequency, is referred to as co-channel interference cancellation. Further, a system
needs to be adaptive to react to a highly non-stationary environment. Photonic
implementations of interference cancellation systems exhibit significant capabilities
beyond what is possible with electronic processing.

An emergence of markets relating to mobile applications, such as mobile
banking, mobile-to-desktop, and mobile-to-cell towers, will require a high degree of
security. Data should only be received by their intended users, and eavesdroppers
should not have access to this data. The ultimate form of security is in the physical
layer, and it is easiest to place a null in the direction of an eavesdropper. Unlike the
software layer, such as encryption or steganography, which can be cracked,
physical layer security prevents eavesdroppers from even detecting the presence of
data transmission in the first place. This creates a unique application of photonic
beamformers for physical layer security in optical fronthaul of mobile traffic.

In summary, this chapter discussed the basic theory of beamforming and the
unique challenges of broadband interference cancellation. Next, we presented the
requirements and challenges for building optical FIR filters, and reviewed several
innovative MPF designs including optical tunable delays and weighting schemes.
We also reviewed the state of the art optical beamformers recently proposed and
experimentally demonstrated in literature. Furthermore, we detailed a highly scal-
able photonic beamforming architecture designed for a particularly non-stationary,
interfering environment. Finally, we introduced a specific application for the pho-
tonic beamformer namely, physical layer security in optical backhaul networks.

We hope that this chapter will contribute to stimulating research in the cross-
disciplinary areas of photonics and optics, microwave engineering, wireless com-
munications, and signal processing, from fundamental principles to practical
applications.
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