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Preface

Service Science enables people, enterprises, and societies to build knowledge – concepts,
methods, properties, platforms, environments – by means of multidisciplinary, multiin-
stitutional, and multinational approaches. Nowadays, Service Science has become more
and more relevant for making clear these complex situations, which individuals, com-
panies, and corporations are facing.

Knowledge in Service Science plays a pivotal role in such developments. In this
context, the series of International Conferences on Exploring Service Science (IESS)
offers researchers and practitioners the possibility to present, discuss, and publish their
exploratory research results.

The International Conferences on Exploring Service Science 1.5 was the sixth in the
IESS series. It was hosted by FEUP, Faculty of Engineering of the University of Porto,
Portugal, during February 4–6, 2015. It included three special motivating sessions on
hot topics: SME education, Exploration in Service Science, Education as a Service.

The challenging proposal of IESS 1.5 attracted scientists and practitioners from all
over the world to submit their contributions. Up to 69 submissions were received from
16 countries, out of which the Program Committee selected 27 top-quality full papers
and 8 abstracts, which were published in an internal research series. All the submis-
sions were reviewed by at least three members of the IESS 1.5 Program Committee,
composed by well-known and relevant scientists related to the different topics.

The papers of IESS 1.5 consider one or several topics of the IESS conference:
service innovation – service exploration – service design – IT-based service engi-
neering – service sustainability.

Some papers explore complex situations by means of Service Science and explain
how they obtain perspectives or platforms in various fields as: academia, education on
service science management and engineering, social research collaboration, electronic
medical record, emergency medical service, sport, tourism, customer relationship
strategies, impacts on repurchase, branding, redesign of organizational activities, total
manufacturing enterprise integration, inter-generational cooperation, to encourage the
use of public transport.

Other papers propose to (re-)invent important approaches for the purpose of Service
Science like: a new framework for urban data visualization, a service framework of
e-mobility services, corporate social responsibility, alignment, software-based services,
Business Process Management systems, trust dynamics, influence factors for value
co-creation, product-service systems, image dominant logic, contributory development,
multi-channel service research, connecting requirements – architectures and business –
technology.

All these papers, with different research approaches, bring new light to Service
Science. They are motivating for new explorations in Service Science.

We would especially like to devote special thanks to the members of the Program
Committee and referees for doing excellent work in reviewing the submitted papers.



We also thank the keynote speakers for their contribution to the high relevance of this
conference.

We wish to give special thanks to the local organizers at the Faculty of Engineering
of the University of Porto (FEUP) for their commitment. Thank you very much!

Finally, we thank very much the Faculty of Engineering from University of Porto
(FEUP) and its Dean Prof. João Falcão e Cunha. FEUP organized and hosted the IESS
1.5 conference with extraordinary involvement.

We wish you a very pleasant reading and a fruitful integration of these results in
your research exploration in the wonderful and crucial domain of Service Science.

December 2014 Henriqueta Nóvoa
Monica Drăgoicea
Michel Léonard
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Towards a Framework of Influence Factors
for Value Co-creation in Service Systems

Peter Hottum(&), Axel Kieninger, and Peter Brinkhoff

Karlsruhe Service Research Institute (KSRI),
Karlsruhe Institute of Technology (KIT), Englerstr. 11, Building 11.40,

76131 Karlsruhe, Germany
{peter.hottum,axel.kieninger}@kit.edu,

science@peterbrinkhoff.de

Abstract. According to modern service science theory, value is jointly gen-
erated by several partners forming a service system. In this work, we focus on a
simple two-party system consisting of a service provider and its customer. The
value created by this service system hinges on the contribution of both parties.
That is, it also depends on the collaboration of the customer, which is a key
characteristic of services in traditional definitions. Providers, however, lack
knowledge on how to identify and measure the influence factors for value co-
creation, such as customer contribution. Being aware of customer contribution,
providers could design and manage value propositions purposefully. In this
work, we provide a first version of a framework of influence factors for value
co-creation in service systems, which may serve providers as a guideline for
identifying different types of customer contribution.

Keywords: Service system � Value co-creation � Service science � Influence
factors � Customer contribution

1 Introduction

In service science, the concepts of ‘service systems’ (e.g., [1]) and ‘value co-creation’
(e.g., [2]) are widely accepted. Service systems are seen as “value co-creation con-
figuration[s]” [3] in which providers and customers are supposed to interact as partners
and to jointly create value (e.g., [4]). Stating that provider and customer both contribute
to service by integrating resources [5] emphasize the influence of collaboration between
provider and customer on value creation. This collaboration is embedded into a service
episode that “can be defined as an event of interaction which […] represents a complete
service exchange” [6].

Nevertheless, a formal description of value co-creating interactions between these
parties is difficult and so far rarely realized in practice. In service contracts as they are
typically defined today (e.g. in the fields of insurance, outsourcing or consulting),
service providers and customers do describe policies and safeguards for future service
interactions, though. These contracts focus on the provider’s value proposition towards
the customer(s) [7] at best. Usually, providers define service quality objectives from a
technical or provider process point of view [8]. In those contracts certain service quality

© Springer International Publishing Switzerland 2015
H. Nóvoa and M. Drăgoicea (Eds.): IESS 2015, LNBIP 201, pp. 1–11, 2015.
DOI: 10.1007/978-3-319-14980-6_1



objectives and general conditions (e.g. processes and workload) are stipulated within
each contract party’s realm of responsibility.

Comparing the theoretical perspective on value co-creation with daily routine in
service practice, it gets obvious that service companies hardly consider customer
contribution. They do not apply knowledge on how to identify and measure factors to
describe, control and predict value co-creation. Instead, they initially handle each
customer-related process equally and therefore potentially inefficient. Today, there is
no established framework in service science and service practice considering the
influence of provider and customer contribution as well as exogenous effects on the
value which is co-created.

Providing a service without the understanding of co-creation in a partnership tends
to shift the risk of value co-creation to mainly one of the partners. We illustrate this
based on two established contract types - time-and-material and fixed-price contracts.
In time-and-material contracts the risk of realization is “completely borne by the
customer, while the provider gets his effort paid regardless of his success” [9]. In
contrast, in fixed-price contracts the risk of realization is completely shifted to the
provider who is responsible for delivering “a specified result regardless of his effort put
in” (ibid.). This shows the need for a new approach, which is applicable to service
providers and customers and describes how the change in co-created value hinges on
provider and customer contribution. The application of advanced contract types, such
as risk-reward sharing, would be beneficial to providers and customers. It would reflect
the mutual responsibility to contribute to a value co-creation.

Thus, in the paper at hand, we address the question: How can a framework of
influence factors for value co-creation in service systems be derived? We analyze
fundamental definitions of service systems and value co-creation and validate the result
with studies on ‘service quality’, ‘value co-creation’, and ‘customer satisfaction’. We
cluster these factors in different classes, which we assign to three ‘influence categories’,
namely ‘provider’, ‘customer’, and ‘service environment’.

In the following sections, a framework of influence factors for value co-creation in
service systems is derived from initial service science definitions and discussed. To
allow practical applicability of the resulting framework, we perform an extensive lit-
erature review with empirical studies and theoretical papers with a high influence on
service science and locate them into the framework. Additionally, we could prove the
novelty of the framework by comparing its holistic approach with the foci of the studies
examined. After reflecting the proposed framework in the light of service science, we
outline next steps towards a research agenda for the assessment of value co-creation in
service systems.

2 Towards a Framework of Influence Factors

In this section, we first give an overview about related work on value co-creation and
its definitions in service science and focus on studies, which depict the provider’s and
the customer’s influence on the co-creation of value. Based on that, we identify
essential influences on value co-creation through an extensive literature analysis and
provide a first version of a framework of influence factors, which may serve providers
as a guideline for identifying different types of customer contribution.

2 P. Hottum et al.



2.1 Fundamentals of the Framework

In this paper we examine the concept of value co-creation based on the work of [5],
who take the view that “service, the application of competences (such as knowledge
and skills) by one party for the benefit of another, is the underlying basis of exchange”.
They also emphasize, “the proper unit of analysis for service-for-service exchange is
the service system, which is a configuration of resources (including people, informa-
tion, and technology) connected to other systems by value propositions” (ibid.). The
value that could be co-created through service systems hinges from the people that are
involved as well as information that is exchanged and transformed. Furthermore it
hinges from the technology, which is used to exchange that information and also
technology that is applied to support the service processes.

The aspects of investigating value co-creation are twofold. On the one hand side
there is the aspect of value, for the customer as well as for the provider. “In order to
construct value propositions that are appealing to the customer the service provider
must understand the customer’s value system as well as his own” [10]. This requires
deeper knowledge of the provider’s and the customer’s willingness to contribute, their
value functions as well as their perceptions – as it is discussed in current research (e.g.,
[2, 11]). On the other hand, there is the aspect of co-creation, where both partners have
to be involved and which addresses the customer’s ability to contribute within a certain
setting. “Resources [of the customer] should be deliberately chosen when possible.
Selection should be based on an ability to add value” [12].

The aim of our framework is to capture the measurable value co-creation influ-
encing factors. We identify two main influence categories for value co-creation,
namely “service provider” and “service customer”, in the definition of service systems
by [1]. The definition states that “one organization (service provider) beneficially
performs for and with another (service client)”. We use these categories to classify
influencing factors.

According to [13] a service system has a “systems exchanging matter with envi-
ronment, as every ‘living’ system does”. Consequently, a service system cannot provide
a service regardless from its environment. Therefore we add a third influence category,
which we denote as the “service environment”, to our framework. This category of
influence factors captures exogenous and therefore environmental aspects, such as the
sphere in which a service is provided [14]. Following this, the generic level of our
resulting framework consists of three influence categories on value co-creation (Fig. 1).

Fig. 1. Three main influence categories have been derived from defining papers on service
systems: Influence of the provider, influence of the customer, and influence of the service
environment.

Towards a Framework of Influence Factors for Value Co-creation 3



In the next chapter influence factors for each category will be derived out of
literature and located in a second level of the framework.

2.2 Literature Analysis

In the following section, we conduct a literature analysis to give a comprehensive
overview about influences on value co-creation, which should be integrated into the
framework as influence factors and therefore focused more intensively.

The concept of value co-creation was mentioned in the Service Science sphere for
the first time in the 2000s (e.g. [1, 2, 15]). By focusing on the terms “value co-creation”
and “cocreation” in our literature analysis, only a small cutout of papers about value
creation between providers and customers would have been identified. To address even
more relevant studies, written earlier than 2000, which do not contain that term, but are
focusing on co-creation and result-related aspects, such as environment, satisfaction or
quality, we extended our search terms with “service quality” and “customer satisfac-
tion”, and “service setting”.

We followed the review approach proposed by Webster and Watson [16]: Analysis
of the fundamental studies of the leading journals, backward-looking research based on
citations in references, and forward-looking research on the basis of citations from the
first step.

To allow practical applicability of the resulting influence factors, we focused on
empirical studies and in case of theoretical papers, we assumed a high influence on
service science or appropriately quoted underlying studies. The results have not been
limited on temporal restrictions. The main part of studies has been published in the
1990s and the 2000s. In the next paragraphs each of the 18 studies is described very
condensed, by pointing out the main aspects that are discussed concerning a framework
of influence on value co-creation in service systems. Those identified aspects will be
aggregated in the next chapter into influence factors.

Grönroos [17] developed a first model on how customers perceive service quality
and out of which components it is composed. Besides traditional provider-induced
information-based marketing activities (advertising, field selling, PR) and external
factors (traditions, ideology, word-of-mouth communication), the technical and func-
tional quality have been designated as impact factors on a service setting.

The SERVQUAL instrument as a basic framework for measuring customer per-
ceptions of service quality in service and trading companies has been developed by
Parasuraman et al. [18]. Values as infrastructure and technology, such as physical
facilities and equipment, as well as personnel and their reliability, responsibility trust
(knowledge to provide the required service) and empathy (attention to the customer)
have been pointed out as important.

A model for the representation of the impact of service quality on behavior has
been proposed by Woodside et al. [19]. Of importance are provider-related information,
such as waiting and processing times, personnel (helpfulness, information), offering
(selection, properties) and customer self-assess for re-use the service, which have been
identified in a hospital environment.
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Bolton and Drew [20] did an evaluation of the impact of service changes across
time on the attitude of customer service quality. The technical shaped service setting of
their considered telephone service has been characterized by billing, repair, directory,
toll assistance, service order and quality of calls.

Danaher and Mattsson [21] modeled a “Hotel Delivery Process” for the analysis of
customer satisfaction during contact at the service encounters. Performance (accuracy,
facilities, and atmosphere), staff (handling) and time have been considered as impact
factors.

A framework for explaining the relationship between perceived quality / customer
satisfaction and the customer’s valued relationship with the supplier has been devel-
oped by Liljander and Strandvik [6]. They stated the connection between provider and
customer as relevant for the customer satisfaction and exceeding the importance of a
customer perspective. Different bonds, such as legal, economic, technological, geo-
graphical, time and with a lower effect the knowledge, social, cultural, ideological or
psychological have been pointed out as important.

Dabholkar et al. [22] designed a hierarchical factor structure of the dimensions of
service quality for retail. They designate physical aspects (appearance, convenience),
reliability (commitments, reliability), staff interaction (trust, attentiveness, and friend-
liness), troubleshooting and policies as impacts on a service setting.

De Ruyter et al. [23] focused on different stages of a “service delivery process” and
how they can be split on axiological dimensions and investigated how these stages
influence overall satisfaction. From a study of museum visitors they found emotional
aspects (feelings of visitors), physical and functional properties of encounters, logical
aspects (“rational and abstract characteristics of the stage”, i.e. accuracy and correct-
ness relevant).

A model of influencing factors of internal and external exchanges of market par-
ticipants has been formulated by Lusch et al. [24]. Describing a service setting they set
prefactors as nature of goods/services, entity apart from main factors as expertise
capacity, resource capacity, time capacity, economic rewards, psychic rewards, trust,
and control.

Brady and Cronin [25] originated an integrated conceptualization of service quality
as a unifying theory of the preceding concepts (especially [17] and [18]). Interaction
quality (attitude, behavior, and competence), the physical environment (atmosphere,
design, social factors) and results (waiting time, property, and value) are considered as
impact factors.

Grönroos and Ojasalo [26] analyzed the productivity of services to come up with a
service productivity model. The providers’ use of people, technology, systems, infor-
mation, time and the customers’ contribution with regard to their own participation and
the involvement of other customers are important elements.

An analysis of productivity in service organizations combined with defining pro-
ductivity, efficiency and usage has been performed by Johnston and Jones [27]. They
distinguish between on the one hand, operational productivity (provider perspective)
which includes material, customer, employee, costs as inputs and customer, applied
resources, income as outputs, on the other hand customer productivity that includes the
inputs time, effort, cost and the outputs experience, results and benefits.
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Payne et al. [28] provided a process-based framework that focusses i.a. on service
development and customer relationship development. They differentiate between cus-
tomer value-creating processes (where customers use “information, knowledge, skills
and other operant resources”), supplier value-creating processes (where providers have
to understand customer’s value creating processes) and encounter processes (focusing
on communication, usage and service).

Füller and Matzler [29] did an empirical study on the role of product and service
attributes of basic, performance and excitement factors in different market segments
with different impact on the customer satisfaction. Regarding the service setting they
pointed out psychometric properties as information, friendliness (employees), offers
and accessibility.

Lee [30] did a comparative analysis of service characteristics of different service
industries (telecommunications, retail, banking, food, public transport). Based on a
customer survey service materials, service operators, service procedures, the service
environment and service equipment have been presented as impacting aspects.

Yi and Gong [31] analyzed i.a. customer participation behavior and provided a
multidimensional scale for value co-creation. They pointed out information sharing as
the “key of success of value co-creation”. Focusing on customer participation behavior
they derived information seeking, information sharing, responsible behavior, and
personal interaction as the main important factors.

Xu and Huang [32] did a structural analysis of knowledge-intensive business
services. They focused on the effect of client cooperation on the service result in terms
of performance and innovativeness. It was shown, that the client’s contribution affects
information exchange, cooperation in general, as well as adaptive adjustment.

Jaakkola and Alexander [33] focus on customer engagement behavior from a
service system perspective. In their work, they complement theoretical perspectives on
customer engagement with qualitative results of a case study. Besides the providers
opportunities “of providing effective platforms for information exchange and interac-
tion”, they highlight the potential of voluntary resource contributions by the customer
that “go beyond what is fundamental to transactions” (ibid.).

It is important to keep in mind that analyzing the papers discussed it is not possible
to explain all aspects of value co-creation. In the following chapter, we derive
“influence factors” considering the importance the papers presented above attest spe-
cific aspects.

3 Derivation of the Framework

In the following, the discussed influence categories are supplemented with influence
factors that have been reflected in the literature analysis. Because provider and cus-
tomer are seen as equal partners from a service system perspective [28], the describing
attributes should be comparable. Extending the structure introduced above (Fig. 1), we
slightly differentiate between the way a service provider typically is involved in the
value creation and that one of the customer. While providers operate increasingly
interlinked with other partners [7], especially end-customers are not always part of
further economic systems. Whereas B2B customers are always involved in further
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ecosystems, end-customers may act on their own. Therefore we state the provider and
his network as one interaction partner in our service system and the customer (and his
network, which is optional) as the other interaction partner.

We obtain the factors within the categories provider and customer from the initial
service system components “people, technology, other internal and external service
systems, and shared information” [1]. The exchange of information forms the basis of
value co-creation. Therefore, we define an information influence factor for IP and IC.
Since the exchange of information increasingly depends for instance on information
and telecommunication technology (ICT) we introduce the interaction underlying
‘Infrastructure Technology’ as an influence factor, accordingly. Spohrer et al. [1]
describe people and technology as important components of service systems. There-
fore, we add materials of the partners and physical aspects of further service systems as
‘resources’. As we do not expect further supporting service systems with personnel on
the customer’s side, we contrast the provider’s class ‘personnel’ with the customer’s
‘cooperation’. In the case of end-customers the class ‘cooperation’ address the (per-
sonal) cooperation of the customer (not necessarily with the support of further service
systems) - in the case of business customers, we assume as well the involvement of
customer’s personnel.

Furthermore there are influencing factors, which are neither directly set within
the realm of responsibility of the provider nor the customer. In her work, Bitner [34]
shows the high impact of environmental factors on relationships in service organiza-
tions – exemplary temperature, noise, or layout. “Because service encounter environ-
ments are purposeful environments […], spatial layout and functionality of the physical
surroundings are particularly important” (ibid.). Therefore, we also added the ‘layout’
as an additional factor class to the environmental influence factors. As stated by [35]
the involvement of the customer by the provider and their relationship is important for
the value co-creation. We aggregated those external factors under the ‘influence of the
service environment’ (SE) as follows: (E) the environment in which a services is
provided, (L) the layout how a service is provided and (RI) the relationship between
provider and customer. The resulting framework is shown in Fig. 2.

Fig. 2. The framework of influence on value co-creation in service systems complemented with
classes of contribution factors.
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While contribution factors have to be defined for each specific service setting, the
classes of contribution factors are generally applicable throughout different service
settings. By performing a comparison of the analyzed papers and the identified foci, it
gets obvious, that certain parts of the framework are not as much reflected in empirical
studies as others (Table 1).

Table 1. Identification of thematic focal points on co-creation in service science literature.
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This could be due to the actual intention of the examined studies – the studies have
not been conducted to show influence of all relevant factors from inside a service
system as well as from its direct environment, on the service setting and the value co-
creation.

Nevertheless, the examined studies have shown a clear focus on the provider’s side
as well as on the service environment. Aspects as the information that is provided from
the customer, as well as the infrastructure of the customer, to provide information – here
infrastructure technology – are only hardly focused. As we stated in the introduction, the
knowledge about the customer’s ability to contribute is essential for providers to for-
mulate value propositions that really meet their customer’s requirements.

4 Conclusions and Future Work

In this paper, we have discussed the applicability of the service science foundational
concept ‘value co-creation’, where providers and customers act as partners in a service
relationship. The contribution of our work is twofold:

On the one hand side, we derived a framework for co-creation influencing factors
based on the fundamental concepts of service science. The basic structure of the
framework, derived from the foundational definitions of service systems, with the
influence categories and the identified influence factors are generally applicable to
service settings with a customer contribution. These influence factors have to be
adapted and operationalized for each service episode individually, according to specific
specialty of involved providers, customers and service environment.

On the other side, we conducted an extensive literature analysis on value co-
creation influencing factors. We recognized that there are no established frameworks on
value co-creation that consider the influence of the provider and his network, the
influence of the customer (and his network) as well as environmental influences. We
stated that for providers, however, the understanding of those influencing factors,
especially of customers’ abilities and willingness to contribute to value co-creation, are
essential to formulate value propositions, which meet customers’ requirements.

In this paper, we could neither present the instantiation nor the evaluation of our
framework. In future works, we will describe the selected application of the framework
in real-world business-to-business cases. Furthermore, we aim to demonstrate the
influence of provider, customer and exogenous effects from the service environment on
a variation of the co-creation as it was initiated in [36], where the influence of different
types of customer contribution on the utilization of provider’s personnel has been
examined.

In addition, to understand cause-effect relationships of influencing factors on pro-
cess measures, such as interaction quality, or outcome measures, such as customer
satisfaction, we will analyze historical data of those service settings. Based on that, we
expect to determine a functional correlation between the impact of each influence
category and the change in value co-created.
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Abstract. This paper describes our exploratory approach to enable and sustain
the environments-oriented creation of services as common goods. We first
discuss the characteristics of services, which allow them to be envisaged as
engines of innovation and we study the role of economy of contribution in this
innovative development. Second, we present an approach supporting the col-
laborative innovation-oriented work of actors from multiple domains, which
facilitates concretizing services. This is achieved by virtue of “Tiers-Lieu”,
collaborative environments of service innovation, where services are envisaged
as common goods. To illustrate the organization of Tiers-Lieu, we present its
conceptual framework, and discuss an example from the domain of mHealth.
The paper is concluded with the perspectives of the ongoing work for con-
tributive development within service society.

Keywords: Service exploration � Services as common goods � Economy of
contribution � Co-creation of services � Tiers-Lieu � Co-creative environments

1 Introduction

The role of technologies is well-established as a dominant factor in the development of
contemporary society. Information and communication technologies (ICT) have been
integrated into all spheres of contemporary life and established their leading role as an
engine for development of the world’s economy, guided by an exponential growth of
innovations. Developing societies which lagged behind the technological revolution
can also gain the potential to leap directly into the connected world with the intro-
duction of mobile technology. Innovations often help to simplify the implementation
and usage of traditional services in different sectors of the economy (e.g. supporting
services in transport, education, health care sectors) and are the main factors allowing
the creation of a conceptually new range of information-based services (e.g. Internet
providers, mobile communications, social media, etc.).

The phenomena of facing new, challenging situations and finding ways to address
them reveals the importance of innovations in, for example: economical science,
management, informatics, technologies and social networking.

Society today is guided by creation, distribution, diffusion, use, integration and
manipulation of information and knowledge [1], and it is crucial to investigate all the
factors defining the progress of Society and tackle them to optimize such a development.
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Moreover, this analysis should go beyond simply admitting the leading role of services
in our economy to explore how interactive exchange and functioning of interoperable
services [2] enable services to become the main engine for co-creative development
within the service-oriented society.

This paper is organized as follows: in Sect. 2, we discuss how the requirements of
service orientation within our society are addressed by Service Science. The role of
services as engines of innovation is argued in Sect. 3. By analyzing collaborative
development and environments supporting innovation, Sect. 4 discusses how innova-
tive ideas are concretized with the help of services. In Sect. 5, we present our
exploratory approach for contributory development of services by envisaging them as
common good and suggest supporting this by Tiers-Lieu, collaborative environments
of service innovation. The conceptual framework of Tiers-Lieu is consequently
introduced. To conclude, this exploratory paper synthesizes the discussed principles of
supporting creative development of services and identifies the scope of future research.

2 Service-Oriented Society and the Role of Service Science

Even in the early days when the existence of a new type of Society was recognized, it
was clear that some definite scientific ground was needed, on which one could perceive,
investigate and develop this new type of Society, something that could integrate the
main disciplines and non-disciplinary approaches enabling development. This role was
taken by Service Science, first introduced by a team of IBM researchers in 2007 [3].

The notion of Service Science, or as it was initially referred to as Service Science,
Management, and Engineering (SSME) by IBM, is a term to describe an interdisci-
plinary approach to the study, the design, and the implementation of service systems.
SSME includes three parts: Science, Management and Engineering parts and is, in fact,
the science exploring the complex interdependence of these parts. Today, Service
Science exceeds the scope of SSME and integrates all the aspects related to: (i) Service
Oriented Technologies; (ii) Business Architecture and Process Innovation; (iii) Com-
plex Service Systems Modeling and Simulation; (iv) Service Quality and Experience;
(v) Service Business Design and Strategy; (vi) Business Componentization; (vi)
Business Modeling, Monitoring & Management; (vii) Service Delivery and Operations;
(viii) Business aspects of Service Composition; (ix) People in Services; (x) Service
Innovation Management [4].

Service Science offers a scientific framework to tackle new challenges of Society,
thanks to its methods of transforming ideas into concrete services. Service Science
requires account to be taken of social and economic contexts at the design level, thanks
to Service-Dominant Logics [5, 6], and its focusing on knowledge and skills. Service
Science allows Society to leave the passive “static” position, where Society only
passively contemplates or applauds ICT successes, and to take the active “dynamic”
position, in which Society has to actively re-design its organizational parts. It is a great
challenge of innovation to open information through services and create new economic
values, by respecting the principles of cognitive social responsibility [2] to strengthen
the sense of inclusion and to contribute to social stability.
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In its complexity, such service orientation is introduced at different levels of service
science from traditional project management dimensions (e.g., scheduling, quality
management, service marketing, etc.) to unique topics that are specific for idea
development and management [7]. Services are incorporated into the core of all eco-
nomic processes and are widely used in paradigms of conceptual modeling and tech-
nical implementation. As a result, it becomes possible to conduct a multi-dimensional
analysis of innovation activities, by tying their economic, business, social and IT
aspects, so that timely, friendly, proactive services are sought to enhance future
business or economic growth from one hand, and from the other, to ensure their
dynamic adaptability for the environment.

In other words, services are now seen as the utilizations of specific competences
such as the knowledge, skills and technologies of one economic entity for the benefit of
another economic entity [8]. As value creation occurs when a resource is turned into a
specific benefit, it is now a service system which becomes the main value creation
entity. Consequently, the traditional supply chain is re-conceptualized as a network of
service systems, called a service value creation network [5].

3 Services as Engines for Innovation

Despite the importance of information in design and innovations, on its basic level it is
somewhat arid, which can inhibit human innovations. Thus, the concept of informa-
tional service offers the means of comprehensive appropriation. Even if an informa-
tional service is defined upon the concept of information, it provides deeper conceptual
semantics by describing how to access information, as well as some easy ways to
execute its treatments.

Generally, an information service is seen as a part of an information system that
serves data/knowledge/information to customers and collects it from its contributors, to
manage and store it by optionally using administrators.

Services are characterized by four main factors [8, 9]. They are as follows:

• information is the core element of the design, production and management of
services; so services are information-driven;

• customers are co-producers of services, they may require the adaptation or the
customization of services, so services are customer-centric;

• digital orientation of services is explained by the achievements in information and
communication technologies, the (semi)automation of main services-oriented activ-
ities and the creation of new domains: e.g. e-commerce, e-business, e-collaboration,
e-government, e-environment; and

• services are driven by their performance criteria and as such are productivity-
focused.

We argue that these phenomena related to services can be analyzed in the wider
context of a service-oriented society in general and as such, are seen as characteristics
of this service society.

Guided by the current experiments in developing economies and the evolution of
the underlying technologies, our society is based on information and knowledge that
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becomes the main sources for value creation. New, emerging situations lead to new
challenges we should now face; and new ideas addressing these challenges require to
be identified, analyzed and – more important – concretized. This is achieved thanks to
services [10]. Generally speaking, the phenomenon of service innovation mirrors the
requirements of the knowledge society where knowledge is both the primary produc-
tion resource and the tool of value (co-)creation and in which information lies in the
centre of service creation and functioning. We point to the practical importance of this
phenomenon that is implemented by informatics: it supplies not only the tool for IT
development but also guarantees the consistency of the sustainable co-creation of its
fundamental concepts [11].

4 Collaborative Development Supporting Innovation

The next questions, which naturally arise in the context of our servitized society, are the
dynamics of the society, the engines that move its development, and the new aspects of
innovation guided by knowledge and spread by virtue of networking.

An idea of joint efforts aiming to develop our society or its different domains is not
new. Indeed, a large number of collaborative groups, public-private partnerships (PPP),
and other forms of organizations have already proved to be a successful answer in
innovative projects [12]. It is also noticeable that these recent works are not exclusively
focused on the institutional principles of PPP functioning [13], but particularly address
the core elements of different types of partnerships, which guarantee their success:
skills and knowledge from both private and public sector [14].

Traditional PPP are beneficial for complex projects involving the government and
the private sector. In this context, what are the challenges and advantages brought by
industrialization and globalization, and by open and big data, that become more and
more important for the development of enterprises and society?

To analyze this phenomenon of collaborative development, we investigate the 3
levels of classical PPP. From one side, PPP represent a tool to structure and maintain
PPP projects. From the other side, PPP are working environments allowing the
definition and examination of different processes leading to the creation of projects-
oriented PPP. Thirdly, PPP are defined by their concrete aim: achieving a defined
result. By its dynamics, PPP help to make our society “stable”, in the meaning of
guiding and controlling its sustainable development, according to the current working
environments.

We also underline that classical collaborative partnerships are mainly focused on
infrastructure projects, when the return on investments is not expected at the moment of
signing the PPP contracts or even finalizing the projects. It is throughout a certain
number of years after the projects are terminated that the private partners have an
exclusive right to exploit and/or maintain the results of the project and as such, receive
the return on their initial investments. (Indeed, a private company financing the con-
struction of the public road that does not have its investments returned during and after
the project is finished will be benefiting from exclusive rights on its maintenance and/or
receipt of pay tolls during its functioning).
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The principles of collaborative development within classical PPP create a solid
background for extending this vision of exploring the process of service creation,
where results are intangible and often more complex to be valorized.

To do this, we first refer to the principles of development of services, or more
precisely, sustainable services. In [11], a sustainable service is defined as a service that
is capable of adapting to its environment, to dynamically integrate the ever-changing
conditions of this environment and as such, to be sustainably coherent with its evolving
challenges. It is important to underline that, according to this approach; sustainable
services are dynamically built by virtue of all the relevant semantics: i.e. the infor-
mation kernel that relies on domain, legal and knowledge ontologies and defines the
semantics of services. This semantics is verified and enriched through usage-based
validation and existing by practices of usage and as such, a new semantics will be
identified and integrated into the information kernel.

This implies that service creation relies on its sustainable development, enabled by
co-creation of its members; the process similar to the one traditional to PPP. As such,
those PPP, which are oriented towards creation of services (PPPS), have naturally
become sources of sustainable creation through a service capacitating process for all the
involved actors and stakeholders. Indeed, such PPPS benefit not only from the
advantages of traditional PPP, but also enable contributory service empowerment
process for all their partners (the government, private partners, individual experts, etc.).

By their composition and through their functioning, PPPS create an innovation-
oriented environment and as such, are themselves both the source and the result of
innovation. Moreover, the results of contributory development within PPPS are
increased, thanks to contributions of actors interested in developing new services.
Furthermore, the resulting new services are themselves likely to be sustainable, as they
are developed on the basis of sustainable services within PPPS.

In other words, PPPS extend the advantages of traditional PPP: when the gov-
ernment provides direction, the private sector provides the drive to ensure success, and
people (actors) provide initiatives and skills to concretize ideas. As the result, PPPS
allow concretization of initiatives through services.

Following the increasing impact of collaborative development, it is important to
underline that it is mainly due to the creativity and motivation of actors (individual
persons, formal working groups, as well informal groups of civil society) in PPPS, that
innovation-oriented processes are now not restricted by the “desired” pre-defined
results, and are as such, given the freedom of exploration, such development represents
the common interest and turns to be more sustainable within the developing society.

In this context, the services developed through PPPS are, in fact, common goods
(i.e. rivalrous and non-excludable goods shared by and beneficial for all or most
members of a community), or more precisely, the myriad of common goods, which
serve the common interest and are free.

5 Towards Contributory Development of Services

Whilst the central concept of innovative approaches is a service, the main innovative
activities are focused on service design with its major goal: to establish the consonance
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between activities and ICT. For this purpose, it is essential to establish the context of
any service. In particular, it requires the determination of the activities which will be
executed through the intentioned service; to explore their legitimacy and their
soundness considering their environment, the new forms aiming to execute and to
coordinate them; the new business models and the new values being created. Often, it is
necessary to invent new activities and new ways of coordinating them. Such explo-
ration endeavors to research and find out upon which foundations services will be built.
These foundations can be expressed in terms of knowledge, as well as in terms of
culture. Thus, services can establish a more or less appropriate consonance between
activities and ICT, depending on their design. However, behind this concordance, the
issue is in fact the concordance between persons and institutions in charge of these
activities, the cognitive serenity of each involved person and the cognitive unity and
identity of each involved institution.

5.1 Services as Common Goods, or Why We Should Share

In the context of the traditional economy, guided by added value and the copy-right
principles of protecting the rights for the goods developed by businesses, it becomes
unclear why they should be encouraged to contribute “free of charge”; why the actors
need to share their own knowledge, skills and make efforts to develop something, the
results of which do not belong to them.

Indeed, in the world of commercialized services, the notion of a service as common
good seems to be lacking sense. The hot questions from the traditional businesses are
focused on the following:

• Who is the “consumer” of free services?
• Who “pays” for service creation?
• What outcome can the businesses have from them?
• Which are human and economic values of services?
• Why are Enterprises interested in having co-creators?
• Why should Enterprises agree to pay for creating anything, from which they cannot

profit?

By implementing the vision of the traditional economy, no positive answers to
these questions can be given. Instead, we argue that this problematic from be addressed
from a different viewpoint.

According to our exploratory approach of Service Science, we change the accents
of this discussion from seeking the answers to these questions within the traditional
economic vision and focus on the analysis of how to address the existing situations.

Indeed, with the growing impact of services in identifying and enabling our society,
one cannot ignore the importance of creating services. However, the lifecycle of ser-
vices is very different from that of tangible goods, it is impossible to have clear criteria
on the material value of services, neither to have classical return on investments from
their creation. Consequently, it is impossible for the private sector to accurately
evaluate the risk of participating in projects of service creation, or to estimate the
expected income as the result of creating a free common good service.
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We argue that this, in fact, is not needed… In the context of our knowledge-based
and service-enabled society, the main risk is not the one of not returning one’s
investments, but the risk of “no innovation”; the risk of being outside the revolutionary
tendencies identifying the dynamics of society and participating in innovations arising
around them, the risk of losing the knowledge and skills allowing sustainable leader-
ship in each domain.

5.2 Economy of Contribution: Can It Really Work?

It is first important to underline that the economy of contribution does not aim at
putting into question the traditional market economy but to broaden its vision by taking
into account the new phenomena, such as technological progress, networking, and
social media, allowing more possibilities to create and share value.

The economy of contribution is described in [15] as the one having the following
characteristics:

• No longer is there separation between economic actors as producers and consumers;
all actors are now seen as contributors

• The value produced by contributors is not totally monetizable, it is a ‘positive
externality’

• It is as much an economy of existence (as the production of ‘savoir vivre’) as it is an
economy of subsistence.

It is remarkable that the economy of contribution does not exclude alternative
means of production and exchange, but rather combines with them, whilst its con-
tributors participate in chosen activities, creation of social value and have an interest in
selflessness [16].

The main challenge here, in comparison to the traditional approach, is to accept the
vision that a service is not a product, that PPP oriented products cannot be applied, and
that this classical vision should be extended.

In other words, each actor (private, public or individual) is not any more seen as
just a consumer or creator of a service, but has become a co-creator: “paying” by their
commitment and efforts in service development and by being “paid” through an
exclusive right to define the dynamics of the development of the domain, access to the
most recent technologies and methods, as well as initiatives of various actors, and
finally by forming the cognitive unity in service creation. In other words, in its com-
plexity, the contributory approach in service development through PPPS allows the
creation of a new market for initially planned and completely new services, which is
not dependant on the initial estimation of the utility of a service but coordinates itself
sustainably, according to new situations and guided by democratically developed
initiatives.

In this context, Internet and new technologies offer collaborative multicultural
environments whose actors are put in the position of active participants, supported by
free and open source software. It thus represents the source of collective creative
practice and new value-creating mechanisms, whilst digital technologies have inten-
sified the exchange of information and knowledge.
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Creating a new market for services as common goods has a crucial effect for
commercial activities of the involved actors. Indeed, “free” services allow the devel-
opment of a new market, which offers an environment for further development of a vast
amount of commercialized services with economically defined added value, based on
and disseminated by virtue of the initial common goods services.

5.3 Tiers-Lieu of General Interest for Creating Services
as Common Goods

Creating services of the “common good” nature can be possible thanks to a collabo-
rative environment which offers the possibility to identify the initiatives-oriented
common goods, and detail them and develop the corresponding services for com-
mercial projects, research or business-oriented methodologies.

The first results were discussed in our previous research [10], which introduces the
concept of Tiers-Lieu (extending the initial concept of “third place” from [17]) and
argues the characteristics of Tiers-Lieu, which reveal its added value in comparison to
other collaborative environments.

In our approach, Tiers-Lieu are envisaged as an open environment that motivates
collaboration, intellectual creativity and surpasses the limits of traditional disciplines-
defined collaborative spaces, by allowing defining new services. We underline that all
initiatives of Tiers-Lieu must be:

• inter-organisational (by representing a general interest),
• inter-disciplinary (not related to the only domain, but aiming to address interdis-

ciplinary situations),
• take into account international/intercultural aspects; lead to value creation in human,

social and economic spheres and, finally,
• all initiatives must be concretized in the form of one or several trans-organizational

and trans-disciplinary services.

The participants of Tiers-Lieu share “think contribution” vision, supporting creat-
ing services of the “common good” nature, which are also characterized by human
added value.

This also includes understanding by all the participants that these services are
created under Creative Common License [18], and no exclusive ownership rights can
be demanded by any actor of such service innovation environments.

5.4 Organization of Tiers-Lieu

Firstly, it is important to underline that Tiers-Lieu are developed as collaborative
environments, which aim to overcome the typical problems potential actors may face.
This includes the so called “resistance to change” when actors are invited to change
their way of work, communication, usage of systems, in order to find a “better” way of
doing (even if they do not particularly want to change them). Instead of this, in Tiers-
Lieu actors receive a possibility to take part in co-creation as active participation in
changes, and as such define by being which (if any) changes are really needed.
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Moreover, within Tiers-Lieu, absence of immediate tangible results is not seen as
blockage, since all actors share “think contribution” vision, with added human value,
and the results are, in fact, achieved through concretization their initiatives as services.

The activities that are supported by Tiers-Lieu are naturally discussed during the
meetings of co-operative nature concerning strategic questions typical for complex
competition-based environments. As an example, we refer to the domain of mobile
healthcare (mHealth) [19], and more precisely, analyze the actors involved into
defining services for aged people (Fig. 1).

There are 4 main groups of actors, 4P:

• Patient
• Provider (hospital, care house)
• Payer (insurance companies)
• Professional (doctors, nurses, other medical professionals).

Along with these 4P actors, we should also consider other involved actors. They are
providers of technology (IT-radiology specialists), policy-makers, researchers, actors
related to education, representatives of different organisations, legal administration
officers, or just interested people, who would like to participate in developing services
(for example for aged people).

Despite certain contradictions between the value intentions of each actor, Tiers-
Lieu are characterized by a high level of collaboration in achieving common objectives.
For example, while introducing new forms of medical services, IT standards or com-
pliance norms, the necessity of coherent collaboration between direct competitors (e.g.,
leading companies in the sector), standardization organizations, policy-making bodies
and other interested parties has become a crucial factor.

The forms of meetings within Tiers-Lieu are multiple: they can be face-to-face,
diffused by Internet, supported in real-time or asynchronous, or a mixture of different

Fig. 1. mHealth actors
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forms. The participation is open for other contributors: actively interested people, and
is highly beneficial if various interesting – and multi-domain – ideas are exchanged.

In this context, it is important to underline that the participations in Tiers-Lieu are
based on the acceptance of its members of the main principles of team creativity, their
desire and ability to create collectively, to share the expert knowledge and the acquired
results, to avoid innovation resistance [20] and to ensure participative safety, to
improve the quantity and quality of attempts to introduce or develop new ideas.

One of the most important conventions within Tiers-Lieu are the mutual agree-
ments between all the involved actors that innovative ideas are represented through
initiatives which can dynamically change, according to the discussions. Each actor
should share the interest in selflessness [16]: before being selected and approved by all
actors, initiatives can be modified, reorganized, abandoned, etc.

In order to guarantee smooth functioning of Tiers-Lieu in creation and implication
of initiatives for service creation, it is necessary to establish its infrastructure, allowing
tracking the history and dynamics of ideas exchange, some principles for regulating
roles and access of actors.

A few crucial aspects should be underlined.
Firstly, Tiers-Lieu are motivated by the spirit of the PPPS approach: they are

supported by private (P), public (P) partnerships (P) and are oriented to service (S)
creation.

Secondly, to ensure the balanced organization of discussions and the effectiveness
of taken decisions, there should be a system of roles within Tiers-Lieu.

We start by identifying the following 6 roles:

• Initiators: actors, who come with a new innovative idea, define an initiative and
invite other actors to discussions. Initiators are those who take the final decision,
once the initiative is discussed and developed by others. For example, there is an
initiative to develop a special watch for aged people, which would evaluate their
blood pressure, as well as speed and amplitude of their movements, analyze the
results and trigger the other related services, if necessary.

• Participants: actors, who actively contribute in discussions and help to develop the
proposed initiative. These can be patients, psychologists, IT-developers, etc.

• Moderators: actors supporting the process of Tiers-Lieu functioning, i.e., “neutral”
actors who guide the discussion towards concretization of initiatives.

• Observers: actors, who assist at discussions and follow them, but are not actively
participating in them, i.e., the ones who do not have a word. Observers might have
educational purposes (e.g., students in medicine) or just share the general interest
for the discussed subject, without offering any concrete solutions (e.g., public who
would like to participate in creating services for aged people).

• Historians (or secretaries): actors who play a supporting role: helping to register and
track discussions and contributions of participants, introducing required informa-
tion, keeping in order the agreed planning, etc.

• Developers: actors, whose aim is to develop a service, once the initiative has been
defined and validated. These can be the same actors as initiators and participants,
after having accepted the validated initiative and acting within the defined frame-
work for service creation.
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The role of the initiator is characterized by a high level of responsibility and is
crucial for functioning of Tiers-Lieu. Indeed, it is the initiator who not only introduces
a new initiative as a subject of innovation, but also defines the scope of participation
within the scope of Tiers-Lieu. The initiator is also the one who evaluates the expressed
ideas and has the final word on accepting or refusing them.

To facilitate the discussion procedure and to minimize the uncertainty in discus-
sions, the initiator has a set of measures to keep the discussions fruitful, by attributing
the participants a yellow card (warning about the semantic inconsistency or non-respect
of the ethics of Tiers-Lieu) or a red card (serious breach of the rules or consistent
contradiction with the main idea of the current initiative; this leads to the exclusion of
the participant from this Tiers-Lieu). Analogically to football rules, two yellow cards in
the same meeting constitute a red card.

A participant with a red card (or in fact any participant at any time) may leave this
initiative and eventually launch an alternative initiative and a different Tiers-Lieu,
which might have the same participants of the initial Tiers-Lieu. All initiatives are
launched under the Creative Commons License [18], used when an author wants to
give people the right to share, use, and even build upon a work that they have created.

It is remarkable that there are no limitations for the participants to contribute for
multiple initiatives, as well as to leave them at any time.

It is important to develop a balanced system of ethics principles concerning the
supported activity, and, consequently, the ethics principles defining the developed
service.

Despite the self-motivation of the actors to participate in Tiers-Lieu, there should be
developed a balanced approach for supporting their interest in sharing and increasing their
knowledge about complex situations which require common effort, even under the risk of
competition. Tiers-Lieu are thus becoming a good choice for a neutral environment, which
can put together various actors for their “winning-winning” collaboration.

6 Conclusion and Future Work

This exploratory paper addressed the challenge of supporting creative development of
services, in order to ensure sustainable development of the service society.

In order to do this, we discussed the main aspects of the economy of contribution,
analysed the environments oriented service creation and proposed to develop Tiers-
Lieu (collaborative environments for service creation) of different domains. This
allowed us to address different situations facing our society, to develop situational
method components, which would offer the possibility to all the actors to collabora-
tively and effectively co-create services, in particular services of “common good”
nature.

We described the conceptual aspects of organization of Tiers-Lieu and illustrated it
with the example from the mHealth domain.

Our ongoing and future works include the further conceptualization of Tiers-Lieu
within the economy of contribution and the analysis of the impacts of the proposed
approach for societal development. We also aim at developing multiple Tiers-Lieu in
different domains: mobile health, relationships between the University and service
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society, and green transport, to mention but a few. We envisage Tiers-Lieu becoming a
sustainable environment for exploring the phenomena of service society and all
the situations we face, by offering all the actors the possibility to collaboratively create
services of “common good” nature.
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Abstract. This paper highlights the necessity of knowledge transfer and
sharing between young and old people, to avoid skills and expertises loss by the
organizations and for co-creating value. The paper depicts how the use of a
digital platform providing a common place in which people act and interact
could facilitate the exchange of knowledge and experience between these two
generations, thus fostering value co-creation. A case study describing the “5020
project” is presented in which this kind of a digital platform is developed. In this
scenario, mixed work groups, composed by young and old people, are created,
in which people, working together, share the knowledge acquired in the past
(respectively at school and on the job by experiences), co-creating value and
providing good solutions to requests of enterprises.

Keywords: Knowledge transfer � Knowledge sharing � Inter-generational
cooperation � Value co-creation � Service system

1 Introduction

In today’s economy, sometimes it is difficult to grasp how enterprises modify the
environment in which they act. Very often, it is the environment that modifies
behaviours of enterprises and encourages their changes [1]. Anyway, in both cases
there is always an interaction between organizations and their environment, as
emphasised by many organizational theories [2]. There are several, various and also
complex factors affecting environment as well as enterprises [3]. These factors change
continuously and rapidly, causing uncertain situations, in which knowledge becomes
one of the most important competitive factors for enterprises. [4, 5]. In this scenario
businesses tend, then, to become more and more information-intensive and networked
[6]. Moreover, the most part of that knowledge reposes in the mind of older workers,
especially if they acting in the same enterprise for a long time [7].

On the other hand, the continuing technological improvement and development,
combined with other reasons, increase the unemployment rate [8]. For instance, in the
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Italian context, this situation penalizes especially two categories of people: (i) young
people who are looking for a job1 (and often they don’t find it due to the lack of
experience) and (ii) elderly workers not retired yet and expelled from work by
downsizing or other types of enterprises transformations, that have also difficulty to
find a new employment due to the lack of updated competencies and flexibility [9].

Furthermore, people belong to the second category, also known as “baby boomer
generation”, have built up a huge amount of knowledge [10] that could be no simple to
transfer to the succeeding generation, since it has different behaviours and communi-
cation style. Consequently, the knowledge and the skills acquired by older workers
during their work life are neglected. At the same time, nowadays young people with no
work experiences risk to remain unemployed without the possibility to exploit their
knowledge acquired mainly through academic training and/or university courses.

On the basis of these assumptions, considering the two categories of unemployed
people, the issue on which this work seeks to bring a contribution is twofold:

• how it is possible to avoid the waste of the knowledge reposing in the older
workers’ minds;

• how it is possible to improve the possibilities for young people to exploit their
academic knowledge.

For facing these two aspects, there should be a way to allow:

• older workers to become “upgradable” and “flexible”;
• young workers to acquire experiential knowledge without too much experiences.

To face this issue, this paper presents preliminary results of a project designing a
digital platform [11] for providing a meeting place in which the two categories of
people can get to know one another, working together and “mixing” and “combining”
their knowledge to solve problems. Those problems or tasks are provided by Italian
enterprises especially micro, small, medium2 and non-profit organizations, involved in
this design project. In this way, the two kind of unemployed people transfer their
knowledge reciprocally in informal way, co-creating value [12]. Value co-creation is
defined as a special case of collaboration where the intent is to create something that is
not known in advance [13]. The interaction at work between young and old people, that
constitute the same team, reciprocally could foster the transfer of knowledge, offering
to enterprises a new complete approach to solve problems. These are the staring points
for the definition of “meta-requirements”, in compliance with the Design Research
model of Walls et al. [14], adopted for designing this particular e-service environment
[15]. The first part of the research path provides: (i) a taxonomy of the aspects (formal
and informal) that foster knowledge sharing and knowledge transfer among individuals
inside an organization, (ii) the different motivations that lead elderly and young people
to share knowledge; (iii) a description of changes produced in this field by using digital

1 The unemployment rate of “under 24” people is about 30 % in Italy (Istat - http://www.istat.it/en/); in
2013 people “over 50” were 438.000, increased from 2008 by 261.000, equal to 146 % - (Censis –
http://www.censis.it/).

2 In Italy they are the majority; the micro enterprises are 6,5 million and Small and medium enterprises
are about 265.000 (Confindustria, http://www.confindustria.it/).
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artefacts or platforms. According to Walls et al., these contents will contribute to the
definition of the so-called “Kernel Theories”. The research project, called “5020 – Fifty
Twenty”, aims at creating a digital environment to support the not-formal-knowledge
transfer process between elderly and young workers and to avoid the “waste of skills”,
considering the organizational and social needs of the context under investigation.

In particular, the workers taken into account act in the IT/IS context, so the
knowledge content concern mainly to IT/IS competencies and capabilities. The digital
platform in which both categories of workers act and interact for solving specific
problem is one of the outcomes of the design research process. Currently the experi-
mentation phase is still in progress, but this paper can already shows some preliminary
results.

2 Value Co-creation

Value co-creation can be defined an interaction among people, a relationship, a special
case of collaboration where the intent is to create something that is not known in advance
[16]. Vargo et al. [17] argue that value is fundamentally derived and determined in use,
the integration and application of resources in a specific context. The interaction through
mutual service exchange relationships creates an integration of resources and the actors
involved in value co-creation, also mutually benefice of them [18].

According to Sanders and Simon [19], it is possible to individuate three types of
value co-creation: monetary, use/experience and social. The key actors can be several
and they can bring to the value creation process different resources. Knowledge can be
one of them, especially its flow and sharing.

The people’s creativity and empathy, inside companies and organizations, create
value that they can utilize themselves. The roles of producers and consumers are not
distinct; value is always co-created, jointly and reciprocally, in interactions among
providers and beneficiaries through the integration of resources and application of
competences [20]. In this way, the service system can improve the adaptability and
survivability by allowing integration of resources that are mutually beneficial.

3 Knowledge Economy and Italian Situation

Organisations interact with their environment and reshape the environment and even
themselves through the process of knowledge creation [21]. The knowledge takes place
through the action and the social interaction between individuals and organisations and
it could be tacit or explicit. Thanks to the conversion process, based on the interaction
between these two forms, knowledge grows in both quality and quantity [5]. The
dynamic capability of knowledge creation could sustain the competitive advantage of
enterprises [22].

Hence in a dynamic and knowledge-based economy, how the knowledge is man-
aged could represent both a way to create a competitive advantage of organizations or
to avoid loss of organizational knowledge [4, 23–26].
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3.1 Knowledge Sharing and Knowledge Transfer

We are living in a “Knowledge based society” [21, 27], where innovation and dynamic
process of knowledge create value for the firms [5] and determine their competitive
advantage. Furthermore it is necessary to combine internal and external competences
[28], integrating and applying Knowledge [29]. Enterprises are constituted by set of
productive resources and competence [30–32], therefore the knowledge process must
permeate in all the organization with the dynamic capability to continuously create new
knowledge [5].

According to Nonaka, the knowledge-creating process arises in dialectical thinking,
which transcends and synthesizes some contradictions. Indeed, it is not always so easy
to communicate tacit knowledge to others, since it is an analogue process that requires
a kind of “simultaneous processing” [5]. Often people don’t realize that they have tacit
knowledge; they can transfer it only if there is trust. If there isn’t, tacit knowledge could
atrophy in each one. On the contrary, from an organisational viewpoint, if enterprises
don’t promote sharing knowledge, they lose expertise. It is necessary to have relational
knowledge to build organizational sense [5, 33]. The process of embodying explicit
knowledge into tacit knowledge is called “internalization”. Through internalisation,
related to “learning by doing”, explicit knowledge created is shared throughout an
organisation and converted into tacit knowledge by individuals [5]. Business relations
between colleagues, and friendship relationships between the members, could enlarge
the possibility of knowledge exchange [34, 35] and promote the informal learning of
new competences [36]. Hence the colleagues’ experience is an important source of
knowledge [37], in particular for the more creative ideas that the exchange of expe-
rience can bring out. In addition to a good trust climate, openness in the business
culture is also a precondition in order that knowledge exchange occurs [38].

3.2 Elderly and Younger Workers

The “baby boom generation” is constituted by people, which were born between 1946
and 1964 and have built up a considerable amount of knowledge about how things work,
how to get things done and who calls when problems arise. Their knowledge comes
especially from their own experience. Many organizations are going to lost a lot of
knowledge and their gaps in skills and capabilities grow, largely due to the baby boomer
retirements [10]. The knowledge transfer process from baby boom generation to the next
generation is necessary because young people need to be helped to acquire work
experience. [39]. On the other hand, it is extremely hard because it has been developed in
an era of unprecedented technological and scientific advance [10]. Furthermore, elderly
and young workers unlikely have business relationships and friendship relations that
could create the necessary confidence to transfer tacit knowledge. They have different
characteristics, habits, values and expectations; they determine different working
dynamics that ask an organisational transformation and a working method change.

Moreover, they are two most disadvantaged generations and, at the same time,
antagonistic in the working world. However, the non-use of professional skills can
“atrophy” skills, and, on the other hand, the rapid change of technology increases the
risk of obsolescence and could decreases progressively their value.
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The young people are looking for their first job while the workers “over 50” are
prematurely expelled from the companies. Both are in difficult because younger are
missing experience, older are missing update and often their salaries are too high due to
their seniority. So it could be profitable for both of them, find a common space of
personal relationship to share and transfer tacit knowledge, filling the gap between
academic/theoretical competences and capabilities built on long work experiences.

3.3 The Italian Landscape

In the Italian context, it is possible to identify at least two main issues that can hinder
diffusion of knowledge, exacerbated also by the economic and financial crisis of the
recent years:

1. The market is constituted over ninety per cent by many micro, small and medium-
sized enterprises (SMEs), in which the knowledge creation process is especially
based on the training on the job for reasons of efficiency and economic sustain-
ability [40]. Small and Medium-sized enterprises are important drivers of economy
but often they neglect knowledge management issues and investments in infor-
mation system and technologies. Due to the lack of resource, SMEs in Italy have
more difficulties than larger enterprises to employ experts or hire external
consultants.

2. There is a growth of third sector and non-profit organizations and also they have to
manage the generational shift and need to improve their knowledge organization
and transfer.

In general SMEs and non-profit organizations rarely make investments in process
of knowledge creation, especially in ICT [26]; they do it only if they are conveniently
“stimulated”, for example by funding, as it is arisen in the recent few years. [41].
Therefore this research work wants to study the problem of knowledge transfer
between elderly and younger workers that especially is relevant for these two important
sectors of the Italian economy.

4 A Design Research Model

The use of specific innovative technologies may represent an effective solution for
fostering that knowledge transfer process [42]. According to Walls et al. (2004), design
theories should be based on natural and social science theories (referred to as “kernel
theories”) since the “laws” of the natural and social world govern the components that
comprise an information system.

The “5020 Fifty-Twenty” project aims at creating a technological environment for
whom that work in IT/IS area, such as: IS Manager, IS Designer, IS Auditor, IT System
Administrator, etc. Considering this specific sector, the good practices learned (also
informally) by the elderly worker and the IT competences related to IT innovations
acquired by the younger generation attending specific courses (e.g. master, official
university courses, etc.) could represent for an organization the right component to mix
for gaining a competitive advantage combining both kind of knowledge.
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On the basis of these assumptions, in according with the Design Research model of
Walls et al. [14], it is possible to identify the following requirements:

• create a network to promote knowledge sharing and knowledge transfer between
senior and junior employees;

• provide opportunities of employment to elderly workers who have lost their job and
the younger who are seeking it in Information Technologies;

• promote the training on the job of younger workers;
• bring up to date the older, giving them the opportunity to upgrade technology;
• provide high-level skills;
• enable workers who live in remote or poor areas or to get in labour market;
• provide good product /service but low-cost to the enterprises, especially SMEs and

non-profit, who need to review their processes or improve their efficiency or that
need improving their information technology;

• reduce the cost /time of transfer (and the consequent pollution).

In keeping with the kernel theory of knowledge creation this Information Systems
Design Theories (ISDT) is not specific but it could be connect to the concept of “ba”,
i.e. a shared space that could be a combination of physical, virtual and mental area or
only one of them; it is more than an ordinary human relation the cause of knowledge
creation [43]. Ba provides a platform to create and improve individual and/or collective
knowledge.

4.1 The “5020 – FiftyTwenty” Project

This project is an intergenerational agreement for work and training, made through a
platform that promotes cooperation of recruitment and work team creation, between
baby boomer and next generations.

The platform is a combination of a technological platform and a virtual and mental
area (see the “ba” concept), looking at young and “over Fifty” workers who live a
particularly disadvantage and sometimes dramatic social problems of unemployment. It
promotes employment in information system sector by spreading the culture of inno-
vation and knowledge transfer. The project indeed considers that skills acquired in both
learning and job experiences are a valuable asset that can’t and should not be wasted.

In this context, value is co-created by three key actors: (i) young people that doesn’t
work because of their lack of experience; (ii) older people that are prematurely thrown
up from work and that with difficulty can be reinstated because of the lack of upgrade,
and (iii) organizations – public administration, SME or no-profit – that can hire them
and improve themselves. These actors bring a resource, their knowledge, for supporting
the value creation process, especially through knowledge transfer and sharing.

The platform is designed to recruit non-occupied people, younger and older and to
distribute few of them into the same team, depending on requires of the enterprises
participating to this project. Fostering by the a common space (virtual) provided by
5020 platform, they can transfer and share their knowledge. Both, younger and older,
have indeed an absorptive capacity and a teaching skill, concerning respectively the
college-prep and the work experience; they learn and explain each other. The appro-
priation affects the flow and the knowledge transfer.
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The project proposes the use of that platform as organizational solution to
improving expertise, experience and innovation of SMEs and non-profit organizations.
These enterprises can obtain tools and methodologies saving cost and improving their
efficiency (Fig. 1).

One small staff, also working in 5020 spirit (the managing team is constituted by 2
senior and 2 young), selects the senior and the young people each time. The digital
platform supports planning, operational and organizational processes. It is also a
showcase to present the job opportunity and it is the tool to select the most appropriate
people.

The 5020 project uses a dynamic recruitment (in collaboration with local Univer-
sities for the selection of new graduates). The platform organizes the team and controls
the progress of activities too. It creates a real learning community and upgrading as
well as representing the first channel of communication and promotion. The wide
number of job applicants permits to identify the most suitable job profile and allows the
composition of highly specialized teams. In this way the team member’s skills increase:
young people complete their training, taking the “best practices” from senior; elderly
upgrade their knowledge, learning from the younger.

4.2 Preliminary Results

Knowledge originates and resides in people’s minds, but its sharing requires a common
place to exchange knowledge and create it [43]. The “5020 project” would want to be
that place. It is more important that all the stakeholders (i.e. policy makers, enterprises,
employers and employees) need to be interested to the age-group relationships in
regard to workplace practices [44, 45].

In the 5020 project it is possible to identify seven main activities fostering directly
or indirectly knowledge transfer, depicted below:

1. Interview: the job interviews is made generally by the management team 5020 and,
certainly, they were always between people of different age and/or experience. The
team, to fully understand the candidate’s experience and to address him/her towards

Fig. 1. The “5020 project”: an intergenerational agreement for work and training, made through
a platform of recruitment and work team creation.
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the enhancement of the skills that the market requires, based on the experience of
5020. Sometimes the 5020 staff suggests attending to institutional courses (e.g.
organized by region or province institutions), online training or participation in free
courses organized by 5020.

2. Training: the 5020 staff organizes free courses combining for each one people of
different generations to facilitate the knowledge transfer starting from the moment
of the training;

3. Post Training: the 5020 staff organizes sessions of practice exercises on the product
of the course, for people who have not found immediate employment in 5020
neither on the labour market, by developing applications that could be presented to
the market;

4. Design activity: the project activities are composed by mixed teams that operate at
the customer or during the feasibility study or preparation of the bid. The 5020 staff
spends time and pays attention to young people, to identify the critical points of the
phase that they are facing and to prevent any mishaps. Similarly, evaluates all the
innovative proposals;

5. Lessons on Soft skills: 5020 staff also organizes horizontal or soft skills courses
(e.g. customer relationship, clarity of exposition, consumptive activities, project
management, etc.).

6. Management issues: the meetings to organizing the activities occur with high fre-
quency during each month, and they are often occasions to illustrate and compare
management practices.

7. Team building: the organization of mixed teams senior / junior is confirmed, where
possible. However, analysing the people profiles, we found a greater number of
unemployed over 50 and a significant presence into the intermediate band (40–50 years
old), and in general a growing interest in the initiative 5020 especially young people
who want to improve their skills.

Davenport and Prusak (1998) assert that technology is a tool that enables knowl-
edge behaviours and Hendriks (1999) states that it can facilitate knowledge transfer.
Thanks to “5020 project”, 3 courses were made (81 days in all) of learning for 20
people, on the average 42 years old. Furthermore, since knowledge resides in people,
not in technology, it is necessary to act toward and with people. According to Deng and
Weight (2001) rewards and encouragements can represent an essential motivation. In
this particular case it is necessary to act towards and with younger and elderly workers.

Finally, 69 % of learning people was employed post learning or job experience. Six
teams are employing in four different organizations: one enterprise (Pirelli S.p.A.), one
public administration (Veneto Region), one non – profit organization (ASD US-Acli),
and one small cooperative company (Cooperativa Lavoro).

5 Conclusion

Thanks to the conversion process, based on the interaction between of tacit and explicit
forms, knowledge grows in both quality and quantity [5]. In a dynamic and knowledge-
based economy, the knowledge is managed could represent both a way to create a
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competitive advantage of organizations or to avoid loss of organizational knowledge
[4, 23–26]. However in Italian market, small and medium sized enterprises and non-
profit organizations, which are the majority, have some difficulties to create process for
retaining and growing knowledge. The knowledge transfer from baby boom generation
and younger workers is not so easy and lot of skills and competences could be wasted.
Some authors above mentioned assert that knowledge transfer and sharing behaviours
can be facilitating, and technologies could be a useful tool. The “5020 project” could be
one of those solutions.

The literature review and the preliminary results of the case study underline that
knowledge sharing is facilitated when elderly and young workers find a common space
with a good trust climate or/and if they are motivated to share (e.g. in 5020 project,
some unemployed people can get work). This research is still in progress; at the
moment the first results shows that some proposed objectives are achieved or
reachable.

Finally this work contributes to the literature on the technology mediated employee
organization relationship and on the technology impact on work flexibility [46].

Future works should verify if and how fostering intergenerational knowledge
sharing could be really useful or not for SMEs and non-profit organizations, gathering
information using the 5020 platform in the next years. Furthermore, further steps could
be related to investigate (i) on which factors motivate Knowledge transfer from baby
boom generation to younger people and (ii) on the possible role-played by digital
artefacts/platform in supporting the value co-creation. According to Hendriks [47], the
use of ICT, indeed, can be an important instrument to foster knowledge sharing among
people but it cannot work alone.
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Abstract. Research collaboration in a globalized world has become one of the
most important challenges for higher-education today. Collaboration between
researchers all over the world is still an intricate and difficult challenge, which is
the motive for this study that aims at filling this gap in the field of social science
research. Based on the review of the literature, we propose a conceptual
framework for designing a cyberinfrastructure to promote the collaboration
among researchers across institutions. We present an example to illustrate the
application of the framework that supports international collaboration between a
research laboratory in a developed country and its partners in developing
countries. Future work and research directions are also suggested in order to
apply and extend the framework at a broader scale.

Keywords: Research collaboration � Cyberinfrastructure � Social science �
Service science

1 Introduction

Nowadays, the knowledge economy requires a stronger focus on the production and the
distribution of knowledge, especially in the field of research and development.
Research collaboration is defined as cooperation among researchers to attain the mutual
objective of producing new scientific knowledge [17]. The need for research collab-
oration has increased in the past few years with requirements from funding agencies
and governments. Research collaboration has become important for researchers,
research institutes, and policy makers [3]. The motivations for research collaboration
are to verify research proposals, to make the research results available to the public, to
enable others to extend the research data, and to advance the state of research and
innovation [5]. Further, motivations are also to save costs and to promote interaction
among researchers in various fields and in different countries [17].

Research collaboration may positively affect research outputs and research quality
since a researcher may widen his understanding and achieve better outcomes with other
researchers’ contributions [23]. With research collaboration, researchers may share
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their experience, expertise, skills and resources and may create fresh ideas [3]. The high
degree of collaboration intensity is a strong driver for achieving higher levels of
research quality. The more a researcher uses the collaboration network, the higher
research quality he or she can gain [23].

To promote collaboration among researchers over the world, e-science, also called
cyberinfrastructure, was introduced as the emergent infrastructure supporting the next
wave of collaboration in knowledge communities [16]. The term e-science evolved as a
new research field that concentrates on collaboration in key areas of science using next
generation computing infrastructures to extend the potential of scientific comput-
ing [29]. E-science is also used to describe computational intensive science that is
conducted in highly distributed network environments, which use immense data sets
requiring grid computing, and technologies for enabling distributed collaboration [27].
E-science is related to large-scale science that is being conducted through collaborations
among researchers all over the world by using the Internet [10]. In general, e-science has
the potential to revolutionize research and learning in the digital world [1].

Recent studies showed that much of the current e-science effort was mostly oriented
towards supporting natural science and technology-oriented research in order to access
large data sets, to provide greater computing resources and to broaden the uses of new
instruments and sensors [32]. We believe that e-science in the field of social science
research needs the same motivations and means for social researchers to work together
across time and space while pursuing larger scientific problems. Indeed, the social
science is undergoing a transformation from studying problems to solving them, from a
purely academic pursuit to having a major impact on public and industry, and from
isolated scholars to larger scale, collaborative, interdisciplinary, and lab-style research
teams [18].

This paper focuses particularly on a special need for more collaboration between
social researchers all over the world, especially those in developing countries and those
in developed countries. Developing countries have suffered from the lack of both
financial and human resources in R&D. There is a need for improving higher-education
institutions in developing countries to strengthen their research activities and interna-
tional collaboration [31]. The purpose of this paper is to present a conceptual frame-
work for designing a cyberinfrastructure for promoting social science research
collaboration. In the context of scientific research, a cyberinfrastructure is a techno-
logical and sociological system to efficiently connect research laboratories, information
systems, and people to promote novel scientific theories and knowledge [4]. The
objective of a cyberinfrastructure is to allow researchers to collaborate in doing their
research activities with researchers all over the world in the digital age.

The paper seeks to answer the following research question: “How to design a
cyberinfrastructure for promoting collaboration in social science research?”

To respond to this question, this paper introduces a conceptual framework that can
be used to design a specific cyberinfrastructure for an institution or a network of
institutions for promoting social science research collaboration. In our approach, design
is the creation of a roadmap for the construction of a cyberinfrastructure. Therefore, the
main objectives of the framework are to clarify the key elements of a generic cyber-
infrastructure and to specify relationships between them [15]. Each institution can
adapt the framework to build its own cyberinfratructure by identifying and specifying
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the specific elements according to its business priority, processes, and management
styles.

The remainder of this paper is structured as follows. Section 2 continues with a
theoretical background. Section 3 introduces a conceptual framework for designing a
cyberinfrastructure for social science research collaboration based upon the perspective
of service science. The paper also presents the applicability of the framework by
illustrating an application for a research laboratory. Section 4 concerns with related
work and discussion. Section 5 ends with conclusions and outlook.

2 Theoretical Background

2.1 E-Science and Research Collaboration

E-science is, firstly, defined as computationally intensive science that is carried out in
highly distributed network environments. Consequently, collaborative research in e-
science is the emerging trend in the 21st century science, since it brings new possi-
bilities and challenges in various aspects, including technical, social and legal [10, 16].
For instance, the collaboration norms and procedures are important challenges for
research collaboration among researchers [10].

Recent trends towards an e-science offer the following approaches: data mining and
analysis, information visualization, observation tools, knowledge organization and
collaboration services. Data used by social science research have been stored
and analyzed digitally, while new research tools have emerged and become the pros-
pects for social science research in a large scale [14].

Firstly, data mining and analysis is a method used in the analysis of big datasets
and establishment of meaningful models using computer-based tools. In particular,
network data analysis is a method used in social science research to discover rela-
tionships between individuals, communities, or organizations. Secondly, information
visualization is used to create images, graphs, charts, or animations to communicate,
understand, and improve the results of large data sets’ analysis. Thirdly, observation
tools such as living lab introduce new ways of managing innovation processes that
support the observation, measurement and fabrication of services [6]. Fourthly,
knowledge organization encompasses all types of schemes for organizing information
and promoting knowledge management [22]. Finally, besides email and chat that are
often used as media of communication, various collaboration services may be used to
support research collaboration, including video conferencing, telephone, and periodic
project meetings assessing progress using these forms of communication [2].

2.2 Service-Oriented Cyberinfrastructure

Service-orientation is a design paradigm to build systems in the form of services.
Service-oriented science is a new way of doing research that leads to an ideal oppor-
tunity to promote research collaboration among researchers from various departments,
institutions, and countries [30]. Consequently, researchers may produce quality research
outputs by using computational tools to share information and data. Moreover,
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knowledge has become collective knowledge, which is not only stored and shared
exclusively in the scientific literature but also documented in different databases [12].

In our approach, we consider higher-education organizations as knowledge-intensive
organizations that offer to the market knowledge-intensive services, which are defined as
services and business operations heavily reliant on professional knowledge [25]. These
services are both sources and carriers of knowledge that influence and improve the
performance of people, organizations, and value-creation networks. In a knowledge-
intensive organization, knowledge-intensive services are supported by two categories of
application services: dependent and independent services. Dependent services need the
cooperation with other service systems for their realization; meanwhile, independent
services can be performed inside the organization without outside cooperation [22].

A service-oriented cyberinfrastructure for a knowledge-intensive organization
needs to support the knowledge business value chain that covers different categories of
services that support both organizational and information systems activities. Figure 1
presents the principal architecture of a cyberinfrastructure that serves several domain-
specific knowledge communities in their knowledge-intensive work.

A cyberinfrastructure provides application services offered in e-science such as data
mining and analysis services and observation services for knowledge capture,
knowledge organization services for knowledge store, visualization services for
knowledge use, and collaboration services for knowledge sharing. These application
services then use IT based services such as data-as-a-service, information-as-a-service,
process-as-a-service, software-as-a-service and infrastructure-as-a-service [11].

Fig. 1. General architecture of a service-oriented cyberinfrastructure
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3 Framework for Social Science Research Collaboration

Service science is a term used to describe a new science that encompasses all the
aspects that relate to service systems. A service system is defined as a “value-copro-
duction configuration of people, technology, other internal and external service sys-
tems, and shared information” [34].

The framework for promoting social science research collaboration (SSRC frame-
work) needs to cover all the three dimensions of service science, including management,
science and engineering. The management dimension, corresponding to Service pro-
posal, adds more value to existing services and provides new innovative services in a
network of service systems. The science dimension, corresponding to Service creation,
defines the structure of service systems and clarifies the process of service creation. The
engineering dimension, corresponding to Service operation, covers the invention of new
technologies to improve the quality of services [21]. Some key elements were derived
from the earlier versions of this framework for business interoperability based on
conceptual specifications of information systems [19, 20].

In our approach, a cyberinfrastructure aims at serving a network of service systems
that efficiently connects institutions, organizations and people in order to promote a
new way of doing research and collaboration in the digital age. Figure 2 introduces the
different dimensions of the framework and principal elements of each dimension.

The section continues with the details of the principal elements of the SSRC
framework in accordance to the different levels of abstraction: network of service
systems, service system and service. At the network of service systems level, the
service proposal relates to the role, the collaboration and the value of services. At the

Fig. 2. Dimensions and elements of the SSRC framework
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service system level, the service creation element deals with the possession and
technical implementation of services. At the service level, the service operation element
includes the three principal elements: the structure, the transition and the coherence of
knowledge-intensive services.

3.1 Network of Service Systems Level

At the network of service systems level, the focus of the framework is to create and
increase service values. Its principal elements correspond to the network, value and
collaboration aspects to specify the network configuration and operation as well as the
representation of value creation and exchange [21]. Accordingly, the following con-
cepts are proposed to specify a network of service systems: economic entity, service,
role, contract and overlap situation.

A network of service systems is comprised of a variety of economic entities, which
assumes a subset of roles and their respective responsibilities in the network. A service
is defined as “a change in the condition of a person or a good belonging to some
economic entities brought about as the result of the activity of other economic entities,
with the approval of the first person or economic entity” [8]. A service requires at least
two roles: one service provider and one service client. A service offers a value proposal
defined as a value produced by transferring things or by improving some states of
service clients [24]. A contract defining what to offer and to whom, will be performed
by one or several economic entities. Depending on the value-creation process, there are
co-creation activities in which value is exchanged or co-created [28]. An overlap
situation occurs when there is at least one component of a service shared by some
economic entities, which perform together a co-creation activity. An overlap protocol
is a protocol that allows each economic entity to perform its own activities locally but
also to guarantee the coherence and consistency of the network globally [20].

In social science research, there are two traditions commonly referred to as quan-
titative and qualitative research [9]. The quantitative research concentrates on behav-
iour; meanwhile, the qualitative research concentrates on meanings. Moreover, action
research is proposed to explore how the research findings can be used to make a
difference to the situations of those involved in the study [9].

Figure 3 illustrates economic entities involved in a cyberinfrastructure as a network
of service systems. The cyberinfrastructure provides a research collaboration service as
a knowledge-intensive service that includes various research activities in social science
research [9]. Recently, social researchers have begun to use IT based services in e-
science for carrying out research activities such as online surveys, statistical analysis,
simulation and forecasting tools, data explore and visualization, dataset integration and
sharing, and web-based interview and intervention [14].

Let us discuss about an example, which is extracted from a real-world application
of the SSRC framework for supporting social research collaboration. A medium-size
university in a developed country is interested in promoting its collaboration in social
science research with its partners in developing countries. The university has built a
cyberinfrastructure to carry out the delocalization of MBA program with research thesis
option.
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Thanks to this cyberinfrastructure, researchers from this university can validate
their hypotheses with organizations in developing countries by performing their
research activities remotely in collaborating with their partners. In particular, the
project concentrates on building certain cyberinfrastructure-enabled knowledge com-
munities related to specific domains such as microfinance, women’s entrepreneurship,
industrial upgrading program, and ICT for development.

Figure 4 illustrates the network configuration for an action-research project per-
formed by a MBA student. The research collaboration service in this case is the “thesis
supervision” service. This network is comprised of a set of economic entities such as
the university, the partner, the organization, the supervisor, the examiner and the
student. The organization is the enterprise that performs the action-research project.
The university and the partner are the service providers. The student is the service
client. The “thesis supervision” service helps a student to change his state, becoming a
“graduated” student. The “thesis supervision guidelines’’ document is a contract of the
service that clarifies the responsibilities of each economic entity.

There is an overlap situation related to the “research thesis” component between the
university, the partner and the organization. Those economic entities work together on
the information and documents related to the thesis based on the “network-based”
overlap protocol [20]. This protocol is used to operate overlap situations by authorizing
economic entities as co-owners to monitor the effects caused by other co-owners’
actions.

3.2 Service System Level

At the service system level, the framework focuses on service creation, which involves
the two principal elements: the configuration and the implementation of services. The
objective of this level is to ensure that services have adequate resources for efficiently
implementing as well as sufficient technological support.

Fig. 3. A generic cyberinfrastructure for social research collaboration
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In our approach, a service is provided by an economic entity and represented by a
unit of shared information. A service is operated by a subset of business activities and
requires resources for the technical implementations of those activities. A technical
implementation of a business activity is the use of a set of IT based services so that this
business activity can be operated [21]. Business activities may consume or produce
products and services whose information is represented by business objects (BO).
A unit of shared information covers a subset of interconnected business objects. Each
business activity of a unit of shared information can be implemented by one or several
technical implementations, and each technical implementation may use a set of IT
based services.

Concerning technical implementation of services, firstly, data mining and analysis
services can be useful to capture explicit knowledge. Secondly, observation services
such as living lab tools can be used to experiment, observe, and measure results of a
research project, especially action-research.

Thirdly, knowledge organization services can organize knowledge inside the
cyberinfrastructure according to the different knowledge components [13] (such as
know-what, know-how, know-why and know-who) to promote different types of
innovations and to facilitate knowledge visualization [22]. Know-what corresponds to
the structure of knowledge focusing on business objects and their relating concepts.
Know-how corresponds to the transition of knowledge focusing on processes and
activities. Know-why corresponds to the coherence of knowledge focusing on business
rules, which are the reflection of the raison d’être inside a service system [10]. Know-
who corresponds to the possession of knowledge by economic entities that may provide
resources related to domain knowledge.

Fourthly, data visualization can be performed according to the semantic relation
between knowledge components. Taxonomy tools can be used to organize the structure
of knowledge according to the knowledge components.

Finally, collaboration services provided in e-collaboration systems can be helpful to
capture tacit knowledge, to promote knowledge transfer and to improve the quality of

Fig. 4. Network configuration for the “thesis supervision” service
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explicit knowledge [22]. Awareness tools are useful to acquire a deep understanding of
current research topics related to knowledge components, and workflow tools can be
used to enforce the coherence of knowledge.

Continuing with our example, the university assumes responsibilities such as
providing professors for thesis supervision, hosting and managing the cyberinfra-
structure, and granting degrees to graduated students. The “thesis supervision” service
is represented by a unit of shared information called “research thesis context” that
covers the “research thesis” business object and the “Carrying out a research thesis”
process.

Table 1 introduces the detailed implementations of the “Deciding on a research
focus” activity, the first activity of the “Carrying out a research thesis” process.

3.3 Service Level

The service level focuses on service operation that presents what is provided and how it
is provided [21]. Its principal elements are the aspects representing the knowledge
structure of a service, including the structure of knowledge, transition of knowledge
and coherence of knowledge [22].

The structure of knowledge is represented by business objects, which refer to facts
and artefacts relating to services [21]. A business object is defined as a type of an
intelligible entity being an actor inside the business architecture. In social science
research collaboration, there are BOs related to a scientific paper, a subvention pro-
posal, a service contract, a team-teaching project, or a thesis co-supervision. An
attribute of a BO is a function corresponding to every instance of this BO and to a set
of instances of other objects.

The transition of knowledge is represented by processes that refer to the under-
standing of the generative operations constituting a service [21]. A process can be
triggered by an event and uses a set of business activities. A process in social science
research collaboration describes a submission process of a paper, an application process
of a grant, steps of a service contract, a syllabus of a course, or a roadmap for a thesis.
A business activity is an operation of a service used to transit from a dynamic state to
another dynamic state. A dynamic state of a BO expresses a condition of a service in
which certain business activities are enabled and others are disabled.

The coherence of knowledge is represented by business rules that refer to the
understanding of the principles underlying a service [21]. A business rule (BR)

Table 1. Implementation of the “Deciding on a research focus” activity.

Business activity Technical implementation Required resources

Deciding on a
research focus

Following blogs of professors Blog, comments
Requesting an online meeting Web-based interview, professor
Checking CVs and
publications of professors

Online repository for scientific
publications, Email

Participating in a seminar Online seminar, professor
Following a course E-learning, professor
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constrains certain components of services. BRs in social science research are connected
with eligibility criteria and constraints related to time, quality, and conformity. Scopes
of a BR represent the context of a business rule that covers a subset of relative BOs.
Risks of a BR are the possibilities of suffering from incoherent information that may
lead to fail points of business activities or to the incoherence of business objects.

In our example, the “thesis supervision” service transforms a student status from a
“graduating” into a “newly graduated” student. Service operation concentrates on the
three dimensions of knowledge: structure, transition and coherence.

Concerning the structure of knowledge, the key business object is the “research thesis”
BO. Figure 5a illustrates an excerpt of the structure of knowledge related to the “research
thesis” BO and its attributes. Concerning the transition of knowledge, the process states
the roadmap of a research thesis is the “carrying out a research thesis” process. Figure 5b
depicts an excerpt of the “Carrying out a research thesis” process, including its business
activities and dynamic states. Concerning the coherence of knowledge, there are business
rules extracted from the guidelines and procedures of the MBA program. For example,
there is a BR, called BR#1, indicates that “the period of thesis fulfillment (determined by
start-date and end-date) must not exceed two years”. The risk of the BR#1 is the operation
related to the “end-date” of the “research thesis” BO.

4 Related Work and Discussion

According to our literature review, recent studies that attempt at applying e-science for
promoting research collaboration have presented the following inputs: semantic e-
science, infrastructure interoperability reference model, social research network sites,
and document practice focus.

Semantic e-science is an approach supporting research collaboration in which all
the services of data access, integration, provenance, and data processing need semantic
representation. As a matter of fact, semantic e-science is insufficient for complete data
discovery [26]. The infrastructure interoperability reference model (IIRM) was based
on the OGSA (Open Grid Services Architecture) so that researchers can access multiple
interoperable infrastructures [12, 29]. The social research network sites (SRNS) are
used as a web-based service [7]. This service allows individual researchers to perform
the research collaboration functions such as identity, communication, information and
collaboration [7]. The document practice focus approach concentrates on a common
platform where research resources can be stored and shared across researchers [32, 33].

Research studies related to e-science have demonstrated the importance of social
science research collaboration. Different from natural sciences, social science research
requires different methods and different tools, such as survey method, case study and
action research. With the development of the large-scale data in social science research,
a specific cyberinfrastructure framework is useful to support collecting and analyzing
large-scale data sets. Compared with the other approaches mentioned above, the SSRC
framework addresses the cyberinfrastructure in an integrated manner, more coherent
and more complete. Indeed, the framework takes into account all of the three levels of a
service, including the service, service system and network of service systems levels.
Moreover, it covers all the three dimensions of service science: the engineering (service
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operation), science (service creation) and management (service proposal). Table 2
compared the focal points, including the focused levels and elements of the SSRC
framework with the other approaches.

Fig. 5. Specifications of the framework elements

Table 2. Comparison of the SSRC framework with the other approaches.

Approach Author(s) Focused levels Focused elements

Social research network
sites

Bullinger et al. [7] Network of
service
systems

Service proposal

Semantic e-science Narock and Fox
[26]

Service Service operation

Infrastructure
interoperability reference
model

Riedel et al. [29] Network of
service
systems

Service proposal

Document practice focus Sawyer et al. [32] Service system Service creation
Sharma et al. [33]
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5 Conclusion and Outlook

In this paper, we address the general lack of e-science literature and the special need for
a foundation for building a cyberinfrastructure for social science research collaboration.

We, therefore, propose a conceptual framework for designing a cyberinfrastructure
for social science research collaboration, called the SSRC framework, in order to
promote collaboration among researchers as well as new ways of doing social science
research in the digital age. To the best of our knowledge, this approach is one of the
first that concentrates on applying the service science perspective on e-science to
promote social science research collaboration. The paper presents a theoretical foun-
dation for identifying, specifying and implementing different aspects of knowledge-
intensive services based on the main dimensions of service science (engineering,
science and management) and on the different levels of a service (service, service
system and network of service systems). Concerning the applicability of the frame-
work, an example extracted from an experimentation of the framework is illustrated.
The purpose of this experimentation is to build a cyberinfrastructure for an institution
in a developed country that intends to delocalize its MBA program with research thesis
option to developing countries.

With regard to practical implications, our approach aims at supporting institutions
to build their cyberinfrastructure to promote social science research collaboration. Due
to the variety of requirements of research collaboration, it is suggested that the artefacts
of our framework could be adapted and customized to fit real-world scenarios. With
regard to theoretical implications, the framework can be extended to discover new ways
of doing social research in the digital age.

Currently, we are developing a prototype based on an open-source platform sup-
porting the social science research collaboration based on the SSRC framework. The
objective of the prototype is to allow higher-education organizations to build their own
network at a low cost but high flexibility.

Our future research direction focuses on applying and experimenting data science
and living lab in social science research. Indeed, we believe that working on big data or
data science is an interesting direction for new survey methods. Furthermore, the new
research landscape such as living lab can promote a more proactive role of enterprises
in the R&D process in doing case study and action-research methods remotely.
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Abstract. For more than 10 years, research on service descriptions has
mainly studied software-based services and provided languages such as
WSDL, OWL-S, WSMO for SOAP, and hREST for REST. Nonetheless,
recent developments from service management (e.g., ITIL and COBIT)
and cloud computing (e.g. Software-as-a-Service) have brought new re-
quirements to service descriptions languages: the need to also model busi-
ness services and account for the multi-faceted nature of services.
Business-orientation, co-creation, pricing, legal aspects, and security
issues are all elements which must also be part of service descriptions.
While ontologies such as e3service and e3value provided a first modeling
attempt to capture a business perspective, concerns on how to contract
services and the agreements entailed by a contract also need to be taken
into account. This has for the most part been disregarded by the e3 fam-
ily of ontologies. In this paper, we review the evolution and provide an
overview of Linked USDL, a comprehensive language which provides a
(multi-faceted) description to enable the commercialization of (business
and technical) services over the web.

Keywords: Linked USDL · Service description · Service management

1 USDL Overview

Linked USDL (Unified Service Description Language) [15] was developed for
describing business and software services using computer-readable and
computer-understandable specifications to make them tradable on the web/
Internet [6]. Linked USDL takes the form of a reference vocabulary which is
an approach used in many fields to facilitate the exchange of data and integra-
tion of information systems. For example, online social networks rely on FOAF1

to describe people and relationships; computer systems use WSD2 to describe
distributed software-based services; GoodRelations3 is used to mainly describe
products; and business-to-business systems use ebXML4 to describe transactions,
1 http://www.foaf-project.org/.
2 http://www.w3.org/TR/wsdl.
3 http://purl.org/goodrelations/v1.
4 http://www.ebxml.org/.
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orders, and invoices. Adding to these existing standards, Linked USDL describes
services in a comprehensive way by providing a business or commercial descrip-
tion around services. Therefore, Linked USDL is seen has one of the foundational
technologies for setting up emerging infrastructures for the Future Internet, web
service ecosystems, and the Internet of Services.

The objective of this paper is to provide a retrospective on the development of
the service description language Linked USDL; the various technologies that have
been used to support the evolving models; the current models and documentation
available; and the projects that are using and evaluating Linked USDL. This will
enable to ease future developments on the field of the web of services by providing
an important overview to reduce ramp-up time.

This paper is organized as follows. Section 2 describes the evolution of USDL
which started in 2007. Section 3 discusses our findings and the experience gained
from modeling services over the years. Section 4 describes the various modules
that have already been developed (e.g., core and pricing) and the ones that are
in development. It also discusses the benefits of Linked USDL and the standard-
ization efforts that were carried out in the past. Section 5 provides an example of
how to describe a service using Linked USDL. We have chosen to model last.fm
since it is a good example of an emerging type of services which are part of the
so-called Web API economy. ProgrammableWeb, the world’s leading directory
of Internet-based APIs, shows a dramatic growth of APIs since 2005 and has as
of July 2014 more than 11.500 entries. Section 6 describes the related work and
the alternatives to using Linked USDL. Finally, in Sect. 7 the conclusions are
presented and discussed.

2 Evolution of USDL

The initial main driving organization behind the first two versions of USDL was
SAP Research. Developments were carried in conjunction with other research
partners such as Siemens, Forschungszentrum Informatik (FZI), and Fraunhofer
Institut für Arbeitswirtschaft und Organisation (IAO). Funding for the research
was part of the Theseus project and supported by the German Federal Ministry
of Education and Research (BMBF).

The two initial versions of USDL (versions 1.0 and 2.0) started to be devel-
oped in 2007 and were ready in 2009. They were built using XML Schema.
Later, in 2011, based on the experience gained from the first developments, a
W3C Incubator group5 was created and USDL was extended leading to version
3.0. This version was built using the Ecore metamodel and the Eclipse Modeling
Framework (EMF) to define UML modules for capturing the “master data” of a
service. It included extensions for pricing, legal, functional, participants, interac-
tions, and SLA aspects. The extensions resulted from the use of USDL in several
European academic and industrial projects (e.g., RESERVOIR, SLA@SOI, and
SOA4ALL).

5 http://www.w3.org/2005/Incubator/usdl/.

www.last.fm
http://www.w3.org/2005/Incubator/usdl/
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Fig. 1. The evolution of USDL and Linked USDL (2007–2013)

In 2012, version 4.0 was created and renamed to Linked USDL since its devel-
opment followed Linked Data principles [4] due to the rather inflexible and close
nature of previous technologies (e.g., XML, Ecore, and UML). Currently, Linked
USDL is the version most often used to develop infrastructures and applications
to manage services. The objective is to shift from a closed solution to a language
which enabled the large scale, open, adaptable, and extensible description of ser-
vices using a decentralized management. The use of Linked Data enabled USDL
to inherit many distinctive aspects such as unique service addresses on the web
via the use of URIs and the description data about services is published in a
computer-readable and -understandable format.

The rationale behind the use of Linked Data is the requirement that USDL
descriptions should be shared between interested parties and linked to other
descriptions, standards, and vocabularies. Linked Data technologies are partic-
ularly suitable for supporting and promoting this level of web-scale interlinking.
Globalization truly happens only when people, devices, processes, and services
are all connected into a global network. As with its predecessors, Linked USDL
was also conceived, explored, and evaluated in several research projects including
FI-Ware (smart applications), FInest (logistics), and Value4Cloud (value-added
cloud services).

Figure 1 provides an overview of the evolution of Linked USDL and Table 1
describes the various versions of theUSDL language and theirmain characteristics.

Versions 1.0, 2.0, and 3.0 of USDL have been discontinued and are no longer
supported. Linked USDL introduces many changes and follows a different phi-
losophy when compared to its predecessors. While the core and pricing models
for Linked USDL are finalized, work on developing and aligning several mod-
ules of the specification (e.g. legal, security, and service level) with various use
cases (e.g., higher education, cloud computing, and human-based services) is
still in progress. The modular approach followed, separating the different ser-
vice aspects into independent vocabularies, has proved to be efficient, flexible,
and easy to be processed by service delivery platforms. The following sections
cover USDL version 4.0, i.e., Linked USDL, since it offers a larger spectrum of
advantages to build a large-scale web of services.

3 Lessons Learned

The development of four versions of USDL to model human-driven and software-
based services taught us many lessons about service modeling. Table 2 summarizes
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Table 1. The main characteristics of USDL languages

Name Ver Year Characteristics

USDL [7] 1.0 2008 Introduces the notions of business, operational, and
technical perspectives. The model is serialized
with an XML Schema (in this paper it will be also
referred to as USDL/XML)

USDL [6] 2.0 2009 The model is extended. It addresses the first set of
concrete requirements for service description
languages (e.g., extensibility, multiple views, and
variability)

USDL [3] 3.0 2011 The model is divided into various modules, and Ecore
and the Eclipse Modeling Framework (EMF) are
used for modeling (also referred as USDL/ECore)

Linked USDL [15] 4.0 2013 The model is represented using Linked Data
principles and RDFS. The core model is rebuilt to
provide a simpler view on services and better
coverage (also referred as Linked USDL/RDFS)

our findings over the years and provides conclusions, which can be useful for future
developments indispensable to create a web of services’ infrastructure. We dis-
cuss the four most relevant findings: model extensibility, data interoperability, and
instance identification.

Model extensibility [2] refers to the capability to create new service models as
extensions/derivations from a base model. Data interoperability [8] is the ability
of two or more systems to exchange service information and to use the infor-
mation that has been exchanged. Data integration [12] refers to the capability
to combine service data coming from different sources to provide a unified view
of these data. Instance identification [14] is related to the creation of unique
identifiers to identify service instances.

3.1 Model Extensibility

A web of services requires more than a one-size-fits-all model and, thus, the
extensibility of service models was important. USDL/XML and USDL/Ecore
provided a schema for service descriptions with a rather fixed structure. XML
Schema does not provide an elegant mechanism to enable providers to add new
elements to a data schema to better describe their services. In USDL/XML,
the solution implemented consisted in using a place holder that captured a
list of pairs attribute-value. Both attribute and value where elements of type
string, which enabled providers to add new descriptive attributes to their ser-
vices. Clearly, this type of approach is not practical either from a syntax or
semantic perspective.

An attribute-value approach can support extensibility (since any attribute
can be added) but it is not suitable for interpretation (and integration) since
attributes are just “strings” with no meaning attached. RDFS allows the same
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Table 2. The main lessons learned

Lesson learned Description

Model
extensibility

Linked USDL/RDFS has the highest extensibility capabilities.
USDL/Ecore and USDL/XML only provided extensibility via
the creation of new attribute-value pairs.

Data
interoperability

Due to the adoption of XML by businesses, USDL/XML has the
highest degree of data interoperability. Ecore, despite its XMI
serialization, does not enjoy this popularity. RDFS has a
growing base of adopters, which makes Linked USDL/RDFS
part of a new generation of web specification languages. This
movement corresponds to an interoperability through
adoption.

Data integration USDL/XML and USDL/Ecore generate self-contained instances.
In other words, the meaning or semantics of instance data is
not shared across stakeholders via the model specification. It
is given by the entity (e.g., provider) creating a service
description instance. On the other hand, Linked
USDL/RDFS enables to create instances which are
integrated with external data managed and shared by linked
data registries (e.g., dbpedia). Anyone can reuse preexisting
instances/data defined by 3rd parties which enables data
reuse (saving effort) but also enhances interoperability.

Instance
identification

While Linked USDL/RDFS relies on URIs to provide a simple
way to create unique global identifiers for services,
USDL/XML and USDL/Ecore did not provide such a
decentralized and scalable mechanism.

kind of extensibility but every new attribute added comes with its own semantics
ready to be interpreted by software.

3.2 Data Interoperability

While USDL/XML enables to archive a high degree of data interoperability,
since XML has been adopted and used for many years by businesses and many
tools exist, Ecore does not enjoy this popularity. While a serialization to XMI
exists, the objective of Ecore is not to foster the exchange of data but to provide
a metamodel to implement object-oriented programs. It can be used to model
packages, classes, attributes, references, etc. to facilitate dynamic code gener-
ation. In other words, Ecore is suitable for the automated generation of code
to develop applications that use the model (e.g., editors, service marketplaces,
matchmakers, etc.). With respect to data interoperability, XML was more ade-
quate than Ecore to support a web of services. When analyzing the difference
of interoperability between USDL/XML and Linked USDL/RDFS, it is clear
that XML has also a higher degree of data interoperability due to its dissemina-
tion and adoption level. Nonetheless, RDFS is gaining popularity for knowledge
modeling and its adoption was strategic.
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3.3 Data Integration

USDL/XML and USDL/Ecore specify a model that contains attributes (e.g.,
integers, longs, strings, or other structures) to which values (e.g., 232, 1.4, “ITIL
Incident Management”) are assigned. This means that the data associated with
a service instance has only an established meaning to the entity providing the
data. RDFS, on the other hand, enables to reuse data that already exists on the
web in the form of Linked Data. For example, when creating a description for
the service ITIL IM service, the company providing the service can be specified
by assigning the unique URI http://dbpedia.org/resource/Cloudera maintained
at dbpedia.org. This URI holds a lot of data interlinked to many other data
sources. Thus, it is possible to know the number of employees, the address, the
economic sector, etc. of the service provider.

Using USDL/XML and USDL/Ecore, the string “Cloudera” would be assigned
to an attribute. Thus, its meaning would remain with the entity that provided it.
As we converge to an interconnected world of data, the integration of data and ser-
vices will be important. Thus, and when compared to USDL/XML and USDL/
Ecore, Linked USDL/RDFS incorporates Linked Data mechanisms that are valu-
able to support data integration initiatives as part of a web of services.

3.4 Instance Identification

The result of describing a service with a model is an instance. For the global trad-
ing of services, each instance needs to be uniquely identified. USDL/XML and
USDL/Ecore proposed to use universally unique identifiers (UUID) [14]. Prob-
lems associated with this approach include the need for a central management of
identifiers and “hiding” service information, e.g., service name and provider, into
a number via an encoding mechanism. On the other hand, Linked USDL/RDFS
relies on URIs to provide a simple way to create unique global identifiers for
services. Compared to UUID, Linked USDL URIs are more adequate to service
distribution networks since they are managed locally by service providers. The
same URI, which provides a global unique identifier for a service, also serves
as endpoint to provide uniform data access to the service description. A Linked
USDL URI can be used by, e.g., RDFS browsers, RDFS search engines, and web
query agents looking for cloud service descriptions.

4 Linked USDL Family

Linked USDL6,7 is segmented into modules that together form the Linked USDL
family. The objective of this division is to reduce the overall complexity of service
modeling by enabling providers to only use the modules needed. Currently, five
modules exist but they have different maturity levels. The modules identified
with one star (�) have been developed only as a proof of concept. The modules

6 http://www.linked-usdl.org/.
7 http://github.com/linked-usdl/.

http://dbpedia.org/resource/Cloudera
http://www.linked-usdl.org/
http://github.com/linked-usdl/
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identified with two stars (��) have passed the proof-of-concept stage and are
being finalized. The modules identified with three stars (� � �) are ready and
have been validated.

– usdl-core (� � �). The core module covers concepts central to a service
description. It includes operational aspects, such as interaction points that
occur during provisioning, and the description of the business entities involved.

– usdl-price (� � �). The pricing module provides a range of concepts which
are needed to adequately describe price structures in the service industry.

– usdl-agreement (��). The service level module gathers functional and non-
functional information on the quality of the service provided, e.g., availability,
reliability, and response time.

– usdl-sec (�). This module aims at describing the main security properties of
a service. Service providers can use this specification to describe the security
features of their services.

– usdl-ipr (�). This module captures the usage rights of a service, which are
often associated with the concept of copyright.

For example, the usdl-agreement module is being reconstructed with the
objective to align it with the WS-Agreement specification. Customers and
providers can use usdl-agreement to create service level agreements to, after-
wards, monitor whether the actual service delivery complies with the service level
agreed terms. In case of violations, penalties or compensations can be directly
derived.

Linked USDL Core can be regarded as the center of the Linked USDL fam-
ily since it ties together all aspects of service descriptions distributed across
the USDL modules. Figure 2 shows the conceptual diagram of the core mod-
ule. Classes are represented with an oval, while properties with an edge. Linked
USDL Core has 12 classes and 13 properties (the reader is referred to [15] to
understand the purpose of using external vocabularies such as GoodRelations,
SKOS, and MSM).

Other modules are being developed as proofs of concept. For example, Linked
Service System USDL (LSS USDL)8 provides modeling constructs to capture
the concepts of a service system. While Linked USDL looks into the external
description of a service, i.e., a service is seen as a black box, LSS USDL looks
inside the’box’ to describe its elements.

4.1 Standardization Efforts

Service standards are expected to drive the industrialization of the service mar-
ket, to increase transparency and access, to lead to higher trading of services
across countries, and to contribute to a new level of service innovation by aggre-
gation or composition. Linked USDL fills the gap by proposing a specifica-
tion language which enables the unified formalization of business and technical
aspects.
8 https://w3id.org/lss-usdl/v2/.

https://w3id.org/lss-usdl/v2/
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Fig. 2. Linked USDL Core schema [15]

A W3C Unified Service Description Language Incubator Group was initiated
by Attensity, DFKI, SAP, and Siemens on September 2010. The group concluded
its activities on October 2011. The objectives were to investigate related stan-
dards and approaches; re-design USDL to include feedback, requirements, and
related work, and define and implement reference test cases to validate USDL.
The final outcome was a report and a reworked USDL specification: USDL V3.0
of Table 1.

While USDL did not reach to become a W3C standard after the Incubator
Group concluded its activities, the working group agreed that creating a Linked
Data version was one of the steps forward for the possible standardization and
wider adoption. Linked USDL can evolve toward a language that can fill the gap
existing in various fields requiring service modeling such as cloud computing.
In fact, in 2012, a report requested by the German Federal Ministry of Eco-
nomics and Technology [5] indicated that the potential contained in USDL to
model services could be adapted to become an important contribution for cloud
computing to describe cloud services.

5 Modeling Example

The objective of this modeling exercise is to describe part of the Last.fm service
using Linked USDL. Last.fm is a music recommendation service which can be
accessed using a browser or programmatically by accessing a Web API. Only part
of the service will be described because showing the complete modeling would
require a considerable space. Most of the information used for the modeling was

www.last.fm
www.last.fm
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Fig. 3. LastFM web site description and Web API

retrieved from the web site http://last.fm and is shown in Fig. 3. The description
was written using the Turtle language9.

The class usdl:Service provides the entry point for the description. As
shown in Listing 1, the new service was named service SLastFM. The specifi-
cation also includes:

– Associating a service model with the service.
– Specifying the business entities participating during service provisioning.
– Enumerating the interaction points provided by the service.

The class usdl:ServiceModel is used to create groupings of services that
share a number of characteristics. For example, a service model for the
S-LastFM service can group services characterized for supplying online music
services. In the same line of thought, the service “Vodafone unlimited internet
service” may belong to the grouping “Internet provisioning service”. The exam-
ple from Listing 1 associates the service service SLastFM with the grouping
onlineMusicServiceModel10 (Line 4).

9 Turtle – Terse RDF Triple Language (http://www.w3.org/TR/turtle/).
10 The definition of the model onlineMusicServiceModel is not provided in this run-

ning example.

http://last.fm
http://www.w3.org/TR/turtle/
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1 :service_SLastFM a usdl:Service ;

2 dcterms:description"A semantic recommendation service for music.";

3

4 usdl:hasServiceModel :onlineMusicServiceModel ;

5 usdl:hasEntityInvolvement [

6 a usdl:EntityInvolvement ;

7 usdl:ofBusinessEntity :be_SLastFM_Ltd ;

8 usdl:withBusinessRole usdl-br:provider

9 ];.

10 usdl:hasInteractionPoint :ip_Advertise ;

11 usdl:hasInteractionPoint :ip_Artist_GetInfo .

Listing 1. The S-LastFM service class

The class usdl:EntityInvolvement captures the usdl:BusinessEntities
involved in the service delivery and the usdl:Role they play (lines 5–9). This
enables specifying, for instance, that a given music service is provided by a
certain company or that a third party is involved in the service delivery chain.

In Listing 1, the business entity is defined with the class be SLastFM Ltd and
its role is defined as usdl-br:provider. Linked USDL provides a reference tax-
onomy of basic business roles that cover the most typical ones encountered during
service modeling such as regulator, intermediary, producer, and consumer. The
prefix usdl-br identifies the taxonomy usdl-business-roles11 which defines
the default roles available.

Listing 212 illustrates the description of the company providing the S-LastFM
service and described with the class be SLastFM Ltd. The description include the
ISIC (International Standard Industrial Classification of All Economic Activi-
ties) code for S-LastFM: 5920 – sound recording and music publishing activities.
It also specified the NAICS (North American Industry Classification System)
code, legal name, tax ID number, and country where the company is located.

1 :be_SLastFM_Ltd a gr:BusinessEntity ;

2 foaf:homepage <http://Slast.fm/> ;

3 foaf:logo <http://cdn.last.fm/flatness/badges/lastfm_red.gif> ;

4

5 gr:hasISICv4 "5920"^^xsd:string ;

6 gr:hasNAICS "512220"^^xsd:string ;

7 gr:legalName "SLast.fm Ltd."^^xsd:string ;

8 gr:taxID "830 2738 46"^^xsd:string ;

9

10 vcard:hasAddress

11 [ a vcard:Work ;

12 vcard:country-name "UK"@en ] .

Listing 2. Description of the business entity providing the S-LastFM service

11 http://linked-usdl.org/ns/usdl-business-roles.
12 The prefixes :gr, :dcterms, :foaf, and :vcard refer to relevant vocabularies such

as GoodRelations and Dublin Core.

http://linked-usdl.org/ns/usdl-business-roles
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The extract from Listing 1 also defines two interaction points ip Advertise
and ip Artist GetInfo for the service service SLastFM. An interaction point
(usdl:InteractionPoint) represents an actual step in performing the opera-
tions made available by a service. On a personal level, an interaction point can
model that consumer and provider meet in person to exchange service para-
meters or resources involved in the service delivery (e.g., documents that are
processed by the provider). On a technical level, this can translate into calling
a web service operation. An interaction point can be initiated by the consumer
or the provider.

Listing 3 describes the interaction point ip Advertise which enables cus-
tomers to book advertising campaigns and inquire about rates and specs. Inter-
action points define four main pieces of information:

– The communication channels that customers or applications can use to inter-
act with a service.

– The entities that are involved during the interaction.
– The resources that are needed for an interaction.
– The resources that are generated from an interaction.

Communication channels are additionally characterized by their interaction
type. Linked USDL provides two reference taxonomies covering the main modes
(e.g., automated, semi-automated, and manual) and the interaction space (e.g.,
on-site and remote).

The specification describes how customers can ask for information to adver-
tise a campaign with S-LastFM. This can be done by using traditional mail, a
telephone, or email. All the communication channels require a manual (usdl-it:
manual) and remote (usdl-it:remote) interaction. This means that humans,
not software applications, will be involved in the interaction.

The example also indicates the role of the two entities that will interact
(lines 29–39): both will be participants. This information is represented using
the class usdl:EntityInteraction which links interaction points to business
entity types (e.g., provider, intermediary, and consumer), and the role they play
within the interaction (e.g., initiator, mediator, and receiver).

1 :ip_Advertise a usdl:InteractionPoint ;

2 dcterms:title "S-LastFM Advertisement"@en ;

3 dcterms:description "If you are interested in booking a campaign,

seeing our full rates and specs, please send us the details of

your campaign and we will be in~touch."@en ;

4

5 usdl:hasCommunicationChannel [

6 a usdl:CommunicationChannel ;

7 vcard:country-name "UK";

8 vcard:locality "London";

9 vcard:postal-code "SE1 0NZ";

10 vcard:street-address "Last.fm Ltd., 5-11 Lavington Street" ;

11 usdl:hasInteractionType usdl-it:manual ;

12 usdl:hasInteractionType usdl-it:remote

13 ];
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14

15 usdl:hasCommunicationChannel [

16 a usdl:CommunicationChannel ;

17 vcard:telephone "tel:+61755555555" ;

18 usdl:hasInteractionType usdl-it:manual ;

19 usdl:hasInteractionType usdl-it:remote

20 ];

21

22 usdl:hasCommunicationChannel [

23 a usdl:CommunicationChannel ;

24 vcard:hasEmail <mailto:advertise@slast.fm> ;

25 usdl:hasInteractionType usdl-it:manual ;

26 usdl:hasInteractionType usdl-it:remote

27 ];

28

29 usdl:hasEntityInteraction [

30 a usdl:EntityInteraction ;

31 usdl:withBusinessRole usdl-br:provider ;

32 usdl:withInteractionRole usdl-ir:participant

33 ];

34

35 usdl:hasEntityInteraction [

36 a usdl:EntityInteraction ;

37 usdl:withBusinessRole usdl-br:customer ;

38 usdl:withInteractionRole usdl-ir:participant

39 ];

40

41 usdl:receives dbpedia:Advertising ;

42 usdl:yields dbpedia:Contract .

Listing 3. An interaction point involving human interaction

Listing 3 shows that the interaction point receives (usdl:receives) and yields
(usdl:yields) resources (lines 41–42). Receives is the input required and yields
corresponds to the outcome yielded by an interaction point. The example shows
that the interaction point ip Advertise receives an dbpedia:Advertising and
yields a dbpedia:Contract. Naturally, other computer-processable data sources
such as freebase.com can be used.

While the previous example of an interaction point involved only human
participants, the example from Listing 4 illustrates a fully automated interaction
which does not require human intervention. Linked USDL covers the most widely
used human-based communication channels (e.g., email, phone, and mail) by
means of vCard (a standard for electronic contact details), and application-
driven channels (e.g., SOAP and REST Web services) by relying on the Minimal
Service Model (MSM).

www.freebase.com
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1 :ip_Artist_GetInfo a usdl:InteractionPoint ;

2 dcterms:title "Artist metadata"@en ;

3 dcterms:description "Get the metadata for an artist. Includes

biography, truncated at 300 characters."@en ;

4

5 usdl:hasCommunicationChannel :ArtistGetInfo ;

6

7 usdl:hasEntityInteraction :ei_provider ;

8 usdl:hasEntityInteraction :ei_customer ;

9

10 usdl:receives dbpedia:Artist ;

11 usdl:receives dbpedia:Software_license_server ;

12 usdl:yields dbpedia:Record_software .

13

14 :ei_provider a usdl:EntityInteraction ;

15 usdl:withBusinessRole usdl-br:provider ;

16 usdl:withInteractionRole usdl-ir:participant .

17

18 :ei_customer a usdl:EntityInteraction ;

19 usdl:withBusinessRole usdl-br:consumer ;

20 usdl:withInteractionRole usdl-ir:initiator ;

21 usdl:withInteractionRole usdl-ir:receiver .

Listing 4. An interaction point for an application-driven interaction

The first interaction point ip Advertise established a remote communica-
tion channel between the provider and the customer. The interaction is manual
from both sides of the channel. Nonetheless, the interaction point ip Artist
GetInfo shown in Listing 4 is different: it is automated. This means that in
both sides of the communication channel, applications will be involved during
service provisioning by exchanging data. This requires a well-defined program-
ming interface which must be understood by applications.

A usdl:ServiceOffering is an offering made by a gr:BusinessEntity of
one or more usdl:Service to customers. An offering usually associates a price,
legal terms of use, and service level agreements with a service. In other words,
it makes a service a tradable entity. Listing 5 illustrates an offering named
offering SLastFM for the service service SLastFM (Lines 1 and 10). A ser-
vice offering may have limited validity over geographical regions or time. The
offering adds various pieces of information such as temporal validity, eligible
regions, and accepted payment methods (Lines 2–9).

1 :offering_SLastFM a usdl:ServiceOffering ;

2 gr:validFrom "2014-01-17T09:30:10Z"^^xsd:dateTime ;

3 gr:eligibleRegions "DE"^^xsd:string, "US-CA"^^xsd:string ;

4 gr:acceptedPaymentMethods gr:VISA, gr:ByBankTransferInAdvance ;

5 gr:eligibleDuration [

6 a gr:QuantitativeValue ;

7 gr:hasValueInteger "1"^^xsd:int ;

8 gr:hasUnitOfMeasurement "MON"^^xsd:string
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9 ] ;

10 usdl:includes :service_SLastFM ;

11

12 usdl:legal :legal_SLastFM ;

13 usdl:price :price_SLastFM .

Listing 5. A concrete offering of a service

Finally, the last part of the example indicates that the classes legal SLastFM
and price SLastFM describe the legal aspects and the price of the S-LastFM
service, respectively (lines 12–13).

6 Related Work

In the past, schemas have been explored to describe (web) services. For example,
WSDL, a W3C standard, focused on describing technical aspects of web services
such as interaction interface and protocols. Since WSDL was essentially a spec-
ification for the syntax to describe services it was insufficient, the accuracy of
service search algorithms was inadequate, especially at a global scale. Therefore,
there was research streams towards the semantic representation of web services.
Service descriptions were annotated with semantics to improve not only search
but also composability and integration. As a result, new description languages,
such as OWL-S [13], Semantic Annotation for WSDL (i.e., SAWSDL) [11], and
WSMO [16], were proposed. The research has only tackled the semantic enrich-
ment of function-based services, such as WSDL and REST, by using domain
knowledge describing mainly technical interfaces.

In fact, legal aspects, pricing models, and service levels are all elements which
need to be explicitly described when dealing with cloud services. Therefore,
efforts were redirected to the development of new languages to capture business
and operational perspectives beside the technical one. USDL [6] and Linked
USDL [15] are probably the most comprehensive attempts.

The most notable effort able to represent and reason about business mod-
els, services, and value networks is the e3 family of ontologies which includes
the e3service and e3value ontologies [1,9]. This research has, however, not been
much concerned with the computational and operational perspectives covering
for instance the actual interaction with services. Likewise, the technical issues
related to enabling a Web-scale deployment and adoption of these solutions
were not core to this work. GoodRelations [10] (GR) on the contrary is a popu-
lar vocabulary for describing semantically products and offerings. Although GR
originally aimed to support both services and products, it is mostly centred on
products to the detriment of its coverage for modelling services, leaving aside for
instance the coverage of modes of interaction, or the support for value chains.

7 Conclusion

Services and service systems, such as cloud services and digital government ser-
vices, are showing increasing interests from both academia and industry. Among
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the many aspects which still require to be studied, such as service innovation,
design, analytics, optimization, and economics, service description is one of the
most pressing and critical components since it is a keystone supporting a web of
tradable services.

While several service description languages have been developed over the past
10 years to model software-based service descriptions, such as WSDL, OWL-S,
SAWSDL, e3service, and e3value ontologies, a language that also covers business
and interaction aspects is missing. This paper summarizes our efforts to create
USDL and, more recently, Linked USDL, a family of languages providing a com-
prehensive view on services to be used by providers, brokers, and consumers
when searching, evaluating, and selecting services.
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Abstract. This paper presents a business process management (BPM) system
aimed at knowledge-based service organizations. The core activity of these
organizations consists on the delivery of high-valued services tailored to each
customer. When compared to product-based organizations, service organizations
have more dynamic and diversified business portfolios and business processes,
due to the need to adapt to evolving customer needs. The efficiency of business
process management (BPM) solutions is widely recognised as far as high vol-
ume standardized processes are concerned, but the unsuitability of these systems
to handle customizable service requests is also widely acknowledged. With this
in mind, a new BPM platform, hereafter referred to as the soBPM platform, was
designed and deployed. This platform is intended to offer a higher degree of
flexibility, both at process design-time and process run-time. The platform
implements a soft-automation process management approach that will be dis-
cussed in the first part of the paper. Then, the deployment of the platform at the
Shared Service Center of a large University will be presented.

Keywords: Business process management � Knowledge based services �
Adaptive and emergent processes

1 Introduction

This paper presents a business process management system aimed at knowledge-based
service organizations (KBSO) that was primarily designed to manage the activity of a
newly created Shared Service Center (SSC) of a large public University. Every day the
Center has to handle a large number of requests coming from the academic community
and addressed to one of its main activity areas.

A large part of the requests are served by routine procedures supported by the auto-
matized workflow systems embedded in the transactional information system of the
University. However, as it will be discussed in Sect. 5, due to the diversity and hetero-
geneity of the requests, a significant part of the processes dealt by the Center can hardly be
classified as routine work, a situation common to all knowledge-based service organi-
zations. Some authors [1, 2] introduced the concept of knowledge work to differentiate it
from traditional administrative work, the first target of traditional BPM solutions.

The real challenge for a service organization such the SSC is to manage effectively
business processes whose course of action depends on multiple factors that can’t be
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fully anticipated at process design time, and, at the same time, to ensure a strict
compliance to the mandatory constraints imposed by internal and external regulation.

The paper starts by introducing the key features of knowledge-based service
organizations in Sect. 1, highlighting the major differences from product-ori-
ented organizations. In Sect. 2, the shortcomings of standard BPM approaches
for service organizations are discussed, whereas in Sect. 3 the conceptual framework of
the soBPM platforms is introduced, highlighting its key features when compared to
standard BPM platforms. Section 4 introduces the organization where soBPM was
firstly implemented: the Shared Service Center of a large university, as well as the
reasoning for the adoption of a human-based flexible process management system.
Section 5 introduces the service life cycle at the Center and shows how it is supported
by the soBPM system. Finally, the results achieved so far with this new approach of
soBPM at this shared service’s Center and the envisioned developments are discussed.

2 Knowledge-Based Service Organizations

Knowledge-based intensive services is not a straightforward concept, as different
researchers use different terms [2]. Typical examples of KBSO are companies pro-
viding technical services, computer and IT services, research and development ser-
vices, patent offices, legal and economic consulting, training, education and recruiting
services or education and recruiting services.

KBSO are guided by different principles and have different characteristics than
more traditional product-oriented companies. In order to design a process management
platform targeted at KBSO, it is important to have in mind their distinguishing char-
acteristics [3], namely, (i) a greater focus on the quality of service as the paramount
factor for business effectiveness; (ii) a closer relation with the stakeholders all along the
value creation processes; (iii) a higher dynamics of the service portfolio; (iv) a larger
number of service variants and (v) more flexible internal procedures in order to be able
to accommodate specific requirements for each request.

A fundamental dimension of the quality of service in a KBSO is the ability to cope
with the specific needs, expectations and preferences of the clients, which requires a
higher flexibility, not only at service delivery, but all along the value creation chain.
This means that it may not be enough to introduce local changes and adaptations in the
normal flow of the processes, but the inner structure of a process, handling a particular
service request at a given time, may have to be reshaped according to the specific needs
of the request. This requirement can only be attained in organisations with empowered
workers, the cornerstone of every knowledge-based work system [1].

From a process management perspective, it can be pointed out that a KBSO needs a
deeper structural flexibility of the process model, as opposed to local flexibility as
discussed in [4].

3 The Standard BPM Approach

Business process management systems (BPMS) have been recognized as a substantial
extension to the legacy of workflow management systems (WFMS) [3]. A standard
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BPM implementation normally seeks the improvement of organizational efficiency
through a combination of three main principles: process normalization, process for-
malization and process automation.

Process normalization is based on the assumption that a standard and optimized
process flow can be derived from a suitable business analysis. Process formalization
assumes that it is possible to externalize into a formal model the knowledge required to
manage a process. Finally, process automation draws on the idea that task enactment,
assignment, routing and control may be performed automatically by a computer
application based on such formal process model. It is also assumed that the combi-
nation of these three elements is the cornerstone to leverage process efficiency and
process controllability, thus improving dramatically organizational performance.

The effectiveness of this approach in unquestionable as far as high-volume pro-
cesses are concerned. However, there are many situations in which the above principles
may not apply. When a business process is expected to handle highly customizable
requests, it may not be feasible to accommodate the full complexity of the process in
the computer application. Very likely, the model that is actually implemented will be a
rather simplified version of reality. As stated by [3], whereas one fundamental aspect of
BPMS and its predecessor WFMS, is to provide control and coordination of business
activities, there is another equally demanding aspect of ensuring that the control does
not prohibit the operational flexibility, to unacceptable levels.

In the end, the models resulting from a trade-off between conflicting requirements
don’t fit the actual needs of any request and offer a sub-optimal solution in all the
situations.

Another usual difficulty relies on the fact that the course of action of a knowledge-
based process always depends on idiosyncratic factors and on the judgement of the
people involved which, in turn, depends on their knowledge and previous experience.

In [5] these processes are denoted as artful processes in the sense that there is an art
to their execution that would be extremely difficult, if not impossible, to codify in an
enterprise application.

For specialized knowledge based processes, such as those mentioned in [6], trying
to capture all the relevant knowledge in a formal model may be a vain exercise because,
(i) the process has many variants and so the final model would become too complex to
be of practical interest, (ii) the organization is constantly evolving and so are its
processes or, (iii) because a significant part of the knowledge engaged in the man-
agement of the process is intrinsically tacit.

As it is not possible to develop a formal model holding all the management rules,
process automation is no longer viable, and a different approach has to be devised. For
example, Adams [7] has implemented an approach for dynamic flexibility and evo-
lution in workflows, using a Service Oriented Architecture, through the support of
flexible work practices.

In fact, the lack of flexibility of the standard BPM solutions as far as knowledge
based processes are concerned, is widely recognized and documented in the technical
literature [8], limiting its deployment in some domains. According to Stavenko [9], the
shortcomings of standard BPM solutions are the models’ inherent lag from the practice,
unsuitability for dynamically changing and multi-version processes, a gap between the
company’s IT services and managers and employees, and, hence, a failure to account
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for the fact that processes in the company may often run (and do run) in a way that is
completely different from what is reflected in the analyst’s model.

Many strategies have been attempted to bring flexibility to BPM solutions as, for
example [10], but it has become evident that there is no “one size fits all” solution, and
that, depending on the application, different types of flexibility are needed [10]. For the
most part, those attempts tried to enhance the modelling notations and workflow
engines in order to handle more complex rules, but they resulted in complex modelling
notations and execution engines having a limited practical interest [11, 12].

As discussed in the next section, a different approach was adopted in the soBPM
platform.

4 The soBPM Approach

The soBPM platform retains the fundamental traits of process management, namely the
focus on (i) client oriented value creation, (ii) end-to-end process management and (iii)
process level performance assessment. However it diverges from standard BPM on the
fact that it is not assumed that there is a predefined predictable formal model fully
specifying the management rules susceptible of being automated through a computer
application.

Instead of trying to externalize the knowledge about a process into a formal model,
it is assumed that part of this knowledge is, and should remain, tacit, i.e. knowledge
that lies in the mind of the experienced process managers. This approach may seem to
be less effective than standard BPM. However, when flexibility and adaptability are the
paramount factors, the additional management overhead is largely compensated by the
significant increase on these attributes.

In order to understand the design of soBPM it is important to have in mind the
different types of business processes, ranging from structured workflows to semi-
structured and ad hoc business processes [9].

There are many definitions for business processes but here will be assumed: that a
process consists on an ordered set of tasks that are executed after a trigger event with
the intent of producing a valuable result to a client (in this definition, client should be
understood in the broad sense of those interested in the result of the process). There are
three main types of business processes compatible with this definition: predictable,
adaptive and emergent, being critically important to understand their main features.

A predictable process is one such that the sequence of tasks is previously known in
advance. The flow of the process may contain alternative paths, but the conditions that
determine the actual path that the process follows are strictly defined at process design
time.

However, as remarked in [5, 13], many processes do not posses such a determin-
istic behavior.

An adaptive process is a process where it is possible to identify a main flow of steps
and tasks, but its actual execution is subject to many factors that impose changes and
adaption of the process flow. Consider, for example, a hiring process. The major flow
of the process will certainly be known and there will be some regulatory constraints
that have to be respected. However, many aspects of the process (e.g., disclosure,
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procedures for the assessment and selection of the applicants) may be tailored
depending on the particular circumstances of the processes at hand. For these pro-
cesses, it is not feasible to represent in a model all the alternatives paths that the process
might actually unfold. Typically, there will be a reference model that specifies the main
course of action (e.g. phase, steps, the actors, deadlines, main alternative paths) and
imposes some constrains. Then, during process execution, there will be a continuous
adaptation of the process flow taking account the events that occur meanwhile [14, 15].

In an emergent process it is not even possible to identify a main flow. The next
action is planned and, then, executed. As soon as it is completed, the next course of
action will be decided.

In a predictable process, all the rules that govern its execution may be externalized
into a formal process model and so these processes are prone to computerized auto-
mation. In an adaptive process, some parts of it might be automated, but full process
automation would not be feasible. In an emergent process, the core management of the
process should be handled by a human and just auxiliary functions, such as sending of
notifications and alerts, may be automated.

It is important to highlight the fact that, although the above classification proves to
be useful, there isn’t a clear boundary between the different types of processes. For
example, in a workflow application there is always room for human decision. However,
the underlying paradigm puts the control of the process on the computer application
whereas, in adaptive and emergent processes, the computer application plays a sub-
sidiary role.

The following figure sketch the management model for the tree types of processes
(Fig. 1). In a predictable process, the model of a process instance is a direct instanti-
ation of the standard process model and the model does not change during process
execution (Fig. 1a). In an adaptive process, the process model is a template that has to
be configured for each case. Also, the model may change along the execution of
processes, e.g., new tasks may be added to the process and other skipped (Fig. 1b).
Finally, in an emergent process there isn’t even a template for the process flow, so that
once a new step is achieved, the next step is planned (Fig. 1c).

The following table (Table 1) summarizes some key features of the three process
types.

Software vendors offer a wide array of tools targeted to the different types of
processes: BPM suites and workflow management systems are widely used to manage
predictable processes, case management systems are the effective solution for adaptive
and knowledge-intensive business processes [1, 16] and, finally, open collaboration
platforms providing services for task management, document sharing and messaging,
may be an effective solution to handle emergent processes.

In a knowledge-based service organization the three types of processes will co-exist
and the same knowledge worker may have to manage processes ranging from
unstructured emergent processes to highly structured predictable processes. Thus
being, the use of specialized tools to handle the different types of processes would not
be an effective solution. Instead, the same management tool should be able to
accommodate all the processes of the organization irrespectively of their nature.

When designing such overall management system, it is also important to notice that
work management is just one of the three management dimensions that has to be
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considered, the other two being the management of the information (documents and
data) produced along the execution of the processes, and the management of the
communication between the participants in the processes.

Work management deals with the normal assignment and control of tasks, due dates
and plans. Within work management, two main levels should be considered: (1) the
process level dealing with the orchestration of tasks within a process instance (this is
the main target of any workflow application) and, (2) the overall work system level

Fig. 1. Predictable, adaptive and emergent process models

Table 1. Process characteristics

Predictive Adaptive Emergent

Process model Drives
execution

Provides guidance N/A

Collaboration Structured Semi-structured Ad hoc
Automation Hard Soft Manual
Management
system

BPM suites Case management systems Collaboration
platforms
(e.g. wiki’s)
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dealing with the overall management of the set of running processes in a particular
moment.

When analyzing more closely the information management dimension, we find
information with different levels of structure: from highly structured data, normally
stored in databases, till unstructured information in office documents. The overall
management system should be able to cope with such disparate types of information.
Within this dimension we also have to consider reference documents (e.g. regulations,
procedures, templates, work instructions) that are assigned to process types, as well as
documents that are produced during the execution of each process instance.

The management of a process always involves the collaboration between different
actors. In order to ensure process reliability, the communication between these different
actors should be properly managed within the work management system and it may
range from explicit messages to implicit communication through shared resources such
as a dashboard or a task list.

In summary, an overall process management system of a knowledge-based service
organization should address the management of work, information and communication,
for the full range of processes identified, assuring the alignment with the collaboration
and enterprise content management requirements, as discussed in [17].

5 Application Case

The soBPM was primarily developed to support the operation of the newly created SSC
at the University of Porto. This section briefly introduces the University and explains
why it was considered that a standard BPM solution would not fit the needs of SSC and
why it was decided to engage in the development of the soBPM platform.

The University of Porto (UP) is a large institution, encompassing three campus in
different regions of the city of Porto, housing 15 schools, and tens of research units
[18]. All the 15 schools are internationally recognized by its peers but have very
disparate backgrounds and history, so within the University there is a large heteroge-
neity in its processes and practices. The Rectory of the UP oversees this federate
organization, balancing at every moment the righteous aspiration of autonomy of each
of the schools, with the need to improve the overall efficiency of the University. Thus,
the streamlining of the administrative processes is a critical and challenging issue for
the University.

The mere existence of distributed services and different cultures at every single
school, as well as the fact that laws and regulations are often being altered both by
national and European authorities, heavily increases the complexity of management of
the University and the effective implementation of improvement actions. Aware of this
challenge, the University decided to create a new unit Shared Services Center (SSC)
with the goal of improving the quality of services delivered to the academy, as well as
reducing the costs associated with these functions. In order to overcome the natural
resistance to change of the different schools, the new center had to quickly demonstrate
its ability of providing superior quality services adapted to the specific needs of each
school.
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It was soon recognized that to accommodate this challenge it was crucial to develop
an information system that could streamline transversal processes, supplying at any
point in time all the required information to anyone involved in a particular process,
irrespectively of its physical location. At SSC there is a large number of routine
processes, highly standardized. These processes are supported by workflow applica-
tions embedded in the legacy information system of the University. This system pro-
vides access to all the relevant information of the institution, either of pedagogical,
scientific, technical or administrative nature, as well as streamlines internal cooperation
and collaboration with the academic and business communities outside UP [19]. This
system actually supports several business processes of the University, such as all those
related to the registration and grading of students, as well as the processes related to
expenses and incomes. Nevertheless, it was quickly perceived that the traditional
workflow engines embedded couldn´t cope with the heterogeneity of processes and
cultures of the different schools, thus leading the University to the decision of devel-
oping the soBPM platform, for handling adaptive and emergent processes.

This means that, instead of putting a workflow engine coordinating the processes,
as in traditional BPM, a human process manager will now be in charge of process
coordination. The recognition of the need of having empowered workers or “infor-
mation workers” for adaptive and emergent processes is widely referred in the literature
[1, 20, 21]. Other authors have also referred to this shift as “the democratization of
processes” [5]. This approach implies a much more demanding culture of service
delivery, accountability and empowerment of the process managers, with a vision
focused in the overall development of the organization. Information systems are a
fundamental support tool, but the distinctive characteristic of this approach lies in the
fact that people are at the center, orchestrating all the actors involved in the successful
execution of the process. For each process type there is an indicative stream of tasks
that is known a priori. However, during the execution of a particular instance of the
process there are several factors that may intervene in the flow of events of that
instance.

The soBPM platform includes a vast array of functionalities grouped on three main
areas: work management, document management and communication management. In
order to introduce these functionalities, the service life cycle implemented by the
soBPM platform is detailed in the next section.

6 The Service Life Cycle

Figure 2 represents the three main phases of the service lifecycle at SCC together with
the three main management functions supported by the soBPM platform.

The first stage of the lifecycle is the Service Request (Fig. 3). To enter his request,
the user accesses the service catalog web page. This page exposes the services provided
by the units of the SSC grouped in categories.

For each service, there is a fully customized web form (Fig. 4).
Once a new request is entered by a member of the academia, the next stages of the

lifecycle is Scheduling. The new request is routed to the area manager. After validation,
the manager may change the default deadlines for the process (which are configured for
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each process type) and assign the process to an element of his staff. The nominee
receives a notification and has explicitly to acknowledge his nomination as the process
manager for that request. Doing it, he commits to handle the process end-to-end, to
provide information at any time about the process status to all the interested parties, and
do his best effort to ensure that the service is delivered within the planned deadlines and
accordingly to the University regulations. Once the process is accepted, the requester
receives a notification with the contacts of the process manager.

To help on the management of the process at hand, the soBPM platform instantiates
a new checklist detailing the corresponding set of tasks and the milestones (Fig. 5).
This checklist is a very useful tool that not only provides important guidance to the
process manager, but also holds the current state of the process, acting as a log of
the execution dates (start and end dates for each task are logged automatically, and the
manager can also add ad hoc annotations).

Fig. 2. The service life cycle

Fig. 3. Service catalog
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The checklist is the main tool for the process manager. For the area manager, the
main management tool is the process dashboard.

By accessing the dashboard, the area manager may monitor the current state of the
tens of processes (sometimes more than one hundred) running in his area at any point in
time. The dashboard highlights those that require immediate attention. The dashboard

Fig. 4. Service web form

Fig. 5. Process checklist
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integrates a wide variety of tools (filtering, grouping, ordering and searching) offers a
timeline view and highlights those processes that require immediate attention (Fig. 6).
The dashboard also integrates a set of functionalities designed to improve its usability
and effectiveness as a work management tool, namely, automatic alerts on close
deadlines (yellow) or a delayed deadline (red); ad hoc alerts created by the users;
automatic alerts on message delays; a detailed view of the pending task for each
process; a in-place summary of the process status.

The data collected during the execution of a processes is registered in the check-
lists. Afterwards, it is consolidated in activity reports containing and key performance
indicators and service level agreements (KTI’s & SLA’s). These activity reports show
in tabular and graphical format the volume of activity, including performance indica-
tors that allow a quick assessment of the fulfillment of the service level agreements
(Fig. 7).

6.1 Document and Communication Management

The soBPM platform also integrates a document management system. For each process
instance, a new dossier is instantiated from a template configured for the process type.
The template defines the internal folder structure and the models for the documents that
are expected to be produced along the execution of the process. Depending on their
permissions, users may change the structure of the dossier, upload and delete docu-
ments, for example. The system also handles managed document that have a tighter
access and version control. These documents inherit the attributes of the enclosing
process instance and are searchable based on standard metadata such as the process
type, the document type, the author and the date, for example.

It was recognized the importance of maintaining all the stream of messages related
to one process easily and quickly accessible, which was quite difficult to accomplish in
traditional email systems. The soBPM platform includes an embedded messaging
system so that the messages exchanged in the context of a process instance are auto-
matically assigned to that instance (Fig. 8).

Fig. 6. Process dashboard
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The stream of messages within a process is organized in talks (or threads). Each
talk conveys a sequence of messages relating to a particular topic. When sending a new
message, the user may specify an expected date to receive an answer. This way, the
sent message will remain in a pending folder of the sender. If he got the answer within
the expected due time, the sent message is removed from the pending folder and the

Fig. 7. Automatic reporting example

Fig. 8. Messaging System
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incoming message will appear at the inbox folder; otherwise, an automatic alert will be
generated. This is a very useful feature that gathers process control and process log in
the same user interface. Much as managed documents, messages are always sent within
the context of a process from which they inherit the main attributes, i.e. they may be
searched based on standard metadata.

7 Conclusions

In the first part of the paper, it was claimed that a distinctive characteristic of a service
oriented organization is the ability to handle specific user requirements. In such
organizations, a large part of the business processes will be either adaptive or emergent.
As discussed in the paper, this statement is particularly true for the Shared Service
Center of the University of Porto due to the diversity and dynamics of its procedures.

The flexibility embedded in the soBPM platform was an essential factor to achieve
a successful implementation of a process based management system. In order to
achieve it, a semi-formal and human–interpretable business process approach was
adopted, instead of a formal and machine interpretable workflow, as in conventional
BPM. For knowledge based organizations, this soft automation approach proves to be
more effective not only at the development and maintenance stage, but also at the
execution stage. This approach was not devised as an intermediate step towards full
automated processes, but as the most effective way to address the righteous balance
between the agility required to adapt to specific user requests and the efficiency on the
usage of the available resources.

Any process management application may be seen as tool for structured collabo-
ration. In a conventional BPM application, collaboration is managed by the computer
application according to the rules pre-defined in the process model. Being much more
flexible and simplifying the communication between the participants in a process, the
soBPM platform eases collaboration between service providers (staff) and service
requestors (academia members) and boosts value co-creation, while safeguarding the
hard organizational constraints imposed by law and regulations.

In knowledge-based service organizations, both service portfolios and business
processes are highly dynamic, so their management system have to be highly recon-
figurable. Some of the features of the soBPM platform that were designed according to
this key requirement are now summarized:

• The entries and the web forms of the service catalogue are fully customizable so that
new services may promptly be added to the catalogue;

• The items in the checklist are also fully customizable for each process type.
Managers may specify reference delays for each task, or group of tasks, that as a
basis for setting-up and assess the service level agreements;

• It is possible to an area manager to fine tune the permissions assigned to each
member of his staff according to his seniority (uploading and updating documents,
introduce or skip tasks, etc.). It is possible to define area level access permissions
(that apply to all the processes and to all the staff of a given area) and process level
permissions, where authorized users can grant permissions on a process instance
basis;
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• For each process type, it is also possible to define a template for the document
dossier, as well as specify pre-defined messages and assign them to a process type
or to specific tasks. These messages may be sent automatically or may require an
explicit user confirmation.

All these features were essential to achieve a successful implementation of a pro-
cess oriented management system at the SSC.

Acknowledgments. The authors would like to thank Nuno Almeida, Miguel Fernandes for their
invaluable work in developing the soBPM platform.
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Abstract. Designing logical architectures for cloud computing environments
can be a complex endeavor, moreover when facing ill-defined contexts or
insufficient inputs to requirements elicitation. Existing solutions are no longer
enough to embrace challenges brought by complex scenarios and multi-stake-
holder realities, as in Ambient Assisted Living ecosystems. As new concepts
and cross-domain solutions emerge, these problems are tackled by connecting
evermore the world of requirements and architectures, of business and tech-
nology, through service-oriented approaches. This due, we propose to extend the
Four-Step-Rule-Set (4SRS) method, which has proven successful in generating
a proper candidate logical architecture for an information system in ill-defined
contexts, to a Service-Oriented Architecture approach for greater business
integration, flexibility, and agility, by using the SoaML language. We present
the result of a demonstration project, based in an industrial live setting where the
4SRS-SoaML reshaped method was applied, by generating the architectural
participants, and respective channels of services and requests.

Keywords: Service-Oriented architectures � Logical architectures � Require-
ments elicitation � Componentization � Ambient assisted living

1 Introduction

As our digital life and work increases the need for more specific services, nowadays
cloud oriented, the pressure is on for software architectures to lead the development of
these services. However, designing logical architectures for cloud computing envi-
ronments can be a complex endeavor, moreover when facing ill-defined contexts or
insufficient inputs to requirements elicitation.

Building systems with well-defined component interfaces, ready for effective reuse
and maintenance, requires a robust and realistic development process, where both
requirements engineers and system architects work concurrently and iteratively to
describe and align the artifacts they produce. In fact, candidate architectures constrain
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designers from meeting particular requirements and the choice of requirements influ-
ence the architecture that designers select or develop, in an iterative process that
produces progressively more detailed requirements and design specifications [1].

Also, continued research on service-oriented technologies and management brings
new conceptual frameworks and theoretical perspectives to firms that adopt and
implement them, helping to address the major challenges faced with technology,
information and strategy. Recent growing research supports companies on delivering
new, more flexible business processes that harness the value of the services approach
from a customer’s perspective, needed to leverage technology in response for greater
business integration, flexibility and agility [2].

The Four-Step-Rule-Set (4SRS) method has proven successful in generating a
proper candidate logical architecture, in ill-defined contexts and with multiple stake-
holders [3], by eliciting and managing requirements from a process-perspective in an
Ambient Assisted Living (AAL) project. Nevertheless it failed to provide a more clear
business and strategic view of the system, with its large, complex architecture and
oversimplified architectural elements.

Due to the increased complexity and challenges posed by new realities and the
emergence of more robust, cross-domain, solutions, we felt the need to improve the
4SRS method in order to answer these issues. In this sense, our proposal is to extend
the 4SRS method by adapting its steps while taking advantage of the Service oriented
architecture Modeling Language (SoaML) concepts, in order to build a stronger,
Business-Information System/Technology (IS/IT) aligned solution.

We tested the new method on a demonstration project, in an AAL industrial live
setting, where the method was applied by generating the architectural participants and
respective channels of services and requests, and present its results comparatively to a
previous existing solution.

This paper follows with related research on the topics of this work, and in Sect. 3
we present the description of the changes proposed in the steps involved in the new
4SRS-SoaML method, highlighting the differences to the conventional approach. In
Sect. 4, a demonstration of the proposed method, applied in an AAL project is pre-
sented and, in Sect. 5, a brief analysis on the ongoing research and preliminary results
obtained is performed. Finally, some conclusions are drawn for this work.

2 Related Research

In this section, we present research on the topics of Service-Oriented Computing (SOC)
and Service-Oriented Architectures (SOA), where related or with relevance to the use
of the Object Management Group (OMG) SoaML notation, and Business Process
Management (BPM). Also, some notes regarding the conventional 4SRS method are
presented for reader positioning.

2.1 Services on Business and Information Systems

Service support can help in reducing the gap between Business and IS/IT, ensuring a
good connection and mapping between models of both sides, thus easing the
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communication and understanding between them. As the concepts of SOA apply both
to business and system architectures, they can help the business and system stake-
holders to align their business requirements and the IS/IT architecture implementations.

Attesting this, works by Delgado [4] and Elvesaeter [5] provide solutions for the
service oriented development of business processes, relying on the SOA paradigm
closeness to business models while integrating concepts, methodologies and tools that
combine the application of SOC and Model-Driven Development (MDD) paradigms to
support BPM. These last through the use of OMG ‘standards’ to model business
processes and services, such as BPMN [6] and SoaML [7].

Applying SOC and BPM paradigms in conjunction is an important but not trivial
step to take, involving different visions of business and technological challenges, and
demanding a service oriented methodology for the derivation of software services from
business process models [8]. Moreover, when in a collaborative context, the integration
of different partners deeply depends on the ability to use a collaborative architecture to
interact efficiently and to help bridge the requirements gap between the business analyst
and the IS/IT analyst developer levels. Using business models to design a logical model
of a solution is an essential step to reach a collaborative solution and support practices
in the development of systems integration [9].

A model-driven approach for direct generation of services from business processes
provides several advantages such as reuse of the knowledge embedded in the corre-
spondences defined between the involved metamodels and traceability between their
elements, allowing for better Business-IS/IT alignment. The realization of business
processes by means of services becomes more important, since it is common for
participants to collaborate within an organization. In this context, transformations to
generate SoaML service models from use cases models are required in order to obtain
service-oriented systems to realize business processes. Delgado [10] presents a pro-
posal to define a framework for the Model-Driven specification of Software Archi-
tectures, which uses the concepts behind Service-Orientation for its definition.

Another solution to the problem of architecting the existing gap between the high-level
configuration of a software system, describing business entities and relationships required
by a software solution, and its low-level representation, in which the technological aspects
determine the final shape of the system, is presented by López-Sanz [11]. Here, the defi-
nition of a framework for the Model-Driven specification of Software Architectures, using
concepts behind Service-Orientation for its definition, showed a tendency towards the
use of a hybrid approach as the most suitable choice, following a ‘pure’ UML-based
approach for architecture specification where SoaML is worth mentioning.

2.2 Four-Step-Rule-Set (4SRS) Method

The conventional 4SRS method, included in the larger V-Model method [3], is orga-
nized in four steps to transform use cases (UC) into architecture elements (AE), namely:
Step 1, AE creation; Step 2, AE elimination; Step 3, AE packaging & aggregation;
and Step 4, AE association. AE refers to the pieces from which the final logical
architecture (LA) can be built, it is used to distinguish these artifacts from the com-
ponents, objects or modules used in other contexts, like in UML structure diagrams.
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The 4SRS method takes as input a set of leaf UC in the problem space, describing
the requirements for the processes that tackle the initial problem, which are then refined
trough successive 4SRS iterations (by recurring to tabular transformations), producing
progressively more detailed requirements and a design specification, in the form of a
LA representation of the system, representing the intended cloud concerns of the
involved business and technological stakeholders.

These tabular transformations [12] are supported by a spreadsheet where each
column has its own meaning and rules. Some of the steps have micro-steps, of which
some can be completely automated. Correct application of the tabular transformations
assures alignment and traceability, between the derived LA diagram and the initial UC
representations, and at the same time allows adjusting the results of the transformation
to any changing requirements.

3 4SRS-SoaML: A Method for Deriving a SOA Architecture

Although the 4SRS method has proven successful in generating a proper candidate
logical architecture, in ill-defined contexts and with multiple stakeholders, it failed to
provide a more clear business and strategic view of the system. Its large, complex
architecture and oversimplified architectural elements call for more full-bodied, cross-
domain solutions, with in-depth detailed elements, as the ones found in SOA, namely
through the definition of different levels of architectures, composed of services and
requests, and their properties, as specified by SoaML.

Although SoaML allows building a complete service architecture, for now our
work will focus solely on using system requirements to identify participants (P) and its
associated requests and services, enabling the design of a logical architecture based
only on these participants. The process-level 4SRS method seems capable of sup-
porting such design by maintaining its main steps but changing some rationale.

Here, our purpose is to focus on how SOA concerns – by using the SoaML notation –
are treated during the execution of the four steps of the method and focus on the main
differences to the conventional method execution, rather than exhaustingly describing
the full method’s steps and micro-steps. This application differs from the conventional
approach by defining a set of added rules that must be observed when reasoning about
the execution of the method steps.

The starting point of our approach is the elicitation of UC using refinement tech-
niques (Fig. 1a). The leaf UC of this model are used as inputs for the 4SRS-SoaML
method execution (Fig. 1b), where throughout it, participants (P instead of the con-
ventional AE) are derived, as well as their respective requests, services and properties
(Fig. 1c). Participants are used to define the service providers and consumers in a
system, where they may play the role of service provider, consumer or both [7],
communicating between service/request channels. After aggregating participants in
super participants (SP), later described in Step 3 of the method, the main service/
request channels are identified and ready to be thoroughly specified (Fig. 1d).
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3.1 Step 1 – Participant Creation

Now called Participant Creation, instead of AE Creation, wherein the conventional
method automatically derived at least three types of AE classified as interface, data or
control (referred using i-type, d-type, or c-type stereotypes). Within this new approach, the
same reasoning is used but rather to automatically derive at least three types of P. Other
small difference within this step regards the prefix reference that identifies the derived
participant, “P” instead of the conventional process-level 4SRS “AE”, with the suffix
regarding the given type having no changes (e.g., {P1.1.i} instead of {AE1.1.i}, where 1.1
refers to the UC number and i to an interface type).

3.2 Step 2 – Participant Elimination

Composed by the equivalent eight micro-steps of the conventional method, the “new”
issues for eliciting a SoaML participant-based logical architecture are dealt with in non-
automatic micro-steps (only micro-steps ii and vi are automatic). The main differences
on reasoning are in micro-steps iv, v and viii (Participant Description, Participant
Representation and Participant Specification, respectively). The remaining micro-steps
(i, iii and vii) are executed applying the same reasoning as in the conventional method
execution, the only difference is to deal with P rather than AE.

Fig. 1. From use cases to service/request channels
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Micro-step iv – Participant Description. Regarding micro-step iv, our proposal
provides an extended structure for the required description of the P’s role for the
service behavior. This information has as input the textual description of the original
use case from the UC model. The P’s description includes an overall description of its
behavior (as in the conventional method), where there must be defined how it acts to
provide or consume a given service/request, if it has any properties, etc. (Fig. 2).
Additionally, from the use case’s textual description, it is possible to identify some
requests, services and properties.

Micro-step viii – Participant Specification. Micro-step v purpose remains from the
conventional method, i.e., to identify a participant whose role can be represented by
another participant from the global architecture. This micro-step signals P that can be
eliminated without losing coherence within the architecture. The decision to identify if
a participant represents another participant, or if it can be represented in the system by
another one, is based solely on their overall description. If any P under analysis (to be
represented or not by others) have different requests or services regarding the partic-
ipant that will for now on represent them, that does not allow to directly infer
the representation of these P into a single participant at this moment. Rather, the mixing
of requests, services and properties regarding these given P are only dealt with in
micro-step viii.

{0b.1.2} ci

{P0b.1.2.c} T Health Monitoring Decisions

Short Description:
Makes decisions on how the measured information from 
{P0b.1.2.i} is used within the AAL4ALL Node. 
The information can be used by the platform for 
preventing abnormalities...

Requests:
Monitoring Configurations (0b.1.1.i.s)
Receive Current Vital Signs (0b.1.2.i.s)
User Validation (0b.6.1.1.c.s)

Services:
Health Monitoring Decisions (0b.1.2.c.s)

Properties/Resources:
Configurations
User's Activities
Vital Signs Values

{P0b.1.2.i} T
Receive Current Vital Signs 
Information

Short Description:
Receives the current values for vital signs (e.g., blood 
pressure, heart rate, etc.) measured by the health 
monitoring devices.  The information is published.

Requests:

Services:
Receive Current Vital Signs (0b.1.2.i.s)

Properties/Resources:

2i - use case 
classification

2ii - local 
elimination

2iii - participant naming 2iv - participant description

Step 2 - participant elimination

Fig. 2. Micro-steps i to iv of Step 2 of the 4SRS-SoaML method
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Micro-step viii – Participant Specification. Micro-step viii is still similar to micro-
step iv, since it intends to describe P that, in micro-step v, were considered to represent
other P without losing any information (role and objective of the participant, requests,
services and properties), and were meanwhile eliminated in micro-step vi. Thus, for
defining the Participant Specification, it must be taken in consideration that only
redundant overall description of the behavior of the participant, requests, services and
properties are eliminated, and that any of these fields that differ from the P to be
represented should be incorporated in this “new” specification that represents them
(Fig. 3).

Fig. 3. Micro-steps v to viii of Step 2 of the 4SRS-SoaML method
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3.3 Step 3 – Participant Aggregation

In Step 3, the enduring P (those that were maintained after executing the entire Step 2),
for which there is an advantage in being treated in a unified process, should give origin
to aggregations of semantically consistent P. In the conventional method (both process-
and product-level) this step outputs packages for aggregating AE, objects or compo-
nents, in the new approach this step outputs SP instead. A super participant represents a
group of assigned P, which may or may not represent a software product from the
services ecosystem in question. The aggregation performed can also reflect identified
product classes or other aggregated types of service suggested by reference architec-
tures or models. The notational representation of SP in SoaML remains the same as for
P, only viewed one level up.

Fig. 4. Steps 3 and 4 of the 4SRS-SoaML method
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In this new approach, there is the addition of dividing this step in two new micro-
steps. Besides the conventional identification and naming of the super participant, with
the inclusion of the P, here performed in micro-step i, its characterization, similar to a
description of a product class, is performed in micro-step ii (Fig. 4). This last micro-
step can be performed by defining the descriptions in a structural way, following
guidelines as, for instance, the European Telecommunications Standards Institute
(ETSI) [13], namely defining the super participant description by: Name, Brief
Description, Kind, Interfaces, State Variables, Requests, Services, Realization options,
Prerequisites and Non-functional requirements.

3.4 Step 4 – Participant Associations

Regarding Step 4 on the conventional method (both process- and product-level),
associations between AE, objects and components, respectively, are derived based on
the AE objects or components originated by the same use case or based on textual
descriptions of UC. In our new approach, this step formalizes the requests and services
that were previously identified in micro-steps iv and viii of Step 2, but only those
regarding the P that were not aggregated in the same super participant in Step 3, i.e.,
belonging to a different one. Our purpose in this step is to generate the main com-
munication channels between the different SP, by exposing their services and requests
in the final architecture.

4 Demonstration Case

The AAL4ALL project [14] arises from the need to create an oriented national market
to products and services for AAL given the trend of an aging population and the
need to respond positively to the increasing availability of better health care and
wellness. At the same time the concept of Cloud Computing appears in the AAL4ALL
domain with the opportunities for developing new products and services that can
be available on the Internet. This project presents an idea for an answer through the
development of an ecosystem of products and services for AAL associated to a busi-
ness model and validated through large scale trial.

AAL refers to electronic environments that are sensitive and responsive to the
presence of people and provide assistive prepositions for maintaining their lifestyle. It
is primarily concerned with the individual in its immediate environment by offering
user-friendly interfaces for all sorts of equipment at home and outside, taking into
account that, sometime in their life, people have impairments in vision, hearing,
mobility or dexterity [15]. These AAL solutions intend to monitor and facilitate health,
safety and well-being of individuals in specific scenarios such as within their home, in
mobility, in care centers, at work and even during recreational activities, promoting
independency, mobility, safety and social contact through increased communication,
inclusion and participation, using ICT [16].

The AAL4ALL project aims to develop a core platform that allows an aggregation
of all stakeholders systems to enable the composition of the AAL services that will be
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provided to end-users in both home and in mobility environment, where several types
of devices are installed to gather data form user environments and to provide AAL
services. Therefore the AAL4ALL platform development should aim at providing a
SOA and a cloud-based solution, capable of ensuring a set of services for the eco-
system. This project has defined four main Life Settings (LS): Independent Living;
Health and Care in Life; Occupation in Life and Recreation in Life. A number of
scenarios in each LS and their potential impact on the roadmap implementation are
included as a starting point.

Another element of implementation is the identification of the main participants to
be involved in the project, for idealization of the kind of needs specified in each
scenario. The scenarios’ descriptions, alongside the participating Personas, actors that
represent users that interact with the projects IS, were elicited and gave origin to UC
diagrams with the actors and their interactions by LS and Canonic Activities (CA)
criteria, from a process point of view. The process-level UC allowed a better under-
standing of the projects IS related activities.

Using this information, it was possible to characterize the necessary UC for rep-
resenting the high level processes related to the project. Each UC has a textual
description allowing process requirements to be captured and described. It was decided
to use two orthogonal views of the system under analysis: the {0a} LS and the {0b}
CA (Fig. 5), which existence in user requirements higher abstraction level has enabled
to cope with the inherent complexity when dealing with both.

The process-level logical architecture of the project ecosystem has previously been
developed recurring to the conventional 4SRS method [17]. That perspective allowed
capturing the intentionality’s presented in the desired activities that the ecosystem
sustains. However, the need for a clearer business and strategic view of the system, by
identifying the communication channels between the products and services within the
AAL4ALL ecosystem, raised the need for deriving a logical architecture now based in
a SoaML notation. This logical architecture should allow depicting a set of services
channels between the participants and, in a higher view, the super participants.

An excerpt of the demonstration case, throughout the four steps of the method
execution, is included in Sect. 3 (Figs. 2, 3, 4). Namely, the derivation of Use Case

Fig. 5. The use case model by two orthogonal views
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{0b.1.2} Check Health Values, until participants in super participants {SP2} Home
Gateway and {SP4} Sensors (Fig. 4) is presented throughout the steps execution and
this last in the zoomed area of the process-level logical architecture for the AAL4ALL
project (Fig. 6), after the execution of the 4SRS-SoaML method for deriving a logical
architecture. Also depicted in the zoomed area is a subset of the architecture, where the
super participant {SP4} Sensors and its associated requests and services are presented,
with the rest of the super participants that compose the remainder of the logical
architecture in the background.

The execution of Step 3 in the AAL4ALL project was based on the product classes
identified in [17], where the logical architecture was mapped and a new iteration of the
architecture arose by following the Continua reference model [18]. The identified
super participants in the AAL4ALL projects were the following: {SP1} AALMQ
(cloud platform for service orchestration); {SP2} Home Gateway (home and mobile
application hosting devices); {SP3} Local System (home private cloud); {SP4}
Sensors (PAN/LAN devices, either sensors or actuators); and {SP5} External systems
(other public or private health clouds). The super participants of the AAL4ALL logical
architecture (Fig. 6) regard the aggregated participants that relate to the functionalities
elicited from the orthogonal view of the CA and LS.

The adoption of the 4SRS-SoaML method allowed the SoaML architectural model
composed by participants, requests and services, representing the system requirements,
to be derived from and aligned with the initial user requirements, resulting in an
identification of elements in a non ad hoc approach, thus less prone to errors of design.
AAL4ALL logical architecture (Fig. 5) also shows some of the complexity regarding

Fig. 6. Subset of the AAL4ALL logical architecture using SoaML
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the project ecosystem that has justified the adoption of process-level, to support the
elicitation efforts and the definition of the services channels.

5 Discussion

In this paper, the SoaML modeling language was used to support process-level logical
architectures and, as such, to provide a baseline modeling language for specification of
any services within a service-oriented environment, which includes cloud-based ser-
vices. This work demonstrated that the SoaML profile supports the range of modeling
requirements of the logical architecture, including the specifications of systems of
services, individual service interfaces and service implementations.

According to our experience, at the end of the requirements elicitation phase
(considering the traditional development macro-processes Analysis, Design, Imple-
mentation, Test and Deployment) implementation teams experience difficulties inter-
preting and implementing the generated conventional process-level logical architecture,
composed by AE. The purpose of this architecture artifact is to provide information
regarding the software system functionalities, regardless of the implementation tech-
niques and technologies the team uses.

This is due to the fact that functional requirements are elicited, but technical
decisions regarding messaging, protocols, amongst others are lost along the way, being
unclear at this point. The authors believe that SoaML notation is more adequate for
relating business and system information, leveraging the business requirements and
transporting them to implementation phase. By eliciting P and its associated requests,
services and properties, instead of simple AE, the provided artifacts are richer and
clearer for better interpretation and implementation by the teams.

Also, associations between AE were not always understandable, since typically
teams interpreted them as interactions between AE, not depicting the type of infor-
mation within, as well as the course of the flows. In fact, for depicting the course,
stereotyped sequence diagrams had to be developed (as in [9]). These issues are tackled
in our approach by explicitly defining P’s requests and services. The combination of the
4SRS method with the SoaML language helps to strengthen the associations in terms of
services and requests channels across the architectural elements, either P or SP.

The previous architecture was composed by 110 AE and ours was composed by the
same amount of P, since they have a somewhat direct correlation. However:

– in the 4SRS-SoaML architecture, there are 171 requests and 143 services, which
results in an addition of 61 requests and of 33 services.

– in the previous architecture there were depicted 159 associations, i.e., communi-
cation flows of any kind between the AE, in our architecture there are 139 asso-
ciations, i.e., services that are requests between P.

This means that this new approach was indeed able to provide more detailed
information regarding the services provided, with the excess in number of services and
requests discovered. Additionally, the architectural representation was also improved
due to the decrease number of associations, providing a clearer depiction of the
architecture and aggregating the main communication channels information.
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5.1 Lessons Learned

As previously stated, the authors believe that using the SoaML notation at the
requirements elicitation phase is more useful for implementation teams since it allows
including more information for the future system to be implemented, like technical data
regarding the software services. Within our approach it was possible to early identify
requests and services directly from the use case’s textual descriptions.

Step 3 of the 4SRS-SoaML method allowed identifying possible aggregations of
semantically consistent P into SP, according to the proposal of the intended system.
Somehow in this step, the logical architecture can be divided into subgroups according
to the ultimate goals of the desired system, in terms of functional groups and product
categorizations.

Changes made in Step 4, where we only consider requests and services between the
SP, are useful for depicting the service channels required for communications between
different products that will be integrated in the future. In cases of software imple-
mentations made by multiple and distributed teams, each nominated to implement one
of the SP, the service channels hidden inside the same product are no longer relevant in
the overall project management.

5.2 Future Work

Within our approach to elicit a SoaML architecture, we derived participants with their
constituent requests, services and properties. Albeit complete Service Choreographies
are depicted by RUP’s Basic Flow and Alternative Flow information from the UC’s
textual descriptions, only generic information was derived in this work, so the model
derivation has several points to be improved. In the future we intend to include in our
approach the derivation of other SoaML diagrams like Service Contracts, Service
Architectures and Interfaces.

Here, we derived a candidate logical architecture in an ill-defined context by
executing a 4SRS method that was tailored for SoaML diagrams, which constitutes one
of the steps in the V-Model [3] approach, within other models successive derivations.
This approach is composed by UML models, like use cases, stereotyped sequence
diagrams, logical architectures, amongst others. As future work, we intend to use
SoaML notation throughout the entire V-Model, in order to obtain information
regarding services until the product-level side of the requirements elicitation phase.

Finally, we intend to improve these service channels with business information,
usually hidden in non-functional requirements, as business goals and rules. In order to
do so, we intend to include the processing of this information within our approach,
supported on the OMG Business Motivation Model (BMM) link with SoaML. This
would strengthen the channels business information, associated to the connection
between the requests and services of P and SP, so supporting the quality characteristics
of the derived service-oriented logical architecture.

6 Conclusion

SOA is a top concern in todays IS research, where the growing use of the SoaML
notation can help to strengthen the link between business and technological worlds,
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ever more interconnected and involved in issues of requirements elicitation, process
modeling and business strategy.

Our work integrates all of these topics and proposes a way to generate, align and
maintain a service-oriented logical architecture for a desired information system, based
on the elicitation of use cases and their transformation to participants at the end of the
4SRS-SoaML method execution.

In this paper, we put forward a visualization to support the connection between
each problem-side, leaf-level use case, building a strong focus on the requirements
elicitation, retaining business information along the way, and aiding in the Business-IS/
IT alignment and requirements traceability. Therefore, we can consciously build a
logical architecture based in participants and super participants, supported in the So-
aML notation, identifying requests and services as communication channels.
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Abstract. The paper describes a, framework and implementing issues
addressing service orientation in the management and control of enterprises.
A hybrid, semi-heterarchical control model based on the paradigm of holonic
manufacturing is proposed; it switches its operating mode from hierarchical to
heterarchical in the presence of perturbations to ensure both global optimization
and agility to changes in batch orders, while featuring robustness to disturbances
in the production environment. In order to ensure these conflicting functional-
ities, a service oriented architecture is proposed and implemented, whose
structure includes a distributed fault-tolerant Resource Service Access Model.
Besides the design of a generic structural and dynamic model, a real imple-
mentation solution is proposed using a multi-agent framework.

Keywords: SOEA � Manufacturing integration framework � HMES

1 Introduction

Service orientation is emerging nowadays at multiple organizational levels in enterprise
business, leveraging technology in response to growing needs for business integration,
flexibility and agility of manufacturing enterprises. The environment of the manufac-
turing industry is characterized by radical changes and companies are facing today
more than ever great challenges that result from alterations in the global framework.
Not only do technological changes (particularly in ICT) have a big impact on manu-
facturing companies, but also the market registers dramatic, unpredictable variations in
size and types of product batches. To be competitive, manufacturing should adapt to
changing conditions imposed by the market. The greater variety of products, the
possible large fluctuations in demand (from mass production to short lots), the shorter
lifecycle of products, and the increased customer expectations in terms of quality and
delivery time are challenges that production companies have to deal with to remain
competitive. Besides market-based challenges, manufacturing firms also need
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constantly to be flexible – adapt to newly developed processes and technologies, and
agile – reconfigure at market and shop-floor disturbances [1].

A particularly critical element in the shop floor reengineering process is the control
system, which lacks agility in general, because any process or resource team change
requires programming modifications, implying the need for qualified programmers,
usually not available in manufacturing SMEs. Even small changes (e.g. rush orders)
might affect the global system architecture which clearly increases the programming
effort and the potential for side-effect errors [2, 3].

Agent-oriented and Holonic Manufacturing Execution Systems (HMES) have been
used to manage not only the correct and autonomous execution of a plan of activities or
schedule, but also to efficiently respond to production changes and occurrence of
unexpected disturbances [4–6]. Among the main benefits of HMES are adaptability and
flexibility when facing changes on the shop floor, and efficiency when using the
available resources. Most of the theoretical research done during the last two decades
addressed centralized batch scheduling systems (SS), which have the main drawbacks
of their lack of reactive capabilities and the inability to provide robust and efficient
solutions in real time when disturbances occur (e.g., resource breakdown). To effi-
ciently address the mixed batch planning and product scheduling problem found in real
manufacturing domains, the horizontal integration (the collaboration between central-
ized SS and distributed HMES) is a challenge that needs to be faced.

In addition to providing shop floor agility to business changes (market dynamics,
rush orders, new product recipes, highly scalable mass customization), shop floor
reengineering, based on dynamic reconfiguration rather than on reprogramming must
be possible in HMES control/supervision architectures [7, 8]. This is feasible by using a
resource-related, agent-based control architecture characterized by: modularity, con-
figuration rather than programming, high reusability, legacy systems migration, pre-
dictive maintenance of resources and sustainability (resource timeliness, operation
accuracy, power footprint and real-time consumption are continuously monitored)
[9–11]. Current HMES development frameworks are based on implementing holonic
reference architectures and applying the delegate multi-agent system pattern [12, 13].

The total integration approach of manufacturing enterprises (vertical integration of
business processes and shop floor control processes, and horizontal collaboration of
centralized scheduling systems - SS and distributed manufacturing execution systems -
dMES) represents a new concept for enterprise process integration, agility to market
changes and customer requirements, service orientation and robustness to technical
disruptions in the context of sustainability [14, 15].

The methodology presented for enterprise reengineering compensates for the
deficiencies of both hierarchical and heterarchical management and control systems,
and is based on new concepts such as Service Oriented Architecture [16], Web ser-
vices, distributed intelligence with service-oriented agents and holonic manufacturing.

The rest of the paper is organized as follows: Sect. 2 proposes a model for total,
service-oriented integration in the manufacturing enterprise, considering business and
shop-floor processes in semi-heterarchical production control topology. Section 3
discusses a Service Oriented Enterprise Architecture (SOEA) using a Manufacturing
Integration Framework (MIF). Section 4 describes implementing issues. Section 5
reports experimental results. Final conclusions are presented in Sect. 6.
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2 The Manufacturing Integration Framework (MIF)

The primary goal of Service Oriented Architecture in the context of manufacturing
enterprises is to align the business layer information flow with the technology specific
information flow - the latter being partitioned on two layers: (1) the business layer
(management of customer orders); (2) the shop floor layer (execution of customer
orders). SOA is the bridge that creates a symbiotic and synergistic relationship between
the two layers; it is an IT system model providing flexibility to the enterprise in the way
business applications are created. SOA is not just focused on application integration, but
also on application construction from existing IT assets [17, 18]. This type of archi-
tecture allows for the creation of composite business applications from independent,
self-describing, and inter-changeable code modules called services. These services are
available for use on a services bus, and they can be arranged together into a business
process or composite application using process choreography. Thus, the major com-
ponents of SOA are: (1) services; (2) services bus; (3) process choreography - composite
applications; (4) message transformation, mediation and routing; (5) services registry.

2.1 Service-Oriented Business Process Integration for Manufacturing

The Service Oriented Enterprise Architecture (SOEA) for the generic business layer of
a manufacturing enterprise is an emerging concept that represents a business approach
to SOA governance. The set of business processes and business services that a given
business user (consumers of processes and services) will consume, are: Offer Request-,
Production Order-, Rush Order-, Customer- and Supplier Relationship- Management.

Business processes should be treated as compositions of other business processes
and services and therefore be decomposed into their subordinate sub-processes and
services [19]. Services (including business processes as services) can then be detailed
in service components - converted into a detailed set of definition metadata that will
describe that service to the information system. The Enterprise Service Bus (ESB) is a
flexible connectivity infrastructure for integrating applications and services. One of the
objectives of an ESB is to reduce the number, size and complexity of interfaces in a
SOA. An ESB performs the following actions between requestor and services:

• Intelligent message routing between parties;
• Conversion of transport protocols between service consumer and provider;
• Transformation of message formats between service consumer and provider;
• Handling business events from various sources.

When SOA is employed as an integration strategy, it brings about a catalogue of
self-describing, atomic business services that are used together to create a business
process. Often, a business event (for example: one rush order arriving at the customer
order management module) will need to trigger interactions between many different
business and/or shop floor manufacturing systems. These interactions are achieved
using process choreography within an SOA. Process choreography allows for multiple
business services to be combined and used together to implement a business process; in
the present SOA it is realized via BPEL (Business Process Execution Language).
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From a SOA perspective, the Holonic Manufacturing System (HMS) was seen as a
layered architecture, as illustrated in Fig. 1.

1. Business Layer: includes two main components - the offer request management
module (ORM) and the customer order management module (COM).

2. Manufacturing Execution Layer (MES): encapsulates the production scheduler
(PH), production monitor (PM) and the product knowledge base.

3. Shop Floor Layer: represents the actual shop floor processes and structure. There
are two types of active entities: intelligent products and shop floor resources.

Figure 2 shows the proposed architecture of the Customer Order Management
(COM) module related to an implementation based on SOA and the integration with
the HMS system. The COM presented in this section is built on top of a standard SOA
engine capable of executing BPEL processes as a SCA application. The customer
interacts with the COM application in two scenarios, first by creating an order for a
product batch and secondly by tracking the execution of the order.

The COM developed in this project is built on top of a standard SOA engine
capable of executing BPEL processes as a SCA application. The customer interacts
with the COM application in two scenarios, first by creating an order for a product
batch and secondly by tracking the execution of the order.

The COM application has three Web Service endpoints that integrate with the
customer portal application and with the HMS. The Customer Order is initiated from
the Portal web application and in the COM module is triggering the execution of a
BPEL process instance. Essentially each Customer Order is represented by a BPEL
process instance, which tracks the order lifecycle from creation and until the order is
completed. The portal user can interrogate the state of the BPEL process representing
the customer order at any time by invoking the TrackCO endpoint, allowing real time
tracking of the production status.

Fig. 1. Block architecture of the SOA components for total HMS integration
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The CreateCO endpoint is responsible for starting an instance of the BPEL process
representing the customer order (Fig. 3).

The CreateCO method accepts the customer order details as a parameter, creates the
payload for the BPEL process and invokes the CO BPEL process in the SOA engine.
Once the process is invoked, it returns synchronously the BPEL process_ID to the
portal application. The portal application will store this process_ID in the customer
order object for tracking purposes.

2.2 Monitoring Resource Services for SS-DMES Horizontal Integration

For the MES layer, an interaction model was defined allowing the cooperation between
two different subsystems: a centralized scheduling system (SS) based on a selectable
mixed planning & scheduling technology (e.g. constraint programming, production
rules) and a decentralized manufacturing execution subsystem (dMES) based on the
PROSA holonic reference architecture and applying the delegate multi-agent pattern.

This interaction model was defined considering: events triggering new planning
requests to the SS; bidirectional switching sequence between hierarchical and heter-
archical scheduling modes and switching mechanism between scheduling modes;
resource service access model weighting the resources’ participation in work teams
function of cost, cumulated load, power consumption, timeliness and quality of

Fig. 2. Customer Order Management architecture

Fig. 3. Service definition: CreateCO EndPoint Service
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performed services. The tuning of the collaborative MES model will be also consid-
ered: nervousness, centralized guidance level, mode switching and performance mea-
sure. The collaborative model for SS - dMES interaction has two layers which are
depicted in Fig. 4.

The centralized scheduling system (includes the SS) is in charge of generating a
good quality global solution for a set of orders (batch) that must be processed in the
shop floor. The system ensures that the main constraints related with the domain are
satisfied (timing, assignment and topological restrictions). On the other hand, the
decentralized execution system (dMES) processes all tasks involved in the problem,
including not only the manufacturing activities already scheduled by the SS, but also
other relevant activities as transport, routing and storage tasks.

The MES executes the schedule - based on a certain predefined level of guidance -
as it is initially delivered by the SS. The execution is carried out until a disruptive event
occurs. At this point, because the current agenda is no longer feasible to be performed
(because of alterations caused by unexpected situations), the MES should profit from
new advice (on request) from the SS in order to continue the execution.

The proposed semi-heterarchical control architecture is based on the PROSA [20]
reference architecture from which it takes the basic holon structure (Product, Order,
Resource) and extends it with: (i) automatic strategy switching performed by a mul-
tifunctional Staff Holon entity and (ii) service orientation of operation scheduling and
resource allocation by aggregating the information about the quality of services
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performed by resources into an aggregate entity (agent) called Resource Service Access
Model (RSAM), replicated on several workstations (resource terminals) for fault tol-
erance. This control architecture is generic because its structure is designed in terms of
composing entities and their computing tasks, with no reference at technical imple-
mentation aspects; such aspects are only taken into account in the instantiation phase
when the equipment is selected to provide the necessary functionalities.

The control architecture of the MES is organized on two loosely coupled decision
layers: centralized MES (includes the SS), and decentralized MES (dMES). The
interconnection between the layers uses standardized, SOA-specific messages (sched-
uled/planned orders, system model update, resource status and behaviour).

The RSAM is designed as an aggregate, replicated autonomous entity in charge of
collecting information about the resources’ behaviour (timelines, accuracy of per-
formed operations, power consumption, a.o.) and using it for the collaborative in line
decision on resource allocation and preventive maintenance of resources.

This entity is initially created using a Graphical User Interface, resources being
manually added to create an initial set of competencies needed for the current client
order; then RSAM acts as an aggregate, replicated intermediate that will constantly be
updated with data from resources (status and parameters, specific behaviour, and QoS)
and consulted on a regular basis (status and QoS update). RSAM offers two types of
information for manufacturing resource service management:

• Information related to the accessibility of services;
• Resource service history.

3 Bus-Oriented MIF Integration

Software busses have a built-in messaging system allowing message passing between
every module in a publish-subscribe fashion, which can be one to one, represented by a
simple queue or one to many, represented by a topic. This allows decoupling between
modules at communication level, by enabling asynchronous communication.

The Enterprise Service Bus, first proposed as software architecture, has a set of key
characteristics [19]:

• Message routing and control across enterprise components;
• Decoupling of various modules by asynchronous messaging, replacing point to

point communication with the common bus architecture;
• Promote reusability of utility services, reducing the number of redundant services

across the enterprise;
• Provide transformation and translation of messages to allow easy integration of

legacy applications;
• Provide an engine for workflow execution.

The Manufacturing Service Bus (MSB) integration model introduced in this
development is an adaptation of ESB for manufacturing enterprises and introduces the
concept of bus communication for the manufacturing systems. The MSB acts as an
intermediary for data flows, assuring loose coupling between modules at shop floor
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level. We have identified and used the following main characteristics of a MSB, in
addition to the ones inherited from the ESB:

• Event driven communication;
• Workflows;
• High number of messages;
• Message transformation;
• Message Validation;
• Synchronous and asynchronous communication;
• Message persistence;
• Intelligent message routing;
• Service directory;
• Distributed execution (Fig. 5).

The integration framework is given in Fig. 6. The lower level MSB integrates the
shop floor components, while MIF is used to integrate the business level components of
a manufacturing enterprise. The two buses are linked together by the Mediator Agent.
This agent is plugged in both busses and contains a set of rules for message passing
between the two buses. The shop floor model consists in the following entities rep-
resented by their corresponding agents:

• Product Holon (PH): agent representing the intelligent product; consists in product
pallet, product being assembled and an Intelligent Embedded Device (IED) able to
support the agent execution and wireless communication;

• Order Holon (OH): is a dynamic data structure initialized by the MIF layer and
consists in the product batch characteristics associated with a customer order. The
OH has two components: a metadata component containing the features and sup-
ported by each product in the batch and a data component containing the target
make span of the batch and the bindings to the expertise holon;

• Expertise Holon (EH): a data structure that records manufacturing execution and
outcomes for each product type. This information is used during initial scheduling
to assure an optimum allocation. In heterachical mode, these EH data structures are
used to decide the online resource allocation for each PH based on previous out-
comes of similar operations (QoS, power consumption).

• Resource Holon (RH): agent representing the physical resource on the product line
(conveyor, robot, CNC machine).

Fig. 5. Manufacturing Service Bus logical view
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• Product Database: agent that stores and retrieves data from a structured storage
containing information about products and operations.

• Resource Service Access Model (RSAM): agent that acts as a resource broker,
where RHs can publish their state and capabilities. This information is used by PH
(s) during execution;

• Execution Monitoring Agent (EMA): agent that centralizes PH states; it executes
process monitoring at PH level, being responsible for generating periodic events
that are sent through the Mediator Agent to the upper layer ESB and consumed by
the Audit services. This activity enables the business layer to have real time data of
the production schedule. This information can also be routed to the CRM module to
enable customers to track the execution status.

4 Implementation Issues

The MES system architecture used for validating the COM module design is shown in
Fig. 7. The implementation is based on NetLogo multi agent system. As most multi
agent simulation environments, NetLogo platform allows to model agents and the
world in which the agents live. This 2D world consists of patches, links and turtles.

• Links allow turtles to connect with each other to form networks, graphs and other
structures.

• Turtles are the mobile agents in the NetLogo world and are used to model the
products in the manufacturing line.

Fig. 6. Business and shop-floor layers - MSB integration with Mediation Agent
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The execution system architecture uses NetLogo embedded in an application ser-
ver. The application server role is to provide a J2EE environment for web service
deployment. The application server starts the NetLogo instance in the same Java
Virtual Machine, using the NetLogo API. This is done using an EJB Service that is
deployed at start-up inside the application server and as part of its state initialization
starts the NetLogo application. The EJB provides a remote, external interface that is
used by the Web Services deployed in order to communicate with the agents in the
NetLogo world. The design includes the usage of a SOA Server, running a BPEL
engine. The BPEL process is deployed dynamically by the COM module for each
product agent when the customer order is componentized.

For the decisional part of the HMES control (the Agent layer in Fig. 7) the Java
Agent Development Framework (JADE) is used since it was specially designed for
developing multi-agent systems conforming to FIPA standards for intelligent agents
(www.fipa.org) [20]. The core of the 2-layer command and control model contains
three decisional entities: OH, RH and RSAM agents. These agents implemented in
JADE and running on Java Virtual Machines are interfaces used to integrate products
being assembled and manufacturing resources into the control architecture (Fig. 8).

Fig. 7. MIF implementation at MES level

Fig. 8. Resource and order integration in the HMES control architecture using JADE
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The core of the 2-layer command and control model in contains three decisional
entities (Fig. 9), implemented as agents in JADE running over generic cross platform
Java Virtual Machines (VM):

• Order Holon agent, in charge of production scheduling and tracking, and product
routing. OH agents are located on each of the intelligent embedded units (IED) that
are attached to the physical pallets (acting as product carriers).

• Resource Holon agent, located on the PCs attached to the resource controllers; this
agent is an intermediate, its main task being to offer a standard interface to heter-
ogeneous equipment (e.g. industrial controllers).

• RSAM agent running on a Start-up Monitoring Agent, whose responsibilities are:
initial manual set up of the RSAM, periodic update of the RSAM using RH
information, and point of information to all the entities that need to know the
structure of the system. It is located on a high availability cluster consisting of PCs
linked via Ethernet to the resource controllers and the cell server – head of the
cluster.

5 Experimental Results

Experiments concerning SOA for Total Manufacturing Enterprise Integration have
been carried out on the industrial pilot FMS platform in the Robotics & AI Lab of the
University Politehnica of Bucharest.

The experimental scenario consists of a comparative performance analysis of
the hierarchical, heterarchical and semi-heterarchical types of control strategies in the
presence of resource failure. Experiments have been carried out using a batch of 200

Fig. 9. Software system controlling shop-floor processes in the dual HMES mode: SS-dMES
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orders in 3 cases (Fig. 10): 1 – pure hierarchical operation with perturbation where
orders are entirely replanned and rescheduled at the centralized MES level (with
production stop), 2 – semi-heterarchical operation consisting of hierarchical to tem-
porary heterarchical commuting with recovery of hierarchical mode: when a
perturbation occurs (resource failure) the remaining orders are rescheduled on 2-time
intervals: orders in execution are scheduled online while all remaining batch orders are
replanned and rescheduled offline at global level, 3 – hierarchical to permanent
heterarchical commuting when a resource failure occurs.

The results obtained from this experiment (Fig. 10) show that in the presence of
perturbations (not critical resource failure – operations done on this resource are
relocated on other available resources) there is a clear advantage of using a 2-time
interval scheduling and planning (9567 sec in case 2 compared to 12053 sec in case 3).
This result is justified by the fact that in the 2nd case production is still running with
local optimization at packet level until the centralized re-planning and rescheduling are
performed and the hierarchical mode is resumed, whereas in the 3rd case, after resource
failure there is no more local or global optimization and the cell operates in the
heterarchical strategy.

On the other hand, compared to the purely hierarchical operation the 2nd method
has the advantage that it reacts faster to resource failures due to rapid local scheduling
while maintaining a global optimization view and thus minimizing makespan (9567 sec
in case 2 compared to 9642 sec in case 1). The online re-planning and finishing of the
packet orders and the offline re-planning of the remaining orders are done in parallel,
saving thus time as compared with the pure hierarchical strategy which inserts an
important production stop.

Because of the latency of the communication protocols (few minutes for 200
orders) the data transfer time between the resource control layer and the centralized
MES layer makes the purely hierarchical method undesirable especially if perturbations

670 sec

310 sec

8112 sec

9642 sec

9567 sec

12053 sec

Fig. 10. Comparison of makespans for different execution strategies
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occur frequently. This is also the case for FMS with heterogeneous control and
communication resources which do not support open-interfaces. In such situation the
hierarchical to permanent heterarchical commuting is preferred.

6 Conclusion

The paper proposes a Service Oriented Architecture for Total Manufacturing Enterprise
Integration used for supporting both the business and control operation of manufac-
turing systems. At the business level it facilitates the integration of functionalities like
Offer Request-, Production Order-, Rush Order-, Customer- and Supplier Relationship-
Management. At control level it provides a flexible switching between hierarchical and
heterarchical strategies called semi-heterarchical control.

This model greatly simplifies the resource allocation process during heterarchical
mode, and also allows for dynamic reconfiguring of resource consortia depending on
the quality of the services they provide. The capacity of a semi-heterachical control
system to switch back to a global optimal mode without stop (with on line optimization
of orders in execution while computing a centralized re-planning) solves the long term
optimization problem, making the system more reactive since global planning and
scheduling are decoupled from local scheduling, the two being done in parallel.

This behaviour is also confirmed by results obtained from real experiments which
have shown the benefit of dynamically changing the control architecture: following
centralized planning and scheduling recommendations as long as possible (for cost
efficiency), and switching at resource failure or performance degradation to decen-
tralized scheduling (for agility).
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Abstract. After years of focusing exclusively on the technological side of
electric mobility (e-mobility), services are getting more and more in the focus
of scientists. Many recent works concentrate on the identification and analysis of
the potential of new business models in this field. Although the relevancy of
services for the success of e-mobility is becoming more obvious among industry
and science, there is still a lack in scientific contributions when asking for a
comprehensive overview of existing e-mobility services. With this paper, we try
to bridge this gap by providing a framework that enables the description and
classification of services around the usage of an electric vehicle (EV). The
framework captures six dimensions which allows to characterize and compare
different services. This enables the identification of commonalities and differ-
ences between the services and provides an interdisciplinary playground for
developing new services and further research in this field.

Keywords: E-Mobility � Services � Description framework � Service
dimension

1 Introduction

In order to limit global warming to 2 °C above pre-industrial levels, mitigation of
greenhouse gas (GHG) emissions is on the agenda of many countries and organizations
around the world [1, 2]. For Germany, the Federal Ministry for the Environment,
Nature Conservation, Building and Nuclear Safety has calculated that the GHG
emissions of passenger cars should be reduced by 80 % between 2005 and 2050 [3].

This reduction target cannot be reached with efficiency improvements of conven-
tional combustion engines alone. It can only be reached with a bundle of measures. One
main measure is the electrification of vehicles [3] going along with an increase of
electricity generation by renewable energy sources (e.g. [4, 5]).

Electric vehicles (EV) can generally be distinguished into three groups [6] (see
Fig. 1): (a) vehicles relying on continuous electric supply from an off-board generation
system, (b) vehicles relying on stored electricity from an off-board generation system,
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and (c) vehicles relying mainly on on-board electric generation to supply their needs.
Examples for group (a) vehicles are electric trains or trolley buses powered by over-
head wires. Group (b) includes battery-electric vehicles (BEV) and group (c) includes
hybrid-electric vehicles (HEV) which have an electric motor and an internal com-
bustion engine. Electric hybrids can be further distinguished into hybrids without a
vehicle inlet for electricity, range-extended electric vehicles (REEV), and plug-in
hybrid electric vehicles (PHEV). Thus, electric cars fall into groups (b) and (c).

In the interest of this paper are plug-in electric vehicles (PEV) including BEV, REEV,
and PHEV which allow a recharging of the battery from the external grid. Many
governments have set targets for the market dissemination of PEV. For example, the
United States are aiming for one million PEV on their roads by 2015 and Germany
aims at one million PEV by 2020 [7].

In general, the success factors for market penetration of PEV are manifold. Some
factors are (based on [8, 9]):

(a) adequate purchase prices of EV (highly dependent on battery prices), especially in
comparison with traditional vehicle prices;

(b) similar total cost of ownership of EV vs. traditional vehicles (largely determined
by gasoline, diesel, and battery prices);

(c) monetary and non-monetary incentives;
(d) reduction of driving range limitations, charging time, and increasing green image

as well as adequate availability of a convenient charging network; and finally
(e) services which make the use of electric vehicles as easy and comfortable as

possible.

Fig. 1. Typology of electric vehicles (based on [6])
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The last success factor in the list, “services”, has been widely neglected in literature and
research landscape so far [15, 16].

Traditional automotive mobility could be seen as a complex but rather static eco-
system consisting of a product – the car – and a multitude of services surrounding this
product. Examples are gas stations, maintenance and repair services, car wash services,
but also insurance, financing, leasing, and services within the car like traffic infor-
mation and navigation. We are typically not much concerned about these services,
because they are widely available and functioning well. If we run short of gas, the next
gas station is most often not far away.

This is quite different for electric mobility (e-mobility). Charging stations for PEV
are not found at every arterial road or major intersection. This means that services have
to be provided to locate charging stations – offline, or integrated into the navigation
systems. Charging a PEV takes much longer than filling up gasoline today – even
though fast charging stations allow an 80 % charging in less than 15 min. To make sure
that an unoccupied charging station is available, a reservation is desirable. If someone
wants to travel a larger distance with a PEV, the navigation system should consider
stops that are necessary for charging. Intelligent systems might combine the stop with
the recommendation of a restaurant or shopping mall, so that the battery could
be recharged while the driver and companions make the best use of their time. These
service scenarios are all related to travelling, but other services for e-mobility might
be offered much earlier in the “PEV life cycle”. First, services are being offered that
give the owner of a traditional automobile an indication, if a PEV would fit to his or her
mobility needs. This indication can be based on GPS data from trips with a conven-
tional car that the driver shares with the service provider and that are being statistically
evaluated to characterize the driver’s mobility pattern (distances travelled, parking
times and locations, geography). Thus recommendations for very individual mobility
requirements can be given.

These examples demonstrate that for e-mobility new services need to be provided
(e.g., reserving a charging station, evaluating the fit of a PEV) and existing services
need to be extended (e.g., navigation considering charging locations and times). Many
conventional services (e.g., maintenance and repair, financing) remain the same, but
need to take the special characteristics of PEV into account. Furthermore, the current
trend to intermodal mobility in many countries (and the increasing services in this field)
seems to fit well to EV. Their low variable costs, local emission free driving in rural
areas and their limited range makes them to a very attractive link within intermodal trip
chains. Car sharing programs are a good example for an ideal application environment
for PEVs. Combined with a train ride or flight, PEV are ideally suited to cover the “last
mile”. Such an offering is more likely to be accepted if the customer can book the entire
trip from one provider. Other mobility “bundles” are already offered by automotive
companies for customers who buy a PEV: for weekend or vacation trips, they have the
option to use a conventional (long-range) car.

A mobility system providing all necessary services for PEV differs strongly from
the long-established conventional automotive system. It is a system that includes
players from the automotive industry (e.g., car manufacturers, suppliers), the energy
sector (e.g., utilities, grid operators), the public sector (e.g., public transportation, cities,
authorities), other players in the transportation sector (e.g., rental car companies,
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logistics service providers), the IT industry and in the middle: the user (e.g., driver or
owner of a car). Much more than the traditional system, it is more dynamically and an
open system in which new players are continuing to enter. The system requires interaction
between players which traditionally were not closely related (e.g. automotive and energy
industry). New business models, pricing mechanisms and revenue sharing models need to
be developed. Information and communication technology (ICT) plays an important role
in providing platforms for connectivity and innovation and attractive end-user solutions.
The availability and intelligent use of data becomes an important factor.

In this open system it is still not clear who will provide the individual services for
e-mobility. The system is highly dynamic and competitive maneuvering can be observed.
To understand these dynamics, it is first necessary to understand the nature of services
around the use of PEVs. In this context, the following two research questions arise:

RQ 1: Which services are necessary for a convenient PEV usage?
RQ 2: How can they be described in a short and structured manner?

The description and mapping of services is an important basis for all forthcoming
research. Further studies will be necessary to get clear of the impact services have on
user acceptance and how far conventional companies will be able to offer these services
by themselves or whether they need to form alliances.

The paper is organized as follows: Sect. 2 discusses several scientific works which
focus on e-mobility and related services while Sect. 3 explains the exploratory study,
we used for this work. In Sect. 4, the description framework is introduced by proposing
relevant e-mobility services as well as dimensions to describe them in further detail. At
the end, a summary and outlook section provides insight to limitations and further
research potentials of this work.

2 State of Research and Related Work

Since the research on e-mobility services is still at its beginning, studies and publi-
cations in this domain are rare and distributed over various disciplines, often without
linkages between them, e.g. automotive engineering, energy economics, information
systems or transportation and logistics.

The research of e-mobility services is also a research of service systems. According
to Maglio and Spohrer [10] a service system is “a configuration of people, technolo-
gies, organizations and shared information, able to create and deliver value to pro-
viders, users and other interested entities, through service” (p. 18). This is also defined
in the main principles of service science introduced by Spohrer et al. [11], in which
service systems are connections of service entities as nodes and value propositions as
their ties. These networks are shaped by the exchange of resources, collaborative
advantages as well as cooperative strategies [12, 13]. An example in the field of
e-mobility networks and business models is the study by Kley et al. [14]. The authors
provide a foundation for a structured analysis of business models. By listing and
analyzing examples of existing business models, the authors state that there are a lot of
initiatives in many domains which, however, are often in a too early stage. To address
this problem, they use the methodology of morphological boxes to capture different
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aspects of the e-mobility business model and derive a descriptive model for a structured
characterization of business models for e-mobility [14]. By explicitly addressing
e-mobility services, Busse et al. [15] are the first who provide an overview of the research
domain. However, they limit their work to information systems (IS) services only. In this
context, they define service groups in a technical way as collections that “combine(s) a
homogeneous concentration of properties required for operation, business and other
additional support purposes” (p. 914). Furthermore, the unclear distinction and
description of each service group makes it difficult to identify the different services which
are allocated to the group. Driven by its IS-focus, the framework thus ignores services
that are important for running e-mobility but are not touched by the IS domain as such.
The customer as individual with needs and expectations is not captured by this work.

In contrast, the relevance of addressing the customer role in this field has been
emphasized by Klör et al. [16]. Their approach does not have the goal to provide a
description of the overall e-mobility ecosystem but rather strives for drawing a research
agenda for future IS research. Nevertheless, their work is a valuable foundation for our
study since the authors emphasize the missing system perspective in current publica-
tions on e-mobility services. They state that studies on e-mobility services are too often
too much focused on the resources involved rather than on the system in which they are
used. Klör et al. highlight the customer acceptance as one of the “core challenges” of
e-mobility. Today, there is already a broad literature on this issue [17–20]. However,
many studies are still analyzing ways to enhance customer acceptance only by focusing
on price and overall usage costs or at least with a strong economic background. By this,
the understanding of the customer is too often a picture of a completely rational
individual (“homo oeconomicus”) which could be convinced just by reducing price and
total cost of ownership (TCO) and improving the charging infrastructure. In fact, the
customer is far more than this – especially during the car purchase decision [21–24].
Every user is a human being whose decision for or against the use of e-mobility is
influenced by various factors concerning his or her mindset. Besides economic con-
siderations this is especially the social network, the income, the mobility patterns, the
culture in which the customer grew up etc.

A missing point in all studies we analyzed is the comprehensive and interdisci-
plinary view on e-mobility services. Those services usually address many actors and
activities whose interactions have not been considered by current research yet. To
bridge this gap, we aim for providing a more comprehensive and service science-based
view on the topic of e-mobility services. The core concept of the service science
domain is the co-creation aspect between service provider and service consumer [11].
The provision of a service typically involves the contribution of the customer who
expects the fulfillment of a value proposition made by the service provider. To address
this issue, studies on e-mobility services which claim to give an overview of existing
services have to include co-creation aspects in their service description.

3 Methodology

The framework we present in the following sections has been derived by insights
gained within a small exploratory study of nine interviews with experts of the
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e-mobility industry and the research fields of service science, information systems and
energy economics. All experts are either part of e-mobility service research projects or
work in leading positions (e.g. head of business development, head of strategy) of the
e-mobility actors. The expert sample consists of employees from one main car man-
ufacturer, one IT-service provider, one roaming (billing) provider, one energy provider,
one fleet software start-up as well as four representatives of research projects in this
field, with background in different disciplines.

Each interview has been conducted by using a semi-structured interview guideline
with questions concerning various aspects of e-mobility services. These were charac-
teristics of successful e-mobility services, their network structure as well as the cus-
tomer and provider aspect. The duration of all interviews varied between forty-five and
ninety minutes. Each interview has been transcribed and analysed by using the open
coding method of the grounded theory methodology. Open coding is defined as a
systematic comparison of unstructured qualitative data in order to find conceptual
similarities which allow a categorization in groups and related subgroups. Referring to
our study, we tried to identify recurring e-mobility service characteristics in our
interview material [25]. Afterwards, two workshops with a focus group of ten
researchers from the domains of service science, energy economics and e-mobility
were initiated to evaluate the characteristics collected in the interview phase and to
derive suitable dimensions for the description framework.

4 Describing E-Mobility Services

Analyzing and designing e-mobility services require a profound knowledge about the
different facets by which a service can be characterized. Description frameworks help
to structure existing data and information about the entities of interest in a way that
knowledge can emerge. The objective of this paper is to propose an intuitive, i.e.
applicable and reasonable description framework for e-mobility services along several
dimensions. This allows other researchers to test the framework by adding other ser-
vices in the field of e-mobility and, thus, further validating and eventually improving
this framework.

The intention of this work is to provide to give a comprehensive understanding of
how the term “e-mobility service” can be described in a more tangible and applicable
way than existing theoretical approaches may offer. This might be the basis for future
research on the relationships between players and the overall system.

4.1 Identification of E-Mobility Services

The following list provides a collection of services which are useful for driving a
PEV. The services have been sorted along four contexts in which a customer might
get in touch with during the lifetime of the car. These service contexts are briefly
described in the following section with a list of non-exhaustive examples that has
been named in interviews and the focus group involved and repeatedly identified in
literature research.
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Group 1: Services in the context of buying a PEV are services concerning the
acquisition of a PEV and managing the ownership either as proprietor or as user when
choosing leasing contracts.

• Car leasing
• Car financing
• Battery leasing
• Insurance (traditional, pay-as-you-drive)
• Safety and theft protection

Group 2: Services in the context of using a PEV encompass all services around the
direct usage of PEV.

• Battery changing/swapping
• Billing and roaming (of charging)
• Car usage information (private, fleet)
• Charging station finder
• Navigation (including charging)
• Reservation of charging station
• Roadside assistance
• Fleet analysis and consulting
• Information services (weather, sightseeing)
• Automatic emergency call in case of accident
• Entertainment services

Group 3: Services in the context of maintaining a PEV concern technical mainte-
nance and battery care.

• Battery recycling, battery testing
• Car washing
• Car maintenance and repair

Group 4: EV services in a system context encompass all services which integrate the
PEV in a larger system context such as Smart Grid or as part of a multimodal service
offering.

• Intermodal navigation
• Vehicle-to-grid services (battery as storage)
• Conventional vehicle option for PEV owners
• Car sharing services
• Yard and plug sharing service platform (for private households)
• E-mobility consulting services (for private persons and fleet operators)

Since the services in the list are very heterogeneous, the current clustering approach is
insufficient for a profound analysis. In order to better understand the services, i.e. its
provider, customer and delivery structure, further dimensions seem to be necessary.
The next section will introduce the fundamental framework approach as well as
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propositions for potential dimensions that have been emerged as a first appropriate
foundation for an e-mobility service description.

4.2 A Multidimensional Approach for Describing E-Mobility Services

In this section, six exemplary dimensions are introduced which have been considered
by the focus group as appropriate initialization of the framework. Appropriate literature
has been selected to support the results of the focus group work. At the end of the
section, two exemplary services have been chosen to show the dimensional function-
ality. As guiding principle for selecting the dimensions, established works in the field
of service classification have been used.

Several approaches for description and categorization of services have been sug-
gested by researchers in the past (e.g. [26, 27]). The intended result is to get a brief but
clear description of each e-mobility service in the system. The selection of the
dimensions is significant to ensure the applicability of the framework.

4.2.1 Description According to the Value Proposition
One essential part of service transactions is the value proposition which defines the
service setting, its delivery and the expectations that customers have of the service [11].
This dimension is important to capture the fundamental intention that is aligned with
the service, i.e. value added by delivering the service. A categorization of services
according to their customer value has been suggested e.g. by Westphal et al. [28] who
state that product-oriented services can add value through product individualization,
improvement of the customer-supplier relationship, the support of customers regarding
product-related processes such as vehicle usage, and through services in the context of
product financing. Dimensional entities are “energy service”, “mobility service”,
“installation service”, “charging service”, “financial service”.

An alternative approach for assessing the service value might be to analyze whether
the e-mobility service enables PEV a similar customer value known from conventional
vehicles and thus compensating for current disadvantages of e-mobility or whether the
service even increases the customer value with respect to current utility. Today, since
most of the current e-mobility services rather can be allocated to the first category, e.g.
the localisation of charging stations or an online estimation of the remaining range, this
does not seem suitable for the description framework.

4.2.2 Description According to the Service Position in the Vehicle Lifecycle
We base our understanding of the lifecycle according the German standard DIN 9241-
210 for user experience with “product-related processes”. The standard distinguishes
three stages (entities): before usage, during usage and after usage. Since some services
may affect the whole product lifecycle, we introduce a further dimension “concerning
whole lifecycle” in our framework. Therefore, dimensional entities are “before usage”,
“during usage”, “after usage”, “whole lifecycle”.

4.2.3 Description According to the Nature and Recipient of the Service Act
According to Lovelock [27], services can be distinguished according to their nature and
the consumer of the service. Similarly, Hill [29] mentions the categories services
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affecting persons vs. those affecting goods. Also Shostack [30] and Sasser et al. [31]
use the share of goods or intangible services for categorizing a product. For the
framework, the following three categories of [27] have been adapted.

Consequently, the dimensional entities are “tangible actions” (services directed at
goods and other of the physical possessions, such as maintenance and repair),
“intangible actions” (services directed at people’s minds, such as navigation/charging
station finder), and “intangible services” (services directed at intangible assets such as
financing or insurance).

4.2.4 Description According to the Nature of Provider and Recipient
Each service transaction is an exchange between a service provider and a service reci-
pient. Rathmell [26] suggested the service categories type of seller, type of buyer, buying
motives, buying practice and the degree of regulation. For this work, the first two
categories “seller” and “buyer” have been adapted, since the knowledge on the market
players involved in the transaction is a prerequisite for a later description of the whole
e-mobility service system (e.g. alliance structures, business models). This dimension
therefore describes the relationship of provider and customer regarding the question who
offers and who receives the service. However, both service provider and service recipient
can have more than one role for a service. For example: a plug sharing service platform
can be offered by a small IT- Start up or an established energy provider. Dimensional
entities are “IT services provider”, “OEM”, “auto repair shop”, “energy provider”,
“charging service provider”, “roaming services provider”, “financial services provider”,
“consultancy provider”, “fleet operator”, “driver” (normally end-user, but provider in a
V2G context), “car owner”, “others”.

4.2.5 Description According to the End User Closeness
The fifth summarizes the overall closeness to the end user. This dimension is chosen
since the knowledge about the service’s position in the service value chain is a pre-
requisite for deriving a service network. Services which are directly addressing the end
user need a different service setting than support services inside the service system.
While in the first case the service delivery focuses more on the personal interaction and
the customer experience aspect, the supporting (often business to business) service is
more characterized by economic aspects and service level contracts. Dimensional
entities are “supporting service”, “end user service”.

4.2.6 Description According to the Degree of Service Modification
Some of the services discussed and introduced for PEV are not transferrable to con-
ventional vehicles, such as the reservation of a charging station, mainly because there is
no need for them. However, other e-mobility services, e.g. separated leasing, rental or
sales contracts for the vehicle and its battery, are already known from conventional
vehicles but modified for the electric car. The sixth and last dimension “service
modification degree” describes the degree of novelty of a service. Often e-mobility
services are simply adaptations of classical car service offerings such as maintenance,
navigation or insurance services. The framework distinguishes between two possible
properties of a service: “developed for PEV” and “modified for PEV”.
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To illustrate the principle of the framework, two selected services from the service
groups of Sect. 4.1 are described and represented by using a morphological box [32]. In
the morphological box, the leading dimensions are placed on the outer left side while
the dimensional entities are organized on the right side (see Fig. 2). When describing a
service, the corresponding dimensional entity (or entities) is marked for each dimen-
sion. For developing further services, potential contradictions of dimensional entities
can be identified. This decreases the complexity of the problem. The working principle
is illustrated in the following figures that show four selected description examples from
the service groups of Sect. 4.1.

In an electric car, the battery is one of the most expensive parts. However, the lifetime
of the battery does not necessarily correspond to the lifetime of the vehicle. In order to
reduce the risks of the vehicle users, there is the option to rent the battery from a battery
leasing company. This company might maintain, withdraw and replace (if necessary)
the battery. This “Battery Leasing” service shall be the first illustrating example to
demonstrate the framework application (cf. Fig. 3).

The value proposition which comes along with the battery service is some kind of a
charging service. The service is used usually while using the car actively, hence the
field “during usage” is marked in the framework. Further is the service a tangible action
which means that a car workshop or even the leasing provider itself put the old battery
out of the car and the new one in. This is a visible action concerning a tangible good,
the battery. The provider of the service is the battery leasing provider which is here
understood as sort of a charging service provider. As service recipients, all “forms” of
customers are possible so all of them are marked in the framework. The service itself is

Fig. 2. Description framework as morphological box
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a service provided for the end user – that means, it is not an intermediate and back-
ground service such as many IT services are. At least, leasing a battery is a service
developed exclusively for electric cars. There is no equivalent offering so far for
conventional cars.

In Fig. 4, one service of group 2 “Services in the context of using an EV” has been
selected. The reservation of charging stations is an important tool to guarantee the
charging process at the required time and at the desired place. Since there is usually a
limited amount of charging stations at highly frequented places such as shopping malls
or public parking slots, a well working reservation system is inevitable. Here, the value
proposition of the service is to enable mobility for people by getting their electric cars
charged while they are working, shopping etc. The service itself is offered via the
internet and is characterized by its intangible accomplishment. The customers expect
the service to be done when they arrive at the charging station. Usually, the service is
offered by the charging service provider, i.e. owner of the charging stations. The
service is especially relevant for the driver of the electric car but also important for car
owner or fleet operators in the case of integrating the service in their own infrastructure.
We consider the service as end user service since the customer directly interacts with
the reservation system.

We applied our categorization framework exemplary with two services. It becomes
obvious, that at least for these examples our framework delivers a good mapping of
services and it might be used as a basis for further developments of the services.
However, since the framework has not been evaluated by any empirical study, this will
be the next step in the research process. Therefore, several case studies with existing e-
mobility services may be a possibility to test the applicability of the framework.

Fig. 3. Description of “Battery Leasing”
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5 Summary and Outlook

This paper describes potential synergies of services and the usage of electric cars. We
identified a research gap in the field of structured analysis of electric mobility services
and develop a first framework for describing and categorizing them.

By using insights from a literature review and an exploratory study conducted with
practitioners from industry and science, relevant e-mobility services have been iden-
tified and described. Building on these services, six appropriate categorization
dimensions have been introduced and applied to two example e-mobility services. The
development and application of the framework is an important step towards an
e-mobility service system description model. By filtering the services along certain
dimensions, new insights into the e-mobility service landscape, e.g. “white spots” or
the identification of patterns in customer/provider relationships would be possible.

However, our exploratory study only consists of nine expert interviews. Thus, the
insights gained may not be representative and comprehensive enough to sketch the
current e-mobility service market. Consequently, we suggest the proposed framework
as a first attempt of shedding light on the research agenda in this field.

Further expert interviews (from other sectors and disciplines) tests and refinements
of our framework as well as the inclusion of further services and dimensions will
complete this research. Further research could also focus on the relationships between
the market players, i.e. the form of alliance building, existing business models between
the players.

Fig. 4. Description of “Reservation Service for Charging Stations”
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Abstract. Many organizations providing it services try to be service-
oriented at the business layer and at the it layer. To do so, these orga-
nizations follow a service-orientation for their management and business
processes while working with a service-oriented system (sos). This should
improve, i.a., their work organization during the service implementation
projects and the exchange of information between the stakeholders. How-
ever, a very few papers bring solutions for aligning an it service man-
agement (itsm) framework –which represents the business layer– with a
service implementation methodology –which stands for the it level.

In this paper, we detail the Papazoglou’s service design and develop-
ment methodology in order to align it with itil v.3, which is probably
the most used itsm framework. This work should help the staff of com-
panies respecting the itil v.3 best practices and owing an sos in their
communication and in their project management, leading to the imple-
mentation and the composition of services.

Keywords: Enterprise architecture · IT service management · ITIL v3 ·
Service-oriented paradigm · Service implementation methodology

1 Introduction

The enterprise architecture seeks to bring together the Information Technologies
(it) layer and the business layer in organizations [1]. This requires an alignment
of the vision, the strategy and the business processes of an organization with
its Information System (is) supporting its business activities. In this paper, we
focus on organizations creating and selling it services, whether it is a company
or an internal it department of a company whose the core business is not selling
it services. Of course, this narrow the scope covered regarding the business
layer. This decision is motivated by the fact that many it organizations aim at
becoming service-oriented, i.e., applying service-oriented approaches both at the
it and business layers [2,3]. They are called service-oriented organizations by
Gartner [4].

c© Springer International Publishing Switzerland 2015
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Regarding the architecture of their is, several it organizations follow the
service-oriented paradigm. The latter is “a paradigm for organizing and utiliz-
ing distributed capabilities that may be under the control of different ownership
domains.” [5]. It leads to the implementation of Service-oriented Systems (sos).
An sos combines the computational means to manage distributed and indepen-
dent software functionalities named services which perform the functionalities
required by the stakeholders [6]. The creation and the management of an sos
require to follow a Service-oriented Software Engineering (sose) model. As with
the Traditional Software Engineering (tse), sose is the application of a sys-
tematic and structured approach to the analysis, the design, the conception, the
implementation, the operation and the maintenance of soss. Unlike tse, sose
has to organize the creation, the publication, the discovery, the composition,
the evaluation and the monitoring of services [7]. However, “the existing sose
methodologies focus mainly on the design and analysis part of the sose process,
but pay little or not sufficient attention to the constructing, delivering and man-
agement part” [8]. This lack of organizational models for the management of
the sos creation is also underlined in [9]: its authors claim for more abstractions
and management methods during the implementation and the composition of
services. Therefore, aligning the sos creation with the management of the it
organization using this sos becomes one key issue.

In the literature, some works tackle this problem by focusing on the company
governance aspects. The governance has to ensure that the stakeholders’ point of
view is taken into account to determine the organization vision and objectives,
which are then monitored and measured [10]. At a lower level in the organization,
the management refers to the planning, the building and the monitoring of the
activities which should be aligned with the vision and the enterprise objectives
set by the governance [10]. Although the organization governance is needed, a
process alignment at the management level should help the it teams and leaders
in charge of the sos implementation to coordinate their work with the rest of
the it organization and its processes, and conversely.

In order to reach this objective, we identify and analyse the relations between
the steps of a detailed version of the Papazoglou’s service-oriented design and
development methodology [11] –we name it the detailed service-oriented design
and development methodology (dsddm)– with the itil v.3 processes. itil v.3 is
an Information Technology Service Management (itsm) framework composed of
organizational best practices for providing it services. The result of this work is
an alignment between the business layer of an it organization –represented by
the itil v.3 best practices– and its it layer managing an sos –corresponding to
dsddm. This work also contributes to solve an issue left open in itil v.3 [12,
Sect. 3.10]: How to integrate the itil framework with a service implementation
methodology? This paper details how the itil v.3 framework can be aligned with
a service implementation model which can be used to create and to compose
services in an sos.

The rest of this paper is organized as follows. Firstly, the lack of relations
between itil v.3 and the service creation in an sos is analysed in Sect. 2 (in which
we also discuss the related work). Then, in Sect. 3, the service-oriented design
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and development methodology of Papazoglou is detailed in order to become its
detailed version abbreviated by dsddm. This enables to align the dsddm steps
with the itil v.3 processes (Sect. 4). The conclusion and future work end this
paper (Sect. 5). Note that this publication is a shortened version of our work;
see the technical paper [13] for a more complete and detail version of this paper.

2 An Analysis of the Current Identified Relations
Between Service Implementation Methodologies
and ITIL v.3

In this section, we first describe itil v.3 and the reference service-oriented design
and development methodology (Sect. 2.1). Then, we pinpoint some of the issues
coming from the lack of identified relations between them (Sect. 2.2). We finally
analyse the related work in order to discuss the already proposed relations in
the literature (Sect. 2.3).

2.1 A Brief Introduction to ITIL v.3 and to the Reference
Service-Oriented Design and Development Methodology

The third version of itil, which has been revised in 2011, is the organizational
framework used in the scope of this work. It is indeed one of the most used itsm
framework in the it industry [15]. An itsm framework provides best practices
and recommendations to manage organizations providing it services. One of the
main itil objectives is to integrate the requirements of the customers and the
users into many activities of it organizations. The latter have to provide value
to these customers and users in their own business processes.

itil v.3 is structured into five phases: Service Strategy [14], Service Design [12],
Service Transition [16], Service Operation [17] and Continual Service Improve-
ment [18]. Each of these phases is composed of processes –the latter are written
down and associated to their phases in Fig. 1. For more information on itil v.3,

1. Service Strategy (SS)
a. Strategy management for IT services (STM)
b. Service portfolio management (SPM)
c. Financial management for IT services (FIN)
d. Demand management (DEM)
e. Business relationship management (BRM)

2. Service Design (SD)

3. Service Transition (ST)

a. Design coordination (DES)
b. Service catalogue management (SCA)
c. Service level management (SLM)
d. Availability management (AVM)
e. Capacity management (CAP)
f. IT service continuity management (SCO)
g. Information security management (ISM)
h. Supplier management (SUP)

a. Transition planning and support (TPS)
b. Change management (CHA)
c. Service asset and configuration management (SAC)
d. Release and deployment management (RDM)
e. Service validation and testing (SVT)
f. Change evalution (CHE)
g. Knowledge management (KNO)

4. Service Operation (SO)
a. Event management (EVE)
b. Incident management (INC)
c. Request fulfilment (REQ)
d. Problem management (PRB)
e. Access management (ACC)

5. Continual Service Improvement (CSI)
a. The seven-step improvement (SSI)

5. Continual Service Improvement (CSI)
a. The seven-step improvement (SSI)

Fig. 1. itil v.3 life cycle (based on an official illustration of itil [14])
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see [12,14,16–18] or the technical paper [13]. itil recommends, i.a., “that business
processes and solutions should be designed and developed using a service-oriented
architecture approach” [12, Sect. 3.10]. However, the relations between itil and
a service implementation methodology are not detailed nor identified in the offi-
cial itil publications. Some initiatives in the scientific literature address both the
service-oriented paradigm and itil, but they mainly discuss the governance issue.
In the scope of this work, we only focus on the management level.

Concerning the sose methodology, we refer to the one of Papazoglou called
the service-oriented design and development methodology [11]. The main reason
of this choice lies in its good evaluations compared to similar initiatives [8]. This
methodology is his answer to the need for specific tools and methods taking into
account the distinctive features of the service-oriented computing. The phases
proposed are the Planning, the Analysis & Design, the Construction & Testing,
the Provisioning, the Deployment and the Execution & Monitoring. For more
information on this methodology, see [11] or the technical paper [13].

The Papazoglou’s methodology is mainly composed of guidelines to specify,
build and compose the services. One of the primary objectives is to support
dynamic business processes with an is. However, current companies also require a
global view on the management of their services, i.e., they want to adopt an itsm
framework [19] such as itil. While the service-oriented design and development
methodology is more about the implementation of services, the reusability and
the composability, itil focuses on the organizational processes to follow in order
to deliver value to the customers and users of services by applying a proper
service delivery and support. Even though the service-oriented paradigm and
itil seem to be complementary in an organization, the combined use of itil and
the service-oriented design and development methodology raises several problems
and issues. The main ones are discussed hereafter in Sect. 2.2. Then, this paper
brings some solutions in Sect. 4.

2.2 Main Issues When Comparing ITIL v.3 and the
Service-Oriented Design and Development Methodology

The first issue is related to the service notion which is differently comprehended.
In itil, a service, called an it service, is defined as the “means of delivering value
to customers by facilitating outcomes customers want to achieve without the
ownership of specific costs and risks” [14]. Although the definition of the service
concept in the service-oriented paradigm varies somewhat, the one proposed by
Papazoglou is often cited: a service “is a self-describing, self-contained software
module available via a network [...] which completes tasks, solves problems, or
conducts transactions on behalf of a user or application. [...] Services constitute
a distributed computer infrastructure made up of many different interacting
application modules trying to communicate [...] to virtually form a single logical
system” [20, Chap. 1]. Other concepts share the same problem such as the notion
of sla. This will be discussed in Sect. 4.

A second observation concerns the lack of understanding between the man-
agement of organizations and the technical teams in charge of the it. From one
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side, itil helps to establish, structure and improve the management of organiza-
tions. From the other side, the service-oriented paradigm mainly focuses on the
is structure and its technical management. Both of these two layers recommend
to adopt a service-orientation. However, how to combine them in order to create
a full service-orientation in organizations is not clear [21]. As an example, we
can mention the notion of service registry in an sos, and the notion of service
portfolio and service catalogue in itil. How to associate these related notions in
order to use them as a whole in the organization? A second example lies in the
possible confusion between the notion of service design package in itil and the
notion of service description used in the service-oriented computing.

Thirdly, the service life cycle has a different structure. In itil, the Continual
Service Improvement phase organizes the improvement of the service solutions
and processes based on, i.a., the changing and new business needs. In an sos,
the service monitoring phase focuses on the quality measurement of the ser-
vice characteristics [11]. Therefore, using itil to manage the services of an sos
should help to improve the services by taking into account the new and changing
business requirements.

2.3 Related Work

In the literature, the relations proposed between itil and the service-oriented
paradigm are often based on the organizational concepts of itil, and on the
sos concepts and implementation steps. First initiatives combining the sos with
management practices and organizational aspects focus on sose (see [22] for
more details). In the scope of this work, we only consider the relations estab-
lished at a management level between itil best practices and sos implementation
activities of it organizations.

In [1], the authors propose a meta model of an enterprise service based on the
service concept of itil v.2 and of the service-oriented paradigm. They do not
tackle the possible relations between the itil processes and the activities of the
sos implementation and composition. Other works such as [23] use itil v.3 con-
cepts to build a service-oriented and organizational framework. But they do not
align the processes of itil with processes or activities of an sos implementation
and composition methodology.

In [24], the author favours the use of an soa integrated with itil in order
to improve the agility of it in organizations. This integration helps to relate
the management of it service with their supportive technical layers, which are
assimilated to the soa components. They use the second version of itil –the
third one was not yet finished when the work has been published. Most of
the itil v.2 processes are related to the soa concepts. A particular attention
is paid to the cmdb management and the operational activities, i.e., the man-
agement of the services configuration, the incidents, the requests and the prob-
lems. A second work shares a similar objective, i.e., improving the it agility by
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combining an soa and itil [25]. Its authors claim for a clear distinction between
the soa concepts and the itil concepts, although they underline some connec-
tions between these two organizational domains.

Compared to [24,25], our work goes one step further by aligning the steps of
a service-oriented design and development methodology and the itil processes.
Of course, the scope of our work is narrowed since we only focus on the creation
and composition of services. The operational management of the built services
is left for future work. A third work is very close to this idea. In [26], the authors
describe the technical platform used by ibm to manage the services in an sos.
They clearly refer to itil best practices and principles. Of course, the use of
the alignment between the sos components and itil is only possible if the ibm
software tools are purchased. Moreover, these relations are not publicly described
neither justified.

Other works propose to associate the service-oriented paradigm with an orga-
nizational framework which is not itil. For instance, Li et al. design a high level
organizational framework and structure which are then compared and aligned
to the soa implementation [27]. They consider that the soa is a mirror of real
organizations. This choice is motivated by the need for a technology independent
framework. We meet this requirement by using itil as the reference organiza-
tional framework which is independent of any specific technologies. The detailed
description of itil is an advantage compared to the use of a high level and less
described organizational framework. A second example is the Service-Oriented
Analysis and Design method (soad) [28]. The authors cover the business and
organizational layers in their model, but without reference to a detailed organi-
zational framework.

3 Foundations of the Detailed Service-Oriented Design
and Development Methodology

In this section, we first detail the steps of the service-oriented design and devel-
opment methodology in order to align them with the itil v.3 processes (the
dsddm is depicted in Fig. 2). To do this, we use the structure of the Spiral
Model [29,30]. This model helps to answer the two following questions: What
are the objectives and the output of the current stage? and After this stage, what
should we do? It does not aim at explaining how each stage can be completed.
itil v.3 solves this issue once the alignment described. The structure of the
Spiral Model used is close to the initial model proposed by Boehm [29] and the
revised version [30]. Nevertheless, we lightly adapt it for the service-oriented
paradigm –the flexibility was one of its main strengths [30]. The structure used
is composed of five parts numbered with Roman numerals (see Fig. 2). Note,
before the beginning of each cycle, its planning is always carried out by placing
the tasks on a timeline, identifying the resources and then allocating them to
the tasks.
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Fig. 2. Illustration of the detailed service-oriented design and development methodology
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I People identification & communication: The steps included in this part
focus on the stakeholders. The latter are first identified. Based on an efficient
communication framework, they are kept informed about the progress of the
projects.

II Determining objectives, alternatives & constraints: This section facil-
itates the establishment of the vision and the direction of the project by
determining the objectives, scope and constraints of the project. It also helps
to solve design conflicts after their communication to the stakeholders.

III Risks analysis: This part focuses on the risk management. Once the vision
determined and the choices made, their underlying risks are identified and
analyzed. A good risks management will help to achieve the steps of the next
section.

IV sos conception & development: The steps of this section help to define,
design and implement the services.

V Solution evaluation & verification: This fifth and last section includes
the steps related to the output evaluation of each cycle.

4 Alignment of the DSDDM Steps with the ITIL v.3
Processes

The detailed model of Papazoglou’s methodology –abbreviated by dsddm– is
the process leading to the analysis, the design, the implementation and the
composition of services. It is depicted in Fig. 2. This model should be covered
for each required business service –a business service is a logical part of an
sos aligned on an activity of a business process which represents some required
business functionalities [31]. In the scope this work, another important concept
is the notion of infrastructure service. It is defined as a container associated
with the service management and monitoring infrastructure that encapsulates
computational resources [31]. Once combined, these infrastructure services can
provide the business functionalities required by the stakeholders. In itil, the
notion of it service –defined in Sect. 2.2– is close to the notion of business service.
Indeed, supporting the functionalities of the business processes should provide
some value to the stakeholders by facilitating their business outcomes. Moreover,
the use of a service provided by an sos allows the transfer of some costs and
risks from the stakeholders to the technical staff maintaining the sos. In the
definition of an it service, the term “means” refers to, i.a., the infrastructure
services supporting the business service. We recommend to only use the notion
of it service and infrastructure service given that the notion of business service
is redundant with the notion of it service.

The next three sections (Sects. 4.1 to 4.3) respectively detail the first, the
second and the third cycle of the dsddm spiral model –illustrated in Fig. 2–
along with the justified relations of each dsddm step with the corresponding
itil v.3 processes. Tables 1, 2 and 3 summarize this alignment.
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Table 1. Alignment of the first dsddm cycle with itil v.3

Table 2. Alignment of the second dsddm cycle with itil v.3

Table 3. Alignment of the third dsddm cycle with itil v.3

4.1 Description and Alignment of the First DSDDM Cycle

The first dsddm cycle focuses on the analysis of the business environment –i.e.,
the analysis of the stakeholders, their requirements, the business risks and the
business constraints– that the future it service will support. Its alignment with
itil v.3 is summarized in Table 1 and illustrated in Fig. 3. The illustrations of
the alignment of the two other dsddm cycles with itil v.3 processes are available
in [13] or by sending an email to the first author.
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Fig. 3. Alignment between the first dsddm cycle and the itil v.3 processes

Before the first step numbered 1.1, the whole cycle is organized, i.e., planning
and structuring the tasks, allocating the resources needed and monitoring the
achievement of each step (see “Management of the next cycle plan” in Fig. 2).
Regarding the alignment with itil v.3, this planning work has to be achieved in
accordance with the company strategy (defined thanks to the itil v.3 process 1.a
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stm). These activities leading to the description of the business functionalities
of the future service are detailed hereafter.

1.1 Identify stakeholders and their business environment: This step aims at hav-
ing a first contact with the stakeholders once they are identified (related to 1.e
brm). One of the key aspects to analyse is their business context in order to
understand what their job is and how they work (related to 1.d dem and 1.e
brm).

1.2 Identify the stakeholders’ objectives, their business needs and business con-
straints: This step helps to clarify the business environment of the stakeholders
as well as their requirements and business constraints (related to 1.e brm). The
identification and the analysis of the business constraints should help to design a
feasible service solution which complies with the strategy of the service provider
(related to 1.a stm).

1.3 Identify and evaluate the business risks: This step focuses on the analysis of
the risks due to the future use of an it service and its possible consequences on
the business processes, including the financial considerations (related to 1.b spm
and 1.c fin).

1.4 Describe the business functionalities to support: Based on the stakeholders’
objectives, the business constraints and the business risks analysis (managed by
the process 1.b spm), this step leads to the business design of the future service
(related to 1.d dem).

1.5 Evaluate the business functionalities towards the business needs and con-
straints, and the sos principles: This step ends the first dsddm cycle. The qual-
ity of the it service specifications is evaluated by comparing the specifications
of the it service with the business needs expressed by the stakeholders (related
to 1.b spm) and the sos principles (managed by the process 1.a stm).

4.2 Description and Alignment of the Second DSDDM Cycle

The second cycle focuses on the analysis of the technical alternatives that match
the business functionalities described and validated during the first cycle. This
consists in analyzing the implementation alternatives and the risks of these alter-
natives, and in specifying the future service. Its alignment with itil v.3 is sum-
marized in Table 2. Note, in case of service reuse –i.e., the business needs can
already be satisfied by an existing (composed) service–, a part of the second and
the third cycle is skipped. Indeed, the flow to follow between the steps 2.3 and 2.4
depends on the alternative chosen: reused service or new service implementation
(see Fig. 2).

First of all, the activities of the second cycle are organized based on the results
obtained at the end of the first cycle. This lies in planning and structuring the
tasks, allocating the resources and monitoring the achievement of each step.
The itil process 2.a des is in charge of the organization of the service design
activities which lead to the creation of the service design package. These activities
are detailed hereafter.
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2.1 Communicate the description of the business functionalities to the stakehold-
ers: The evaluation achieved during the step 1.5 as well as the specifications of
the future service are communicated to the stakeholders, including the it staff
(related to 1.e brm).

2.2 Find and evaluate the alternatives (reuse, build or transform from a legacy
application): Based on the exchanged information during the previous step, the
possible solutions are considered (related to 2.b sca). They are three alternatives:
(i) service reuse –an existing service will be used; it can be provided by the
existing sos or by an external service provider– (ii) building of the service from
scratch –the service functionalities will be built from scratch, and/or existing
services will be composed to support the functionalities needed to provide the
it service specifications– or (iii) building of the service from a legacy application
–the legacy software component will be encapsulated.

2.3 Identify and evaluate the technical risks: This step aims at identifying and
evaluating the risks raised by the alternative previously chosen. These risks are
associated to the existing iss, the other ongoing implementation projects and
the other existing services in use (related to 2.d avm, 2.e cap, 2.f sco and 2.g
ism). This technical risk analysis completes the business risk analysis carried out
during step 1.3.

2.4 Specify the infrastructure service: The analysts have to specify the it service
functionality(ies) in order to implement the corresponding infrastructure service
during the subsequent steps (related to 2.d avm, 2.e cap, 2.f sco, 2.g ism and
2.h sup).

2.5 Check the infrastructure service specifications towards the described business
functionalities and the sos principles: During this step, the specifications of the
infrastructure service are compared to the it service description (related to 2.c
slm).

4.3 Description and Alignment of the Third DSDDM Cycle

The third cycle focuses on the implementation and the deployment of the speci-
fied infrastructure service, i.e., the evaluation of the technical choices, the man-
agement of the implementation and deployment risks, the coding of the service,
the publication of its description and its orchestration. The alignment of the
third dsddm cycle with itil v.3 is summarized in Table 3.

First of all, the activities of the third cycle are organized based on the results
of the second cycle. This means planning and structuring the tasks, allocating
the resources needed and monitoring the achievement of each next step. The
itil process 3.a tps is in charge of this work, which is detailed in the rest of this
section.

3.1 Communicate the infrastructure service specifications to developers: The vali-
dated specifications of the infrastructure service are communicated to the it staff
in charge of its implementation and publication (related to 3.a tps).
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3.2 Evaluate the technical implementation alternatives: The technical choices are
made after their evaluation and comparison (related to 3.b cha, 3.c sac and 3.e
svt). This step should also take into account the constraints due to the use of
legacy software component(s) to build the new infrastructure service (related to
3.c sac).

3.3 Evaluate the risks due to the implementation and deployment of the new
service: This step focuses on the identification and on the management of the
technical risks raised by the implementation of a new service in the sos (related
to 3.a tps and 3.f che).

3.4 Implement and/or compose the service and deploy it: During this step, the
infrastructure service will be implemented according to its specifications (related
to 3.b cha, 3.c sac and 3.f che). This new service is, eventually, composed with
other existing services. Then, this new service is deployed (related to 3.d rdm).

3.5 Publish the description of the service in the registry: The functional and
non-functional characteristics of the built service as well as its communication
procedure are described (related to 2.c slm and 3.c sac). These documents
are then published in a registry which enables the discovery of the new service
(related to 2.b sca).

3.6 Orchestrate the service in the sos according to its business function: This
step consists of the orchestration of the new or reused service in order to integrate
it in the existing composite application (related to 3.b cha and 3.c sac). If the
composite application does not exist, it should be built. This possibility is not
covered in this paper since it is not directly related to the service creation.

3.7 Evaluate the new service in its business environment and regarding the sos
principles: This last step focuses on the validation of the implemented service
once orchestrated in its composite application (related to 3.e svt). This valida-
tion is based on the service built (or reused) compared to the underlying business
processes and the sos principles.

4.4 Concluding Remarks on the Alignment of the DSDDM Steps
with the ITIL v.3 Processes

After the service implementation into the sos, the next stage is the service exe-
cution (see the end of the third cycle in Fig. 2). It corresponds to the use of the
service functionalities. Note that the alignment of the service execution with the
itil v.3 processes is not in the scope of this paper, although this issue deserves
further investigations. The possible relations between the improvement of the
created services and the Continual Service Improvement phase in itil are also
out of the scope of this paper.

The last remark concerns the Knowledge management process (3.g kno) that
supports all the dsddm steps detailed previously. Indeed, this process aims at
sharing and providing the information and knowledge needed in the organization.
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5 Conclusion and Future Work

A global service-orientation in it organizations requires a service-oriented man-
agement framework (such as itil v.3) and an sos. Although this kind of is
structure is recommended in the itil official literature, the relations between
the itil v.3 processes and the service implementation methodologies for cre-
ating the sos are not defined. In other words, the organizational processes of
itil v.3 do not correspond to the activities of the existing models followed to
implement and provision services in soss. This could lead to some problematic
situations during the service implementation projects. For instance, several simi-
lar concepts have different names, or similar syntaxes are differently understood.
We can also mention a service life cycle which is different in the current version
of itil and in the existing sos implementation models.

In order to tackle this issue, we first detail and expand the Papazoglou’s
service-oriented design and development methodology based on the structure of
the Spiral Model. This work enabled to present the dsddm model. Then, we align
it with the itil v.3 processes by identifying and describing their relations. This
alignment is also shaped in three graphical illustrations, one by dsddm cycle.
This work, associated with the illustrations of the proposed relations, should
help the it staff and managers to organize their work, the communication and
the exchange of information during the service implementation projects. Indeed,
it clarifies the relations between the main itil v.3 concepts and those of the
detailed service-oriented design and development methodology. It also detailed
the interactions between the organization management activities and the service
implementation and composition steps.

As part of our work, we shape a validation framework which can be used to
generate hypotheses about the use of this work in a real environment (available
in the technical paper [13]). Indeed, the current version of our work lacks of
empirical validation. Once this exploratory study achieved, a second phase of
the validation work should be the confirmation of these hypotheses. Of course,
one of our future work is to achieve an exploratory study based on the validation
framework proposed.

Another main future work lies in the analysis of the service execution and
improvement steps in order to identify the possible relations between them and
the itil v.3 processes and concepts.
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Abstract. The purpose of this study is to extend research on corporate social
responsibility and to emphasise the role of this concept on innovation perfor-
mance of service firms using mediators such as customer collaboration,
employee collaboration, and business partners’ collaboration. This will help
identifying the opportunities to improve the innovation capacity of firms. The
results indicate that collaboration relationships played a partially mediating role.
It acts as significant intermediate variables between social responsibility and
innovation performance of service firms. The findings fill a gap in the literature
by demonstrating how social responsibility initiatives influence the collaboration
mechanisms of the firms through its positive effects on the collaboration
between customers, employees, and business partners. They could also lead to
the increase of their innovation potential. The managers of the firms using
limited resources can stimulate indirectly the innovation by stimulating social
responsibility initiatives because these have a multiplicative role in increasing
the service firms’ innovation potential.

Keywords: Corporate social responsibility � Innovation � Collaboration

1 Introduction

The concept of the corporate social responsibility (CSR) has been studied, both the-
oretically and empirically, for many decades. CSR continues to gain importance for
scholars and managers, and it has become more widespread [1]. Although in the
literature there are many studies focusing on the relationship between CSR and the firm
performance, a large part of these refer to the relationship between firm performance
and CSR such as financial performance, reputation, and trust [2, 3]. Surprisingly, with
all these, there is little empirical research investigating whether CSR affects innovation
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performance of service firms [1, 2, 4]. Consequently, a study in this direction could
provide a theoretical model and could show the advantages that service firms could
benefit from.

The present study examines the relationship between CSR actions and policies and
the innovation performance of service firms in the context generated by the mediation
effects of the external collaboration between service firms and their customers or
business partners and, also, the internal collaboration among the employees [5]. This
study tries to elucidate how collaboration mechanisms can affect the relationship
between CSR and innovation performance through the integration of CSR action and
policies into the innovation processes so as to generate strategic value [6, 7]. Quite a
few studies have provided insight into such underlying processes, remarking that CSR
has a “strategic” role in capturing value for the firm [8, 9]. From this perspective, CSR
can play a key role in improving the customers trust and in increasing the service firm
reputation, and attracting, motivating, and retaining talented employees.

The rest of the paper is organized as follows. First, a literature review is presented that
provides a theoretical background to the present research before proposing a set of formal
hypotheses. This is followed by a description of the proposed study, research method, and
results. Finally, a discussion on obtained results is presented, followed by an examination
of the managerial implications, identifying also future research opportunities.

2 Theoretical Foundations and Hypotheses Development

Academic researchers and business managers recognize the importance of service
innovation as key driver of organic growth because new offerings yield opportunities to
increase business performance [10] and can be a source of sustainable competitive
advantage. Service innovation can be considered as an offering not previously available
to the firm’s customers requiring modifications in the sets of competences applied by
service provider and/or customers [11].

The previous studies showed that the firms having higher levels of intangible assets
deal more with CSR initiatives than those having lower levels of intangible assets [12].
Larger firms are exposed to bigger risks than their smaller counterparts and should be
more willing to engage in CSR initiatives [12, 13]. Firms engaging more actively in
CSR activities benefit from higher levels of goodwill with customers, employees, and
business partners [14]. This situation is determined by the moral capital derived from
CSR initiatives. Thus, CSR engagement provides more benefits for service firms such
as obtaining capital from the investors by financing R&D projects. The value service
creation is supported by collaboration and interactive processes between customers and
frontline employees [15, 16]. Clarifying the role of CSR in service innovation can lead
to more effective use of resources and capabilities for new service innovation. This
study tested this possibility by examining whether CSR has a positive influence on the
innovation performance. Therefore, a theoretical support is proposed following this
hypothesis:

Hypothesis 1: The more a service firm is perceived to be socially responsible, the
greater is its innovation performance.
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Customer collaboration mechanism relies on the social relationship facilitating
more tacit knowledge which has to be shared between customer and service provider.
The customer plays an active role in service innovation by integrating his or her own
knowledge, and competences into any activity of the innovation process [17, 18]. An
extensive research on customer involvement in service innovation found out that
stronger long-term relations, rapid service innovation diffusion or reduced cycle time of
innovation can be built [19, 20].

The capability to collaborate with customers during new service development is
essential to foster innovation and competitiveness [21]. Customers potentially play an
important role in the service innovation process through their knowledge and skills.
Thus, customer collaboration mechanism can generate more new ideas and accelerate
their implementation [22]. Customer collaboration facilitates better alignment between
service innovation and customer needs [19, 20, 23]. To examine whether prior findings
on customer collaboration about judgments on innovation performance are true, we
advance the following hypothesis:

Hypothesis 2: A service firm’s customer collaboration mediates the positive effect of
corporate social responsibility on its innovation performance.

Employees collaboration of service firm have different expertise, abilities, expe-
rience to share tacit knowledge, mental models, and combine individuals’ knowledge in
new and different ways [24, 25]. The role of employees, and especially frontline
employees, in ensuring creativity and firm innovation is very important for service
firms [23, 26]. Social interaction and trust play a key role in the willingness of
employees to collaborate, to share tacit knowledge, which in turn fosters creativity and
innovation [27, 28]. CSR actions and policies contribute to increasing trust among
employees, creativity, ethical and improving the innovation-oriented climate [29].
Trust can be developed among employees with good intentions, competent, open-
minded and who trust their co-workers actions’ [30, 31]. People prefer to work for
service firms that demonstrate a high level of ethics and social responsibility. There-
fore, CSR activities can attract and retain high-quality employees. On the basis of this
theoretical reasoning, we propose the following hypothesis:

Hypothesis 3: A service firm’s employee collaboration mediates the positive effect of
corporate social responsibility on its innovation performance.

Business partner collaboration enables service firms to improve the innovation
potential and the combination of existing different complementary skills [32]. Col-
laboration mechanisms facilitate access to external resources and knowledge through
networks of business partners’ ties [33]. The collaboration between service firm and its
business partner balances the internal and external complementary capabilities [34, 35].
The effort taken by a business partner for service innovation depends on the level of
interaction, communication, reputation, and treatment these benefits from the service
firm [36, 37]. Thus, the more a service firm is engaged in CSR actions and policies the
more it can attract and keep valuable and extremely useful business partners for service
innovation. On this background, we hypothesize the following.

Hypothesis 4: A service firm’s partner collaboration mediates the positive effect of
corporate social responsibility on its innovation performance.
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Our theoretical arguments and hypotheses are summarized in the conceptual model
shown in Fig. 1.

3 Method

A questionnaire survey was designed to test the theoretical model. The questions on the
questionnaire are based on the respondents’ knowledge about the degree of engage-
ment of service firms in CSR actions and policies and the innovation performance
which those firms achieved. The geographical location was Romania. The methodol-
ogy applied was a structured questionnaire and a procedure stratified sample with
proportional allocation. In order to ensure the validity of the study, all the variables
included in the questionnaire were obtained from empirical observations and theoretical
reviews.

3.1 Sample and Data Collection

Data for the research was collected over a time frame spanning from May to December
2011. The survey sample comprised 540 Romania-based service organizations. In each
organization, the manager served as the key informant because he or she has access to
the information related to CSR actions and policies and also to the innovation capacity
of one’s own businesses. Precautions in data collection were taken to ensure reliability.

The sampling frame was stratified by the service industry sector. There are several
different classifications of the service industry sector, one of the best-known being the
ISIC (Industrial Sector International Classification). We randomly selected 540 service
firms from the most important cities of Romania. Out of these 540 firms, we were able
to contact 280 managers personally or by phone, and 211 managers agreed to partic-
ipate in our study. This enabled us to obtain 211 valid responses, an approximate
response rate of 39 %.

Fig. 1. Hypothesized model
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3.2 Measures

Scales were taken from the existent literature and previous research and adapted to our
requirements. All measures were conducted with a 7-point Likert scale with anchors
“1 ¼ strongly agree”, and “7 ¼ strongly disagree”. We are concerned with the degree to
which a service firm allows, supports, and encourages innovation through commitment to
CSR initiatives. Many researchers analyse organizations’ innovation with reliable valid
measurement scales [38, 39]. We measured innovation performance (dependence vari-
able) through a 5-item scale adapted from [39, 38].Wemodified the original instrument to
reflect the degree to which a service firm allows, supports, and encourages innovation.

CSR (independent variable) is an important indicator of an organization’s reputa-
tion for social involvement or social responsibility. We measured corporate social
responsibility through a 3-item scale adopted from [40]. We modified the original scale
to reflect the degree to which a service firm is engaged in CSR actions and policies.

Similar to previous studies customer collaboration was measured by using an
instrument adapted to measure people’s perceptions on customer collaboration [41, 42].
Our measure included 4 items reflecting the intensity and depth of customer interac-
tions. We used a similar scale to assess the extent of business partner collaboration. To
measure employee collaboration in service innovation processes, we used an instru-
ment adapted from [43]. The primary role of the employees in new service develop-
ment is to integrate new knowledge and customer preferences in service innovation
processes. All these variables are mediator variables.

We included three control variables such as industry context, firm size, and firm age
that were not of direct interest for testing our hypotheses but could be theoretically
related to the innovation performance and might provide plausible alternative expla-
nations for our findings. We take into consideration the nature of the service organi-
zation in our study, and this variable is controlled through the industry context.

Firm size has a positive effect on performance and also on innovation because the
biggest firms usually have more resources to invest in innovation and CSR initiatives.
Large organizations have more specialized, professional and skilled workers, who can
benefit from transformational leadership [44]. We controlled firm size by taking into
account the natural log of the number of full-time employees of individual firms in our
sample. The natural log was taken in order to normalize the data

Firm age has an effect on performance and innovation because the experience,
reputation, social responsibility, and organizational competencies are formed through
time, and these characteristics help service firms to develop their operations more
efficiently, including the innovation processes. We measured this variable as the
number of years the firm has operated in its business sector. Firm age was opera-
tionalized as the logarithm of the number of years since the firms was founded in order
to normalize the data.

4 Results

4.1 Data Analysis

All of the mediation hypotheses were tested together within a single model. All
measurements of the constructs are based upon the respondent’s perceptions. The data
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were assessed for the extent of missing values. This assessment found missing values
for 18 of the 211 possible responses (8.5 %) and determined that these values were
missing completely at random. Therefore, the means substitution method was used to
replace missing values.

Table 1 shows the means, standards deviations, and correlation matrix relating the
all variables used in our model. We can see that correlation coefficients are within
acceptable levels. The highest correlation coefficient between the variables is between
the extent to which a company is socially responsible and the contribution of the
company to society’s welfare than other competitors. This correlation coefficient is
equal to 0.68. Therefore, no constructs were found to correlate so highly (at .90 or
more). That is, no bivariate correlation is greater than 0.68, and there is little threat of
common methods in our data. The measures of corporate social responsibility, cus-
tomer collaboration, business partner collaboration and employee collaboration were
positively correlated with the measures of innovation performance, with correlation
coefficients ranging from 0.01 to 0.68. The correlation analysis shows that most
coefficients are low, well under 0.5, which minimizes concern with multi co- linearity
issues in our analysis. Many indicators showed a significant positive correlation.

Reliability of the factors was measured as both Cronbach’s alpha and composite
reliability (CR). The Cronbach’s alphas calculated ranged between 0.811 (for “inno-
vation performance”) and 0.823 for “business partner collaboration”. The coefficient
Cronbach’s alpha was calculated for each construct and was found to be greater than the
recommended minimum of 0.70 indicating high reliability [45]. We studied the com-
posite reliability of each whole scale by applying the Cronbach’s alpha, composite
reliability needs to be greater 0.70 (CR > 0.7). The composite reliability values ranged
between 0.816 and 0.846. We also found evidence of construct reliability, which
measured the stability of the scale on the basis of an assessment of the internal con-
sistency of the items that measured the construct. Reliability measured in both Cron-
bach’s alpha and composite reliability exceeded the minimum of 0.7 as suggested by
Fornell and Larker [46]. Therefore, the results indicated satisfactory construct reliability.

The evaluation of the convergent validity of constructs was carried out by analysing
the significance of the factor loadings (λ) and the average extracted variance (AVE).
All factor loadings need to be statistically significant. We refined the scales by elim-
inating items with factor loadings below the 0.50 threshold (λ ≥ 0.50). The factor
loadings range between 0.53 and 0.88 and they exceed the minimum 0.5. All the
estimates for the average variance extracted (AVE) need to be greater than 0.50, in
support of convergent validity (AVE > 0.50) as suggested by Fornell and Larker [46].
Our results confirm this requirement less the innovation performance where
AVE ¼ 0:47. This particular value is very close to the threshold of 0.5 so that the
convergent validity of construct is supported.

Discriminate validity was established between each pair of latent variables by
constructing the estimated correlation parameter between them. The average variance
extracted measured the variance shared between a construct and its indicators. The
square root of the AVE of each construct should be much larger than the correlation of
the specific construct within the model and should be at least 0.5 [46]. In our study, all
the constructs met this criterion. The AVE for each construct was larger than the squared
correlations between constructs, thereby satisfying the discriminate validity criterion.
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4.2 Hypothesis Testing

The hypothesized relationships among variables were examined by means of structural
equation modelling (SEM) analysis using LISREL 8.80 program. A path-analytic
model was developed and tested. Path analysis allows researchers to test direct and
indirect effects of multiple independent variables on multiple dependent variables, as
illustrated in Fig. 2. In this way, we were able to test all study variables simultaneously.
On the predictor side, the structural model included the CSR variable. Three mediating
variables (customers, employees, and business partners’ collaboration) and one
dependent variable (innovation performance) were included.

We followed the procedure suggested by Holmbeck to test our hypotheses [47].
First of all a model is run to test the direct effects of the corporate social responsibility
on the innovation performance. As shown in Table 1 (Model 1), the fit statistics for the
direct effects model were as follows: χ2 = 385, df = 220, p < .01, CFI = 0.95,
RMSEA = 0.06, SRMR = 0.13. The resulting path coefficient is significant (β = 0.29,
p < 0.001).

Next, a full mediation model is tested (Model 2), linking the corporate social
responsibility to the mediators and the mediators to the innovation performance. The
full mediation model did not have direct paths from predictor to the innovation per-
formance. As shown in Table 1 (Model 2), the fit indices for this structural model
provided a good fit to the data, χ2 = 317.5, df = 218, p < .01, CFI = 0.96,
RMSEA = 0.047, SRMR = 0.082.

Following the approach recommended by Anderson and Gerbing [48], we tested a
series of nested models against our full mediation model through sequential chi-square
tests with the multiple mediators in this study [49, 48]. In Model 3 the path related to
Hypothesis 2 was constrained to zero. That is, the link involving CSR, customer
collaboration and innovation performance was removed from the full mediation model.
A significant change in the chi-square difference would suggest that the constrained
path was important and thus support for the full mediation model. The fit indices for
this model were as follows: χ2 = 771.4, df = 223, p < .01, CFI = 0.87, RMSEA = 0.108,
SRMR = 0.14.

Similarly, we constrained other two models by successively eliminating the rela-
tionships related to business partner collaboration (Model 4) and of the paths referring
to employees’ collaboration (Model 5). The research results are presented in Table 1.
This indicates significant differences between the full mediation model and each of the
models reflected by chi-square, RMSEA or CFI. As expected, all of the chi-square
differences were significant suggesting that full mediation model best fit our data. The
results provide a significant change in the chi-square difference and would suggest that
the constrained path was important and thus provides support for the full mediation
model.

Furthermore, we compared our full mediation model with a partial mediation model
in which one direct path from CSR to innovation performance was added to the former
[50, 51]. As shown in Table 1 (Model 6), the chi-square difference between the partial
mediation model and full mediation was significant because the chi-square increase,
p < 0.001, and CFI = 0.97. CFI ≥ 0.95 is presently recognised as indicative of good fit.
The results provide a value of SRMR of 0.081, values for the SRMR as high as 0.08 are
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deemed acceptable [52]. These findings suggest that adding the direct path (CSR to
innovation performance) to the full mediation model significantly improved the model
fit [53]. We concluded that the partial mediation model was superior to the full
mediation model, and acceptable for further consideration.

Fig. 2. Estimated path model

Table 1. Summary - results of alternative model comparisons and fit indices measures.

Model and structure χ2 df RMSEA CFI

Model 1 (Non-mediation model)
CSR → Innovation
Collaboration → Innovation

385 220 0.060 0.95

Model 2 (Full mediation model)
CSR → Collaboration → Innovation

317.5 218 0.047 0.96

Model 3 771.4 223 0.108 0.87
Model 4 778 223 0.109 0.87
Model 5 800.6 223 0.111 0.86
Model 6 (Partial mediation model)
CSR → Collaboration → Innovation
CSR → Innovation

315.5 217 0.046 0.97

Model 7 (Reverse causality model)
Innovation → CSR → Collaboration

355.9 223 0.053 0.96
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Another situation can appear when a service firm is innovative and this perfor-
mance can determine a responsible social behaviour. Consequently, one must check the
reverse relationship in which innovation performance is an antecedent of CSR, which,
in exchange, is a predictor of the collaboration between customers, business partners
and employees. In order to exclude this possibility, we have tested the reverse causality
model (Model 7). The results indicate that this alternative model is significantly worse
than our hypothesized model. One can notice that RMSEA was 0.053, which is above
the value of 0.046, while SRMR was 0.094, above the suggested cut-off value of 0.08
[52]. By examining the chi-square index one notices that the partial mediation model
(Model 6) fit the data better than the direct effect model did, since chi-square dropped
by 69.5, the degree of freedom varied by 3, and p < 0.001.

The final model is presented in Fig. 2. The parameters are standardized parameter
estimates and the terms in rectangles are factor names. This model illustrates the best
results of the hypothesis testing. Hypothesis 1 states that corporate social responsibility
has a significant impact on innovation performance. The results provide support for this
hypothesis (β = 0.18, p < 0.05).

Hypothesis 2 states that customer collaboration mediates the relationship between
CSR and innovation performance. We note in Fig. 2 that CSR had a positive effect on
customer collaboration (β = 0.27, p < 0.001). Customer collaboration in turn had a
positive impact on innovation performance (β = 0.26, p < 0.001). This suggests that
CSR has an indirect impact on customer collaboration. Therefore, Hypothesis 2 was
supported.

We also tested for the mediated effect of employee’s collaboration. That is,
employee collaboration mediates the relationship between CSR and innovation per-
formance. As shown in Fig. 2, CSR had a positive effect on employee collaboration
(β = 0.44, p < 0.001). In turn, employees collaboration had a positive impact on
innovation performance (β = 0.31, p < 0.001). This suggests that the CSR has an
indirect impact on innovation performance through employee collaboration. We found
Hypothesis 3 was supported.

Finally, we tested for the mediated effects of business partner’s collaboration
(Fig. 2) and found that the impact of CSR on business partner’s collaboration was high
and significant (β = 0.38, p < 0.001), while business partner collaboration had a
positive effect on innovation performance (β = 0.18, p < 0.05). This suggests that CSR
has an indirect impact on innovation performance through business partner’s collab-
oration. The results provide strong support for Hypothesis 4. Findings showed that our
different models with various paths from the predictors to the outcome provide support
for partial mediation effects.

Overall, the results suggest that the partial mediation model best fit our data.
Among the three control variables, the moderating effect of industry context on
innovation performance is negative and significant (β = −0.17, p < 0.01). Firm size and
firm age, which reflect different businesses’ stages over time, are not significant for
innovation performance (β = 0.07, p > 0.1 and β = −0.02, p > 0.1, respectively).
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5 Conclusion

In this study, we examined how CSR initiatives influence directly the service firms’
innovation performance. Our findings from the analysis of data provide strong support
for Hypothesis 1. We found that CSR actions and policies had a positive influence on
innovation performance and were also fully supported. However, this relationship was
weaker than the relationships between CSR and innovation performance mediated by
collaboration variables (path weight = 0.18). This finding is not surprising given the
direct effect of CSR on innovation performance. An explanation regarding this result
relies on the fact that CSR initiatives create the framework for stimulating innovation
by collaborative mechanisms and catalyze these processes.

As predicted by Hypothesis 4, we found that CSR had a positive and significant
effect on business partners’ collaboration (β = 0.38). This indicates that firm reputation
and trust between business partners are critical in increasing the collaboration rela-
tionships. The CSR initiative would foster business partners’ collaboration. This is one
of the most effective ways to capture new knowledge or support technology transfer
through personal and organizational interactions. Our findings underscore the critical
role of business-partner collaboration in improving the innovation potential because
knowledge is the very important to improve the firm’s dynamic capability by balancing
exploration and exploitation activities.

Finally, a great deal of research has been conducted on the relationship between
three important mediators in predicting the CSR influence on innovation performance
of service firms, as well as whether these influences are moderated by industry context,
firm size, and firm age. We found that only the moderating effect of industry context on
innovation performance was negative and significant (β = −0.17, p < 0.01). Instead, the
others variables, firm size and firm age, are not significant for innovation performance.

Practitioners can benefit from these results by noting the importance of CSR ini-
tiatives and the mediating variables reflected by collaboration mechanisms. The
managers of the service firms using limited resources can stimulate indirectly the
innovation capacity by stimulating CSR actions and policies. One knows that a firm
with a good reputation that enjoys the trust of the business partners and the customers’
loyalty by the mechanisms discussed in this study can improve its innovation perfor-
mance. Besides these actions mediated by the collaborative mechanisms, there is
another direct effect of the CSR initiatives on innovation materialized in orienting the
long term creative efforts so as to lead to sustainable innovation.

Finally, our findings help service firms in developing effective strategies by
incorporating CSR actions and policies in their innovation strategy. By aligning the
CSR strategy to the firm’s general strategy and the target objectives, one can obtain an
efficient use of the resources and, at the same time, one can get an increase of the firm’s
innovation capacity. Practically, the managers can notice that CSR initiatives have a
multiplicative role in increasing the service firms’ innovation potential. At the same
time, by this correlation, one can examine the way in which the firms’ efforts destined
to the CSR actions are justified or not.

Secondly, we encourage researchers to engage in longitudinal research on medi-
ating the effects of the relationship between CSR and innovation performance, as such
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research would enable researchers to obtain a fairly detailed understanding of the
influence of CSR on innovation performance in service firms. Thus, future research will
be needed to examine longitudinal changes in patterns, predictors and outcomes. This
work is only a first step in trying to understand the CSR actions and policies and the
impact on innovation performance of service firms. We believe that this is a promising
research area and our model offers an important point of departure for this.

References

1. Aguinis, H., Glavas, A.: What we know and don’t know about corporate social
responsibility: a review and research agenda. J. Manag. 38(4), 932–968 (2012)

2. McWilliams, A., Siegel, D.: Creating and capturing value: strategic corporate social
responsibility, resource-based theory, and sustainable competitive advantage. J. Manag. 37
(5), 1480–1495 (2011)

3. McWilliams, A., Siegel, D.: Corporate social responsibility and financial performance:
correlation or misspecification? Strateg. Manag. J. 21, 603–608 (2000)

4. Adler, P.S., Kwon, S.: Social capital: prospects for a new concept. Acad. Manag. Rev. 27(1),
17–40 (2002)

5. Bell, G.G., Oppenheimer, R.J., Bastien, A.: Trust deterioration in an international buyer-
supplier relationship. J. Bus. Ethics 36(1/2), 65–78 (2002)

6. Mackey, A., Mackey, T.B., Barney, J.B.: Corporate social responsibility and firm
performance: investor preferences and corporate strategies. Acad. Manag. Rev. 32(3),
817–835 (2007)

7. Miller, D., Friesen, P.H.: Strategy-making and environment: the third link. Strateg. Manag.
J. 4(3), 221–235 (1983)

8. Baron, D.: Private politics, corporate social responsibility and integrated strategy. J. Econ.
Manag. Strateg. 10(1), 7–45 (2001)

9. Luo, X., Bhattacharya, C.B.: Corporate social responsibility, customer satisfaction, and
market value. J. Mark. 70(4), 1–18 (2006)

10. Melton, H.L., Hartline, D.M.: Customer and frontline employee influence on new service
development performance. J. Serv. Res. 13(4), 411–425 (2010)

11. Demirel, P., Mazzucato, M.: Innovation and firm growth: is R&D worth it? Ind. Innov. 19
(1), 45–62 (2012)

12. Godfrey, P.C.: The relationship between corporate philanthropy and shareholder wealth: a
risk management perspective. Acad. Manag. Rev. 30(4), 777–798 (2005)

13. Murtha, T.P., Lenway, S.A., Bagozzi, R.P.: Global mind-sets and cognitive shift in a
complex multinational corporation. Strateg. Manag. J. 19(2), 97–114 (1998)

14. Peloza, J.: Using corporate social responsibility as insurance for financial performance.
Calif. Manag. Rev. 48(2), 52–72 (2006)

15. Bhattacharya, C.B., Sankar, S.: Consumer-company identification: a framework for
understanding consumer relationships with companies. J. Mark. 67(2), 76–88 (2003)

16. Hansen, M.T., Birkinshaw, J.: The innovation value chain. Harvard Bus. Rev. 85(6), 121–
130 (2007)

17. Johnson, S.P., Menor, L.J., Roth, A.V., Chase, R.B.: A critical evaluation of the new service
development process. In: Fitzsimmons, Fitzsimmons (ed.) New Service Development,
pp. 1–32. Sage Publications, Thousand Oaks (2000)

18. Zeithaml, V.A., Bitner, M.J., Gremler, D.D.: Services Marketing: Integrating Customer
Focus Across the Firm, 5th edn. McGraw-Hill, New York (2009)

How Social Responsibility Influences Innovation of Service Firms 149



19. Alam, I.: An exploratory investigation of user innovation in new service development.
J. Acad. Mark. Sci. 30(3), 250–261 (2002)

20. Chesbrough, H.: Managing open innovation. Res. Technol. Manag. 47(1), 23–26 (2004)
21. Vargo, S.L., Lush, R.F.: Evolving to a new dominant logic for marketing. J. Mark. 68(1), 1–

17 (2004)
22. Urban, G.L., John, R.H., William, J.Q., Bruce, D.W., Jonathan, D.B., Roberta, A.C.:

Information acceleration: validation and lessons from the field. J. Mark. Res. 34(1), 143–153
(1997)

23. Agarwal, S., Erramilli, M.K., Dev, C.S.: Market orientation and performance in service
firms: Role of innovation. J. Serv. Mark. 17(1), 68–82 (2003)

24. Nonaka, I.: A dynamic theory of organizational knowledge creation. Organ. Sci. 5(1), 14–37
(1994)

25. Kaiser, H.F.: An index of factorial simplicity. Psychometrika 39(1), 31–36 (1974)
26. Godfrey, P.C., Merrill, C.B., Hansen, M.J.: The relationship between corporation social

responsibility and shareholder value: an empirical test of the risk management hypothesis.
Strateg. Manag. J. 30(4), 425–445 (2009)

27. Dakhli, M., De Clercq, D.: Human capital, social capital, and innovation: a multi-country
study. Entrepreneurship Reg. Dev. 16(2), 107–128 (2004)

28. Sen, S., Bhattacharya, C.B.: Does doing good always lead to doing better? consumer
reactions to corporate social responsibility. J. Mark. Res. 38(2), 225–244 (2001)

29. Cook, J., Wall, T.: New work attitude measures of trust, organizational commitment and
personal need non-fulfilment. J. Occup. Psychol. 53, 39–52 (1980)

30. Nahapiet, J., Ghoshal, S.: Social capital, intellectual capital, and the organizational
advantage. Acad. Manag. Rev. 23(2), 242–266 (1998)

31. Turban, D.B., Greening, D.W.: Corporate social performance and organizational
attractiveness to prospective employees. Acad. Manag. J. 40(3), 658–672 (1997)

32. Rothaermel, F.T.: Incumbent’s advantage through exploiting complementary assets via
interfirm cooperation. Strateg. Manag. J. 22(6), 687–699 (2001)

33. Moran, P.: Structural versus relational embeddedness: social capital and management
performance. Strateg. Manag. J. 26(12), 1129–1151 (2005)

34. Sirmon, D.G., Hitt, M.A., Ireland, R.D.: Managing firm resources in dynamic environments
to create value: looking inside the black box. Acad. Manag. Rev. 32(1), 273–292 (2007)

35. De Luca, L., Atuahene-Gima, K.: Market knowledge dimensions and cross-functional
collaboration: examining the different routes to product innovation performance. J. Mark. 71
(1), 95–112 (2007)

36. Parasuraman, A., Berry, L.L., Zeithaml, V.A.: Refinement and reassessment of the
SERVQUAL scale. J. Retail. 67(4), 420–450 (1991)

37. Tuli, K.R., Ajay, K.K., Sundar, G.B.: Rethinking customer solutions: from product bundles
to relational processes. J. Mark. 71(3), 1–17 (2007)

38. Hurley, R.F., Hult, G.T.M.: Innovation, market orientation, and organizational learning: an
integration and empirical examination. J. Mark. 62(3), 42–54 (1998)

39. Garcia-Morales, V.J., Llorens-Montes, F.J., Verdu-Jover, A.J.: The effects of
transformational leadership on organizational performance through knowledge and
innovation. Br. J. Manag. 19(4), 299–319 (2008)

40. Brown, T.J., Dacin, P.A.: The company and the product: corporate associations and
consumer product responses. J. Mark. 61(1), 68–84 (1997)

41. Gruner, K.E., Homburg, C.: Does customer interaction enhance new product success?
J. Bus. Res. 49(1), 1–14 (2000)

42. Ordanini, A., Parasuraman, A.: Service innovation viewed through a service-dominant logic
lens: a conceptual framework and empirical analysis. J. Serv. Res. 14(1), 3–23 (2011)

150 G. Militaru et al.



43. Li, T., Calantone, R.J.: The impact of market knowledge competence on new product
advantage: conceptualization and empirical examination. J. Mark. 62(4), 13–29 (1998)

44. Bryant, S.E.: The role of transformational and transactional leadership in creating, sharing
and exploiting organizational knowledge. J. Leadersh. Organ. Stud. 9(4), 32–44 (2003)

45. Hair Jr., J.F., Money, A.H., Samouel, P., Page, M.: Research Methods for Business. Wiley,
Chichester (2007)

46. Fornell, C., Larcker, D.F.: Evaluating structural equation models with unobserved variables
and measurement error. J. Mark. Res. 18(1), 39–50 (1981)

47. Holmbeck, G.N.: Toward terminological, conceptual, and statistical clarity in the study of
mediators and moderators: examples from the child-clinical and paediatric psychology
literatures. J. Consult. Clin. Psychol. 65(4), 599–610 (1997)

48. Anderson, J.C., Gerbing, D.W.: Structural equation modelling in practice: a review and
recommended two-step approach. Psychol. Bull. 103(3), 411–423 (1988)

49. Podsakoff, P.M., MacKenzie, S., Lee, J.Y., Podsakoff, N.: Common method biases in
behavioral research: a critical review of the literature and recommended remedies. J. Appl.
Psychol. 88(5), 879–903 (2003)

50. Kelloway, E.K.: Using LISREL for Structural Equation Modelling: A Researcher’s Guide.
Sage Publications, Thousand Oaks (1998)

51. Lu, Y., Zhou, L., Bruton, G., Li, W.: Capabilities as a mediator linking resources and the
international performance of entrepreneurial firms in an emerging economy. J. Int. Bus.
Stud. 41(3), 419–436 (2010)

52. Hu, L.T., Bentler, P.M.: Cut-off criteria for fit indexes in covariance structure analysis:
Conventional criteria versus new alternatives. Struct. Equ. Model. 6(1), 1–55 (1999)

53. Barret, P.: Structural equation modelling: adjudging model fit. Pers. Individ. Differ. 42(5),
815–824 (2007)

How Social Responsibility Influences Innovation of Service Firms 151



Verifying the Image-Dominant (ID) Logic
Through Value Cross-Creation Between Social

and Imagined Communities

Mari Juntunen(&) and Jouni Juntunen

Department of Marketing, Oulu Business School/University of Oulu,
Oulu, Finland

{mari.juntunen,jouni.juntunen}@oulu.fi

Abstract. This article focuses on examining the existence and impacts of the
image-dominant (ID) logic at collective level. The purpose is to test whether
social and imagined communities can create value for each other, in other words,
can value actively be cross-created between communities. The data was gathered
in a service industry from two closely related social communities (SC)
(N ¼ 264 and N ¼ 460) where each SC represents the other respondents’
imagined community (IC). Structural equation modeling (SEM) is used for
analyses. The identical SEMs from both data sets indicate that value can be cross-
created between communities: collective awareness among individuals’ SC
members is discovered to create value to another SC; and the collective image of
the other community among individuals’ SC members is revealed to create value
for their own SC. The contributions produced by the article are the introduction
and verification of the concepts image-dominant logic and value cross-creation.

Keywords: Imagined community � Brand meaning � Industry brand equity �
Brand cross-creation

1 Introduction

The extant value research present three main logics: goods-dominant (G-D), service-
dominant (S-D), and customer-dominant (C-D). The G-D logic focuses on the
exchange of operand resources (such as goods) and the basis of value is value-in-
exchange; and the S-D logic focuses on the action of operant resources (such as
knowledge and skills), and the basis of value is value-in-use [1]. In CD logic the basis
for value is value-in-experience, where customers, both at the individual and collective
levels, uniquely experience lived and imagined service experiences and create both
lived and imaginary value in their everyday life practices and processes through the
physical or mental use or possession of these resources [2–4]. As both imagined
experiences and imaginary value is recognized, we suggest that it is time to move value
discussions toward image-dominant (ID) logic. The focus of this article is to test
whether ID logic actually exists and influences at collective level.

Value slippage means that value created by one source or at one level of analysis is
captured at another [5]. The purpose of this paper is to examine whether value can
actively be created for others at collective level. We call this value cross-creation.
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The extant research differentiates between social communities (SC) where members
engage in some form of social interaction with other members, and imagined com-
munities (IC) which exist only in individuals’ minds [6, 7]. In this article we test
whether social and imagined communities can cross-create value for each other. Our
research question is: can value be cross-created between social and imagined
communities?

Based on a theoretical view, we create a research model and gather the data from
two closely related social communities in the context of educational services in a
service industry: apprentices who are currently studying in a school to gain a license to
work in the service industry in question (N = 264), and professionals who already work
in that particular industry (N = 460). In both groups, the other social community is their
respective imagined community; for the apprentices an imagined future community,
and for the professionals a past imagined community. The data was analyzed using
structural equation modeling (SEM). As a result, identical value cross-creation models
for both groups are provided. The contributions produced by the article are the
introduction and verification of the concepts image-dominant logic and value cross-
creation.

The paper is organized as follows: First, we review the extant research and develop
hypotheses. Thereafter, we describe our empirical context, methodological choices, and
results. Finally, we conclude the paper by discussing the results and highlighting some
possible directions for further research.

2 Theoretical Background

2.1 Toward Image-Dominant (ID) Logic Through Knowledge

The co-creation experience of a customer is a basis of value [8]. Consumer value
perceptions can be generated without the product or service being bought or used [9].
In other words, along with lived aspects, customers’ service experience may be either
consciously or unconsciously imaginary; and experience-based value can contain both
lived and imaginary aspects through the physical or mental use or possession of these
resources, both at the individual and collective levels [4].

The physical and mental use of resources refers to skills and knowledge, the
operant resources of S-D logic. From the psychological viewpoint both are parts of the
cognitive but they differ: knowledge refers to an understanding of something and how
it is related to other issues, while skills are something we do, like service; an ability to
apply the knowledge into the action. Learning may proceed in each way, from
knowledge to skills or from skills to knowledge. Although the difference between these
is recognized, value research is at its embryonic state concerning knowledge, specifi-
cally in collective context.

Researchers have adapted the idea of co-creation into the field of branding [11–13]
and say that customers’ experience with the service plays a major role in service brand
equity formation creating brand meaning [14, 15]. Keller [16] (p. 2) asserts that
“Perhaps a firm’s most valuable asset for improving marketing productivity is the
knowledge that has been created about the brand in consumers’ minds” and he calls

Verifying the Image-Dominant (ID) Logic Through Value Cross-Creation 153



“the differential effect of brand knowledge on consumer response to the marketing of
the brand” as customer-based brand equity (CBBE). In Keller’s conceptualization the
central concepts of CBBE are brand awareness (BA) and brand image (BI): BA is the
customer’s ability to recognize and recall the brand under different conditions, and BI
is the “perceptions about a brand as reflected by the brand associations held in con-
sumer memory”. According to him (p. 3), brand associations “contain the meaning of
the brand for consumers”. In other words, brand meaning, which is formed by cus-
tomer’s experience, is a lower concept to brand knowledge - or CBBE.

A subjective knowledge structure or subjective truth of individuals can be called
image [10]. Therefore, we call the view which concentrates on examining imaginary
value aspects both at the individual and collective levels as the image-dominant (ID)
logic. In this research we will test whether the CBBE measures can be used to measure
imagined value aspects at collective level.

2.2 Social and Imagined (Brand) Communities

Brand researchers say that the power of a brand and its value are seen as dynamically
constructed through social interactions [18, 19]. Brand communities can be divided into
social and imagined ones. Distinction between them lies in the nature of the rela-
tionships between members. Social communities are based on a wide range of com-
monalities like kinship ties or occupational connections and they consist of individuals
who acknowledge membership in the community, perceive a psychological sense of
community, exhibit shared values and a shared world view, and engage in some form
of social interaction with other members, either offline or online; and imagined (or
psychological) community is a group of brand admirers who perceive a psychological
sense of community with the other brand admirers even though they do not yet hold
membership or engage in social interactions [7, 20–22]. Imagined communities exist
only in individuals’ minds and can be distinguished by the way they are imagined [23].
Individuals who perceive a sense of community with the other brand users are com-
mitted to the brand whether involved in social interaction between members or not [7].

Learning often takes place in social communities, where individuals’ involvement
and relationships are concrete − but students also possess notions of future commu-
nities, or imagined future affiliations, where they are not members yet but in which they
hope to gain access some day in the future [24, 25]. This prompts us to examine
whether value can be cross-created between the above mentioned communities in the
context of educational services.

2.3 Value Cross-Creation Between Communities, Hypotheses
Development

Lived experience of a particular service forms when customers are actually participating
in a service encounter, and imaginary experiences of value may either include nostalgic
reinterpretations of previous experiences of value or potential future service experi-
ences originating from imagination or from other indirect sources; the lived value in the
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experience forms at present as the service is actually executed (whether being self-
service, virtual, or concrete), and the imagined value in the experience concerns either
past or future as customer’s earlier experiences are always present and are continuously
updated through new experiences, and customer may imagine future experiences with
the provider [4].

The present value in the experience can affect how a customer makes sense of past
and future experiences [4]. Thus, based on Keller’s CBBE view, we hypothesize:

H1a: Brand awareness of a social community can create value for a past imagined
community.

H1b: Brand image of a social community can create value for a past imagined
community.

H1c: Brand awareness of a social community can create value for a future imagined
community.

H1d: Brand image of a social community can create value for a future imagined
community.

In language learning, research has revealed that the students’ past has a powerful
influence on their present educational practices [26]. In addition, the students’ future
imagined communities might have an even stronger effect on their current actions,
investment and learning than the ones in which they have daily engagement: In other
words, what has not happened yet can be a reason and motivation for what students do
at present [24, 25, 27]. Additionally, parents envision their children’s future affiliations
[27] and schools envision imagined future communities for their students, which have
an effect on the current policies and practices of schools as well as on the identities of
the students [26]. Thus, we hypothesize:

H2a: Brand awareness of a past imagined community can create value for a social
community.

H2c: Brand image of a past imagined community can create value for a social
community.

H2b: Brand awareness of a future imagined community can create value for a social
community.

H2b: Brand image of a future imagined community can create value for a social
community.

2.4 Research Model and Measures

To examine value cross-creation between communities, our research model tests
whether BA and BI of respondents’ social communities (SC) (BASC, BISC) influence
BE of respondents’ imagined communities (IC) (BEIC); and where BA and BI of
respondents’ IC (BAIC, BIIC) influence BE of respondents’ SC (BESC) (Fig. 1).

BE refers to the differential effect of brand knowledge on community members’
response either to their direct or indirect experience with the community brand [16]. In
business services context, researchers have found evidence of BE in the form of
differential effect of a brand, advantage over others, and respondents’ willingness to

Verifying the Image-Dominant (ID) Logic Through Value Cross-Creation 155



pay more [28]. We apply measures from the branding literature but develop them
further for the purposes of this study. For example, as our respondents do not pay for
the service, we focus on sacrifices they are willing to make rather than on willingness to
pay. The BE was measured with three questions in the questionnaire (Appendix). All
the operational measures were expressed as attitudinal statements based on the 7-point
Likert scale (strongly disagree … strongly agree).

BA is traditionally considered as the customer’s ability to recognize and recall the
brand under different conditions [16, 28, 29]. Among communities, awareness becomes
a collective phenomenon: when a brand is known, each individual knows that it is
known [30]. Therefore, in our study BA refers to the respondents’ view of the col-
lective ability of community members to recognize and recall a community. BA is
measured with three questions in the questionnaire.

BI is traditionally considered as ‘perceptions about a brand as reflected by the brand
associations held in consumer memory’ [16]. Here, similarly to awareness, BI is seen
from the collective viewpoint. In business services context, BI centers usually on such
company attributes as experience and reputation; how the company takes care of its
customers, how it operates, whether it offers high quality and how respected it is [28].
BI is measured with five questions in the questionnaire.

3 Methodology

3.1 Data Description and Estimation Method

Our empirical context is a solid mutual dependence and cooperation arrangement over
driver education with the Finnish Defence Forces (FDF) and the Finnish road transport
industry. Community A is the FDF transport division’s military driving school (MDS).
Young people interested in road transport may serve their six, nine or twelve months of
military training (compulsory for men, optional for women) in the MDS. After suc-
cessfully completing the service, recruits receive heavy goods and public service
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BI
IC

BE
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Fig. 1. A research model
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vehicle (bus or coach) licenses, as well as a letter of reference highly valued by civilian
employers in the road transport industry. Almost all MDS recruits move on to
employment in civilian transport companies, to be either truck or bus drivers, become
entrepreneurs themselves or work for logistics service providers (LSPs). The sample
consists of 367 recruits who participated in the MDS in the Karelia Brigade, a Read-
iness Formation in eastern Finland. The data was gathered through a questionnaire in
2008. 257 questionnaires were returned representing a response rate of 71.9 per cent.

Community B is the Finnish road transport industry. The vast majority of LSPs
belong to an interest group called Finnish Transport and Logistics (SKAL), which is a
member of the International Road Transport Union (IRU). As members of SKAL, LSPs
participate in common education and social events. Most of the LSPs have served their
military service in the MDS and currently operate as reservists for the military forces
while updating their reservist skills on military refresher courses. The sample consists
of people responsible for road transport services in 2,604 member companies of the
SKAL association. The data was gathered through the internet-based Webropol online
survey questionnaire in 2008. A reminder was sent to those who had not answered the
questionnaire in time. The 428 returned questionnaires represent a response rate of 16.4
per cent. Non-response bias was studied by comparing different response waves [31,
32] using ANOVA. The first wave included those who responded after the original e-
mail request (69.3 %) and the second wave of those who responded after the reminder
(30.7 %). No statistically significant differences (using the criterion of p > 0.05)
between the two groups were found; therefore, non-response bias is not a problem in
this study. The estimations were made with the Lisrel software [33, 34].

3.2 Data Analysis and Results

The eight hypothesized relationships were tested from the data sets using confirmatory
structural equation modeling (SEM). The analyses provided unacceptable models, thus
we continued SEM using model generating SEM [35, 36]. We checked the modifi-
cation indices of Lisrel software and respecified our models accordingly when theo-
retically justified.

This resulted in finding four statistically significant relationships; two similar rela-
tionships between social and imagined communities were found in both data sets (Fig. 2).
Community A data reveals in Model A1 that the military driving schools’ BA (MBA)
affects positively the road transport industry’s BE (professionals’ BE, PBE); and in
Model A2 that the road transport industry BI (PBI) affects positively the military driving
school BE (MBE). Similarly, Community B data reveals in Model B1 that the road
transport industry BA (PBA) affects positively the military driving school BE (MBE);
and in Model B2 that the military driving school BI (MBI) affects positively the road
transport industry BE (PBE). All relationships in the models are statistically significant
and the factor loadings are good. The other hypothesized relationships were rejected.

In respecifying the models, one measure (PBE3) in the factor PBE in Model B2
needed to be dropped out. Additionally, four relationships between the error terms of
the operational measures were found. These can all be explained by the similar nature
of measures: in Model A2 the measures regarding how the industry takes care of its
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members (PBI1) and how it will perform (PBI2); in Model B1 if MDS is well-known
(PBA1) or recognized (PBA2); and in Models A2 and B2 if the other community is
considered respected (PBI5, MBI5) or respected in comparison to other similar com-
munities (PBI4, MBI4).

In models A2, B1 and B2 the chi-square test shows an unacceptable fit of the model
to the data (Table 1). As chi-square test may give unacceptable fit indices even though
model is statistically acceptable with large sample size (>200), models can be tested
and evaluated using other fit indices [37]. All other fit indices suggest accepting the
models. In Model A1, RMSEA value less than 0.05 indicates a close fit of the model;
and in Models A2, B1 and B2, RMSEA value about 0.08 or less indicates a reasonable
error of approximation [38]. In all models NNFI, the most important fit indices with
large sample size, is more than 0.90, SRMR is less than 0.08 [39] and NFI, CFI and
GFI values are above 0.90 [40], which all indicate that all the models are statistically
acceptable. Because all relationships are statistically significant and coefficients are
relatively good, the both weak and strong conditions of convergent validity [41] are
also fulfilled.

Each factor of each model was evaluated with construct reliabilities (CR) and
average variance extracted (AVE) (Table 1). In Models A1, A2 and B2, all the CR
values are more than 0.70 and the AVE values more than 0.50, which means that the
models are statistically acceptable [42]. In Model B1, only the factor PBA provides an
unacceptable CR value. Regarding the respecified models, adjusting them should not
only be based on traditional test values like CR and AVE; also theoretical justifications
should be acknowledged [43, 44]. As our modifications are theoretically justified, this
particular CR value should not be considered as a reason to reject the model. To
conclude, despite some justified exceptions, all four measurement models concur with
each other concerning their operational measures and relationships, and as fit indices
suggest acceptable fits we can judge our models statistically acceptable.

Table 1. Values of the models

Community A Community B
Value Model A1 Model A2 Model B1 Model B2

Chi-sq (df) 10.98 (8) 29.40 (17) 29.35 (7) 30.80 (12)
P-value 0.203 0.031 0.000 0.002
RMSEA 0.038 0.053 0.083 0.058
NFI 0.99 0.98 0.97 0.99
NNFI 0.99 0.99 0.95 0.99
CFI 1.00 0.99 0.97 0.99
SRMR 0.028 0.025 0.033 0.020
GFI 0.99 0.97 0.98 0.98
Factor MBA PBE PBI MBE PBA MBE MBI PBE
CR 0.780 0.804 0.881 0.747 0.588 0.762 0.992 0.877
AVE 0.626 0.634 0.645 0.602 0.501 0.609 0.727 0.645
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We can conclude that the BI of the respondents’ imagined community (BIIC) affects
the BE of their social community (BESC), and the BA of the social community (BASC)
affects the BE of the imagine community (BEIC) (Fig. 3).

4 Concluding Discussion

4.1 Theoretical Implications

Based on the results we can say that value can be cross-created between social and
psychological communities. More specifically, individuals’ think that their collective
image of the other social community (which is their imagined community) offers value
to their own social community; and when individuals collectively consider their own
social community a well-known, recognized, or even leading brand, they think it offers
value to the other, closely related social community - which is their imagined com-
munity. Thus, the contributions produced by the article are the introduction and veri-
fication of the concepts image-dominant logic and value cross-creation.

4.2 Managerial Implications

This kind of collective value cross-creation is taking place and being natural in every
well-functioning and continuous service relationship where the end customer is not the
one who pays for the service. For example, students’ opinion of their school is largely
formed based on others’ opinions; and teachers are collectively proud of their students
(the better the students, the prouder the teachers). It is highly likely that in these kinds
of communities, individuals who perceive a sense of community with the other
members, whether involving direct social interaction or not, are highly committed to
continue the relationships and close co-operation for a long time even though the
individual community members change in the course of time.

Although these ideas might be unfamiliar for marketers, in today’s hypercompet-
itive and community-centered environment these are important factors which need to
be taken into account. It becomes every manager’s task to identify the most central
communities around their companies, including not only the key stakeholder groups
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H4a, b

BA
SC

BI
IC

BE
SC

BE
IC

Imaginedcommunity

Socialcommunity

Fig. 3. Accepted hypotheses
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but also those who may feel a psychological sense of community toward a company
but have not yet engaged themselves in exchange or social interactions of any kind.
These are essential groups around a company to be taken into account, groups which
build, maintain and share their collective views of the company, and while they may be
presently invisible they can be extremely powerful especially in cases when something
goes wrong; they may either save or literally destroy the company. Additionally, their
influence over each other should be noticed: even though not visible, they may create
value for each other - and also for a company.

4.3 Limitations and Further Studies

We understand that focusing on communities has restricted our view as we have not
been able to utilize all the extant information on buyer-seller service relationships in
value literature, which could have offered valuable further perspectives to our study.
We also understand that using brand equity as a measure for value is not equivalent to
the term value traditionally considered in value research. Additionally, justifying value
cross-creation based on temporality can easily be questioned. Finally, we acknowledge
that researchers who prefer confirmatory research may not be familiar with the use of
SEM using model generating SEM.

We hope our study can operate as a research opening for further studies in many
different levels (e.g. individual, community, groups of companies), from various
viewpoints (e.g. company, customers, other stakeholders), and using a wide selection of
methodologies. We would like to highlight three of these. First, we call for studies that
examine how the image-dominant logic and value cross-creation can be conceptualized.
Second, it would be interesting to further discover how value can be cross-created in
buyer-seller relationships. And third, as it soon becomes obvious that understanding
value cross-creation between only two communities or parties is not enough, this moves
the discussion toward triads, or even networks, of communities. Therefore, examining
value cross-creation in triads or networks would merit further attention.

Appendix 1: Latent Variables and Their Operational Measures
(Further Developed from Davis, Golicic, and Marquardt [28])

Model/
factor

Operational measures in the questionnaire Label

Community A: recruits as respondents
A1/MBA The name of the military driving school is well known among

recruits
MBA1

The military driving school is recognized as a competent provider
of driver training

MBA2

In comparison to other driving schools, the military driving school
is the leading brand in the industry

MBA3

(Continued)
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(Continued)

Model/
factor

Operational measures in the questionnaire Label

A1/PBE I am willing to work irregularly in order to work in the transport
industry

PBE1

The transport industry brand is different from that of other
industries

PBE2

The name of the transport industry gives them an advantage over
other industries

PBE3

A2/PBI The transport industry is known as a work provider that takes good
care of its workers

PBI1

We can reliably predict how the transport industry will perform PBI2
In comparison to other industries, the transport industry is known to
consistently deliver very high quality

PBI3

In comparison to other industries, the transport industry is highly
respected

PBI4

The transport industry is highly respected PBI5
A2/MBE I am willing to serve a longer military service in order to co-operate

with the military driving school
MBE1

The military driving school’s brand is different from that of other
driving schools

MBE2

The name of the military driving school gives them an advantage
over other driving schools

MBE3

Community B: LSPs as respondents
B1/PBA The name of the military driving school is well known in our

industry
PBA1

The military driving school is recognized as a competent provider
of driver training

PBA2

In comparison to other driving schools, the military driving school
is the leading brand in the industry

PBA3

B1/MBE We are willing to give more time to our workers to serve a longer
military service in order to co-operate with the military driving
school

MBE1

The military driving school’s brand is different from that of other
driving schools

MBE2

The name of the military driving school gives them an advantage
over other driving schools

MBE3

B2/MBI The military driving school is known as a driver training provider
that takes good care of its students

MBI1

We can reliably predict how the military driving school will
perform

MBI2

In comparison to other driving schools, the military driving school
is known to consistently deliver very high quality

MBI3

In comparison to other driving schools, the military driving school
is highly respected

MBI4

(Continued)
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(Continued)

Model/
factor

Operational measures in the questionnaire Label

The military driving school is highly respected MBI5

B2/PBE I am willing to work irregularly in order to work in the transport
industry

PBE1

The transport industry brand is different from that of other
industries

PBE2

The name of the transport industry gives them an advantage over
other industries

PBE3
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Abstract. The objective of the paper is to study the use of service science to
create a systematic service innovation in the health environment. Starting from
the basic abstraction of service science, which is considered as value co-creation
when people, technology and value propositions are connected by internal and
external service systems and shared information [1], the paper aims to explain
the benefits of the electronic medical record (EMR) and its business and orga-
nizational impacts in an Italian Academic Integrated Hospital. The research
method is based on a case study and on connected semi-structured interviews.
The qualitative study shows the co-created value, i.e. the impacts of introduction
and development (consolidation) of EMR on efficacy and efficiency of the
organization, on data collection and processing, error reduction, sustainability of
SSN (national health service) and especially the better quality of services to the
citizens.

Keywords: Electronic medical record � Value co-creation � Service science for
health � Hospital case study

1 Introduction

The main purpose of Service Science is to classify and explain how different types of
service systems interact and evolve in order to co-create value through a continuous
chain of interactions between service providers and consumers [2]. According to Hill
[3], we can consider service as a change in one person’s condition, as the result of the
activity of some other economic entity, with the approval of the first person or eco-
nomic organization. Service science can be applied in several sectors, among which
e-Health, and it can create an open, collaborative environment in order to foster service
innovation by means of information, trials, technological transfer of the research results
aiming to develop sustainable service systems innovative solutions [4].
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In service science, human factors, management-economic factors and engineering
factors are involved in several interactions and in an interdisciplinary effort to co-create
value [5, 6]. To make advances in service innovation it’s necessary that the service
system has information about the capabilities and the needs of its clients, its compet-
itors and itself. Indeed, not all interactions between service systems co-create value and
service science seeks to understand the reasons, looking at different behaviours [5].

The consumers’ role is changed; they are connected, informed and active [7].
Customers receive resources from the provider and transform them into a valuable
outcome, according to their preferences and needs [8] and interacting with them.
Consequently, to create the basis for systematic service innovation, it is necessary to
cultivate service science. [5, 9, 10].

In the last few years, the Public Administration started using the information and
communication technologies (ICT) to produce and offer better services to its customers,
that is the citizens. E-health, in particular, is in a continuous improvement process and it
can reorganize processes and improve quality services, in order to develop the perfor-
mance management system [11, 12]. Furthermore, E-health involves interactions
between doctors and patients and highlights new challenges, opportunities and threats to
all the organization. There are a lot of new technologies that are implemented and also a
lot of information technologies that arise from them. There is already a strong service
science foundation to build upon and many good ideas, strategies, tools and theories that
could be widely applied to immediately benefit organizations [13]. A variety of
resources, information technology solutions and network can be applied to health and
health care to give the citizens different solutions to solve their problems with better
services. Furthermore, information and communication technologies give instruments to
doctors and their teams and the flow of information, which comes from consumers,
becomes more reliable. The Electronic Health Record (EHR) is one of those instru-
ments; it can be defined as a repository of patient’s data in digital form that is stored and
exchanged securely and in an accessible way by different levels of authorized users [14].
The adoption of EHR systems in healthcare has some advantages, which improve the
quality of patients’ care. Many studies [15, 16] highlighted and emphasized how such
systems could enhance the quality of care and support its continuity [17]. In particular
EHR is based on the Electronic medical record (EMR) [18, 19].1

The research questions are: which and how is the co-value created by EMR
between hospital and patients? Which are the impacts created among hospital workers
and staff by this new information technology?

2 Health Information System and Electronic Health Record

Enterprises introduce information systems and communication technologies (ICT) with
the aim to supply information, to connect with customers, to supply instruments in
productive areas, to create automation processes and rationalize business processes [20].

1 It can also be called EHR - Eletronic Health Record [24] and EPR - Eletronical Patient Record [25].
In this paper EHR is meaning the dossier based on EMR as its first step.
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The use of ICT is evolving and it is improving in every sector, including Public
Administration; in the health environment the digitalization process has been in place for
many years but its progress is slow, probably due to economic (e.g. costs for start-up and
maintenance of information systems) and technical (for example workers training,
knowledge transfer, new business roles…) barriers [21]. However, the digitalization
process of hospitals and healthcare services has already reached excellent levels in some
countries [22].

Health information systems can be classified as the set of elements and procedures
whose digital output supports the decision-making processes for health care. They are
able to re-organise and improve processes, input, output and quality services, aiming to
increase hospital efficiency and provide services of a higher quality while reducing
costs [23]. To have good results, it is necessary to invest in several resources, eco-
nomic, organizational, human, collective, ontological, regulatory, security and infra-
structural resources.

The Electronic Medical Record (EMR) is the principal instrument introduced in the
public health administration [23]. It can be defined as «an electronic medical data and
reports about patients’ conditions, images, physiological signals, checkup reports,
medical treatment videos, and medical forms» [19].

It will contain all health and social data in digital form about patients, thereby
allowing significant savings both in terms of direct costs for production, conservation
and re-production of their case history, and in terms of saving time in entering infor-
mation. Therefore, a significant improvement in the decision process should be
achieved [23]. The final user constitutes the focus of the information system, which
adopts patient-centred logic for which the final infrastructure’s aim comprises the
distribution of the best possible efficient and qualitative service.

The EMR is one of the most important basic parts of the electronic health records
(EHR), the dossier that allows hospital workers to unify any patient’s clinical data, trial
and diagnosis. It allows one to immediately know any information, independently from
the hospital unit, which produced them.

The EHR system must achieve [26]:

– data processing and their integration to simplify their use by patients, doctors and
any other health worker;

– support for clinical intervention and for patients, who can contribute with doctors
aiming to improve information;

– simplify and decrease work in the health sector;
– reduce the loss of information, lower the amount of paper work;
– make simpler the supply chain of medicine and reduce errors in their orders.

Therefore, the EMR is based on an intense integration among all the health workers
during the whole path. The EMR stimulates and improves relationship between patient
and physicians but also between the latter and the workers of the other hospitals to
obtain more efficiency, enhancing quality of care, evidence based, empowerment of
consumers and patients, encouragement of a new relationship between doctors
and patients [27]. These relationships, indeed, allow to more and better gather data
and extract further information about the same patients and improve the quality of
the care.
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3 Electronic Medical Record and Value Co-creation

According to Vargo et al. [10] the co-creation of value within complex configurations
of resources including people, information, and technology, is fundamentally derived
from the integration and application of resources in a specific context. This is probably
an ever-changing context. The introduction of EMR in a health structure has a lot of
aims that can be achieved through mutual service. The health workers « have to
exchange relationships, improving the adaptability and survivability of all service
systems engaged in exchange, by allowing integration of resources that are mutually
beneficial » as explained by Vargo et al. [10], speaking about service science. Indeed,
the EMR gives health workers the possibility of having shared data and of exchanging
them, makes coordination of different areas and patient’s care easier, but it needs a
good integration. In the health context, after the introduction of EMR, value is
co-created by three key actors: physicians (all those that take care of the patient),
hospital workers and patients themselves. These three actors, due to EMR use, have
more synergic relationships and bring different information to EMR. It becomes a
resource that allows value creation process; especially information transfer and sharing
improves the quality of cares from which patients benefit, and improves the quality of
work of health workers.

According to Shaw [28], a medical record should document a lot of patient’s
clinical data (health condition, examinations, results and so on) to give doctors some
data that they can use to make clinically appropriate decisions; it should promote and
facilitate collaboration and integration of health workers, of different wards or even of
different health centres; it should create a database for scientific studies or clinical
researches, for evaluation or control systems or other actions; it should make data input,
data mining or data processing easier and should permit to track them.

Success or failure depends on several technical causes such as suitability of
hardware, computer and vocational training, but it also depends on the organizational
culture and on project leadership attitude. The different capabilities of information
technologies and organizations should be integrated in context, to transfer their
knowledge in a collaborative way, to create intangible assets aimed to create new and
valued services and solutions to patients’ problems and to create value out of that
exchange. In the project improvement, a participative leadership is necessary [18] to
motivate every stakeholder and to involve anyone in this co-value creation. Conse-
quently the health information technology must be supported by health workers’
specialization and especially by relationships among doctors and communications
between doctors and patients. EMR puts citizens in the hearth of the health systems.
They aren’t anymore only the beneficiaries of the information that are included in
EMR, but they are co-creators of it. In fact, they can add news and increase the
information. Information that show from every relation among patients and any other
component of health information system, should be integrated and structured to
improve health care and so as to create co-value.

This topic has implications for advancing service science and it is necessary to try
to measure the value-in-use and its improvement.
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4 Case Study: An Italian Academic Integrated Hospital

4.1 Research Method

The research method used to answer to the research question is the case study.
According to Yin, it is an empirical research that proposes to investigate a contem-
porary phenomenon in its real-life contest when the boundary between the phenome-
non and the context is not sharp [29].

To do this research, it’s necessary to define a protocol that unfolds in four steps:
research design, data collection, data processing and data analysis, to achieve an out-
come, conclusions and final report.

The case addressed in this paper began with an analysis of an academic integrated
hospital (AIH) during the EMR analysis and implementation phase. Two main reasons
led the authors to select AIH as their case study. First, the AIH case is particularly
insightful for research into EMR adoption and use because it involves an E-health tool
used by highly complex public healthcare providers. Further, the hospital has two
different, highly structured organisational (university and healthcare) identities (spirits)
that, while integrated, have specific, composite natures. Second, the authors were given
direct access to the data [30].

The case study was conducted according to the methods and instructions suggested
by Yin [29]. This entailed gathering data through semi-structured interviews, direct
observance and document research. The interviews and the internal documentation
were used as the testing sources. Privileged access to the relevant information enabled
the authors to collect data from several sources, increasing the quality of the infor-
mation obtained [31].

The case was analysed using the results of the ten semi-structured interviews (each
of approximately 40 minutes duration) held with the AIH staff and designed to enable
the respondents to answer freely, in their own words. Two researchers attended each
interview. Data collection commenced in January 2014 and continued for approximately
four months. The analysis and integration of the existing data began in June 2014.

4.2 Case Study

4.2.1 Scenario

The Academic Integrated Hospital is one of the most important hospital in Italy as
patients’ number. The health care centre has high qualifications in several research
branches and in terms of medical assistance and education. The Academic Integrated
Hospital is constituted by two hospital units, that guarantee medical assistance,
recovery and emergency health services in the city for 24 h a day. Its First Aid service
sees almost 500 people per day. More than 5,000 employees work in the Academic
Integrated Hospital, including hospital and academic doctors, nurses, health workers,
technical/professional employers and people assigned to the administrative area. At
the first level there is a general manager for both territorial locations, supported by the
board of Statutory Auditors, the Office of Address and the Organ Independent of
Evaluation. At the second hierarchical level, there is an administrative director, whose

170 S. Bonomi et al.



job is to check the Department of Administration and Human Resources, the Depart-
ment of Resources and Economic Instrumental and Technical Department; finally there
is the Medical Director, who controls instead of the various departments at Business
Integrated (Surgery, Oncology, Dentistry, General Medicine, Intensive Care, Mater-
nity, etc.).

Every year, around 60,000 people are hospitalized in the Academic Integrated
Hospital, of which around 10,000 arrive from other regions and more than 3,000 from
foreign districts. Every day, almost 1,300 people are present for ordinary recovery and
about 400 people access to the hospital for planned day hospital recovers.

4.2.2 Information Systems in AIH
The Information and Communication Technology process started in 2008 in a grad-
ually way. One of the first steps of the process was tested in medicinal prescription,
distribution and supplying process and thanks to a digital instrument.

The AIH has already introduced ICT in acceptance, in discharge and in transfer
activities, into the laboratories of analysis procedures, in Radiology. It was introduced
also in the data sharing and data communication on citizens, especially about dis-
charged patients, to facilitate relationships between AIH and territorial health services
units.

The Information and communication technology has the purpose of implement the
EHR to improve management’s efficiency and efficacy. To achieve this aim, the
Academic Integrated Hospital is being equipped with a system for Electronic Medical
Records through the digitalisation of the hospital processes into modules. It’s under-
going EMR testing in several General Medicine wards (B, D and ex C).

This will later represent the focus for improving the processes of efficiency and
efficacy management, and it will constitute the primary step for the future EHR.

5 Data Analysis and Discussion

The qualitative study chosen is the “survey” method; it is constituted by ten semi-
structured anonymous interviews. Every questionnaire is composed by fourteen
questions, the same for every interviewee; every interview was recorded, previous
asking consent, and transcribed word by word. The interviewed people were five
physicians, three nurses, one ward nurse and one practising doctor. In this first step we
didn’t interview patients, because we wanted to concentrate ourselves to understand
and explore the EHR implementation in the hospital.

The data processing was made by a specific German software, Atlas.ti, which
analysed the transcription of interviews, defining the frequency of some “codes”; the
most numerous codes allow the comprehension of the relevant points of view of the
interviewees. The main codes are collaboration and coordination (19 times), reducing
errors (15 times), quality service improvement (11 times), simplification and reduction
of bureaucracy (10 times) and knowledge dissemination (10 times).

All the interviewees agree that the EMR is useful. All people appreciate the
improvement of service quality, the reduction of errors, the support of data sharing and
other advantages.
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For almost all the interviewees, an advantage comes from the clearer understanding
of handwriting, because it reduces interpretative errors. Moreover, the EMR minimizes
errors because the indications of different screen shots prevent the forgetting of some
important information about patients’ situation. Finally, every patient has a bracelet that
identifies his illness and therapy, which can be read by a bar code; it reduces wrong
dosage, confusions of patients and of therapy.

One practicing doctor said: “we have good nurses, but with EMR we can minimize
the risk of errors, of wrong or confused therapy”. A nurse confirmed: “the utility of
EMR is to avoid wrong interpretation of handwriting, to minimize dosage errors and
also improve the supply”. And another said: “nobody can forget to write the right
dosage or leave out some information. We can’t administrate the wrong medicine or
make confusion between two patients”.

Therefore, the EMR permits the collaboration and the consequent knowledge
sharing between physicians and nursing staff, which can reduce the clerical errors and
the homonym errors and can improve service quality.

The health workers, especially physicians and nurses, appreciate these collaboration
and coordination that EMR stimulates and that can increase the service quality and
patients’ healthcare.

A physician said “it facilitates data sharing and a collaborative approach and this
is one of the most important characteristics of our job, that we can call ‘team work’”.
And another physician said “we can share data and information and compare opinions
to find better solutions”.

According to Shaw [28] the EMR allows knowledge sharing among physicians of
different hospital departments to guarantee a better and accurate healthcare thanks to
knowledge dissemination. One of the most important advantages appears in case of
discharge; thanks to this computer program, physicians can coordinate the hospital
recovery and the territorial health service after hospital release. The physicians can
transfer all the information about the dismissed patient, explain his necessities to the
new delegates of his health care and minimize bureaucracy time of the “protected
release”. A practicing doctor told us that the discharge time reduced from five to two
workdays and information sharing creates a big value which benefits patients and
health workers.

Another important advantage there is when patients have a complex health con-
dition and need to be cured in several hospital departments. The EMR permits to know
in few minutes all the patient’s data, in particular examinations (i.e. hematic or
radiological, etc.), also of previous hospital recovery history and letter of precedent
release; the physicians can interact with nurses and the change of therapy can be rapid
and they can be immediately shared. A doctor said that “the collaboration and data
sharing are improved; when something changes, everybody are informed and physi-
cians and nurses can work simultaneously”. An improvement, as a physician said,
would be “to have the same interaction with different hospitals, not only among dif-
ferent departments of the same hospital”. The major value that it is co-created espe-
cially for elderly patients those are alone and those are not able to explain completely
and with precision their health situation; by the EMR is possible to share information
and to find the more adapted therapy.
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The physicians and all the hospital workers, have also a lot of problems that come
from the introduction of EMR, but they origin from technical causes, especially from
inadequacy of software/hardware supports. The process is at the beginning (it started in
January 2014) and technological supports can be surely improved, but this is not the
aim of this paper.

The lack of appropriate and efficient supports is interesting in this research only for
the reason why all those problems become a sensible reduction of the time that all
health workers dedicate to patients and each other and that reduce the value creation.
All people interviewed said that this is a negative impact because it reduces the time to
stay with patients and the relationships get worse. A doctor said: “at the moment, this
procedure is a waste of time, but in the future we will make the most of it”

Another doctor said that “A big lack of this system is that it does not involve the
final user, or not enough”. If everybody recognizes all the strengths that EMR has and
the improvements that it can produce, it could be easy to correct its weakness if people
are involved in the innovation process and they are collaborative.

An innovation, although it could be optimal and/or necessary, needs to be sup-
ported by information technology but especially it needs a high collaboration among
health workers and between information system and them.

In this particular case, when a lot of times health workers are in emergency or they
must decide something in a rapid way, the relationship with other colleagues to
improve the new instrument and with patients who can explain some data, become
fundamental.

6 Conclusions

The paper tries to understand which are the impacts created by the EMR among
hospital workers and especially to understand if this ICT tool could be a source of value
co-creation among physicians, between physicians and nurses and also between phy-
sician and patients, to give better aid to citizens.

According to Maglio and Spohrer [6], human, management-economic and engi-
neering factors are involved in several interactions and in an interdisciplinary effort to
co-create value. In our study we could see that the EMR is based on an intense
integration among all the health workers during the whole path; all system is involved
and the change is rife with all the organization to improve efficiency and productivity.

According to Scott et al. [18] and other many studies [14, 15, 17], the use of EMR
permits to improve the quality of health care; in the case study analysed, we could
verify that this is the opinion of all the interviewees too; all physicians and nurses said
that after EMR introduction, they could give a better service to the patients and create a
good working environment. Indeed, the EMR allows minimizing dosage errors, coming
from bad interpretation of handwriting and reducing confuse of patients and therapy;
finally, no one can forget to input information because the screen shots indicate the
correct sequence.

The hospital workers can also be more collaborative, share information about
patients and be quicker in data collection because of the significant reduction of
bureaucracy and the knowledge dissemination; they can see all reports about previous
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patients’ recoveries and their story, which are specially useful when patients are elderly
or when they have a complex health condition and they need to be cured by different
physicians in several hospital departments.

The data collected allow us to say that the introduction of EMR is useful and
improve the quality of health service, but is necessary an interaction among hospital
workers and between them and patients to co-create value. At the moment we inter-
viewed only hospital workers and a future development of the research should be to
understand the patients’ opinions.

In this hospital, the process is at the beginning and there are still a lot of difficulties,
not only for the inadequate instrumentation, but also for the organizational change that
is required. According to Almuthiry et al. [17], the productivity and output contribu-
tions associated with computerization are up to 5 times greater over long periods, but
the first results make us confident. A forward pass should be also a check system after
some time, to confirm the expected value.
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Abstract. This study aimed to test the relationship between service conve-
nience (time and effort expenditures), in a Call Center setting, and customers
repurchase behaviour.

A database of 133 783 customers and 376 057 contacts were analyzed in
what concerns three Call Center performance indicators, representative of cus-
tomers’ time and effort: First Call Resolution (FCR), Average Handling Time
and Repeated Calls.

Time and effort expenditures on Call Centers were proved to be related to
repurchase. Customers at early stages of their relationship with the service, low
value customers and those participating on loyalty programs, were the most
sensitive to time and effort expenditures on Call Centers. Understanding the
impact of customers’ time and effort on customers repurchase behaviour and
knowing the customers less likely to wait and expend efforts, managers must
seek to improve Call Centers performance, and select who are the customers to
answer first.

Keywords: Service convenience � Call centers time � Effort � Repurchase
behaviour

1 Introduction

This work focuses on the study of service convenience, which deals with customers’
time and effort expenditures to purchase or use a service [1], in a Call Center setting.

Services will add value to consumers by reducing the time and effort they spend [2].
Thus, convenience may represent a distinctive competitive strategy and several studies
have reported positive relations between perceived service convenience and consumer
satisfaction [3–6].

Call Centers are fundamental to CRM strategies since they are responsible for
70 % of the contacts between the company and the customer [6] and customer overall
satisfaction with Call Centers services seems to determine the customer satisfaction
with the service itself [6, 7]. Call Centers are concerned about offering a convenient,
fast and effortless service to customers and it is expected that understanding how Call
Centers increase customer convenience, i.e., reduce time and effort, will increase
customer satisfaction [3, 4] and loyalty [5].

Repurchase may mean repeating visits to the service and/or increasing the amount
spent on the service [2]. This research considered repurchase behaviour as the repeated
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use of service, i.e., if the customer keeps the service active, in opposition to its
deactivation.

This research aims to: (i) relate the concept of service convenience with Call
Centers operations; (ii) determine how Call Centers performance may impact on ser-
vice repurchase; (iii) explore the factors which can influence the relationship between
Call Centers performance and service repurchase.

2 Literature Review

2.1 Convenience

Convenience concept appeared in the literature, for the first time, in Copeland’s goods
categories, identified as goods purchased at easily accessible stores [8], requiring
minimal time and effort to acquire [8, 9]. Marketing has noticed a permanent rise in
consumer preference for convenience and attribute it to socioeconomic changes
[10–12]. Demanding time saving solutions [13], consumers opened doors to a con-
venience-oriented market, which must fulfil immediate needs or wishes, releasing time
and effort [14]. Consumers’ effort and time expenditures are the non-monetary costs
that influence perceived convenience [12].

Convenience orientation deals with people preference for convenience goods and
services [1, 15, 16], and convenience-oriented consumer are the one who seeks to
“accomplish a task in the shortest time with the least expenditure of human energy”
[17], p. 37.

Since individual consumer characteristics may affect the perceived importance of
convenience [1, 18] several studies have attempted to establish the socioeconomic and
demographic factors, which determine the consumers demand for convenient goods
and services [14, 15, 19–23]. Segmenting convenience-oriented consumers, marketing
could assign them convenience solutions [16].

3 Call Centers

3.1 Call Centers as Interaction Channels

The development and the decreasing costs of telecommunications and information
technologies [24, 25] and the importance of CRM strategies have increased the need of
Call Centers by companies [6, 25, 26]. They may be the core of successful CRM
strategies [27, 28], representing an opportunity for high-volume, low-cost service
[29, 30], which has resulted in the worldwide growth of Call Center numbers [7, 31].
Acting as an interaction channel and as an important source of customer-related
information [32, 33, 56], they play a crucial role in the development of long-term
relationships with customers [24, 25, 30, 34–36]. Call Centers allow customers to
access services more immediately [37] meeting their convenience demand and working
as a competitive advantage when compared to firms only physically available during
limited hours [24].
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Call Centers represent the main customer-facing channel for many firms [38, 39]
Accordingly to [40] 92 % of customers have their opinion about a firm formed by their
experience with Call Centers Thus, organizations need to manage customer contacts
more effectively [41], which is likely to have important implications for companies’
success [31].

3.2 Call Centers Metrics

Despite Call Centers exponential growth, little is known about customers’ satisfaction
[42–44], customers’ expectations [32] or perceived customer quality [26, 43, 44] with
Call Centers performance, which [45] combined in two types of indicators.

The first are qualitative, intangible metrics, which measure caller perceptions of the
interaction with the Call Center agents [33, 36, 41]. Their competencies were proved to
have impact on repurchase intentions [46].

The second are quantitative metrics, which focus mainly on operational indicators,
such as waiting time, hold and average talk time, and are known as key performance
indicators (KPIs) [47]. See [24, 45, 26] for common Call Centers KPIs. Operational
Call Center indicators, however, proved to have little impact on customer satisfaction
[24, 48, 49] and customers’ perception about service quality [26] or expectations [50].
Other variables must determine customer satisfaction with Call Centers [26, 29, 51].

3.3 Call Centers Convenience

Operational, quantitative measures are representative of consumers’ time and effort
expenditures and literature has found clues of their impact on consumers’ satisfaction.

Kolar [44] proposed that one of the criteria to achieve excellence in Call Centers
quality is the reduction of customer sacrifice, such as time, efforts and psychological
costs. The most important benefit of telephone interactions is speed (which saves time)
and simplifying customers’ life [44]. In fact, customers are concerned with speedy
services and less tolerant with time based problems [51]. Bennington et al. [42] defend
that, for customers, the main Call Center benefits are convenience, flexibility and
customization. Consumers appreciate timely accessibility [7, 49, 52] any time, from
anywhere, in any form, and for free [7], which is a determinant of customer satisfaction
with Call Centers [34]. Nevertheless, there is no consensus about which Call Centers
metrics impact on consumers overall satisfaction and not always research has found
positive relations between all Call Center performance indicators and customer satis-
faction [24, 26, 49].

4 The Research

4.1 Research Objectives

This study aimed to explore service convenience in a Call Center setting through three
performance indicators, representative of customers’ time and effort expenditures on
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their interactions with Call Centers: First Call Resolution (percentage of calls which
were resolved on customer’s first call and did not need further contacts), Average
Handling Time (average time it takes to resolve a customer issue, since it is presented
until it is closed) and Repeated Calls (percentage of times the customer had to call back
for the same reason after it was given as resolved), and their relation with customers
repurchase behaviour.

Furthermore, we intend to analyze the relationship between service convenience,
and customers repurchase behaviour, in different groups, according to: (a) demographic
factors (age and gender), (b) customer-service relationship length, (c) loyalty programs
participation, and (d) customer value.

4.2 Hypothesis Development

Literature has shown positive relations between perceived service convenience and
consumer repurchase intentions [17, 53–55] and service repurchase [2].

Consumers show preoccupations about time and effort expenditures on their
interactions with Call Centers, namely in what concerns accessibility [7], timeliness
[34], and Call Center agents’ responsiveness on first contact [49]. First Call Resolution
[24, 49] and timeliness in response, i.e., Average Handling Time [34] proved to be
determinants of customers’ satisfaction. As these metrics are representative of cus-
tomers’ time and effort to have their issues resolved, we expect they have impact on
customers repurchase behaviour. So, the first groups of hypotheses are formulated:

H1 (a) There is a relationship between FCR and customers repurchase behaviour.
H1 (b) There is a relationship between Average Handling Time and customers

repurchase behaviour.
H1 (c) There is a relationship between Repeated Calls and customers repurchase

behaviour.

Research showed demographic factors which explain the demand for convenience [14,
15, 21, 22]. Age [21] was proved to be determinant of convenience oriented customers.
Morganosky [22] stated that consumers below 30 years of age were more likely to buy
convenience products. Therefore, the second group of hypotheses is formulated:

H2 (a) The relationship between FCR and repurchase behaviour is higher on younger
customers.

H2 (b) The relationship between Average Handling Time and repurchase behaviour is
higher on younger customers.

H2 (c) The relationship between Repeated Calls and repurchase behaviour is higher
on younger customers.

Literature lacks research in what concerns gender convenience orientation. Some
studies analyzed housewives and mothers convenience orientation, since female
increasing employment may lead to perceptions of increasing time pressure [19, 22]
and to demand for convenient products and services. But males were excluded from
these researches. As men employment rates are higher than women’s, so time pressure
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and convenience orientation are expected to be. Therefore, the third group of
hypotheses is formulated:

H3 (a) The relationship between FCR and repurchase behaviour is higher on male
customers.

H3 (b) The relationship between Average Handling Time and repurchase behaviour is
higher on male customers.

H3 (c) The relationship between Repeated Calls and repurchase behaviour is higher
on male customers.

Relational characteristics can work as switching barriers, creating competitive advan-
tages to the companies [2]. Customer-service relationship length and participation on
loyalty programs are both relational characteristics, which represent customers’ interest
in the building of relationships with a specific firm [2]. Both had a moderating role in
the relationship between satisfaction and repurchase behaviour, in a context of con-
tractual services [2]. Loyalty programs participation usually implies contractual rela-
tions, with penalties supported by the customer in case of abandonment, so an exit
barrier, while customer-service relationship length seems to increase the customers
willingness to expend time and effort in their relationship with the service [54].
The fourth and fifth groups of hypotheses are formulated:

H4 (a) The relationship between FCR and repurchase behaviour is higher on cus-
tomers with a shorter relationship length with the service.

H4 (b) The relationship between Average Handling Time and repurchase behaviour is
higher on customers with a shorter relationship length with the service.

H4 (c) The relationship between Repeated Calls and repurchase behaviour is higher
on customers with a shorter relationship length with the service.

H5 (a) The relationship between FCR and repurchase behaviour is higher on cus-
tomers not participating in loyalty programs.

H5 (b) The relationship between Average Handling Time and repurchase behaviour is
higher on customers not participating in loyalty programs.

H5 (c) The relationship between Repeated Calls and repurchase behaviour is higher
on customers not participating in loyalty programs.

Richer customers were expected to pay more for what meets their convenience needs
[14, 56]. As income increases so does convenience preference [21]. Considering that
healthier customers are those who spend more, they will be high value customers for
the firm, and those who will be willing to pay for convenient services. We formulate
the sixth group of hypotheses:

H6 (a) The relationship between FCR and repurchase behaviour is higher on high
value customers.

H6 (b) The relationship between Average Handling Time and repurchase behaviour is
higher on high value customers.

H6 (c) The relationship between Repeated Calls and repurchase behaviour is higher
on high value customers.
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4.3 Data Collection

Data were collected from a Portuguese Call Center database, in the telecommunications
industry, which was selected because the telephony market where this Call Center
operates is a highly competitive one [57].

We focused on customers who have contacted by phone the telecommunications
company’s Call Center during the first semester of 2012. The performance of the Call
Center dealing with these interactions was analyzed concerning three metrics: First Call
Resolution, Average Handling Time and Repeated calls, which were chosen because
they are representative of customers’ time and effort expenditures to have their ques-
tions resolved and were identified through exploratory interviews to four Call Center
managers. Repurchase behaviour was measured three months after the contacts
occurred. The database has a sample of 133 783 customers who all together did 376
057 contacts to the Call Center (an average of 2.8 calls per customer).

Five control variables were added to our model: customers’ age and gender, cus-
tomer-service relationship length (measured in months); the participation (or not) on
loyalty programs; the customer value (measured through the average amount spent by
the customer, during the first semester of 2012).

In order to measure the impact of the predictive indicators on repurchase behaviour,
customers were divided into classes, see Table 1 for variables classes. Table 2 shows
the descriptive statistics of the variables analyzed.

Table 1. Classes of variables. Source: authors

Variables Class Description

FCR (First Call
Resolution)

Yes Customers who had 100 % of their contacts resolved at
their first contact

NO Customers who did not have their resolution at first
contact, at least once

Average Handling
Time

<1 h Customers whose requests/complaints average
handling time was up to 1 h

1-24 h Customers whose requests/complaints average
handling time was between 1 and 24 h

>24 h Customers whose requests/complaints average
handling time was more than 24 h

Repeated Calls Yes Customers who had to repeat the call at least once
No Customers who never had to repeat the call

Repurchase Yes Customers who had the service active at the end of
third trimester of 2012

No Customers who did not have the service active at the
end of third trimester of 2012

Age Young 0–45 years
Middle
age

46–65 years

Senior >65 years

(Continued)
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4.4 Data Analysis

Database analysis was performed using a Chi Square test to assess if there is a rela-
tionship between variables. A p-value <.05 confirms the relationship between variables.
Whenever we had a statistically significant p-value (<.05), we performed the Phi or
Cramer’s V coefficient, which analyzes the relative strength and direction of a statis-
tically significant relationship between variables [58, 59]. Phi is only used on 2 × 2
contingency tables, if the table has more than two levels Cramer’s V coefficient rescales
Phi coefficient. According to [58] a Phi value of 0.10, 0.30, and 0.50 represent small,

Table 1. (Continued)

Variables Class Description

Gender Female Female customers
Male Male customers

Customer/service
relationship length

Beginner Customers using the service up to 24 months
Advanced Customers using the service for more than 24 months

Participation on
Loyalty Programs

Yes Customers belonging to a loyalty program
No Customers not belonging to a loyalty program

Customer value Low
value

Customers spending, in average, the minimum amount
of the rate plan (12,50EUR)

Medium
value

Customers spending, in average, between the minimum
and twice the amount of the rate plan

Senior
value

Customers spending, in average, more than twice the
amount of the rate plan

Table 2. Descriptive statistics of the variables analyzed. Source: authors.

FCR % Gender %
Loyalty 

Programs
%

No 57,80% Female 52,90% No 56,10%
Yes 42,20% Male 47,10% Yes 43,80%

Total 100% Total 100% Total 100%

Average 
Handling Time

%
Customers 

Age
%

Customers 
value

%

1H 7,60% Middle age 38,20% High Value 16,27%
1H-24H 85,03% Senior 47,60% Low value 33,19%
>24H 7,20% Young 14,20% Medium value 50,54%
Total 100% Total 100% Total 100%

Repeated Calls %
Relationship 

Length
% Repurchase %

No 46,90% Advanced 66,50% No 25,34%
Yes 53,10% Beginner 33,50% Yes 74,66%

Total 100% Total 100% Total 100%
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medium, and large effect sizes, respectively. However, what is a small versus a large
Phi should be dependent on the area of investigation [58].

4.5 Results

Table 3 shows the Chi Square test outputs for the associations between FCR, Average
Handling Time, Repeated Calls and Repurchase. P-value <.05 confirmed all the
associations. These results show an association between variables, confirming the
hypothesis H1 (a), H1 (b) and H1 (c).

The following Chi Square tests were performed adding a variable of control. When
p-value is <.05, it confirms the association between variables. The strength of the
association between the variables is then measured with Phi and Cramer’s V coeffi-
cients, identifying the control variable for which the relationship is higher. When little
difference was found, we rejected the hypothesis. If p-value was higher than .05, Phi
and Cramer’s V was not performed (Tables 4 and 5).

Table 3. Chi Square test, p-value and Phi and Cramer’s V results of FCR, Average Handling
Time and Repeated Calls and repurchase. Source: authors

Repurchase

Chi Square p-value Phi  Cramer’s V

FCR X²=1022,079 p=.000 .087

Average Handling Time X²=2349,599 p=.000 .133

Repeated Calls X²=490,606 P=.000 -.061

Table 4. Chi Square Outputs, p-values and Phi and Cramer’s V coefficient, on the association
between FCR and repurchase, Average Handling Time and repurchase and Repeat Calls and
repurchase using gender, customer’s age, relationship length with the service, participation on
loyalty programs and customers’ value as control variables. Source: authors.

Repurchase

Chi Square P-value Phi and Cramer's V

Age
Young

FCR

X²=7,592 .006 .055
Middle age X²=14,252 .000 .046

Senior X²=16,411 .000 .044

Gender
F X²=519,341 .000 .086
M X²=488,980 .000 .088

Relationship 
length

Beginner X²=373,798 .000 .091
Advanced X²=423,753 .000 .069

Loyalty 
programs

No X²=559,541 .000 .086
Yes X²=503,186 .000 .093

Customer value
Low X²=789,159 .000 .135

Medium X²=130,597 .000 .044
High X²=14,591 .000 .026

(Continued)
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5 Discussion

Our findings showed that First Call Resolution, Average Handling Time and Repeated
Calls are the Call Centers indicators related to repurchase.

Demographic control variables, age and gender, did not show statistical signifi-
cance in the relationships between the Call Center indicators and repurchase. Only

Table 4. (Continued)

Age
Young

Average 
Handling 

Time

X²=49,099 .000 0,141
Middle age X²=126,277 .000 0,135

Senior X²=168,588 .000 0,141

Gender
F X²=1267,036 .000 0,134
M X²=1091,477 .000 0,132

Relationship
length

Beginner X²=901,810 .000 0,142
Advanced X²=1398,408 .000 0,125

Loyalty 
programs

No X²=1250,447 .000 0,129
Yes X²=1224,866 .000 0,145

Customer value
Low X²=804,883 .000 0,135

Medium X²=946,932 .000 0,118
High X²=236,343 .000 0,104

Age
Young

Repeated 
Calls

0,382 .537 -
Middle age 0,429 .512 -

Senior 1,761 .185 -

Gender
F 240,561 .000 .058
M 240,536 .000 .062

Relationship 
length

Beginner 165,174 .000 .061
Advanced 146,761 .000 .041

Loyalty 
programs

No 253.675 .000 .066
Yes 256.430 .000 .058

Customer value
Low 508.562 .000 .107

Medium 17,843 .000 .016
High 0,009 .924 -

Table 5. Results of the predicted hypotheses. Source: authors.

Hypothesis Result Hypothesis Result

H1
H1 a) Supported

H4
H4 a) Supported

H1 b) Supported H4 b) Supported
H1 c) Supported H4 c) Supported

H2
H2 a) Supported

H5
H5 a) Not supported

H2 b) Not supported H5 b) Not supported
H2 c) Not supported H5 c) Supported

H3
H3 a) Not supported

H6
H6 b) Not supported

H3 b) Not supported H6 c) Not supported
H3 c) Not supported H6 c) Not supported
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young people proved to strengthen the relationship between one of the variables (FCR)
and repurchase. But three control variables demonstrated a higher association with the
variables: customers with shorter relationship length with the service; customers par-
ticipating on loyalty programs and low value customers, since the relationship between
the predicted variables were higher on these groups.

As we predicted, customers with a shorter relationship length with the service
(beginners) were proved to be more sensitive to service convenience than customers
with longer relationships (advanced). This may be happening due to the exit barriers
and costs of changing into a competitor that advanced customers would face. Though
we expected that customers not participating on loyalty programs would be more
sensitive to convenience (they can easily change service provider), customers partici-
pating on loyalty programs proved to be more sensitive to time and effort expenditures
on their interaction with Call Centers. We expected that higher value customers would
be less willing to expend time and efforts on services, but we found out that low value
customers are the ones more likely to abandon the service. High value customers have
more barriers to change into competitors than low value customers, since they use the
service more frequently than low value customers.

6 Conclusions and Implications

Our study brought new findings to service convenience literature. First, through the
analysis of a database representative of customers’ effective behaviour, we empirically
validated the importance of service convenience on customers repurchase behaviour.
Though literature has proved the impact of service convenience on customers satis-
faction, loyalty or repurchase intentions before, it lacked studies on customers real
behaviour, instead of behavioural intentions or perceptions, what strengthens our
findings.

Second, for the first time, the convenience construct was related to Call Centers
performance

Third, relating the concept of service convenience with Call Centers operations, we
found clues of which Call Center performance indicators, in what concerns customers’
time and effort expenditures, impact on repurchase behaviour.

Fourth, we explored and identified the contractual characteristics which distinguish
convenience-oriented customers. Several studies had studied the demographic and
socio-economic factors characterizing convenience-oriented customers, but only [2]
stated that contractual characteristics may differentiate customers willing to spend time
and effort on services.

Besides these new contributions to service convenience literature, we leave clues for
Call Centers managers to operate. First, having found evidences that resolving cus-
tomers issues the first time they call (First Call Resolution), the quickness of response
(Average Handling Time) and preventing them to recall (Repeated Calls) are elements
of the Call Centers performance impacting on customers’ repurchase behaviour, we
outlined the key indicators which Call Centers managers must manage and improve.
Second, we helped to profile customers according to patterns of convenience demand,
through contractual characteristics. Segmenting convenience-oriented customers and
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knowing who the groups less likely to wait are, managers may assign them higher
answering priorities and convenience solutions, in order to assure the repurchase of the
service. Our findings provided foundations for efficient planning and management
strategies, based on patterns of convenience demand.

7 Limitations and Future Research

The telecommunications service we studied implies a contractual relationship with the
service. A similar study may find different conclusions in services discontinuously
used, whose exit barriers are little or inexistent.

Research should, also, look for convenience-orientated segments in what concerns:
(i) the type of service. Future research must seek to understand in which services
customers ask for more convenience and in which of them they are willing to spend
time and effort; (ii) price. Some customers may be price-oriented and likely to expend
time and effort if that means saving money, whereas others would prefer to pay more if
it means a more convenient service; In other words, research should try to find out who
convenience orientated customers.
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Abstract. Service Science can be considered as the study of the interaction
between human beings, technology and business. This paper describes the use of
technology to analyse visitor’s experiences in order to improve the tourism
business sector. Despite what the mere accidental observation could show,
tourism is one of the significant experiences for human beings. Moreover, it is
one of the services with most potential for generating wealth. Service Science
should be a key for companies and regions to properly design and man-
age tourist services. This paper describes a study with both sentiment and
qualitative analysis carried out using the opinions of foreign tourists in the
Philippines. The value of this work lies in providing recommendations on the
basis of a systematic study. Thus, the potential of analyzing services through a
scientific focus is shown.
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1 Introduction

An examination of the relevant literature finds limited studies that capture quality of
experience using service science approach in tourism sector, a flourishing service
industry and a potential driver of growth.

There has been a growing recognition that service science has directed the service
sector, which is the largest sector of the economy in most advanced societies, to
become more systematic about innovation. The service sector is turning into the largest
sector in developing nations as well. This study, hence, examined the tourists’ quality
of experience in the Philippines, a developing country.

1.1 Service Science and the Importance of Meaning Construction

Service Science can be considered as the study of the interaction between human
beings, technology and business. Regarding the first component, research has drawn
science to the study of how the human mind perceives the environment and how it
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interprets and stores the events and concepts it processes. Furthermore, the relevance of
meaning construction in the interaction between human beings and services has been
already pointed out [1].

As research shows, the presence of meaning in life has a positive correlation with
happiness and positive feelings, and a negative correlation with depression and neg-
ative feelings [2]. The search for meaning provides premium in the lives of human
beings than the mere seeking for happiness.

At the biological level, the ability to predict is the main function of the cerebral
cortex and the basis of intelligence [3]. This suggests that the brain is constantly
making internal meaning making, predictions and connections to plan ahead. [4].
Arguably, memory is a constructive process where information is stored and retrieved
to make simulations of the future [5]. As accurate prediction is a key for existence,
human beings’ search for meaning is related to survival. However, the main task of
mental processes is the creation of meaning making instead of the simple generation of
accurate predictions. Moreover, this suggests that there is a difference between logical
and psychological meaning making of concepts [6].

Human beings cannot remember things as they happened. Studies on the remi-
niscence effect have proven that the period of years from which most events and
activities are remembered is between 10 and 30, and that these events and activities are
judged as the most important or the best. [7]. The construction of meaning, therefore,
suggests that it is both biological and psychological processes that has bearing both to
individual and public life.

1.2 Meaning, Narratives and Experiences

The elaborations carried out by the mind help to construct identity in the shape of an
autobiographical narrative that needs to be meaningful for the person and the envi-
ronment [8]. When a person interacts with an experience, a new opportunity for
meaning construction appears. If there is an alignment between the experience and the
former narrative of the person, or if that alignment can be developed, then meaning is
constructed and the experience will be part of the affirmative identity of the person. If
that alignment does not exist or cannot be developed, the experience will be part of the
set of experiences the person has rejected, and thus will not be part of the person’s
identity. People will be likely to engage in experiences that naturally adapt to their
parameters. This process resembles the idea widely spread by constructivist authors
that every time the human mind finds a new concept there is an interaction between the
matrix of previous knowledge and the incoming knowledge, producing an integrating
effort usually called learning.

1.3 Services as Experiences

According to Hassenzahl and Tractinsky [9], experience is the consequence of the
interaction among the user’s inner states, the features of the designed system, and the
context in which the interactions take place. Diller, Shedroff & Rhea [10] noted that
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experiences are the conscious feelings that something changes within the human being.
Decidedly, experience occurs every day. Some experiences may be superficial while
others are meaningful. Moreover, the experiences maybe random events such as family
gatherings or work activities, but they can also be experiences deliberately designed to
produce an effect, such as services. Thus, it is possible to model the interaction between
customers and the services that can be considered deliberately designed experiences.

The new service is substantially related to the previous autobiography of the
individual. Here, meaning is constructed and the service is accepted by the user as
described using language and is finally integrated into an individual’s life plot thus
connecting to other related products and services. However, if the experience does not
find a fixing point in the consumer’s identity, quite probably it will be rejected.

In brief, the keys that establish the difference between successful and unsuccessful
services are more complicated than the simple notion of quality assurance. This
also suggests that the mere assumption of the emotional bond between people and
the services they use should also be re-visited. People create life bonds with services
searching for meaning in them. The active design and management of experiences is a
central activity for companies in their effort to create value.

1.4 Tourism as a Life Experience

The narrative of interaction between experiences and services takes both central and
peripheral roles. However, contrary to what perhaps a mere anecdotal observation
could reveal, tourism is one of the relevant, if not vital experiences, in human life.

Indeed, for decades it has been noted that tourism means more than just the joy of
leisure or the mere curiosity to know other realities. John B. Allcock’s Tourism as a
sacred journey [11] was a ground-breaking and inclusive work, in which previous
studies by MacCannell (1976) and Horne (1984) were quoted to suggest that tourism
appears as a secular substitute for organized religion and that the essential structure of
tourist attractions, among which museums stand out as the most typical example, bases
upon asymmetric power relations and the existence of authenticity.

A more recent study by Willson, Mcintosh and Zahra [12] shows that spirituality is
the essence of human beings. This concerns the individual’s search for the meaning of
life related to self-fulfillment, transcendence and the making of connections between
the individual and other entities. In their phenomenological study, they show that these
three values can be found in specific touristic experiences.

It is relatively easy to see the importance that tourism has in the life of human
beings when certain varieties are analysed, as in the case of frontier tourism, when a
person embarks on adventures of extreme explorations, which sometimes recreate
mythical journeys. In some cases, participants aim at recreating heroic journeys, such
as going to the Antarctica to emulate polar explorer Ernest Shackleton, whom many
frontier tourists consider almost a close friend [13]. In other cases, motivation implies
rewriting the past, highlighting aspects of certain expeditions that had been forgotten or
restoring the reputation of fallen heroes. Still others focus on facing challenges and
overcoming them. Others focus on achieving prestige or a status, and the wish to live
an authentic experience and assume an explorer’s or an adventurer’s role. However,
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none of these motivations has anything to do with simple passive rest or mere curiosity
to know the world. Of growing attention are tourists that go to extreme places, such as
the poles, the highest peaks, the most dangerous seas and the driest deserts in the world.
Actually, this kind of tourism is becoming so common that critical voices claiming
greater care of protected sites have begun to be heard [14].

Adventure tourism as put forward by Varley [15] suggests a different form where
there is the elaboration of tourism’s various new components. Firstly, the existence of
the responsibility of tourists, and thus, the capacity to assume the consequences of
one’s own decisions. Secondly, the confrontation with risks and uncertainty, which
implies the confrontation between one’s own abilities and the environment. Thirdly, the
experience of “transcendence” by crossing the frontier of the everyday life.

Another valuable example that illustrates the connection between tourism and
central aspects of human life is film tourism, in which the main goal is to visit a site
related to the film world. Bauchmann, Moore and Fisher [16] presented this type
tourism experience in New Zealand in the cinematographic setting of Lord of the Rings
where participants’ wish was fulfilled to find them in a location they considered
authentic as far as the film is concerned. These experiences are interpreted as
expressions of the need to have a meaningful experience. Second, there is also that
importance of being physically on the film location. The authors also noted the
essential tourists’ experience of meet other people as part of a community with similar
interests. Interesting, authors pointed out, that the film tourists’ experiences are similar
pilgrimages.

Perhaps the most evident example of how tourism can constitute an essential
experience in human life is found in those people who have made of travelling a way of
life. In his research on this phenomenon, Cohen [17] shows that this way of under-
standing life is an extension of backpacking tourism, in which tourists eventually turn
geographic mobility into their life’s axis, whether as backpackers, crossing the ocean
on a ship or travelling in their caravan. Cohen’s ethnographic analysis of twenty-five
life-style travelers that had been travelling for between three and seventeen years
excludes any consideration of this way of seeing life as something anecdotic and trivial,
and it exemplifies that the basic ingredients of tourism can provide full meaning to a
person’s whole life.

1.5 Tourism as an Impetus for Growth

Tourism has found its potential as an engine of growth of a country and has been
tremendously progressing over the years. Despite the ambiguity of the world economy,
global tourism industry has grown spectacularly from a mere 25 million in 1950 to a
record of 1.087 billion in 2013 [18]. It is also considered as one of the world’s largest
industries, contributing trillions of dollars annually to global economy; creating jobs
and wealth; and stimulating capital investment.

Despite sporadic shocks, international tourist arrivals grew by five percent in 2013
to 1.087 billion. In 2013, international tourism receipts reached USD 1.159 trillion
worldwide, up from USD 1.078 trillion in 2012 as presented in 2014 by UNWTO.
Furthermore, according to the World Travel and Tourism Council (WTTC), the direct
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contribution of travel and tourism to Gross Domestic Product (GDP) was USD 2, 155
billion (2.9 % of total GDP) while its total contribution to GDP was USD 6, 990.3
billion (9.5 % of GDP) in 2013 [19]. Travel and tourism generated 100, 894, 000 jobs
directly in 2013 (3.4 % of total employment) while its total contribution to employ-
ment, including jobs indirectly supported by the industry was 8.9 percent of total
employment (265, 855, 000 jobs). The industry has certainly wielded substantial
economic benefits in exports and investment sector. Visitor exports generated USD 1,
295 billion (5.4 % of total exports in 2013) and tourism investment in 2013 was USD
754.6 billion or 4.4 percent of total investment.

In most developing countries endowed with significant tourist attractions, tourism
has emerged as a new impetus for economic growth given its ability to generate foreign
exchange and employment [20]. In the Philippines, international visitor arrivals jumped
9.56 percent to 4.68 million 2013, with an increase in average daily expenditures by 8.7
percent to USD 101.12. Moreover, total revenues gained from inbound visitors went up
15 % to an estimated USD 4.4 billion (PhP 186.15 billion) for 2013 [21]. The tourism
industry employed 3.8 million Filipinos, or 10.2 % of national employment in 2011
[22]. As tourism continues to flourish in the Philippines, it has been tapped as a prime
factor to uplift the economy.

1.6 Implications for the Design andManagement of Touristic Experiences

Applying science to services can improve service design and delivery substantially. In
this case, by highlighting the relevance of tourism for people. Human beings search for
the construction of meaning drawn from the interaction with experiences provides
coherent life narrative. The consistency of the life narrative in turn provides identity. If
it is true that tourism experiences can actually posit as a central aspect of human life,
then these types of experiences can actually transcend the mere quality assurance for
tourists or the simple verification of emotional bond. Because in the same way that
nobody goes to a restaurant just to feed themselves and that no vacation can just be
seen as the addition between means of transport, a shelter and something to feed them
with, it is easy to ascertain that people are almost always looking for something else in
their touristic experiences. Tourism experiences can be connected to individual biog-
raphies and life narratives, even to the meaning they give to their existence.

For this reason, it is important to transcend the way in which the touristic service is
usually studied, designed and delivered, coming closer to the deep understanding of
what it means for participants. In this way, it is necessary to go beyond the concepts of
quality assurance and customer service to immerse oneself in the design and man-
agement of customer experience, starting with the use of tools that truly reveal such
meaning.

When the human brain models the world, language plays a key role since it con-
tributes to cognitive development by providing the setting of analogies and relation-
ships and representations that allow abstraction [23] and this is why the analysis of
tourists’ opinions when they describe their experiences must constitute one of the main
approaches in this field.
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The present work is precisely a contribution in this line, which intends to apply
sentiment analysis tools [24, 25] to a significant series of tourists’ opinions which
describe their experiences in a specific geographic area in the world. The starting point
of this approach is that only through the in-depth analysis of tourists’ experience will
the keys to its accurate design and management be revealed.

2 Methodology

This research sought to identify how the foreign tourists describe the quality of
experience they had in the tourism facilities (TF) with the end goal of providing a
research-based service and delivery design. It is mainly qualitative relying on the
subjective experiences of foreign tourists in the Philippines.

The participating TF are from the Calabarzon Area (Cavite, Laguna, Batangas,
Rizal and Quezon), Philippines, accredited by the Department of Tourism. The TFs
include: Summit Ridge Hotel, Taal Vista Hotel, One Tagaytay Place, Island Cove
Resort, Picnic Grove, Pagsanjan Falls, Enchanted Kingdom, Caliraya, Club Funta
Fuego, The Farm at San Benito, Thunderbird Hotel-Tanay and Villa Escudero. All the
TFs’ on-line reviews from TripAdvisor.com and Agoda.com were gathered selecting
only the reviews of foreign tourists from 2012 to 2014 with a total of seven hundred
two (702) reviews. These reviews were sent to a sentiment analysis company for the
processing of data (see acknowledgement at the end of the paper). This company uses a
proprietary deep linguistic analysis platform powered by grammars, dictionaries and
also business rules, specific for each case. Even if some amount of statistics is used, the
key component of their engines is the linguistic analysis of each one of the sentences in
the text. Based on these engines, sets of semantic services have been built, like entity
and concept extraction, sentiment analysis or categorization. After the sentiment
reviews were statistically treated, themes were formulated to set the tourists’ sentiment
topics. Based on a frequency count validated through SPSS statistics software, the top
sentiment topics with the descriptive words associated by the tourists were identified,
before proceeding to the qualitative analysis.

3 Results and Discussion

The sentiment analysis provided a series of data regarding the analyzed opinions:

1. An order number of the selected text string.
2. The text string that contains the opinion.
3. Sentiment topic: the concept about the opinion is given.
4. The words that express the opinion.
5. Sentiment score: intensity of the sentiment (ranging from −16,00 to 31,25).

A word frequency count was carried out through the whole text to detect the top ten
commented concepts. Then another word frequency count was carried out to identify the
top ten frequent words regarding those concepts. Table 1 summarizes the most com-
mented topics, their frequency and the mean an standard deviation of all the text strings
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regarding them (all opinions: M = 1,13, STD = 2,28). As this table shows, the top ten
concepts show a positive sentiment, so it can be said that the foreign tourists globally
feel that the tourism experience in the selected places is good. The means and standard
deviations show that the sentiment is quite similar across the different concepts.

3.1 Views

With a total of 526 mentions this sentiment topic group is the most important of all, the
one in which the tourists focus their attention and ratings. Therefore, it is undoubtedly
the epicenter of tourism in the area, and the opinions that tourists poured over it are of
utmost importance. Some of the significant words used to refer to these attractions are
“amazing”, “breathtaking”, “stunning” and “spectacular”. The words undoubtedly
speak of the potential of these places to arouse emotions. Other words they used to
express appreciation of the views are “nice”, “great” and “beautiful”. The authors
integrated Views/Taal Volcano and Place/Location together due to similarities of the
type of TFs included in the study, wherein natural scenes can be commonly found, and
the overlapping of tourists’ idea of these variables.

These findings reveal that tourists are fascinated with natural attractions or places
with appealing scenes because of the remarkable experience these places create. In a
physiological perspective, the views (stimulus) processed through the limbic system of
the brain perceived as “amazing”, “breathtaking” and “stunning” generate pleasing
emotions to the tourists. For such, the physiological impact of the views to the tourists
also creates a favorable psycho-emotional experience.

Studies cited that people tend to prefer natural environments more than built
environments because of the benefits in health and wellbeing an individual may acquire
from engaging with a natural view such as restoration of physical and mental energy

Table 1. Most frequent concepts, frequency, sentiment analysis mean and standard deviation.

Most frequent concepts Frequency M STD

Taal/volcano/lake/view/views 526 2,69 2,29
Room/rooms 360 1,14 1,9
Hotel 318 1,12 2,31
Staff 245 2,51 2,70
Food 190 1,30 2,29
Place/location 212 2,56 2,35
Service 111 2,15 2,05
Breakfast 108 1,16 1,83
Stay 103 2,38 2,22
Pool 72 0,96 2,01

The Taal Lake is a lagoon that surrounds the Taal Volcano. A
significant percentage of the sentiment topics “view” and “views”
were connected to it.
This concept was excluded from the analysis due to insufficient data.
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[26–28]. While in a place or location from which a beautiful view of nature can be
accessed, the individual tourist’s feelings may consciously or unconsciously facilitate
physical and mental restoration thereby produces pleasing and gratifying experience.

Attractions, whether natural or man-made, are of paramount importance to tourism
industry because they have special appeal to visitors, and have major pull factors for
tourists in their chosen destinations [29]. According to Swarbrooke [30], tourism would
not exist if it were not for attractions. Furthermore, tourism attractions contribute
significantly to the economy through increasing revenue and investment. Specifically,
these attractions provide government direct income from government – owned
attractions, taxes paid on bought items, and taxes paid by employees who are directly
supported by the sector. These attractions also generate employment (both direct and
indirect jobs) and foreign exchange earnings.

3.2 Service

Several sentiment topics were integrated under service such as rooms and staff of
hotels. The service in the TFs were described positively by the tourists as “good”,
“great”, “excellent”, “impeccable”, “friendly”, “top”, “efficient”, “best” and “awe-
some”; and three counts of “poor” as negative description. Similarly, hotels were
described as “nice”, “great”, “good”, “clean”, “friendly”, “beautiful”, “new”, “com-
fortable”, “big” and “excellent”.

Service to a Filipino is an extension of the Self. This has been coined as kapwa/
shared identity [31]. Quite often this concept is related to either the visible hospitality
and/or generosity of the Filipino to guests. The idea does not mean that the Filipino
does not draw inclusion versus exclusion among guests but such drawing of lines is so
much flexible, even in work places. Thus, Filipinos extend extreme sensitivity to
comments, desires and expectations of guests. This kapwa spirit is extended to the
service of foods, rooms and/or staying areas as well as the intense focus of providing
deep interpersonal relationships among guests. This study shows that this Filipino
value was visibly felt and identified by tourists and was included in their meaningful
experience.

3.3 Rooms

Running a frequency count, the top ten primary keywords across the text strings
directly linked with the topic “room” are: “clean”, “comfortable”, “nice”, “spacious”,
“big”, “large”, “good”, “deluxe” and “great”. It can be said that all of them are positive,
that comfort and cleanliness are important, and it is also relevant that tourists pay
attention to size of the room (three out of ten adjectives are related to that: spacious, big
and large) The results show that when guests are paying for a room, they expect it to be
clean, spacious and comfortable as should be.

Guests are expecting an accommodation that provides them excellent services,
especially to meet the high standard quality of customer care [32]. Accommodation
provides the base from which tourists can engage in the process of staying at a
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destination [33]. Primary accommodation covers basic lodging amenities: room with
beds, furniture, bathrooms and air conditioning units. Other amenities include tele-
phone units, television sets, internet connection, child care facilities, restaurants, and
swimming pool to meet the demands of customers. These vary depending on the type
or start-rating of hotel [34].

The accommodation sector is one of the most visible and tangible elements in the
tourist’s trip and experience, and is often sold as part of the product. Thus, quality
standards and tourists’ satisfaction levels with their holiday experiences are intrinsically
linked to the accommodation sector. The consumer is consuming an experience where
tourism, hospitality and accommodation are integrated [35].

Hotel cleanliness is part of an appreciated accommodation and is one of the most
important factors in gaining customer loyalty. People tend to gravitate towards hotel
options that are known to provide a clean environment. Moreover, hotel and accom-
modation focuses on service because excellent customer service combined with a
proven product will lead to increased customer satisfaction and thus a higher service
quality will be observed [36].

3.4 Staff

The frequency word count for “staff” detects these ten primary words as the main ones:
friendly, helpful, attentive, courteous, polite, nice, great, professional, good and
excellent. All of them are positive, and it can be relevant that the first two in frequency
are “friendly and helpful”, which could mean that the tourists feel that the staff are both
kind and efficient.

Based on the result, tourists value the personality traits and skills of the staff in the
tourism facilities visited. The primary words associated with the staff depict the idea
that tourists give importance to staff services where personality traits such as being
friendly, helpful, attentive, courteous, polite, nice and professional are demonstrated. In
the study on service quality in hotel and influence of personality traits, it was concluded
that there is a significant influence of personality traits such as “agreeableness and
conscientiousness” on service quality as well as being respectful and courteous to
customers [37]. Conceptually, Trait-and-Factor theory in Career Counseling stresses
that individuals have unique patterns of ability or traits that can be measured and
correlated with requirements of occupations because they are considered important in
the successful performance of a job [38]. When an individual’s competencies and traits
are fitted in the job, the individual becomes effective and efficient resulting to job
satisfaction. Consequently, the individual becomes more zealous in doing his job, thus
provides quality service to customers. In return, customers are contented with the
service provided to them leading to the creation of a pleasing experience.

Customer service is of critical significance for the tourism industry now more than
ever before as customers (tourists) become more rational and spend more cautiously
and are looking to increase value for money and are less forgiving of mediocre service
[39]. High level of satisfaction results from excellent customer service. Thus, it is
essentially important that customers are treated well and given the highest standards of
service to ensure customer loyalty and improve business performance.
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3.5 Food

The top ten primary words across the text strings directly related to the topic “food” are
good, great, excellent, healthy, expensive, delicious, tasty, wonderful, pricey and fresh.
The majority of these adjectives is positive, and reflects the interest of tourists on taste
(tasty, delicious) and quality (healthy, fresh). Nevertheless, it can also be said that a few
tourists perceive that the food is expensive. Likewise, breakfast was described positively as
good, great, excellent, delicious, free, varied, satisfactory, huge and fresh, and negatively
as bad. Food and breakfast were analyzed together because of their sameness as variables.

The other words (good, great, excellent and wonderful) in addition to tasty and
delicious also refer to “taste” or words that the tourists used to describe the quality of
the food. Although very few of them, tourists also value healthy foods.

The basic truth in the hospitality business cited in researches is that meeting the
needs and expectations of guests is necessary for success [40]. Failure to meet the
guests’ expectations and needs means they will not return which may have negative
impact on the business.

Previous studies on customer expectation and service-quality perception in the
food-service industry have revealed certain important attributes, such as low price, food
quality (food taste and nutrition properties), value for money, service, location, brand
name, and image [41, 42]. More specifically, the fundamental factors that contribute to
customer satisfaction in restaurants include the food (hygiene, balance and healthiness),
physical provision (layout, furnishing, and cleanliness), the atmosphere (feeling and
comfort), and the service receive (speed, friendliness, and care) during the meal
experience [43]. Menu planning and development involves having a concept, knowing
customers’ wants and expectations, employing good staff and equipment, and correctly
gauging profit margins. Many of those factors mentioned were observed by the foreign
tourists in the visited TFs and have created a meaningful experience in their lives.

3.6 Stay

The sentiment topic “stay” can be considered as a summary of the rest of them as a
general concept that the tourists use to comprise their whole experience. Again, all the
adjectives are positive, being the most used: “comfortable”, “great”, “pleasant”, “good”,
“nice”, “enjoyable”, “excellent”, “relaxing”, “wonderful”, and “refreshing”. This shows
that the tourists’ experience in their stay with the TFs in the Philippines had created
favorable meaning in their lives. Nevertheless, their frequency is not high so this part of
the analysis may not be relevant beyond the fact that the tourists evaluate it as positive.

4 Recommendations

Based on the results of the study, the following are hereby recommended:

4.1 Views

The tourism industry should promote and market natural views/attractions as tourist
destinations. This research identifies that this is the most significant and meaningful
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experience as far as the foreign tourists are concerned. It is also necessary to work for
the development, preservation, and maintenance of natural attractions and to promote
eco-tourism in different localities. Additionally, in the absence of a natural attraction/
view in a tourist destination, it is recommended that the tourism facility should be
creative in providing a visually appealing atmosphere/environment in the area.

4.2 Rooms

The rooms and its amenities in the tourism facilities should be properly maintained,
sanitized and kept in order to provide an ambiance of comfort. Likewise, the inter-
national standards on room size should be followed considering the physical built of
different nationalities.

4.3 Staff

Tourism facilities are encouraged to develop and/or enhance the innate favorable traits
and values, oftentimes identified in the Philippines as kapwa/shared identity, of their
staff relevant in providing quality customer service. This research notes that the intense
value (kapwa) of the Filipinos were observed, felt and picked up by foreign tourists.
Thus, systematic and conscious-raising programs highlighting kapwa value are deemed
necessary. Moreover, continuous training and monitoring of staff regarding customer
relations/service should be enhanced. Likewise, devising creative ways to assess staff
performance where customer feedback is prioritized to assure quality service should be
given importance.

4.4 Food

Tourism facilities should provide more menu options and to review their pricing
strategy. It is also recommended that tourism facilities should patronize locally pro-
duced products/ingredients and to offer the local cuisine in order for the tourists to
appreciate the culture in the local area and because they are less expensive. In addition,
healthy food options should also be part of the menu. It is encouraged, too, that tourism
facilities should be sensitivity to the taste preferences and culture of tourists in pro-
viding menu options.

4.5 Stay

Tourism facilities should ensure provision of excellent quality service to customers at
all times to create a meaningful stay in the place particularly on how staffs deliver their
tasks, the kind of accommodation and food offered, and the view/ambiance in the area.

In summary, this research recommends a service tourism design that would create a
psycho-physiologically meaningful touristic experience, capitalizing on the Philip-
pines’ natural attractions and the Filipino’s deep sense of connection and interpersonal
relationship. Moreover, the research suggests an enhanced community-based
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eco-tourism program that banks on the Filipinos’ innate sense of kapwa/shared self-
identity. If the community is involved in such an eco-tourism program, there is a “sense
of ownership” that makes the local tourism stakeholders value the tourist attraction
resulting into preservation, sustainability, and a safe and secured place to visit.

5 Conclusions

Foreign tourists in the Philippines are drawn to two meaningful experiences. First, the
Philippines offers natural attractions which are visually appealing and gratifying
because of its favorable psycho-emotional and physiological effect. Tourists also give
premium to the cleanliness, size and comfort the room provides. Second, foreign
tourists were able to observe, feel and ultimately experience the Filipino value for a
deep sense of connection and interpersonal relationship that is called kapwa. This
significant experience registers in tourists’ appreciation of staff services where favor-
able personality traits like being friendly, helpful, attentive, courteous/polite, nice and
professional are manifested. Tourists also associate the quality of food with its taste and
its nutrition properties.

Service Science can be defined as the study of the interaction between human
beings, technology and business. This paper has described the use of technology to
analyse visitor’s experiences in order to improve the tourism business sector. What the
findings show is the subjective perception of the touristic experience. Based on these
findings and on the above recommendations, the design and management of tourist
services in the analyzed region can be more effective, since it begins in the views that
tourists have written. This way of capturing the customer experience has a number of
significant advantages over traditional quality assurance approach: first, the customer
reviews have been written at the time the clients wanted. By contrast, the classical
administration of questionnaires usually interrupts their natural activity to focus on
them. Secondly, the opinions analyzed show the concepts that customers actually want
to talk about, rather than narrowing their input to the few predefined types of a
questionnaire. Lastly, customers use words that make meaning to them, expressing
what they think and feel with all the subjectivity it implies. In short, these opinions
represent the voice of the customer, which should be the point of origin and destination
of the design and management of the tourist experience. More than that, the approach
described here could be used for the study, design and delivery of other services, like
education, entertainment, healthcare, cultural services and many others.
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Abstract. This paper investigates the application of new technologies in the
sport field. Technology, mainly information technology (IT) and internet, is
deeply changing the overall picture of the sport sector. New technologies
facilitate the knowledge transfer in the sporting event management process, such
as the Olympic Games; at the same time, the innovative techniques can sig-
nificantly affect the athletes’ performance and the social integration of disabled
persons. There is an explosion of technology applications in the sport field in
different sub-organizational areas, but this phenomenon is still underrepresented
in the literature. This paper aims to identify and evidence the main application
areas and challenges faced by technology in the sport setting. This study,
through a review of the literature, represents a research starting point that allows
us to systematize and clarify the main contributions on this topic and to identify
new research perspectives.

Keywords: Technology � Sport field � Performance improvement � Sport
disability � Technological trends in sport

1 Introduction

Many processes, in which historically participants had to collaborate in person estab-
lishing physical interactions, have deeply changed thanks to the support of technology,
and consequently virtual means have been adopted, such as e-commerce, ATMs
automatic teller machines, online distance learning systems [1, 2], and so on [3].
During the last decades we observe an increasing use of the Internet especially for the
services industry [4], e.g. educational, tourism and sport fields; people tend to use on
line programs, above all e-learning and e-training programs because they can save time
and money [5, 6]. Likewise, in the last years, characterizing by high levels of com-
petiveness, innovativeness, and globalization, the global economy is deeply changed;
in this scenario, in which human-computer interaction (HCI) contributes to transform
significantly all the aspects of the human life through the adoption of information
technology, specific fields, such as sport setting, that was not considered relevant in
terms of economic impact, tend to play a crucial role becoming a very significant
business, and are deeply changing thanks to the use of technology. Because of the
increasing importance recognized to the sport field, scholars and practitioners tend to
search for more effective and efficient tools to manage this business.
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This paper through a review of the literature aims to investigate the main appli-
cation areas with the related theoretical frameworks and the challenges of new
technologies in the sport field. In particular, in the last years the introduction of internet
or IT has contributed to promote the development of the sport field thanks to the search
of strategies to improve athletes’ performance or manage a broad range of information
and data.

Technology can significantly affect sport in its facts thanks to computer-mediated-
communication (CMC) and, in general, HCI. Although numerous technologies have
been introduced in sport, in terms of software or digital programs to support the
athletes’ performance, or the transportation system for sporting event participants in a
host community, this phenomenon is still underrepresented in the literature.

This paper aims to examine the implementation of new technologies within the
sport industry showing advantages and challenges of these innovative instruments that
significantly are changing this specific services sector. Hence, this study shows that the
adoption of new technologies is an effective solution in many cases in the sport field
because it is possible to overcome geographic and time boundaries (e.g. the media
communication for the 2014 Football World Cup was characterized by extraordinary
new ways to transfer data showing the football games anytime and anywhere with
special effects), or also social barriers related to any forms of disability (e.g. many
disabled people thanks to the technology can practice sport also at professional level).

This is a theoretical study conducted through a deep review of the literature aimed
to categorize and clarify the main contributions on this topic and to identify new
research perspectives. In fact, the deep review of the literature on the topic has been
conducted considering some relevant aspects to categorize the existing contributions,
such as the specific research area of the studies and the prevalent theoretical frame-
works in order to identify the most technological trends in the field.

This paper is structured as follows: the Sect. 2 describes briefly the sport context
and the role played by technology in the same field, observing the interesting increase
of HCI in many application areas; the Sect. 3 analyzes the specific application areas of
new technologies in the sport field and describe the main related challenges. In fact, we
review the main contributions in the literature on the topic. Finally, the Sect. 4 shows
some final considerations about the phenomenon investigated.

2 The Role of Technology in the Sport

In the prevalent literature, sport has been defined adopting different perspectives and
considering various ways of interpreting. Some definitions have mostly emphasized
physical and competitive elements inside sport issue, others have focused on its cultural
determinants. Besides, in other cases there are generally references to the institution-
alization of sporting forms and the increasing significance of rewards, largely financial,
that overcome the personal satisfaction, identifying different and wider factors that
contribute to define the contemporary sporting landscape. In this perspective, it starts
the process of codification of sport with the need of an organizational structure that
governs its development. For instance, North-Americans tend narrowly to associate
sport concept with competitive game in which some relevant elements are applied, like
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time, space, formalized rules [7]. Further definitions tend to enrich the sport concept,
providing a more comprehensive interpretation thanks to the incorporation of non-
competitive elements, like recreation and health [8–11].

In the overall world it is very popular and well known the slogan “Sport for All”,
which contains a clear message with reference to individuals who are engaged in any
physical activity, both in passive forms, such as passive mobilization or postural
passive alignment, or in more highly active, like walking or playing competitive
football [12]. Indeed, from the etymological point of view, the word sport derives from
the term disport, which means to take own attention away from someone or something.
This word sport is related to the more common habits of people to carry their attention
from the stress and pressures of everyday life [13]. Even though the sport activity finds
a deep motivation in the purpose to escape for entertainment and relax, today sport
employs a wider concept, including both spectators and participants who can satisfy
their needs and beliefs [14].

In the last decades, especially since 2005, the “International Year of Sport and
Physical Education” as declared by the United Nations (UN), the use of sport is
significantly widespread as a tool for facilitating social change; in fact, sport is usually
associated to the promotion of social development, e.g. discouraging criminal behav-
iours or fostering the integration and rehabilitation of people with disabilities [15].

Moreover, over the past three decades, a very distinctive and expanding body of
literature has focused on the sport topic, conceived expression of the characteristics
of the physical and cultural phenomenon. In academic and practical studies sport is
investigated also evidencing its relevant links to the societies. These numerous studies
tend to cross traditional disciplinary boundaries, including historical works [16–19] or
socio-political analyses [20–27]. Indeed, in the broad academic disciplines, such as
social history and sociology, sport has been conceived as social and cultural con-
structions in the globalized era, replicating the characteristics of the societies from
which they are situated [28–30] or succumbing to more homogenized traits because of
the process of globalization [25].

Recently, Read and Bingham [31] have used the term sport “to describe a wide
spectrum of culturally defined physical activities with considerable variation in the
level and nature of organization and competition” [31, p. 5].

In addition, in the last years the meaning of sport has deeply changed enriching of
new elements, even though it keeps the ‘fun’ element as a central characteristic, new
and more complex factors have been included in the sport field, considering also the
evolution of many specializing professional sporting forms in ‘developed’ societies.

This deep evolution of the sport field with its interpretations can be partially
associated to the political and economic changes that have implied effects on the sports
organizations. Thus, the wide debate concerning sport issue can significantly allows
to conceive it as an agent with the capacity to change the environment, with social
and cultural effects. Such debate is still opened and interesting with further
developments.

In this perspective, one interesting theme widely discussed in the academic and
practical sport literature is represented by the technology, more specifically, how the
new technologies are deeply changing the overall picture of the sport field, allowing to
define innovative research areas and developing very new mindsets in the field. IT and
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all the innovative technological tools find application in the sport field in different ways
and with several implications.

In this evolving scenario, the role of technology is becoming more and more relevant
helping to clarifying and simplifying complex situations, such as the sport event man-
agement process or the participation of disabled people to sport competitions, and it
requires a specific set of skills and knowledge because of many challenges that indi-
viduals, companies, corporations and any other organizations are facing in the new era.

Starting from the concept of technology, Loland [32] has argued that this term is
quite ambiguous assuming different expressions depending on the various philosoph-
ical perspectives of analysis. “Sport technology represents a certain type of means to
realize human interests and goals in sport. Such technology ranges from body tech-
niques, via traditional sport equipment used by athletes within competition, to per-
formance-enhancing machines, substances, and methods used outside of the
competitive setting” [32, p. 1]. Any discussions and critical analysis of sport tech-
nology in competitive sport might concern different interpretations of the main ele-
ments of these practices, such as athletic performance [32]. Three ideal-typical theories
have been discussed also evidencing their implications by Loland [32], identifying the
following frameworks: the non-theory (that is to find the way to achieve the goals
through the sport), the thin theory (in this case sport is conceived as an arena for testing
out the performance potential of the humans); the thick theory of athletic performance
that requires equality of opportunity and recognizes sport as an arena for moral values
and for human self-development and enrichment [32].

With reference always to the athletes’ performance, some authors have analyzed the
diverse information technologies used to provide relevant feedback to the athletes [33].
Indeed, in the sport field, we can observe different applications of technology-based
feedback, among them systems, vision, audition, and proprioception are discussed [33].

Technology has deeply changed the content and nature of the sport events, espe-
cially the Olympics requiring more attention because of the need to perform in the best
way [34]. Some scholars still have investigated how the technology can improve power
output and its transferring to athletic performance [35]. Likewise, some interesting
studies have paid their attention to the link between technology, disability and sport; in
fact, technology can allow people with disability to face their challenges and mostly to
facilitate their social integration through the sport practice [36, 37]. Technology has
been largely and increasingly adopted in the sport competitive games, for instance, the
Paralympic sport, in order to enhance the performance of athletes with disabilities [38].
Moreover, significant applications of technology have been discovered in the Olym-
pics, for instance, in the Athens 2004 Olympic Games it was developed a specific
project named PLATO (Process Logistics Advanced Technical Optimization), that was
an innovative approach which, adopting innovative techniques from management
science, systems engineering, and information technology, could change gradually the
planning, design and operation of venues. The ATHOC (Athens 2004 Olympic Games
Organizing Committee) received great benefits using the PLATO project due to the
development of a systematic process for planning and designing venue operations; this
was possible thanks to the use of knowledge modelling and resource management
techniques and tools, generating a rich library of models that is easily and directly
transferable to future Olympic organizing committees and other sport events [39].
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Starting from these contributions in the literature, the role of technology in the sport
field is highly recognized with its different applications and functions. In this wide
range of applications and ways to consider the technology and its implications in the
sport field we argue that it would be useful and interesting to clarify and systematize
the existing studies on the phenomenon.

3 Which Technological Trends in the Sport Field?

In this study we conducted a wide review of the literature on the topic investigated,
more specifically we considered only studies in the sport field clearly focused and
related to the new technologies and any its forms of applications. The prevalent con-
tributions in the literature were identified from a 26-year period (1989 to 2014).1 More
in details, we conducted a search on line adopting the key words “sport”, “technology”,
“athletes”, “communication”, “IT”, “sporting activities”, “sport competition” in Google
Scholar, one main freely accessible web search engine specialized in academic liter-
ature, and in the ISI Web of Knowledge, in the category of management, medicine,
educational, and so forth. The key words were sought only in the published papers, not
including books or book chapters; we considered through brief reading the abstract of
each paper resulting in the search on line and went through the complete reading of the
paper, after evidencing its relevance for our research goal.

We used the following three criteria for selecting papers. First, they must be
published in journals in the range 1989-2014. Second, the selected papers have to be in
English language and contain in their abstract at least the word sport or its derived
terms and the other key words selected in the full text and terms directly or indirectly
referred to all the key words (e.g. sporting or technical measurement or information
systems, and so forth). Third, the articles have to deal with research issues rather than
specialty topics, it means we selected papers from management, educational, medical,
physical activity and all the issues available. We did not select articles only considering
journals traditionally with high impact factor (e.g., Academy of Management Journal or
Journal of Sport Management), we also have considered journals of relatively lower
ranking (e.g., Journal of Sport History).

The reported studies (only papers published in English language on journals in
different research areas) were analyzed to identify mainly the application areas of
technology with all its manifestations (innovative techniques in sporting machines,
technical innovations in sport infrastructures, information systems, and so on) related to
the sport field. Indeed, the search has outlined significant elements showing an
increasing attention by scholars on the issue, which has become stronger over the years.
Most publications are available on two journals, Journal of Sport Adult Education and
Journal of Beijing Sport University.

1 First 6 months in 2014.
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We can distinguish in the papers identified, responding to the search criteria, the
following five application areas for the new technologies applied in the sport field:

– Sport Management (that concerns all studies aimed to investigate the following
themes in the sport field: ethics, media and communication, infrastructures, gender
diversity, sport infrastructures, innovation systems, sport programs and computer
processing. All these issues have been analyzed with reference to the technology,
hence, its specific impact on them);

– Sport Medicine (that includes studies focused on the link between technology and
sport adopting a medical perspective, that is features as the impact of technology on
the athletes’ health, the innovative discovering of techniques to support individuals,
also seniors, and so forth. The presence of the words medicine, medical, health,
wellness allow to identify this application area);

– Sport Disability (that is referred to all the applications of new technologies for
allowing people with disability to practice sport or in general physical activities, and
also innovative instruments to acquire major autonomy);

– Sport Events (which consists of all the studies on sport events only if they represent
innovative events thanks to the adoption of new and more interesting technologies
to manage data and information or to realize spectacular ceremonies);

– Athletes’ performance (this area regards all the technologies, like prosthesis or
specific innovative equipments, that can really produce an high impact on the ath-
letes’ performance; in fact, some useful technological instruments find application to
improve continuously the athletes’ performance, searching for the best result).

The most theoretical frameworks applied in the investigated papers in our sample
concern the Social-Cognitive Theory and the Transtheoretical Model with reference
mainly to the athletes’ performance research area, and the broader Social Marketing
model that has been linked to physical activity programs and campaigns.

The papers resulting from the research were totally about 257, mostly in the Sport
Management area with about 63 % on the total (165 papers vs. only 21 articles in the
Athletes’ performance area).

Since 2000 we observe a significant increase of the papers respecting the criteria
search. This significant growth of articles on the topic can be partly explained con-
sidering the increasing attention to the sport field, recognized as relevant business, and
also to the spread of new ways to “live” the sport and the great success reported by the
Sydney 2000 Olympic Games, named “Green Games” for their great interest in
respecting the earth equilibrium thanks also to the adoption of new technologies. The
analysis conducted outlined two years with the highest number of articles responding
of our search criteria: in 2006 and 2008 the prevalence of studies concerns the Sport
Management area. In all the application areas identified, theoretical papers are mostly
considered compared to empirical studies. The findings of the search also has outlined
some challenges and critical aspects that still needed to be explored. Although
the prevalent literature evidences and investigates the role played by the technology
in the sport field; some critical themes have been identified, such as the implementation
of the new Olympic technologies, the critical relationships between the adoption of
new technologies to improve the performance and ethics issues, the impact of tech-
nology on coaching, traditionally known as “vis-à-vis” relationship, and so forth.
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The search area mainly investigated, as evidenced, concerns “Sport Management”,
that considers many sub-themes very interesting, such as the impact of new technol-
ogies in the definition of the rules of the game (see e.g. the deep changes occurred in
the regulatory system of the Football competitions) and in the traditional way to coach
the athletes with the adoption of ad hoc sports management software (see e.g. the case
of the German Football Team at the 2014 World Football Cup), the leisure and
entertainment with the innovative channels for the communication (electronic mass
media are able to show the sport competitions in real time), the ethical relevance of the
issue [40–45].

One exemplary and interesting application area in the sport field is represented by
the sport event, in fact we observe the presence of numerous papers on the topic. IT
plays a key role in the sport event management process in facilitating and controlling
information and data sharing, especially because of the unpredictability of economic,
social, environmental and organizational effects linked to the event. Diversified and
interesting applications of IT and control tools in many areas can be applied, such as
transportation service, security, health care assistance, financial, socio-economic and
cultural impact analysis, communication service, tourism, and so on.

An interesting application of Information and Communication Technology (ICT) in
the 2002 Winter Olympic Games in Salt Lake City in the health care service for athletes,
event participants, organizers, volunteers, and tourists. For example, an “information
service system” was implemented to assist hospitals in the medical surveillance [46].
COMPASS2008 constitutes another information service system for planning all the
planned, in fact, this software considers the mobile digital, multilingual and multimodal
companion for participants and visitors of the 2008 Olympic Games in Beijing [47]. To
manage all the data and information regarding sport events, in fact, the specific unit
within each OCOG (Organizing Committee for the Olympic Games), the Olympic
Knowledge Service (OKS), used the TOK (Transfer of Olympic Knowledge), a specific
software (programme), that was established in the Sydney Olympic Games 2000 by the
SOCOG to manage all the data and information regarding the event [48–50].

Another relevant area investigated regards the changes derived by the application of
technology in the relation between disability and sport, in fact, thanks to the enrichment
and development of innovative instruments (high quality standard prosthesis, software
to monitor athletes with disabilities) people with disabilities can perform sport activities
without high risks or any difficulties [51–54]. For instance the most famous case of
athlete with disabilities is represented by Oscar Pistorius, that has activated a great
discussion on the open question: is it an equal right or unfair advantage? [54]. This
question is still debated. Otherwise, the adoption of new technologies with all its forms
in the sport field affects significantly the traditional development of the sport activities,
changing deeply the human interactions because of the increasing attention to the
“technical part” of the sport, maybe not considering the main role played by the sport,
that is to promote the social and cultural integration.

Many authors have paid their attention to the introduction of technologies to
improve highly the athletes’ performance, and in this case ethical issues are discussed
too and also the relevance to know HCI appropriately [33, 55–57]. In this area the
attention is also paid to the training process of the athletes, in fact, Bettoli [58] has
evidenced how information technology and computers can provide useful support in
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sport teaching situations, helping to simplify and increase the efficiency of working
procedures, enhance professionalism and provide a platform for effective team work;
while, Ross [59] analyzed computer programs useful to sports and recreation instru-
ments, including important features, such as team capacity, league formation, sched-
uling conflicts, scheduling formats, master schedule, team schedules, reports, team
rosters, standings, and optical scanning.

4 Final Considerations

Sport has now become a very important business for its growing economic and social
impact and, it is also recognized a much interesting research field in many different
disciplines such as medicine, management, economics, and so on. There exist also
many technological, cultural and artistic approaches to sport.

The development and adoption of new technologies in any forms and tools have
significantly changed relevant aspects of the traditional sport field. Technology can
provide positive effects, such as to facilitate improvements in athletes’ performance,
thanks to the innovative understanding, monitoring and evaluation performance soft-
ware, or to integrate people with disabilities, or to overcome geographic and cultural
barriers thanks to the new mass media. Although all these recognized benefits derived
from technology, its impact on the sport field is very relevant and sometimes alarming,
because it contributes to change deeply the human interactions concerning the tradi-
tional sport competition. Otherwise, HCI changes significantly the development of
human processes, especially in the sport field, e.g. the relationship between coach and
athlete, or the way to perform and interact of athletes who, for instance, pay more
attention to the public image for business, or the ethical and moral consequences of the
use of technology.

Technological innovation often changes the nature of a sport, but this topic is still
unsearched and underrepresented in the literature, either by scholars of sport or tech-
nology. The findings of our study can confirm that the interest in this topic is still
limited, even though it is increasing in the last two decades and there are not specific
theoretical frameworks developed to investigate how technology is deeply changing the
overall sport field, for instance in terms of human relations theories.

This paper presents a brief review of the contributions in the literature on the sport
related to technology. It is a theoretical study that presents many limitations, of course,
for the methodology adopted and the need to deeply investigate the theme. In the
future, thanks to this starting research point, it might be interesting to investigate
the implications of new technologies in the traditional sport relationships, such as
the coach-athlete relation or the assessment and measurement of athletes’ performance.
In many of these processes, new technologies can deeply change the way of their
development with negative or positive effects. In the future development of this study,
starting from the main research areas identified in the field, we might conduct a meta-
analysis, to identify in a wide research design the main variables of the impact of
technology on the sport field, also adopting and developing interesting theoretical
frameworks and not easily describe the prevalent existing contributions. Interesting
future research topics related to this starting study might be related to the following

Technological Trends in the Sport Field: Which Application Areas and Challenges? 211



areas: the most effective way and tools to monitor and measure athletes’ performance,
adopting theoretical frameworks like resource based view (RBV) or social exchange
theory; the development of software and programs aimed to plan any sport events and
to perform the competitions with a deep data collecting and organizational memory of
any relevant aspects; the impact of technology on the relationship between sport, health
and medicine with particular attention to people with disability.
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Abstract. The big squeeze on public spending and the need to get Italy’s small
local councils fully on board the e-government agenda is forcing both the public
and the private sector to think of new ways to source and deliver public services.
The sharing of services is one solution that goes beyond the traditional
insourcing/outsourcing model to cast the SSO in the primary role of Information
and Communication Technology (ICT) provider. The paper illustrates a case
study in which, after a few “false starts”, an Italian company made the positive
transition from PPP to public SSO, building relations of trust and a flexible offer
that met the councils’ need to retain their individuality. The general reflection
that follows has the aim of further informing the debate on the redesign of
organizational activities through service management, and supports the conti-
nuity of the basic organizational logics that inform the practices of the public
SSO.

Keywords: Service science � Shared services � Shared service organization �
ICT provision � Municipalities � Outsourcing � Public sector

1 Introduction

Italian local governments continue to scratch their heads over which Information and
Communication Technology (ICT) sourcing strategies can best meet their needs, even
though the public managers now have a wider spectrum of tools and modular solutions
to choose from. Among Italy’s various administrative entities, the local councils are the
most adventurous in exploring the new solutions [1, 2] and some have even embraced
the shared- services option that the corporate sector developed in the late 1980s [3].

The past 30 years have seen a multitude of ICT investments yet the current liter-
ature does not beat a clear path through the thickets of sourcing information systems,
the implications on the firm’s boundaries, and the related theoretical challenges [4].
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A rich body of literature [5–7] has shown that in-house sourcing, shared services and
outsourcing form a continuum of possible solutions in which the solutions are so mixed
and multiple that even the definition of the organizational boundaries might be
difficult [8].

“Shared services” (SSs) is an umbrella term [9, 10] that signifies the concentration
of one or more processes spread across one or more organizations or across more
divisions of the same organization [11]. A shared service organization (SSO) can
therefore aggregate activities, functions, systems and personnel in one single hub of
competences from which it manages these activities as the core part of its business
model. Large corporations use the shared-services option mainly to achieve efficiency
gains through the ongoing improvement of processes [3, 12]. Therefore, the adoption
of the shared-services strategy and the involvement of specialized SSOs must fit into a
more general organizational framework in order to increase supply chain integration
and balance the expected economic performance and the related risks [13].

In the public sector, precise government mandates and independent choice are the
two factors (antecedents) [4, 8] that lead the central and local administrations [12, 14, 15]
to progressively adopt shared-services arrangements. The intrinsic features of infor-
mation systems means that most of the SSs are directly or indirectly involved in
information processes [16, 17, p. 261], not least because many public services rely on
ICT for their delivery [18–20].

The qualitative study adopts an exploratory research approach to investigate the
supply-side of the shared-services option and asks “What makes the SSO a new frontier
in the way public services are delivered?” That may seem a rather trivial research
question but few studies have focused on the nature of these organizations and the
conceptualization of their founding principles to date (as confirmed by the recent
review of Fielt and co-authors [21]). For example, the embeddedness and the centrality
of information as a strategic asset in services means it is necessary to analyze also the
coordination efforts required of the organizations concerned (the SSO and its cus-
tomers) [22]. The nature of the information and the pervasiveness of information-based
services in the host value chains can lead to lock-in and path dependency effects over
time [4, 8]. The paper seeks to contribute to the current SSO debate by mapping an
Italian PPP’s initially bumpy but ultimately positive transition to public SSO.

The paper frames the theme addressed with a review of the relevant literature and
then draws an overall picture of the status of e-government in Italy. After explaining
the research approach taken by the authors, an overview of the research setting is
provided as a necessary prelude to the case study, which analyzes the change of
strategic direction taken by a public SSO that led it to reengineer and reposition the
business [23]. The paper concludes with a general reflection on the underlying orga-
nizational logics that inform current practices.

2 Relevant Literature

The advances made in the field of shared services [2] have struck a march on academic
inquiry, leaving many aspects of the public SSs phenomenon as yet unexplored.
Moreover, most of the studies focus exclusively on the perspective of the decision
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maker, i.e., the buyer/recipient, and not on the SSO ‘as an organizational entity in its
own right’ [21, p. 1018].

The research on SSs in local government agrees that shared services arrangements
are highly promising solutions to enhance operational efficiency, assigning a key role to
the cost-cutting potential [24–26], as well as to the immediate access to non-available
expertise [10, 24, p. 87, 27]. Shared services also play a key enabling role in the re-
design of internal processes [28, 29] and in increasing the resilience of the buyer’s
organization [21, 30]. Hence, like other sourcing strategies, the shared services option
also has the potential to generate financial, strategic and organizational outcomes [4, 8].

As observed by Dollery and Akimov [14], most studies tend to adopt a pro-local
shared service arrangements stance with no evidence to the contrary. Nevertheless,
Tomkinson [30, pp. 34–37] notes that the general disadvantages include the implied
limited control over resources, policies and practices between partner councils. Another
recurrent theme is related to the burden of organizational change that is placed on the
user/host organizations [30].

In the attempt to describe the main SSs business models some studies seek to
anchor it to a more solid theoretical background [3, 15, 31]. Joha and Janssen [15]
identified three typical SSs configurations in the public-sector context: (1) centralized,
(2) federated, and (3) decentralized, linking each configuration to four distinct
dimensions (and their respective variables): governance structure; strategic rationale;
nature of the services; and customer orientation. Governance structure refers to the how
of the organization of service delivery; strategic rationale addresses the object and
purpose of the SSO; the nature of the services connotes the type of underlying business
activities; and customer orientation refers to the intermediate or final users of the shared
services. Slicing the cake in this way enables us to grasp the ‘more granular and subtle’
[15] reality of shared services and to use a multidimensional approach to investigate the
complex nature of the SSO.

Ulbrich and Borman [28] observe that the appropriate level of standardization
might vary amongst organizations due to the pressure exerted by several contingency
factors, such as specific needs and expected quality of service. Hence, any imbalance in
process standardization may undermine the effective functioning of the shared service
centres. This contingent view of process standardization clashes with that of the
mainstream view of SSs on two counts. First, it contradicts the school of thought that
believes that only high levels of process optimization can improve the sharing of
services. In the authors’ own words, “process standardization might be counterpro-
ductive and negatively impact on a shared service center’s ability to reach its original
goals” [28, p. 2]. Second, there is another, often neglected variable, the time factor,
which Ulbrich and Borman incorporated into their analysis. In particular, when process
standardization becomes skewed, the SSO has the option of taking one of four logical
trajectories: centralized, outsourced, collaborative or decentralized. A reversal of those
trajectories indicates an SSO’s “freedom of action to not transition toward one of
the four adapted service delivery modes” [28, p. 3]. Ulbrich and Borman suggest some
managerial strategies to prevent the decline of an SSO and to counter-balance the
negative effects of transiting from one trajectory to another. Given that the major
challenges faced by the ‘modern’ ICT provider are operational stability, security and
flexibility (i.e., scalability) [32], the service-oriented perspective adopted by Brocke,
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Uebernickel and Brenner [33] can provide significant insights into how the SSOs can
perform the job of ‘mass customizers’. In fact, like in other fields, the effective use of
modularity could be applied to an intangible service agreement via different operational
types of modularity [33, pp. 3, 4]: (a) commitment swapping, where customers can
choose between the different services packages (i.e., Gold, Silver); (b) option, the
possibility to expand the scope of the service offered; (c) sectional, in which the
agreements cover only partial modules (parts) of services; and (d) commitment sharing,
when service agreements are designed along identical commitments (reuse of services
in different agreements). Alternatively, the customer could intervene and interact with
the provider in one or more of the service delivery phases of design, contracting,
usage. Further, depending on the SS provider’s strategy and adherence to the defined
commitments, it can take on multiple roles [5, 6, 33] as Assemblers, Individualizers,
Modifiers, Engineers. These four roles must be considered just as archetypical. The
authors developed a service model that suggests, first, strictly separating the run and the
change of the business; second, ‘modularizing self-contained commitments; and third,
productizing options, variants and changes’ [33, p. 10].

All the cited contributions see shared services as a dynamic field that responds to
the needs of an increasingly service-oriented economy in which the ICT provider’s
strategy of standardization (aimed at achieving economies of scale and scope) must
allow for adapting the content of the service portfolio to the user’s needs. The academic
debate has only just started to gain a better understanding of the factors at work.
The new aspects of the SSs operating model are still a fledgling object of study in the
current literature, which leaves pretty much unexplored the SSO ‘as an organizational
entity in its own right’ [21, p. 1018]. The aim of the paper is to take an initial step
forward to redress that asymmetry.

3 Italian Councils and the Quest to ‘Go Digital’

The approaches taken by Italy’s 8000 + local governments to satisfy the demand of a
connected society for digital municipal services vary considerably. This is because, in
sharp contrast to the fact that almost all the local councils have the same organizational
structure, legal status and reporting requirements, the same fairly basic level of com-
puterization and that they all deliver a similar range of services, the law leaves them
free to choose how to best implement and manage their ICT strategies.

This has created a municipal landscape in which the overall level of computeri-
zation is not only fragmented and discontinuous, but fluctuates significantly from one
local area to another. And, while most of the larger councils seem to have found the
resources to set up an in-house ICT office – 80 out of 100 councils with 60000+
inhabitants, according to ISTAT – those councils with 5000 inhabitants or less have
had a much tougher time of it, with the indicator shrinking to a mere six out of 100
(ISTAT 2013).

A lack of financial and professional resources to fully invest in technological
innovation and thus meet digitization needs is the main reason why the smaller councils
are forced to outsource their ICT requirements to service providers in the private sector,
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which, in turn, has opened the door to colonization. In other words, the intimate
knowledge of the local government’s digital administration system and processes
gained by the ICT service providers – know-how that far exceeds that of the large
system integrators tasked with developing the central government’s e-government
projects – not only has sown the seeds of client path-dependency and lock-in, but also
places the ICT providers in an advantageous position from which to exert significant
influence, which, naturally, they do their best to defend [30, 31, 34, 35].

These incumbents thus have ended up steering the small councils’ innovation
policies (for instance, e-government), using the rhetoric of “those who know best” to
exploit their position of dominance over the user [30, p. 90, 36].

4 Research Approach

The exploratory approach adopted by the paper is underpinned by the fact that effective
theory-building and theory-testing is built on “good descriptions of what happens or
what has happened on the ground” [31] and by the need to bridge the gaps in the
current literature on SSO as an organizational entity in its own right [21].

The main source of evidence for our study is the case of Consorzio.IT (CIT), a
public-owned SSO based in Lombardy, Northern Italy. Lombardy is the most devel-
oped and populous region in Italy, home to about 10 million people (or 16.2 % of the
national population), and is served by a total of 1546 councils, of which 1091, or
70.57 %, have 5000 or fewer residents, while the number of inter-municipal arrange-
ments applied across the most diverse sectors adds up to approximately 500 [36–39].

CIT, which started out in the early 2000s as a Private-Public Partnership (PPP), is,
today, the wholly owned subsidiary of a multi-utility company founded by 47
municipalities and the Province of Cremona that delivers ICT services and support to
the same 47, mostly small Lombard councils.

The authors’ selection of CIT as the case study for this research effort was thanks to
the access freely given by the company to the records and data needed to map its
longitudinal history and evolutionary pattern. Of particular interest was the fact that
CIT’s journey led it to abandon the in-house business model initially adopted, com-
pletely reengineer its range of services and reposition the company. The following
pages present the key aspects of the case, i.e., those that the authors deem most relevant
and useful for the study’s exploratory purpose and to respond to the research question
posed earlier.

The field research, conducted in the period from June 2012 to July 2013, saw the
authors hold semi-structured interviews (40–60 min each) with CIT staff to collect the
necessary data. The interviews, guided by the literature review, addressed four main
areas: activity, organization, environmental context, operations. The CIT respondents
were the CEO, two top managers, the commercial director, and a second-level helpdesk
line employee. Two researchers transcribed the interviews. Follow-up symmetric phone
interviews were held in July 2013 and the entire set of interviews was further enriched
with the information provided voluntarily by six mayors of CIT client councils. More
recently, the authors critically analyzed and discussed the ensuing store of information.
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5 The Case Study

In 2004, the central government’s decision to allocate funding of €15 million to get
neighbouring small councils fully on board Italy’s e-gov agenda led to the founding of
CIT and its mission to deliver ICT services to the Province of Cremona’s smaller
councils (those with 5000 or less residents). The government then enacted a special law
to introduce the ‘local area services centre’ (in Italian, Centro Servizi Territoriali or
‘CST’) strictly for the use of neighbouring councils to help them prepare for online
public engagement. Consequently, some of the regional governments, including
Lombardy, opened special funding lines to facilitate the councils’ acquisition and
implementation of ICT infrastructure, hardware and software, and ICT aggregation [37].

However, the desire to expand the user base nurtured by the two private ICT firms
that initially took minority stakes in CIT clashed with its full-outsourcing mission.
Hence, the two private shareholders cashed in their shares and CIT obtained regional
government funding to purchase the hardware needed to set up a CST data centre and a
low-cost connectivity wireless network for the exclusive use of the councils. Never-
theless, despite these efforts, two years later not one council had retired their infor-
mation system and migrated to CIT, leading to its decision to reposition the business.
CIT’s General Manager, a former corporate TLC executive, hired a new Commercial
Director whose marketing-oriented approach matched his own. Both managers had to
accept that standardizing the services to meet the needs of all the municipalities, and
thus enable CIT to become a fully-fledged ‘outsourced service centre’, was an
impossible feat [26, p. 5]. As a result, CIT embraced modularity in an arena where
operational stability and flexibility seemed to be the most important source of com-
petitiveness [33].

To get to grips with “the biggest problems”, the new commercial director paid
personal calls on the officers and councillors of the neighbouring municipalities only to
discover that commitments swapping and option modularity [33] were de facto pushed
by the local councils. Indeed, “80 % of requests for help concerned operational issues
that often had nothing to do with connectivity or the performance of the software
applications installed at the councils.” Moreover, there were some instances of
unrestrictedness to the selection of services acquired [30]. In fact, it was only by
speaking with the “respective mayors” that the company learned about the “oft-voiced
need to implement widespread training, an issue that had never been raised before,
which led CIT to start organizing basic training courses for the council staff.”
According to Brocke, Uebernickel and Brenner [33], unrestricted conditions “allow
more efficient designing of new services agreements” [33, p. 3]. Therefore, “the next
step was to convince the councils to use us as outsourcers for those technical activities
that, kept in-house, generated no particular benefits. We then proposed a brand new
range of services to complete and integrate the applications portfolio” (Commercial
Director, CIT).

The next challenge faced by CIT was to earn the trust of the ICT suppliers
appointed by the councils, which “initially saw us as a threat to their business, so we
had to assure them that our position was non-partisan and that it was our policy to
never pressure customers into anything. Now the ICT suppliers see us as an ally of
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sorts, and not only have we become their sole spokesperson […], but some have even
reported growth in revenue since we started working together” (Commercial Director,
CIT).

Therefore, by bringing its module- and bridge-building capabilities into the game,
CIT took on the role of engineer [33], serving both the client councils and their existing
ICT suppliers.

6 The CIT Business Model

Taking our cue from the work of Joha and Janssen [15, pp. 33, 34], we can split CIT’s
SSO business model into four interrelated dimensions: (1) governance structure;
(2) strategic rationale; (3) nature of the services; and (4) customer orientation.

Governance Structure. Incorporated in Italy, CIT is a limited liability company with
share capital of Euro 100,000 wholly owned by SCRP SpA, a public utility group
based in the Crema area of Lombardy that is the indirect expression of its multi-utility
council partners. CIT has the same CEO as parent company SCRP, its offices and
technological resources at SCRP’s head office and employs a staff of six tasked with the
following functions: Commercial (1), first-level help desk (2), second-level help desk
(2), and Cartographic services (1).

The company uses a Customer Relationship Management (CRM) system to man-
age its assistance activities. In particular, a first-level call centre provides telephonic
and online assistance, while the perceived quality of services is monitored using the
customer satisfaction survey method.

Although CIT fuelled Euro 1.2 million in FY2012 revenue, its annual profit for
each of the past five financial years was fairly low. “That is because” explained the
CEO “our goal is simply to calibrate two needs, that is, to keep a good managerial
balance and to minimize the costs for the client councils.”

Strategic Rationale. CIT was founded thanks to central and regional government
funding with the objective of leveraging economies of scale to optimize the delivery
and effectiveness of the standard package of core ICT services, initially using the CST
model of data centre consolidation. However, this was in direct conflict with the
strategic rationale of the private partners to grow the business by giving preferred
access to a captive client base, hence, the private-sector minority shareholders exited
the share capital and CIT repositioned as an SSO, responsible for coordinating the
specific requirements of the client municipalities.

That the municipalities most pressing need was to ensure their core information
system users an appropriate level of operational support became immediately clear to
CIT, leading it to reengineer its structure around this service and to launch the help-
desk, which soon became a resource critical to the functioning of the client councils.
CIT’s later decisions also were guided by this rationale, i.e., to identify potential niches
and to find the best solutions (for example, the unbundling of ICT activities) to respond
to the client’s specific needs. Over time, it is these sourcing-related decisions that map
the sourcing path of an organization [39].
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Nature of the Services.While the needs of CIT’s target clients translate into a standard
services portfolio, the individual sourcing choices differ significantly. CIT’s core
business is split into two distinct lines: (i) assistance, i.e., online help desk, legislative/
regulatory assistance, software applications assistance, and (ii) ICT services, i.e., the
centralization of software applications, connectivity, e-mail management, website
design, hosting and maintenance, software application program development, back-up
and disaster recovery, management of video-surveillance systems, and software asset
management. CIT has since expanded the original services portfolio of 2007 and the
ICT demand of the individual councils has become modular and articulated. This has
created a market in which several suppliers provide a range of solutions and services,
including CIT, which provides online assistance in the event the partner councils
encounter connectivity problems.

Customer Orientation. CIT favours the multi-sourcing logic that leaves the client
councils free to assess which of CIT’s services best satisfy their specific requirements –
for example, its servers run the information systems of four different software providers –
and, as each client council’s requirements change over the course of time, so do the
contents of the service agreements.

CIT’s corporate approach means that it offers an advisory service to those clients
who are uncertain about whether to take the “make it in-house” or the ‘buy it on the
market’ route. In fact, CIT owns both a centrally hosted environment and a virtual
infrastructure (some 20 machines) located at the data centre of a Cremona public TLC
services company. As a result, CIT is the hub-and-spoke of a network of business
relations based on trust: both external, i.e., from and to the user councils; and internal,
i.e., from and to the sub-contractors. In fact, CIT seamlessly matches the councils’
demand for technological innovation to the potential capabilities of the market players,
using third parties to keep both organizational structure and fixed costs lean.

7 Discussion

The case study reveals a situation in which the full-outsourcing strategy of a PPP was
cast aside in favour of a selected range of services aggregated under the umbrella of a
public SSO. That transition can be explained by the reverse trajectories identified by
Ulbrich and Borman [26], which demonstrate how the implementation phases of
sourcing decisions can redesign the scope of the organizational activities [4]. Further,
the case shows how a strategic change of direction can reshape the organizational
dynamics and lead to positive outcomes. Indeed, although the shared services strategy
veered off the initial design path, that shift enabled the public SSO to not only achieve
its cost-saving mission, but also to generate strategic and organizational benefits [8].
We will now use the CIT case to critically discuss the configurations, the trajectories
and the dynamic settings described in the literature review.

The change in the nature of the services as defined by Joha and Janssen [15] shows
how the original goal of CIT to provide a limited range of ICT resources based on the
service agreement model was expanded to include complementary and frequently
requested services, such as operational helpdesk and staff training.
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CIT is a special-purpose vehicle that can be defined as a supra-corporate model [29]
that delivers services to all its partners according to a precise strategy of concentration
of activities and services. Despite its small size, CIT possesses all three of the pub-
licness criteria identified by Andrews, Boyne and Walker [40]: ownership, funding, and
control. While the company’s ownership is crystal clear, more in-depth analysis was
required to shed light on funding and control. CIT’s hybrid nature is attested by several
factors: (i) it is an established main player in a competitive market of peers; (ii) it self-
finances its operations with the income generated by services; and (iii) it drives
innovation by anticipating customer needs. The physical proximity of the interlocking
directorates of the SSO and the parent company is fair evidence also of public funding
and public control.

The dynamics of CIT’s forward and reverse organizational trajectories chime fully
with the situation described by Ulbrich and Borman [28]. In fact, the present config-
uration of the SSO is the result of a kind of heuristic process that involved a series of
decisions to remedy the unexpected effects of earlier decisions. Nevertheless, we are
not talking of the linear or continuous progression envisaged by the theoretical models.
Rather, CIT embarked on several trajectories simultaneously, according to the level of
process consolidation required by each client council. In this sense, CIT demonstrates
that antecedents (drivers), processes (of implementation) and expected outcomes of
sourcing strategies can be connected by several links [8], and that the organizational
trajectories follow the diversity of such links.

The CIT case informs that (i) it is not easy to set-up an SSO, above all, in the
presence of risk-adverse customers (the small councils); (ii) it is exposed to complex,
uncertain and equivocal environments; (iii) the new SS provider has to overcome
challenges that range from cultural (e.g. digital divide, familiarity with different stan-
dards) to infrastructural (e.g. legacy systems, installed bases), and, (iv) it has to find a
way to deal with incumbent suppliers that are reluctant to collaborate and go on the
defensive because they feel threatened by the new arrival [35].

The strategic key adopted by CIT to break through the environmental barriers was
relational, i.e., it was based on building relations of trust across the board. Indeed, the
comments of the mayors interviewed confirmed that the public SSO’s business
approach (e.g., flexible offer, assessment of internal skills and resources) was to build
and maintain rock solid relationships [41–44].

The shared services portfolio of CIT differs profoundly from those of the more
usual consolidation ventures, such as the CSTs, which target the needs of service
providers that have a vested interest in getting all clients on the same platform and
using solutions or to choose from a catalogue of standard options. CIT bucked that
trend, opting instead to identify the real and potential needs of the users, thus enabling
it to develop a shared services offer ‘customized for individual customer sets’ [25].
In short, CIT ‘retains the individuality of councils’ [30, p. 33].

From the resource-based viewpoint, CIT’s intimate knowledge of client digital
administration processes is a crucial competitive asset. In fact, such distinctive
knowledge (e.g. gathered in one pioneer council) can be strategically used to increase
the level of customization, to cross-implement solutions in other councils or for other
potential clients (e.g. other public administrations). This has enabled CIT to sow the
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seeds of customer path dependency, to enhance switching costs and to create psy-
chological commitment [34], which are all pillars of its sustainable competitive
advantage.

And so to the paper’s research question “What makes the SSO a new frontier in the
way public services are delivered?”, which perhaps is a subtle dig at the mainstream
literature’s tendency to focus solely on the more superficial or structural aspects of SSO
arrangements or the SSO portfolio. Clearly, we cannot use the CIT case as a universal
source of organization design solutions, but neither should we underestimate the
important role its flexible, coordinating and trust-building approach has played in
originating effective service delivery [43, 44].

In addition, as evidenced by the CIT case, the legal form has no bearing on the
firm’s boundaries [4, 8], which are blurred into a grey area in which the client-supplier
relationship is fluid and in constant evolution. In fact, the SSO uses its knowledge to
drive innovation, exerting its influence over the client councils and challenging the
technological environment [41, 42]. In other words, in seeking to augment its exer-
cisable control over external service receivers, CIT has charted a new frontier.

8 Conclusions

This paper builds on the evidence that the SSO is an unconventional combination of
control, coordination mechanisms and permeable organizational boundaries and, hence,
a new frontier. In fact, CIT has not only succeeded in staking its place in the market,
it is also a case of virtuous localism [19, 20], confirming that even a pocket-sized SSO
can lever the knowledge gained and build relations of trust.

The study confirms the useful contribution of service science as a basis for
designing consumer-oriented service propositions in the ICT services sector. According
to this perspective, ICT services should not be seen as a unit of output but as a process
of value co-creation for and with another party with a relational focus.

The study spurs the debate on the SSO by exploring those aspects that can help to
deepen our understanding of its sustainability. The effectiveness of CIT is, in fact, the
result of specific contingencies that may not apply in other cases, in particular, the
public SSO has (i) won the challenges posed by an environment made up of many
small councils with limited bargaining power; (ii) created value through technological
investments in existing management systems and managerial resources; (iii) used its
internal capabilities to generate switching costs; (iv) aligned with the multi-sourcing
strategies of its clients; and (v) formulated an affordable price policy based on the
services actually delivered, rather than on exploiting a position of advantage position in
a captive market.

The conclusion drawn from the study is that we are looking at a positive example of
a service dominant approach, indeed, a new frontier that meets the needs of its local
communities with an offer of flexible organizational solutions.
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Abstract. Urban mobility services generate massive amounts of raw data that
are usually not explored in depth by the entities that own them. Visualisation
techniques could improve knowledge extraction and decision-making, as well as
support the reengineering of those services. Some studies in Information
Visualisation provide a domain-independent classification for visualisations
based on their own characteristics and the data they support, although inde-
pendent of their context of use. We propose a classification for visualisations of
urban mobility data according to their context of use and their characteristics.
Our first results are encouraging and are supported by a user-centred design
process carried with urban mobility experts, in which we developed and eval-
uated a set of visualisation prototypes. The conclusions form a first effort
towards a conceptual framework proposal for classifying visualisations of this
domain, and are expected to guide researchers and practitioners searching for
adequate ways to visually represent their data.

Keywords: Information visualisation � Urban mobility services � Big data �
Intelligent transport systems � User-centred design

1 Introduction

Mobility levels increased notoriously in urban areas over the last decades, driven by
economic and political changes. It is forecast that 6.3 billion people will live in urban
areas by 2050, which sum up to 70 % of the world population [1]. Factors such as
lifestyle, longer life expectancy and migration have direct impact on urban mobility
behaviour and urban infrastructure demands, including public transport. Authorities
and transport entities should identify mobility trends periodically, analyse and (re)
shape their operations based on those changes. These attitudes can lead to an increase
on citizens’ perception of service quality, competitive advantage to transport services
through reengineering and innovation opportunities on urban mobility.

Intelligent Transport Systems (ITS) have been one of the approaches for improving
transport, integrating Information and Communication Technologies (ICT) into transport
infrastructure. ITS allow retrieving data such as travel behaviour, ticketing and traffic
flows, which is made possible by telematics, electronic ticketing, travel information
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systems and traffic sensors. Through the lens of Big Data, those data sources are powerful
for understanding the dynamics of urban mobility in cities.

Likewise, the continuous evolution of Information Visualisation brings new tech-
niques for representing data from large datasets, and has been applied to diverse areas.
The variety of techniques and tools allows the continuous development of creative and
scalable ways of visualising data. Nonetheless, the richness of technological features
does not necessarily waive understanding the domain of application and the users who
will take benefit from visualisations.

Notwithstanding that Information Visualisation is considered ‘user-centric’, current
research is still scarce in providing examples of thorough approaches that involve users
actively during the design process. Most studies found on literature do not seem to
emphasise evaluation with potential users or do not perform evaluations at all. This
puts to question how adequate those techniques actually are, from the users’ per-
spective, as they cannot benefit from flawed, context-inadequate visualisations.

Also, authorities and transport services typically do not explore the data they own at
its full extent, missing a potential opportunity to understand the dynamics of a city,
which could impact activities such as service quality evaluation and decision-making.

The aforementioned scenario motivates this research, which consists on a first effort
for classifying visualisations of data from urban mobility services. This classification
considers data characteristics and the context of use on the routines of urban mobility
experts. We developed a set of visualisation prototypes by running a thorough user-
centred process with continuous evaluation with those experts. We consider that our
classification proposal moves towards the development of a conceptual framework for
classifying visualisations for the urban mobility domain.

The contributions found herein are expected to assist researchers and practitioners
in finding visualisation techniques that properly fit their data and context of use.
Moreover, they are expected to highlight the need of involving target users in order to
reinforce the adequacy of visualisations.

2 Theoretical Background

2.1 Information Visualisation

Information Visualisation is a recent yet wide multi-disciplinary field that has been
gaining attention from researchers and practitioners. It comprises fields such as
Computer Science, Human-Computer Interaction, Design and Cognitive Psychology.

One of the first definitions of Information Visualisation regards it as “the use of
computer-supported interactive visual representations of abstract data to amplify cog-
nition” [2]. Despite the diversity of applications inside itself, it is a consensus that
visualisation techniques can help informing and improving analysis and decision-
making. Furthermore, some authors emphasize that Information Visualisation does not
rely solely on computer graphics, but it is the connection to data that is crucial [3].

Visualisation techniques and tools abound, but it is still possible to identify lack of
engagement of researchers with the users that will benefit from them. In fact, visual-
isation tools are useless if users cannot effectively interact with them, thus naturally
compromising the processes of knowledge extraction and decision-making.
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A study by Ellis and Dix – one of the few on evaluation for Information Visual-
isation so far – supports this statement: after analysing 65 papers describing new
visualisations, it finds that only 12 of them engaged users on evaluation processes [4].
The effectiveness of the evaluation is also questioned, given that a small amount of
studies that implemented evaluation as part of the development process are somewhat
problematic. Also, the inherent nature of visualisation makes evaluation a complicated
process. Again, the authors indicate factors that contribute to making evaluation in
Information Visualisation a hard process:

1. Variety of datasets: despite some earlier efforts in creating a standard for datasets,
datasets are heterogeneous. This fact might harden the evaluation process, as it
might limit the availability and quality of data to be visualised.

2. Indeterminacy of tasks: the tasks to be performed during the evaluation process are
usually more structured, which differs from the ones to be performed in “real life”
that are more exploratory; these ones are harder to replicate in an experiment.

3. Participants in context: depending on the complexity of the application context,
participants need to have a clear understanding of the problem that the visualisa-
tions are trying to solve. Some authors suggest that it is possible to obtain better
information by involving domain or usability experts, even though it is typically
harder to have access to those people [5, 6].

2.2 User-Centred Design

The term User-Centred Design was introduced by Norman and Draper [7] and has been
widely acknowledged by researchers and practitioners. Moreover, other equivalent
terms exist, such as Usability Engineering and Human Centred-Design. Despite the
variety of equivalent terms and their acceptability, there is a lack of agreement upon a
common definition of UCD. Several definitions were proposed throughout time. This
lack of agreement has generated efforts in order to propose a definition and a set of
guiding principles for the UCD process [8]. Still, most of those principles are based on
usability principles found in earlier literature [9]:

• Early focus on users and tasks: designers must understand the users that will take
benefit from a system.

• Empirical measurement: users should manipulate simulations and prototypes, and
their performance and reactions should be observed, recorded and analysed.

• Iterative design: there is a need of having a design cycle, driven by the problems
that are found during empirical measurement.

3 Related Work

The involvement of users during the design process of visualisations is well
acknowledged by researchers. Studies on visualisation have mostly been technology-
driven. Now, it is possible to identify a shift towards user-centred approaches in diverse
contexts such as epidemiology, hydrography and crime-spotting visualisations [10–12].
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Urban mobility data is typically collected from systems such as Global Positioning
System (GPS) or telematics systems such as Automatic Vehicle Location (AVL) and
Automatic Passenger Count (APC). There are uncountable examples of visualisations
of this kind available online. Some of them resemble more of interesting technological
experiments than systematic approaches with actual intentions of collaborating with
knowledge extraction. It is also possible to find advances in the development of vi-
sualisations that use data from ITS [13–16].

Some studies provide a general, context-independent classification for visualisa-
tions based on their own characteristics [17, 18]. We consider that providing a context-
specific classification framework could benefit researchers and practitioners when
deciding which visualisations would best fit their needs, depending on the type of data
they own and the activities to be supported. To the best of our knowledge, there are still
no approaches on this direction for the urban mobility domain.

4 Research Materials and Methodology

Our methodology consisted of two phases: the analysis of urban mobility datasets and a
user-centred process for developing visualisations. The analysis of urban mobility
datasets consisted of two activities: (1) exploration of datasets, which identified the data
primitives they contained and the inherent issues that arise when manipulating raw
data; (2) a formal data characterisation, in order to understand how data should be
regarded within each visualisation. Finally, the UCD process took advantage of the
results of the first phase for the development of visualisation prototypes and continuous
evaluation with experts. The outcomes from both phases were used for providing a
classification for our prototypes.

We collected three datasets from different sources. The first contained users’
requests from Move-me,1 a mobile application that provides real-time information
about public transport in Portugal [19]. The second contained bus-ticketing data from
Sociedade de Transportes Coletivos do Porto S.A. (STCP). The latter contained
readings from traffic counter sensors for a set of streets from Porto. Data primitives
were conceptually tied to a date, time and location. Depending on the data primitive, it
was necessary to translate the conceptual locations (e.g. “Airport”) into geographical
coordinates, which is commonly regarded as geocoding. Finally, raw data were further
ported to a Database Management System (DBMS).

4.1 Analysis of Datasets

Exploration of Datasets. The exploration phase analysed the contents of each dataset,
in order to identify which data primitives they contained, their data type and format.
The heterogeneity of datasets creates technological constraints that should be identified
prior to the design stage, so as to prevent drawbacks. Most of these constraints were

1 Website: http://move-me.mobi.
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related to the format of data primitives (e.g. special characters at a string, XML data),
which required intervention prior to parsing them to a DBMS. Four questions guided
this exploration:

• What is the nature of each dataset?
• What is the meaning of each entry (row) in each dataset?
• Which attributes (columns) are relevant as inputs for our visualisations?
• Do the relevant attributes require prior adaptation before using them as inputs for

our visualisations?

Data Characterisation. In order to provide a formal characterisation of data, this
research considered the pyramid framework proposed by Mennis et al., which defines
three perspectives for data: location (where is it?), time (when is it?) and theme (what is
it made of?) [17, 20]. These perspectives form the data component, which can be
regarded as un-interpreted observational data. The derived knowledge from those
perspectives forms the knowledge component, regarded as a semantic object: a con-
ceptual entity.

4.2 The User-Centred Design Process for Developing Visualisations

We adapted the UCD methodology proposed by Lian Chee et al. to fit our purposes
[21]. This choice enforces the commitment of involving potential users throughout all
phases and acknowledges rapid prototyping in order to foster feedback and to over-
come time constraints. Prototyping could be performed anytime, even if not all spec-
ifications or requirements were gathered.

The aforementioned adaptation included a preliminary phase that consisted in
selecting 10 experts in urban mobility interested in participating in this UCD process.
They belong to transport companies, government authorities, a company specialised in
transport planning solutions and university. Implementation and Debugging phases did
not happen, as the objective did not consist in developing a complete system for data
visualisation. Prototyping and evaluation were the core of this research.

We conducted semi-structured interviews with experts for evaluating visualisations
and retrieving feedback and ideas. Most of the sessions with experts took place at their
working environments. We also wanted that experts could actually interact with vi-
sualisations by zooming, querying details on demand or filtering data according to pre-
defined parameters. This naturally implied the risk of investing significant time in
prototyping complex visualisations that could be of no practical use by urban mobility
experts if they were not satisfied with them.

We initially classified visualisations into two frames or reference: geographic and
abstract (non map-based). Geographic visualisations were built with Google Maps and
Earth API2; Abstract visualisations were built with HTML5 and D33.

2 Website: https://developers.google.com/.
3 Website: http://d3js.org.
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5 Analysis of Datasets

Move-me Dataset. Move-me is a mobile application that intends to improve the quality
and access of information about public transport (Fig. 1). It is capable of providing the
location of the companies’ fleet in real time. The current available types of information
are:

• Next departures: provides the next bus/train/metro departures for a specific stop
selected by the user.

• Route finder: for a given origin and destination selected by the user, it provides a
sequence of bus/train/metro routes that should be taken.

• Near stops: provides the nearby stops based on the location provided by the user
(assisted by the user’s mobile phone GPS).

STCP Dataset. The electronic bus ticketing system used by STCP consists of con-
tactless travel cards named Andante and validating machines installed on all buses. An
Andante card has a unique serial number. Whenever a passenger boards a bus, he/she
must validate the ticket by moving it closer to the validating machine.

Traffic Counter Sensors Dataset. The Porto City Hall installed traffic counter sensors in
streets in order to keep track of the number of vehicles for further analysis and studies.
The sensor sends the count to a central computer periodically. By the end of the day,
the software responsible for receiving the sensor counts gathers the data into a plain
text file.

The pyramid framework allowed us to formalise data characterisation for those
datasets (see Table 1), from which we derived the conceptual object.

The exploration of datasets and data characterisation also allowed identifying that
the data primitives from the three different datasets share structural characteristics in

Fig. 1. Move-me interface (main screen, next departures and route planner)
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terms of spatial domain and weight (see Table 2). It follows that they could, at first, be
compatible with the same visualisations, at a technical level. However, this would not
imply they are adequate to represent that data from the experts’ point of view, thus
requiring further evaluation. A visualisation might not suit two different data types if
there are substantial differences at the conceptual (theme) level.

We define spatial domain as the set of possible locations that a data unit can be
associated with. For example, a data unit from a Move-me request for near stops can be

Table 1. Data characterisation for the various datasets

Move-me dataset Theme Information request about the public transport network
Location Near Stops service: consists of all possible coordinates in

Porto, thus suggesting a continuous spatial domain
Next Departures service: consists of a discrete spatial
domain [s1,…sn] of all bus/metro/train stops in Porto

Route Planner service: consists of origin-destination pair,
which are labelled with an address or stop name. Again,
this suggests a continuous location domain

Time The instant when the request was made. For simplicity,
we assume that the request time and travel intention
time are equal

Object Travel intention within the public transport network,
which can be summarised as (1) an intention to use the
nearest public transport available within an area (Near
Stops); (2) an intention to be informed about the next
departures from a given location in the network (Next
departures); (3) an intention to know the different ways
of traveling between two points of Porto (Route plan)

STCP Dataset Theme Ticket validations on the STCP bus route network
Location Discrete spatial domain [s1,…sn] of all STCP bus stops in

Porto
Time The time perspective can be branched into two

components, given that each validation is tied to two
time perspectives: the time when the passenger
validated the Andante card and the time in which the
bus trip started (from the terminus point)

Object If the first time perspective is considered, the object can
be interpreted as a single travel event within the
transportation network. The second time perspective
allows interpreting an object as all travel events that
happened on a certain bus trip

Traffic Counter
Sensors Dataset

Theme Count of vehicles detected by a sensor
Location Consists of a discrete set [l1,…ln] of locations for each

sensor. Each sensor belongs to a pre-defined city zone.
Time One of the possible 288 5-min intervals for each day

(24 h)
Object Traffic flow on a specific street during a 5-minute interval
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tied to any geographic location, as this information is directly retrieved through GPS.
By establishing an analogy with mathematical numeric intervals, we can infer that the
spatial domain for this data unit is essentially continuous, considering the precision of
GPS systems.

On the other hand, for example, a data unit from a Move-me request for next
departures is tied to a discrete set of stops that are previously determined by transport
authorities, where each stop is tied to a unique geographic location. This allows us to
infer that the spatial domain for this data unity is discrete.

Finally, a data unit can be associated with a spatial domain consisting of origin and
destination points, as well as intermediate passing points, which resemble the concept
of a graph. This naturally implies the concept of direction. We classify this type of
spatial domain as a vector.

We define weight as the magnitude (a scalar quantity) of a geographic location, i.e.
a stop or passengers’ location. For example, the concept of weight can be used to
suggest that locations with higher magnitude have increased demand.

6 Results

The outcomes from the analysis of datasets and the user-centred design process led to
10 visualisation prototypes, from which we selected 5 for presenting in this paper. The
remaining are available in [22].

Clustered Markers. This visualisation groups data units into clusters according to the
zoom level that is applied. The goal was to reduce visual clutter and to provide a colour
coding based on a heat scale. When zooming into an area, clusters unfold into smaller
clusters. We coupled the prototype with data from Move-me’s Near Stops service,
which belongs to a continuous spatial domain. Each cluster consists of a collection of
requests for nearby stops made by citizens for a set of locations. Areas with hotter
colours suggest higher flows of potential passengers at that area looking for a stop to
start their trip within the transport network. Figure 2 shows a high demand around Casa
da Música, with 183 requests for near stops at surrounding locations during a specific
weekday.

Experts considered that Clustered Markers are adequate for representing and ana-
lysing trends at lower zoom levels (city neighbourhoods). Also, they stated that the
clustering characteristic would only fit data from travel intentions that belong to a
continuous spatial domain. The fact of having unfolding clusters at higher zoom levels
turns unsuitable to analyse trends in specific streets. Experts emphasised the signifi-
cance of this visualisation for supporting operational and strategic decisions.

Table 2. Classification of structural similarities between data primitives

Spatial domain Discrete
Continuous
Vector

Weight Weighted
Non-weighted
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Heat Maps. In this visualisation, hotter colours indicate areas with higher concentration
of (potential) passengers. In Fig. 3, we used data from Move-me’s Near Stops service.

If data consists of a small discrete set of sparse locations, as in the case of data from
Next Departures service, heat maps might not be equally effective, except in cases of
unusual occurrences as shown in Fig. 4, during St. John’s Night in Porto.

Fig. 2. Clustered markers focusing on downtown city zone

Fig. 3. Heat map for near stops requests for a given day in Porto

Fig. 4. Heat map for next departures requests on St. John’s Night 2013 in Porto downtown
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Heat maps were considered a powerful and straightforward way of analysing
density of weighted or non-weighted spatiotemporal data, both at the level of the entire
city (lower zoom levels) and at the level of a specific zone (higher zoom levels).
However, experts stated that heat maps are more effective if data belongs to a con-
tinuous or non-sparse discrete spatial domain, as in the case of Move-me’s Near Stops
service and traffic sensors data respectively. Experts believe that this visualisation
might be significant for strategic analysis given its easy readability.

Sized Circles. This visualisation tackles the limitation of heat maps for data with a
discrete spatial domain, as reported by experts. Each data unit is represented as a circle
with a radius that depends on a certain parameter, here referred as weight. In this
example, the coordinates of a stop determine a circle’s centre. The weight is the total
number of information requests for next departures made by users through Move-me.
Hence, larger circles suggest stops with higher demand. Circles are colour-coded and
represent different transport providers. Figure 5 depicts Porto during St. John’s Night.

In Fig. 6, Sized Circles are used to visualise the historical evolution of the Annual
Average Daily Traffic (AADT) for a set of traffic counter sensors installed in Porto, in
the period between 2010 and 2013. The visualisation draws circles centred at each
sensor’s location. A circle’s radius is defined by the absolute AADT variation in
relation to the previous year, represented as r = |AADTyear – AADTyear-1|. The algebraic
sign of variation is depicted as colour. Positive AADT variations (increase in traffic
flow in relation to the previous year) are represented in red. Negative variations are
represented in blue. The label for each circle indicates the sensor tag and ID. Sized
circles were considered suitable for analysing weighted data within a discrete spatial
domain regardless of sparseness. The depiction of magnitude as size was considered
adequate for analysis at strategic levels. When combined with other visualisation
techniques that provide detailed information, such as the line plot, it was found that it
turns into a suitable tool for analysis at operational levels.

Radial Heat Charts. This visualisation aggregates data on a cyclic pattern, such as
ticket validations and travel intentions from a specific stop, and might better support

Fig. 5. Sized circles for Next Departure requests at St. John’s Night 2013
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pattern detection. The natural reading order (left to right) might cause false interpre-
tations when using visualisations that follow linear layouts. Users tend to minimise eye
movements; if graphic artefacts are spatially close, the sampling cost could be reduced
[23, 24].

Figure 7 represents bus-ticketing data for two bus stops. Each ring represents a day
of the week, and each circular sector represents a day hour. It is noticeable that the
station on the left has higher demand during work hours, whereas the one on the right
has higher demand during late night hours, especially on Saturdays between 1-2 a.m.

Fig. 6. Sized Circles and line plot for AADT data of a traffic counter sensor

Fig. 7. Radial heat chart of ticketing data for two bus stops
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Experts considered radial heat chart a powerful visualisation for ticketing data that
could help analysing seasonality in stops, and it might play a crucial role when sup-
porting decisions involving changes in bus lines. However, this visualisation might not
be equally meaningful when considering travel intentions, as experts believe this type
of data might not be sufficient for week-to-week analysis.

Radial Layout. This visualisation depicts travel intentions (route plans) between origin-
destination pairs. Instead of representing stops according to their geographic location,
they are organised into chords proportional to the number of requests that involve them.
Chords represent travel intentions between two stops. Here, their weights vary
according to the number of requests made through Move-me. Colours are randomly
assigned to stops, and a chord’s colour is mapped to the colour of the destination
stop. Figure 8 shows all travel intentions for Metro do Porto network on November
2010. A filtering hides segments that did not have significant amount of travel
intentions.

Fig. 8. Radial Layout with focus on a specific chord
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Experts considered this visualisation a powerful tool for representing data
belonging to a vector spatial domain, both from travel intentions or events. It was also
considered a complex visualisation, which could be of better use for operational levels
rather than strategic levels of transport related services and government authorities.
They highlighted that it was a creative and functional way of representing data that is
strongly connected to geographic visualisations, and usually thought as the only way to
depict those data.

7 Conclusions and Evolution Perspectives

The analysis of datasets and the UCD process led to the classification of the visual-
isation techniques according to the type of urban mobility data that adequately fit them,
frame of reference, spatial domain, weight and context of use (see Table 3).

Having such classification at hand, we believe that the problem of finding the
adequate visualisation for representing a specific type of urban mobility data for a
certain context of use is facilitated significantly, such as analysis of trends in urban
mobility throughout time (e.g. detecting lines or stops that could be decommissioned/
created; detecting the increase/decay in traffic flow on specific locations throughout
time); collaboration with urban researches (e.g. identifying areas or lines/stops that may
be more valuable for marketing purposes or traffic signaling); support decisions in
traffic/route deviations.

From the data perspective, most of the proposed visualisations focus on the “stop”
level of the transportation network, meaning that they have stops as the core element
for analysis. Other perspectives such as “line” and “vehicle” level are also fundamental
and should be regarded in the future, as they pose additional complexity and new
challenges for finding adequate ways for visually representing data. Although we
consider the distinction between strategic and operational contexts meaningful, a more
thorough understanding about these terms is needed. This could be achieved by car-
rying a deeper context of use analysis during the UCD process.

Table 3. Classification of visualisation techniques
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Abstract. Online communities can be seen as service systems, in which actors
interact providing, requesting or sharing resources for [co-]creating value.
On the basis of the resources needed/owned for achieving a goal it is possible to
draw several dependence links among the actors (agents), creating a dependence
network. On the other hand, since trust is the key coordinating mechanism in
community based organizations, by analyzing the dynamics of trust in depen-
dence networks is possible to better understand the behavior of this kind of
service system, viewed as a complex social systems. In this paper we develop an
architecture of cognitive agents and of the environment in which they act and
interact. This architecture will be the basis for implementing a platform for agent
based simulation that serves as a tool for investigating the dynamics of infor-
mation sharing, collaboration, and collective action within different service
systems.

Keywords: Social networks � Communities �Dependence networks � Cognitive
agents � Multi-agent simulation

1 Introduction

Service systems are defined as dynamic, value co-creation configurations of resources
(people, technology, organizations, and shared information) [1]. In literature it is
possible to find several ways in which the components of a service systems are
expressed [2]. In this paper we adopt the definition provided by Kim and Nam [2]
looking at the components of a service system defined as “value activity network,
resource integrator network, and capability network”, where:

• Value Activity Network (VAN) represents the set of customers’ and suppliers’
activities; the goal of their interactions is to provide a set of solutions to customers
for solving their problems.
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• Resource Integrator Network (RIN) has as primary role to provide and organize
resources for each participants, in order to support the value creation activities;
it represents several actors with their roles in the value creation process, such as
customers, service providers, customer communities, suppliers.

• Capability Network (CN) consists of the capabilities and resources (physical and
not) that could exist inside or outside the resource integrator network but needed to
enable the value creation process.

On the basis of these assumption, an online community (focus of our study) can be
seen as a service system, in which: (i) the VAN is formed by all the actors’ interactions
happened in the online community; (ii) the RIN is represented by the actors and their
roles as customers, suppliers or both (on the basis of the position in the value chain),
and (iii) the CN consists of a variety of resources such as tools (operand resources) and
skills and knowledge (operant resources) which are owned by service providers and/or
customers.

The availability of Information Infrastructures such as Internet and more recent
social network sites has provided the ground for the emergence of many forms of online
communities [3]. In such environments individuals can interact both within and across
organizational boundaries with different purposes such as for instance working in global
distributed teams [4], developing open source software [5], participating in political
decisions [6, 7], crowdsourcing [8], exchanging resources with community members [9].

The main sources for investigating governance structures that characterize this
virtual world refer to the work of Shirky [10] and the work of Demil and Lecocq [11].
The latter work deals with a specific activity: the development of open source software
as a particular form of peer production process whose governance structure has been
called bazaar. Bazaars are characterized by self-organizing, rather than by authority, as
in the case of the hierarchy, or by prices, as in the case of the market. According with
Shirky, virtual world is populated not only by collaboration forms (i.e. bazaars), but
also by information sharing forms and collective action forms. While trust has been
recognized as the key coordinating mechanism in community based institutions [12],
the micro-foundations of trust in online communities still need further investigation for
better understanding social networks’ behavior [13].

Drawing on complex adaptive systems theory, we recognize that social phenomena
emerge from the bottom-up interactions among learning agents in a given environment
[14]. This view has recently gained much attention in different fields of management
and organization studies [15–18] and integrate contributions from cybernetics, cogni-
tive sciences, decision and organization sciences [19, 20]. With these assumptions
information sharing, collaboration, and collective action are seen as new governance
forms emerging in online networked environments for handling the complexity of
social exchanges. Like other institutions, such as markets, hierarchies, clans and fiefs,
these are transactional structures of data-processing agents that are contingent to the
type of complexity that must be handled [21].

In this paper we present an agent based model for simulating the dynamics of
interacting agents whose behavior is determined by their learning capability and by a set
of environmental rules. The model is grounded on the theory of trust and dependence
networks [22–24] and provides a tool for studying emergent properties/phenomena
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within social networks. Following previous works that introduce formal models of trust
and dependence networks, we propose an architecture of cognitive agents and of the
environment in which they act and interact. This architecture will be the basis for
implementing a platform for agent based simulation that serves as a tool for investi-
gating the dynamics of information sharing, collaboration, and collective action within
social networks.

The paper is structured as follows. We first introduce the theoretical framework on
which the model is grounded. Then we describe the architecture of cognitive agents and
the environment. Finally we discuss about implications and research directions.

2 Trust and Dependence Networks

As pointed out by Castelfranchi et al. [22] dependency and trust are concepts strictly
related with each other. From a cognitive point of view, trust is a complex object built
on tasks, goals etc. and based on beliefs of different kinds (evaluations, expectations
etc.), including dependence beliefs [25]. Therefore trust networks are basically con-
nected with what is called dependence network.

The cognitive theory of dependence developed by Conte and Castelfranchi [26]
includes two type of dependences: (1) the objective dependence, which says who needs
who for what in a given society and (2) the believed dependence, which says who is
believed to be needed by whom.

The model of dependence network proposed by Conte and Sichman [27] in order to
supply a tool for improving coordination in multi-agent systems and used to build a
simulation must then be integrated. By assuming that there exists an objective reality
not necessarily known by agents as it is, we propose an updated model of dependence
networks based on the evolution described in more recent works [24]. Therefore, the
three basic notions of the first model, i.e. external description, dependence relationship
and dependence situation, must be extended. In particular, while we build external
descriptions and dependence relationships following the instruction presented in the
previous model of dependence network we consider some additional features of
dependence situations in order to classify them. Together with the nature (given by
dependence relations) and the locality (considered by Conte and Sichman [28]), we add
the distance between the locally believed dependence and the real dependence. In other
terms, we extend the model by explicitly considering subjective and objective points of
view in order to test how their distance influences agents behaviors in the networks.
The cognitive model we used as theoretical framework takes into account both an
objective dependence network, built on the real dependence relation between agents in
the network, and multiple believed dependence networks (as many as the number of
agents in the network) [29].

Furthermore, we introduce in the model the concept of trust, as a first step to start
investigating what the dynamics of this complex object are. The importance of trust is
in fact crucial to allow exchanges to happen: although agents can depend on each other
and, then, need each other to reach their own goals, delegation is a choice that can be
activated only when there is a trust relationship between agents (that become namely
truster and trustee).
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We can consider the model as made up by an environment exogenously given,
characterized by different dependence relations, and a set of goal oriented agents
autonomous in making decision but dependent by other agents to reach their own goal.
Each agent has a level of trust towards the others that can be updated while interactions
go on. On the basis of their locally believed dependence network (BDN), agents can
proceed by trial and error in order to reach the goal (updating their own beliefs about
the network in a process that can lead to reduce the divergence between it and the real
environment and by developing trust relationships between each other). As for this first
attempt, in order to make it as simple as possible, we tested only a single type of
dependence relationships among the set defined in [27], namely the mutual one, which
means that agents depend on some of the others in the network to reach a common
goal. The idea is to test interactions more and more complex once the simulator
described in the next section is built and operative.

3 The Architecture for Simulation

Each agent in the environment has her own representation of the reality on the basis of
her beliefs. She knows well the actions and resources available to her, and she starts
pursuing some goals, by combining actions and resources and/or asking some of them
to other agents in the environment. In this way, she interacts with other agents either to
perform an exchange of resources or to involve other agents in performing a specific
action. The interaction is based on agent’s own BDN, and it can be equal or different
from the dependence network that really hold in the social environment agent acts in.
After every interaction the agent can update her believed dependence network on the
basis of the information exchanged. The interaction among agents happens every slot
of time defined as rule of the environment (called round).

In this work, the agent decides to take into account the information stored in the
working memory for updating her BDN, on the basis of the level of trust put on the
respondent agent. The level of trust perceived by an agent about another one is based
on the behavior of the latter. In the paragraph related to the agent’s behavior we
introduce a mechanism adopted by an agent to evaluate the level of trust put on the
others. For now it is only related to the trustworthiness concept.

3.1 Agent Mind and Environment Configuration

Each agent has two kind of memories for storing several information, namely the Long
Term Memory (LTM) and the Working Memory (WM). The former contains all
information needed by agents to act (goals, actions, plans, resources, etc.), whereas the
latter is used to know what an agent will do in the next round and also to store the
information produced by the interactions in the environment. This last kind of infor-
mation may also be useful to update in the LTM the Believed Dependence Network by
the agent. In particular the LTM contains:

• a set of goals G = {g1,…,gn};
• a set of plans P = {p1,…,pn} where each pi is the collection of actions to reach the

goal gi (each plan can be updated at runtime if needed);
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• a set of possible actions Act = {a1,…,am} where one or more resources are
associated to each action

• a set of resources R = {r1,…,rn} owned by the agent
• a network dependence of the society built on the basis of agent’s beliefs
• a set of rules (Rules for Updating - RU) with which the information present in the

Working Memory can be considered reliable and useful for updating the believed
dependence network and the RU themselves.

As regards the WM, it contains the step of the plan to execute, the stored infor-
mation received (obtained during the interaction), and other practical information (e.g.
the number of rounds awaiting for a certain response) (Fig. 1).

The acting of agents is driven not only by the information stored in their own LTM
but also by the information or constraints inherited from the environment. The envi-
ronment settings contains:

• the real dependence network (it can be unknown to all the agents)
• the set of priority rules for executing some actions (not necessarily they involve all

possible actions, i.e. some actions are executable independently from others)
• the set of possible resources needed for executing an action (i.e. some actions

require using certain resources)
• the information about the latency between one round and the next one (an arbitrary

technical requirement, on which agent’s consideration about others’ answers must
be calibrated).

Fig. 1. The agent’s mind
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3.2 A Simple Scenario

As a first step of our research, we consider a simplified scenario with the following
assumptions:

• The Goal is the same for each agent: consuming resources following a given
sequence; each agent can start from a different position in this sequence depending
on the resources she has; she reaches the goal if the sequence is complete. Given the
goal G = {R1, R2, R3, R4} if agent Ax has the set of resources R = {R3, R5, R3,
R2, R4}, she combines her resources for reaching the longest sequence she can:
R2, R3, and R4; then she must start looking for R1; once obtained R1 by another
agent, she reaches the goal G (in this example it could be in five rounds, should she
have received R1 in one interaction);

• The actions for each agent can be: Act = {consume a resource; ask for a resource to
a given agent; give a resource to a given agent; ask for a resource through a
broadcasting request}; for now we consider the only possibility for an agent to give
the requested resource, when that resource is not needed by the owner (in which
case it will be pre-allocated to be consumed by the latter in next rounds);

• Each agent can execute only one action in a given round;
• The number of resources owned by agents either is the same or it is higher than the

number of resources for achieving the goal;
• The unique set of given priority rules is related to the sequence of resources to

consume;
• Each agent has her own believed dependence network (on which she base her

interactions);
• There is a unique updating rule: the new information collected in a certain round

can update the believed dependence network on the basis of the subjective level of
trust towards the respondent agent involved in the exchange, and it will be used in
the next round.

3.3 The Agent Behavior

In this first work, we assume that Agents cannot mislead, giving wrong information
(i.e. asking for a not needed resource, or not answering to a request). In future works
we are planning to consider also misleading situations in order to simulate also either
mutual and reciprocal trust relationships. In our simulation architecture, each agent can
answer to a request more or less quickly on the basis of two parameters: the depen-
dence level (DL) with the requester, and the number (N) of requests already performed
by the same agent for the same resource.

Starting from the definition of dependence relationships in [28], the levels of
dependence for two agents, Ax on Ay, are defined below from the lower to the higher.

• Total Independence (TI): Ax does not depend on Ay, and every agent from which
Ax depends does not depend on Ay.

• Indirect Dependence (ID): Ax does not depend on Ay, and some agents from which
Ax depends, also depend on Ay.
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• Direct Dependence (DD): Ax depends on Ay and, every agent from which Ax
depends, does not depend on Ay.

• Total Dependence (TD): Ax depends on Ay and, some agents from which Ax
depends, also depend on Ay.

In the environment, a coefficient for measuring the degree of dependence is asso-
ciated to each level. Furthermore it is also possible to introduce a gap between the
coefficient of totally independence and the other one, emphasising the clear difference
between the dependence relationships (strong or soft) and the complete independence
(for example a possible set of value for each level can be: TI = 1, ID = 3, DD = 4 and
TD = 5). Finally, the null value (0) is not considered as a coefficient for avoiding to
block some requests forever.

Every time an agent receives a request (directly or in broadcast), she multiplies the
coefficient of the dependence level (related to the requester) for the number of requests
asked to her by the same agent for the same resource. The result of this multiplication is
defined as “weight of the request” (W). In the environment it is possible to define a
minimum level of W that forces agent’s response.

With this architecture setting, agent’s answer, and then the resource exchange, is
performed more or less quickly on the basis of the believed dependence network
(BDN) configuration. Moreover, during the simulation run, the BDN update can
modify the perceived dependence relationships, changing previous behaviour of the
same agent.

After every resource exchange, each agent stores those information on her own
working memory and uses them for updating the BDN on the basis of trust levels about
the respondent agent.

In this simulation architecture, the trust level (TL) is strongly related to the number
of rounds (RN = Rounds Number) consumed for having a response: given agents Ax
and Ay, Ax (truster) has a high trust level on Ay (trustee) as much faster is the Ay’s
response to the Ax’s requests. Even though in this manner the trust level is mainly
related to the trustworthiness concept (one of the aspects used to build the trust per-
ception [25]), it is anyway close to what happens in the real cases in which trust is often
related to the reliability for performing some tasks [25]. Moreover, if the trustee
behaves in the same manner with a given requester, the requester (truster) increases
also the level of trust towards her.

The value of TL is between 0 and 1, and initially it is set to 0 (zero) by each agent
for all the agents in the BDN. The calculation of TL is described below and it is
performed by an agent Ax for every known agents in her BDN when the simulation
runs.

• When Ax asks a resource to another agent Ay, she counts the number of requests
performed before obtaining that resource from Ay, calculating the RN.

• When Ax receives the resource from Ay, she sets her value of TL for Ay as 1/(RN-1)
if the previous TL is already equal to 1/RN and RN > 1 (with RN = 1 we have already
the maximum level of trust), otherwise TL = 1/RN.

For the broadcast requests, the calculation is quite similar: Ax counts the number of
requests before obtaining a certain resource and uses it for assigning a TL to the
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respondent agent. With this definition, an agent Ax considers as a positive element both
the decrease of RN and the constant value of TL evaluated in two consecutive
exchanges.

Finally, an agent updates her BDN using information arisen by the resource
exchanges in which the response is performed by an agent with a certain level of trust.
This level can be fixed to a value between 0 and 1 as parameter for the simulation run.

4 Discussion and Conclusion

In this paper we presented a first and simplified version of an agent based model
developed to study emerging behaviors of social networks, in which actors (agent)
could play either the request (customers) and the provider (supplier) role. Following
previous works that introduce formal models of trust and dependence networks, we
developed an architecture of cognitive agents and of the environment in which they act
and interact. This architecture will be the basis for implementing a platform for agent-
based simulation that serves as a tool for investigating the dynamics of information
sharing, collaboration, and collective action within online communities, seen as service
systems. Thanks to this insight into social networks dynamics, then, we will be able to
rich useful findings both in identifying regularities that characterize different service
systems and in defining features for each specific system. Hence, it could be adopted
for designing a digital platform to support a collaborative service environment [30].

Computational simulations are gaining an increasing attention for studying the
behavior of complex social systems [19, 31–33]. Previous simulation models have
mainly addressed the emergent states in virtual teams [34, 35]. Further works can
extend the applicability of this research approach to community environments gov-
erned by trust mechanisms.
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Abstract. The German healthcare service system is facing a number of chal-
lenges in the years to come, prominent among these a decreasing number of
hospitals and practices dealing with an increasing number of treatments and
patient transportation tasks. In this paper, we introduce the idea of building a
decision support tool to improve scheduling of patient transportation in the
German Emergency Medical Service (EMS) system to reduce waiting times and
costs, as well as increasing reliability. We outline a service platform on which
the decision support tool could be realized and integrated with existing systems
in EMS coordination centers. The paper thus introduces a promising approach
for one of the main challenges of the German EMS system and builds the basis
for further research on transport scheduling and healthcare services.

Keywords: IT-based platform � Patient transport � German EMS system �
Healthcare logistics services

1 Introduction

The ageing population is one of the main challenges the German healthcare service
system has to face in the upcoming years. While in 2000, 16.44 % of the German
population was 65 years or older, it was already 20.63 % in 2010, and the number is
expected to grow even faster in the future [23]. On the other hand, the number of
hospitals has decreased by 7.94 % from 2,242 to 2,064 over the same time period [4].
Similar effects could be observed for outpatient health care facilities run by physicians:
While in 2002 there were 96,169 practices, in 2011 there were only 85,759 available
for patients [21] – a relative decrease by 10.82 %. This trend is also reflected in the
development towards small, specialized hospitals, the percentage of which has been
growing [4]. This means that patients will have to travel longer distances in order to
receive medical attention at fewer, more distributed, and more specialized treatment
facilities, increasing also the demand for patient transportation. Already between 2000
and 2010, the number of patient transports has increased by 35.1 %, from 3.935.884 to
5.317.425 [20].
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In Germany, Emergency Medical Service (EMS) systems are not only responsible
for emergency rescues, but also for patient transports (usually to or from a hospital as
well as between hospitals). This applies when the attendance of an emergency medical
technician (EMT) is required, while the condition of a patient is not life-threatening. In
general, transports are executed by special patient transport ambulances. If necessary,
emergency rescue ambulances can also be used, although this means higher costs for
the healthcare system. With about 40–80 % of the transportation demands known at
least the day before - varying depending on the region - the remaining tasks are
requested spontaneously.

With patients traveling longer distances and more frequently, we conjecture patient
transports to be an ideal starting point to analyze efficiency and cost saving potentials in
a focused area of the health care system. What is more, patient transports represent a
comparably ‘safe’ application for optimization and planning endeavors, due to their
typically non-critical nature. At present, transports are usually not planned in advance
and the individual coordination centers are responsible for allocating ambulances
manually on demand. This causes dispatchers in the coordination centers to be
unavailable for handling critical situations, which in the worst case might lead to longer
reaction times for emergency rescues. A partially automated and IT supported sched-
uling of transportation tasks is envisioned to reduce this risk, as well as to reduce
transaction costs and to increase efficiency, thereby lowering costs and improving
service quality for all parties involved in the patient transport system. This includes
coordination centers, patients, hospitals, doctors, and insurance companies. Based on
our cooperation with a coordination center and its corresponding zone of influence
(called EMS region) in the South of Germany, the implementation of such an IT system
is discussed and its evaluation is outlined.

Recognizing a growing use of emergency ambulances for transportation tasks due
to extensive waiting times, the German Red Cross’s regional association of Baden-
Württemberg has demanded in a position paper from March 2012 to define a maximum
waiting time of 40 min for patient transports in Baden-Württemberg [8]. This
strengthens the impression that the current situation (the scheduling of transports) needs
to be improved.

Therefore, the main motivation for this research is to increase the efficiency of the
Emergency Medical Service system by scheduling transports in order to reduce costs,
i.e., waiting times and traveled distances.

The aim of our work is to develop an IT-based coordination platform for the
Emergency Medical Service system in Germany. We will first build a Decision Support
System for the scheduling of patient transport services within an EMS region as these
transports are not time critical and comparatively easy to handle. As stated by Arnott
and Pervan [1], Decision Support Systems (DSS) is the area of the information systems
(IS) discipline that focuses on developing and deploying IT-based systems to support
and improve (managerial) decision making. In our case, these decisions are mainly
about the assignment of transportation tasks to resources and the corresponding routing
of the vehicles. In this paper we want to sketch a tool implementing the required
functionality for transport scheduling and discuss further research needed. The tool
described will be built around an online heuristic, which is particularly well suited for
handling short-term demand. This is important for the optimization problem, since not
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all tasks are known with sufficient lead-time to allow purely offline planning. Addi-
tionally, when a request arrives, a statement whether the task can be fulfilled within the
required time window must be made immediately.

Our working hypothesis is that by using an appropriate IT supported system, the
planning of patient transports within an EMS region can be improved with regard to
efficiency, punctuality of transports, and, most importantly, costs. The aim is to build
this tool using existing infrastructure and interfaces, and to implement it as an add-on to
currently used dispatching software, thereby minimizing costs and effort for both
implementation and user acceptance. An additional advantage of this approach is
enhanced scalability and transferability, increasing the chances of the tool gaining
acceptance in practice.

The scope of this paper is to explain the need for and the design of the envisioned
decision support tool to handle patient transports. In addition, the focus is on the
service aspects of the German EMS system including the discussion of different roles
and the co-creation of value. The underlying optimization methods for the envisioned
decision support tool will be studied in future work.

The paper is structured as follows. In the next section a problem description is
given and existing literature is briefly discussed. Subsequently, the realization of the
envisioned transportation system is presented. The paper finishes with a summary and
an outlook on issues for future research.

2 Problem Description and Literature Review

Modern service science theory states that a service system consists of several partners
who generate value together. The concept of service systems is for example discussed
by Spohrer et al. [18]. As for many other service systems also for EMS co-creation of
value of provider and customers is essential. This concept of value co-creation is for
example presented by Vargo and Lusch [22]. Unfortunately, the determination of the
customer and his role is not always completely obvious. Therefore, the different roles
of participants and their potential to contribute in the EMS system need to be discussed
first. In case of an emergency rescue, the patient is in general the customer, as he is
medically treated by an emergency doctor or a paramedic. But very often he is not the
one who is calling for an ambulance, but relatives or passersby do call. The same is true
for patient transports. Rarely the patient himself asks for a transport, but hospitals or
general practitioners call the EMS dispatcher and order the transport of the patient to,
from or between hospitals. They all – hospitals, general practitioners, emergency
medical assistants driving the ambulance and the patients – want the transports to be on
time. While for the patient this is often due to convenience, for hospitals and EMS
providers waiting times can mean additional unnecessary costs.

Other important partners of the Emergency Medical Service system are the insur-
ance companies as they are the ones paying for the services. Of course, their main
interest is to save costs. But as they probably have to pay for all the (medical) treat-
ments and services of a patient, they have an even broader view. It might be beneficial
in terms of costs to install another ambulance that can decrease the time needed to
arrive at a patient. For diseases like Stroke or Cardiac Arrest the time until the treatment
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starts is crucial. If treatment can start earlier this might safe costs for long-term care and
therefore costs for the insurance company. At the same time, also the patient benefits if
he recovers. That is, it can be stated that healthcare service systems including EMS are
very complex. Therefore, assuring the quality of healthcare service systems is impor-
tant. Hottum et al. [11] for example present an approach for systematically measuring
the service quality and productivity in healthcare.

Concerning the value co-creation different aspects exist that can have an impact on
the service delivery and quality. First of all, it is important that the right and complete
information is given when an emergency is reported or a transportation task is ordered.
Only if a patient is cooperative the emergency and transportation services can be
fulfilled. In case of a transportation task, the patient must be “available” in time. Either
the patient has to make sure that he is ready when the ambulance arrives or the hospital
needs to take care for that, depending on where the patient is picked up. If the patient is
dropped off at a hospital, then they should also be able to take over the patient when he
arrives.

Concerning the development and usage of decision support systems, two areas are of
main interest for his work, namely healthcare and vehicle routing/transportation plan-
ning. In their third review on DSS Eom and Kim [9] state that these two application
areas are well presented in literature. For healthcare, most publications are about clinical
DSS. In the book published by Berner [3], for example, different applications are
presented. In addition, decision support systems are built for (large scale) emergencies
and the training for it. Yoon et al. [24] describe a training prototype DSS for emergency
response and transportation. For example Ruiz et al. [16] develop a decision support
system for a vehicle routing problem. They propose an integer programming formula-
tion and an implicit enumeration algorithm for solving it and present screenshots of the
implemented tool. Further approaches are published by Tarantilis and Kiranoudis [19]
and Mendoza et al. [12]. Scheduling the patient transportation in the Austrian EMS
system, which in many aspects is comparable to the German one, is studied for example
by Ritzinger et al. [15], Schilde et al. [17] and Parragh et al. [13]. They present math-
ematical models and provide different formulation and solution approaches that can
serve as a basis for this research. The problem of transporting patients within large
hospitals as it is analyzed in Beaudry et al. [2], using data from German hospitals, is also
comparable to the studied EMS transportation problem. Nevertheless, due to legal
regulations and the practical implementation of the EMS system in Germany, a thorough
review and probably an adaption of the proposed methods is necessary.

To the best of our knowledge, the problem of scheduling patient transports has always
been modeled as a so-called Dial-a-Ride Problem (DARP) in the existing literature.
DARP is a form of Vehicle Routing Problem (VRP). Vehicle routes and schedules for n
users which satisfy pickup and delivery requests between origins and destinations are to be
designed and mminimum cost vehicle routes capable of serving as many users as possible
are to be determined, under a set of constraints. It has been stated that the most common
example of such a routing problem arises in the form of door-to-door transportation for
elderly or disabled people as for example by Cordeau and Laporte [6]. The static DARP in
general is quite well studied; see for example [7] or [14].

At present, there is hardly any methodologically grounded or formalized scheduling
of patient transports in Germany. This means that in particular, automated scheduling
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does not take place. Most of the IT systems used by coordination centers implement a
central list of transportation tasks to be fulfilled and a list of vehicles, showing their
current status with regard to operability and availability. Dispatchers can then manually
assign tasks to vehicles using drag and drop mechanisms.

At the moment, as dispatchers do not have a fixed schedule for the transports in a
coordination center’s region, they cannot provide customers (hospitals, doctors,
patients, and relatives) with real-time information, for example on expected arrival
times. Therefore, these parties are usually not informed when an ambulance is running
late. As this is understandably unsatisfying, customers tend to order an ambulance
earlier than it is needed to avoid these waiting times. Of course, this can in turn result in
costly waiting times for the EMS provider, if the ambulance is on time. By imple-
menting a tool for scheduling patient transports, and by therefore being able to com-
municate a certain arriving time, we should be able to motivate customers to order
transports for the actual time needed, since they could then rely on the times stated by
the EMS provider. In addition, the tool would facilitate an active exchange of infor-
mation in both directions - both to inform patients about changes in arrival times via the
Internet or via text messages (SMS), or to deliver changed transportation requests back
to the coordination centers.

Transportation tasks that were fulfilled are usually saved in the dispatching soft-
ware’s log. Unfortunately, these software programs usually do not offer an automated
data analysis. The transport data has to be extracted manually to an Excel-file, for
example, and can then be analyzed using other (statistics) software. Due to a lack of
experience as well as resources, this is in general not done in practice. Therefore, the
duration of transports, especially loading times (as well as expected waiting times) are
often unknown and are not examined further.

To assess the current situation and to be able to compare it to results determined by
the software, the following key performance indicators can be used:

1. Time /delay:
a. Late arrival when dropping off the patient in a hospital/practice as this can

destroy the treatment plans and can cause high costs.
b. Waiting time for the patient when the ambulance arrives late for pick-up; this is

unsatisfactory for the patient and as we deal with ill patients this might be
disadvantageous for the patient’s health.

c. Waiting time for the EMTs at pick-up if the patient is not ready as this waiting
time is paid as “normal” working time of the EMTs. In addition, the ambulance
is unnecessarily occupied during that time and not able to serve another request.

2. Trips:
a. Number of empty trips when transporting patients between regions.
b. Trips and types of trips (lying, sitting or walking patients; overweight patients;

infectious patients) per ambulance staff as a balancing of workload should be
assured.

c. Length of the trips in km as ambulances have to be inspected and exchanged due
to the overall traveled distance.
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3 Transportation Planning System

3.1 Use Cases

The main goal is not only to find a superior heuristic for scheduling the transportation
tasks, but also to create a tool for directly supporting dispatchers’ decision making
while trying to avoid unnecessary additional efforts. The envisioned tool therefore
needs to interact with patients, hospital staff, EMTs and insurers in the context of the
following use cases, which are depicted in Fig. 1.

The use case Plan Transportation should contain the following steps:

1. The dispatcher should be able to determine routes for the available ambulances
serving the transportation requests and propose allocations of vehicles to trans-
portation tasks.

2. The dispatcher should be able to schedule the pick-up and delivery times and
determine whether the task can be fulfilled within the expected time window.

3. The system should leverage historical routing data, scheduling data, and actual
transportation data in order to increase the precision for predictions of transport
times, interceptions, etc.

The use case Request Transportation relates to the request of a patient transporta-
tion. A transportation request can be initiated by hospital staff and patients (usually
phone calls) and entered by dispatchers. This use case is extended by the use case
Request Urgent Transportation. If for example a doctor calls and requests for a patient to
be transported to the hospital and the dispatcher is not sure whether it is possible in time
or not, the doctor can declare the patient to be an emergency case and then an emergency
rescue vehicle must take over. This is a lot more expensive and usually, emergency
rescue resources (ambulances as well as personnel) are scarce and valuable. Therefore,
whenever possible, it should be avoided for transportation tasks to become emergencies.

An EMT interacts with the system in the use case Request Transportation Sche-
dule. The schedule contains the routes and patient transportation tasks, which should be
fulfilled by the EMTs. This schedule can be updated in real time. In order to allow the

Fig. 1. Use case diagram of patient transportation service system
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system to track the current status of the ambulances during the transportations, the use
case Update Status allows EMTs to inform the system about their progress, possible
delays, etc.

As transportation data is not just a valuable source of insight for dispatchers,
insurers may access transportation data of their patients in the use case Request Pay-
ment Information. This increases transparency between all involved parties, namely
patients, EMTs, and insurance companies.

3.2 Non-functional Requirements

An important requirement for the use cases is that the planning tool responds in real
time (within seconds) and that the solution of the implemented procedures only
deviates a few percent from the optimal solution. Considering the tasks that are already
known, routes are determined in the morning (or the evening) before starting the
transports. During the day, when new tasks become known, they are inserted into the
routes or routes are rescheduled if necessary. Furthermore, the proposed approach
should be integrated into existing dispatching software.

3.3 Implementation

As an example for a dispatching software, the product “Cobra” developed by ISE
GmbH Aachen is chosen, since it is widely used for example in Baden-Württemberg,
Hesse, Rhineland-Palatinate and North Rhine-Westphalia. Therefore, there is the
possibility of a further roll-out of the tool after the pilot study. Another important
feature of this dispatching software is that interfaces for accessing needed data are
available and that in addition it is possible to design user interfaces adjusted for the
specific needs of a dispatching center. The architecture of the software is shown in
Fig. 2. The left side illustrates the existing architecture, while the right side illustrates
how the work presented in this article is integrated. The existing dispatching software
contains the components Databases, Cobra-Server and Cobra-Client. In the databases,
the following data are available:

1. Available ambulances (in case of real-time planning the current status and locations
of the ambulances must be transmitted to be able to keep track of the schedules).

2. Transportation tasks, including origin and destination locations (either addresses or
geo-codes) and one critical time (either for pick-up or drop-off).

Cobra-Server and Cobra-Client is the existing software, which however does not
provide any considerable decision support. Therefore, the components are extended in
order to improve patient transportation planning.

The kernel of the system is the OR Heuristic that can schedule tasks in real-time
and can therefore indicate whether a transportation demand can be fulfilled within the
requested time window. For each vehicle, a route is built consisting of the tasks that
are scheduled for the specific vehicle. The length of a route is limited by the duration
of the shift of the EMTs associated to the vehicle.
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In order to determine the arrival times and route lengths, the driving times between
the different locations are needed. Thanks to the latest developments in this field, exact
driving times can be computed at hardly any cost (i.e. computation time). For example,
the Open Source Routing Machine (OSRM) developed by researchers from the Kar-
lsruhe Institute of Technology (KIT), Germany, can be used for the proposed tool.
OSRM is a C++ implementation of a routing engine that determines shortest paths in a
road network. It uses specialized routing algorithms and the free road network data of
OpenStreetMap project. OSRM is able to compute any shortest path within a few
milliseconds. Therefore, there is no need to produce distance matrices beforehand,
which could otherwise compromise the flexibility of the tool.

4 Evaluation

We executed a first brief data analysis for the cooperating EMS region. We found out
that they fulfilled up to 100 transportation tasks per day in 2012. This means that
sometimes 70–80 transports were known in advance. Most of the transports were
demanded on weekdays, only very few transports took place during weekends. In total,
the more than 20,000 patients were transports in 2012. For 2013 the data looks similar
with a slight increase in the overall number of transports.

We identified more than 300 villages and districts for the pickup and drop off
locations. The duration of a trip was often between 30 and 120 min. Transports from or
to farther locations could take 180 min and more. This data will be quite helpful when
building the system and tuning the approaches.

In a next step, we will work on different optimization methods (exact as well as
heuristic approaches) and compare the results. We will also start with a DARP for-
mulation. The objective minimizes the weighted sum over the different types of waiting
times. In addition, an extension that ensures a work load balancing is considered. We
did a first basic study of a simple DARP for the patient transportation problem that
needed <10 h to solve instances of the considered problem sizes. Therefore, an

Fig. 2. Architecture of transportation planning service system (based on [10])
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application in practice is realistic when a schedule can be determined over night, but for
rescheduling and including short-term demand fast heuristics will be needed. For
example, an insertion heuristic is easy to implement and to adapt to the problem
specifics, but for example metaheuristics like tabu search can be another possibility. In
addition, sophisticated approaches based on the savings algorithm [5], for example,
exist that can also be used to solve the patient transportation problem. Using the
optimal solutions determined by solving the DARP formulation, the heuristics can be
evaluated. The approaches and results will be presented in future work.

We will do a trial run, i.e., a case study with the coordination center, to collect data
for determining the concrete optimization potential for a decision support system and to
test the methods, as well as the platform itself. We will then track all requests
(including the demanded time point or time intervals) – even those that cannot be
fulfilled – all changes to the requests and the status (and if possible the locations) of all
vehicles whenever a task is assigned by a dispatcher, or when a call arrives demanding
an immediate transport. The schedule that has been produced by the dispatchers in
practice can be extracted from the system directly. The data collected by the tool can be
transformed into a set of scenarios and taken as input for the optimization. As men-
tioned above, different Operations Research heuristics will then be applied to the data
set and be compared based on the defined optimization criteria. Exact methods will be
used to create a base line for reference, assuming that all the information was known at
the beginning of the planning task, to determine the quality of the heuristics.

5 Summary and Future Research

In this paper, we have introduced the idea of building a decision support tool to
improve scheduling of patient transportation in the German Emergency Medical Ser-
vice system. This approach aims to improve the current situation for all involved
parties, reducing waiting times and costs, and increasing reliability. The proposed
decision support tool relies on Operations Research methods to model the scheduling
of transportation tasks as a Dial-a-Ride Problem. We have outlined the basic features of
the decision support tool, of the optimization approaches to solve the underlying
planning problem, and of the IT components that will support dispatchers in coordi-
nation centers by integrating the tool into their existing systems. We have started to
investigate the applicability of heuristics to address the problem of transport schedul-
ing. Further work is needed, both on this Operations Research aspect of the proposed
tool, as well as on technical implementation and acceptance issues, such as the use of
the decision support tool within a coordination center. The intended case studies
together with rescue coordination centers as described in the last section will be the
most important next step and we expect the results to be very insightful both for
researchers and for the people working in the coordination centers.

Concerning the planning methods, a combination of emergency rescue and patient
transport will be investigated, which is especially promising in case of shared ambu-
lances. A decision support tool would then advice which ambulance to assign for a
particular kind of service request and also where to locate ambulances after having
finished a task, or generally during the day. Here, incorporating a GIS into the system
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might be very helpful. Unfortunately, nowadays only very few ambulances in Germany
have a GPS installed. Therefore, they cannot be tracked and there would be hardly any
benefit of adding a GIS to the system then. Nevertheless, the potential as well as needed
adaptations should be investigated in order to be prepared when GPS systems are
finally installed.

In some of the European neighboring countries like Austria or the Netherlands,
patient transports are handled similarly as in Germany. This could be taken into
account when building the system to increase the potential key market.

As mentioned above, it would be really beneficial for the whole system if infor-
mation on the current status and on short notice changes can be transferred (semi-)
automatically between the coordination center, the hospitals and the patients. The tool
described could serve as a platform to facilitate this communication. Eventually, having
several rescue coordination centers run the decision support tool, the aim is to build a
platform for the coordination of patient transport services that not only considers tasks
within one EMS region, but that is able to connect these regions (within a federal state).
A key achievement of this approach is envisioned to be the avoidance of empty trips of
the vehicles after completing a transportation task, while limiting the data transferred
on the platform to the necessary minimum. Realizing these improvements relies on
overcoming a number of integration and acceptance challenges. In particular, differ-
ences between dispatching systems and software in the coordination centers, issues of
data protection, and user acceptance will be addressed in creating the platform solution.
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Abstract. Approximately 60 % of the world’s workforce is currently employed
by either public or private branches of the Service Sector and this value rises to
80 % in developed countries. There is also a tendency towards constant growth
in the Service Sector at an international level, with people working in a broad
spectrum of areas such as tourism, commerce, logistics, finance, insurance and
community, social and personal services. However, and in spite of the fact that
society increasingly needs more professionals who are oriented towards this
sector, there are hardly any specific training plans for service professionals. This
paper presents a comparative analysis about training programs in Service
Science Management and Engineering (SSME). This comparative analysis was
made during the definition and creation of a new curriculum for training of
professionals in SSME which will be taught at the Rey Juan Carlos University,
in Madrid, Spain, from the next academic year onwards. The degree is briefly
described in this paper and analyzed in the comparative analysis.
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1 Introduction

The Service Sector, defined as that which does not produce material goods, but rather
provides the population with services that are necessary to satisfy its needs [1], is
currently dominating the world economy, and provides about 63 % of the workforce
with employment. These data vary between values of over 80 % in countries such as
Hong Kong, Saudi Arabia, the United States or the United Kingdom and values below
40 % in countries such as Cameroon, Cambodia, Pakistan or India. Between 50 % and
80 % of the workforces in the majority of developed countries are employed in the
Service Sector [2].

The evolution of employment in Europe for different sectors shows that Agriculture
and Industry sectors decrease while the Service Sector grows year by year [3]. In 2013,
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Spain, where the present curricula is beginning to be implemented, had a 75 % of
employees working in the Service Sector [4].

However, and in spite of the fact that society increasingly needs more professionals
who are oriented towards this sector, there are hardly any specific training plans for
service professionals. But, what is a service professional? What type of training should
a professional in a sector that is clearly on the increase have?

The Service Sector requires personnel who are qualified in service systems, i.e.,
dynamic configurations of people, technologies, organizations and shared information
that create and deliver value to customers, providers and other stakeholders [5]. We are
thus referring to professionals who understand and can deal with the complete lifecycle
of service systems, from the conception of new services, innovation, design and pro-
duction to marketing and commercialization, etc.

The relatively new field denominated as Service Science, Management and Engi-
neering (SSME) aims to integrate disciplines regarding the business management,
technology and engineering, and social sciences in order to encourage innovation in
how organisations create value for customers and stakeholders that could not be
achieved through such disciplines working in isolation [5, 6].

The educational sphere has also begun to take steps as regards SSME [7]. White
papers have, for example, appeared in both Spain and at an international level, with the
intention of taking the first step as regards creating study plans for the training of
professionals in this field [8, 9, 10]. Jim Spoher, one of the precursors of Service
Science has, together with other authors, stressed the ten reasons why universities have
a lot to say in the SSME sphere [11]. One of these is that universities already impart
concepts related to service innovation, although in ‘silos’, or isolated disciplines such
as economics, marketing, operations, computer sciences, systems engineering, etc.,
thus affirming that SSME can assist universities to move from teaching in silos to
transdisciplinary teaching, adapted to the real needs of a service economy. As previ-
ously stated, service professionals must have a combination of skills that originate from
various disciplines such as business, technology and social sciences. Various authors
therefore discuss the training of T-shaped professionals, who will be excellent problem
solvers in their own discipline but will also be capable of interacting with and
understanding specialists from a wide range of disciplines and functional areas [5].

Although the majority of the training initiatives in SSME are Master’s degree
programmes, some universities have also committed to creating Bachelor’s degree
programmes. In this paper we present a comparative analysis of existing Bachelor’s
degree programs on SSME. As a basis for the comparison we considered first the three
large areas related to SSME: business management, technology and engineering, and
social science. Then we identified and analyzed the disciplines included on each par-
ticular degree and the weight that each of them had in each specific program.

The comparative analysis presented in this paper was made during the process of
creation of a new curriculum for training of professionals in SSME. The proposed
curriculum, a Bachelor’ degree, is the result of a project that has been going on for
more than three years at the Rey Juan Carlos University (RJCU) in close collaboration
with two significant and complementary companies from the service sector: IBM (as a
computing service provider) and EULEN (as as a supplier of security services, cleaning
services, etc.). The project has been reviewed and endorsed by various organisms such
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as the ERISS, the SRII, the IBM Almaden Research Centre, etc. The present curric-
ulum is briefly described in this paper and analyzed in the comparative analysis.

The present work is structured as follows. Section 2 presents the required knowl-
edge and skills for the emerging field of SSME, and describes the principal disciplines
related to it. Section 3 shows a summary of the SSME degree proposed by the RJCU.
Section 4 presents a comparative study of the Bachelor’s degrees on SSME. Finally,
Sect. 5 shows main conclusions and open lines of work.

2 Knowledge and Skills for a SSME Professional

In one of the first works on the area of SSME: “Service Science: a New Academic
Discipline?”, IBM stated that Service Science could bring together ongoing work in
the more established fields of computer science, operations research, industrial engi-
neering, mathematics, management sciences, decision sciences, social sciences and
legal sciences to create new skills and markets that offers services that help trans-
forming, optimizing and managing business-support functions in organizations [10].

In 2007, the Cambridge Service Science, Management and Engineering Sympo-
sium [5] similarly stressed the importance of uniting the knowledge from computer
science, operations research, industrial engineering, business strategy, management
sciences, and social and legal sciences, with the objective of training professionals who
will help to improve organizations’ success through service innovation.

In agreement with the previous proposals [7, 8], we can state that they all coincide
as regards indicating that a professional in SSME should have three fundamental types
of skills: business and management skills, information systems engineering skills (also
denominate as Technological skills), and socio-organisational skills. The knowledge
related to these skills is currently taught at universities on different Bachelor’s and
Master’s degree courses that can be grouped into three areas, as is shown in Fig. 1:
Business and processes, Engineering and technology, and People and culture [7].

In the last years many universities at a worldwide level have begun to create study
plans with which to cover training in SSME according with the tree previous areas [7].
Although the majority of the currently existing initiatives are Master’s degree pro-
grams, various Bachelor’s degree programs are also being taught.

Business and 
Processes

People and 
Culture

Engineering 
and Technology

Skills needed to construct, 
componentize, verify, 

operate, etc., elements of 
information and 

computing technology

Skills and knowledge regarding 
macro and micro economics, 
law, management, finance, 
marketing, etc. 

Skills needed to coordinate, 
motivate and lead work teams 
with particular emphasis on 
multicultural aspects

SSME

Fig. 1. Relationship between SSME professionals’ knowledge and skill areas
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Taking into account the proposals of various experts in SSME [5, 7, 12], along with
the analysis of different Bachelor’s and Master’s degree curricula that are currently
being taught at an international level, we have identified a set of main subjects that
should be taught in training programs on SSME. We have grouped these subjects into
three large blocks, which we have denominated as disciplines, with the objective of
establishing groups of subjects with themes that are related to each other. Figure 2
shows the relationship between these disciplines and the three large areas of which
SSME is composed.

In Foundations we involves a basic knowledge of mathematics and statistics, along
with the basic concepts for a service professional such as systems theory, history of
services, and the legal and ethical aspects that are basic to any profession. This
knowledge is related to the three areas of SSME knowledge, although it could be said
that they are principally related to the areas of Engineering and Technology and
Businesss and Processes.

Business and Management involves knowledge related to business, management,
human resources and marketing. This block of subjects is directly connected to the area
of Business and Processes.

The discipline Social Science involve knowledge from the areas of economics and
sociology. This knowledge is related to the areas of both Business and Processes and
People and Culture.

Information Systems involves knowledge from Information Systems, Data Bases
and Business Information Systems. These subjects include knowledge from the tra-
ditional areas of Engineering and Technology and Business and Processes.

As a different discipline, we include Information Technology and Communi-
cations (ITC). It involves knowledge related to technical and engineering skills from
the areas related to Computer Science, such as architecture, hardware, programming,
networks, operative systems, etc. They are subjects from the Engineering and
Technology area.

Engineering and 
Technology

Information
Systems

Information 
Technologies 

and 
Communica-

tions

Foundations

Psychology
and 

Comunication

Service
Management 

and 
Engineering

Social 
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Business and 
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Business and 
Process

People and 
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Fig. 2. Relationships among disciplines according to areas in SSME
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Service Management and Engineering involves knowledge related to the man-
agement of services in organisations, such as service engineering, service management,
quality of services, service process management, etc. This type of knowledge, which is
fundamental from the point of view of services, is related to all three large areas of
SSME.

Finally, the discipline of Psychology and communication involves knowledge
from psychology and communication which are related to social skills along with
communication skills, emotional intelligence, team management, leadership, etc. These
subjects are encompassed within the SSME area denominated as People and Culture.

3 The URJC SSME Curriculum

In this section we briefly present the Rey Juan Carlos University’ proposal for a
Bachelor’s degree in Service Science, Management and Engineering.

In Spain, any curriculum that leads to the obtaining of a bachelor’s degree is
formed of 240 credits. It should contain a minimum of 60 credits for basic education, of
which at least 36 will be linked to subjects that are specific to the branch of knowledge.
If external work experience is programmed, then this will have a maximum of 60
credits. The dissertation will have between 6 and 30 credits, and the academic rec-
ognition of credits will have a maximum of 6. At RJCU, 6 credits are assigned to the
dissertation and 24 to external work experience.

Table 1 shows details of the degree created at the RJCU. As it is shown in Table 1,
each of the aforementioned disciplines is composed of modules, and the modules are
composed of subjects. Each subject may contain one or more topics that will allow the
student to acquire a set of both general and specific competencies.

4 Comparison of Bachelor’ Degrees on SSME

The disciplines presented in Sect. 2, which unite knowledge that is considered to be
central to the training of SSME professionals, are also present in the majority of
Bachelor’s and Master’s degrees taught at a European and international level (see in
appendix some current programs on SSME).

The basis of analyses used in this comparison will be the 7 areas that are included in
the three large areas of which SSME is composed: foundations (F), business man-
agement (BM), social science (SS), psychology and communications (PC), information
technology and communications (ICT), information systems (IS) and service man-
agement and engineering (SME).

In order to compare the existing degree on SSME we considered that was important
to analyse the disciplines included and the weight that each of them had in each specific
programme. We have done this by classifying all the subjects taught according to the
seven previously defined disciplines and then calculating the weight of each discipline
in the degree according to the number of credits assigned to the subjects of which they
are composed with regard to the total number of credits assigned to the degree. Table 2
shows these results.
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Table 1. RJCU SSME Curriculum
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One important difference that may be observed in the degrees in SSME that are
currently being taught is the influence of those areas most closely related to SSME,
such as Engineering and Technology and Business Management. The profiles of those
degrees that are most closely related to Information Technologies, which are usually
taught at Computer Science schools, are clearly different to those more closely related
to Business Management, which are taught at Business schools.

Although both types of degrees focus on the concept of service, the former clearly
tend towards the idea of IT service, with more content regarding information tech-
nologies, while the latter focus more on the idea of service operations and on the

Table 2. Comparison of Degrees in SSME

Degree Cred. Representation weight of each discipline in the Degree

F BM SS PC ICT IS SME Total

Degree in Information
Technologies and
Services. Universidad
Autónoma de
Barcelona (Spain)

240 14 % 10 % 3 % – 43 % 11 % 19 % 100 %

IT Service Science
major: Bachelor of
Computer and
Information Sciences.
Auckland University
of Technology (New
Zealand)

360 4 % 4 % – 4 % 46 % 29 % 13 % 100 %

Bachelor of Science in
IT Service
Management.
University of Applied
Sciences
Schmalkalden
(Alemania)

180 11 % 17 % 4 % – 32 % 21 % 15 % 100 %

Degree in IT Service
Management.
Missouri State
University (USA)

125 22 % 27 % 16 % 6 % 15 % 8 % 6 % 100 %

Baccalauréat
Universitaire en
Systèmes
d’Information et
Science des Services.
Universidad de
Ginebra (Suiza)

180 2 % 20 % - 4 % 22 % 25 % 27 % 100 %

Bachelor of Science in
Business with a
concentration in
Service Sector.
University of Phoenix
(USA)

120 21 % 18 % 21 % 3 % 3 % 6 % 28 % 100 %

Service Science,
Management and
Engineering Degree.
Rey Juan Carlos
University (Spain)

240 22 % 15 % 9 % 6 % 17 % 16 % 15 % 100 %
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management of services as a business activity. Those degrees that are less influenced
by information technologies appear to be closer to the idea of an SSME degree in
which new knowledge arises as a result of the synergy of various disciplines, which
include computing, business studies, marketing, sociology, psychology, etc.

Of the degrees analysed, we can name three whose contents are closer to the area of
Information Technology and which are taught at Computer Science schools (the first
three rows of Table 2). These are:

• Degree in Information Technologies and Services at the Escola Universitària
d’Informàtica “Tomàs Cerdà” at the Universidad Autónoma de Barcelona (Spain)
[13].

• IT Service Science major: Bachelor of Computer and Information Sciences at the
School of Computing and Mathematical Sciences at Auckland University of
Technology (New Zealand) [14].

• Bachelor of Science in IT Service Management at the Faculty of Computer Science
at the University of Applied Sciences Schmalkalden (Germany) [15].

Figure 3 shows in a graph the distribution of percentages of knowledge per dis-
cipline for these tree SSME degrees. The analysis of such distribution shows that the
degrees contain approximately 50 % of subjects from the area of Information and
Communications Technologies.

It should be borne in mind that if we also contemplate other information systems
subjects that are closely related to Computer Science, such as data bases or enterprises
systems, these values rise much more, reaching almost 70 % in the case of the
Auckland University of Technology, and more than 50 % in that of the University of
Applied Sciences Schmalkalden.

There are also three degrees that are most influenced by the area of Business
Management and which are taught at Social or Business schools. These are:

• Degree in IT Service Management at the College of Business Administration at
Missouri State University (USA) [16].

• Baccalauréat Universitaire en Systèmes d’Information et Science des Services at the
Faculty of Social and Economic Sciences at the University of Genève (Switzerland)
[17].
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Fig. 3. Distribution of percentages of knowledge per discipline in SSME degrees closer to the
area of Information Technology
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• Bachelor of Science in Business with a concentration on the Service Sector at the
Business at the University of Phoenix (USA) [18].

As is shown in the Fig. 4, the percentages in these degrees are better distributed
among the different disciplines analysed. The degrees at both the Missouri State
University and the University of Phoenix contain a high percentage of disciplines
related to Business Management and Social Science, but these do not exceed 50 % of
the total contents of the degree.

The University of Phoenix has a particularly high percentage of Service Manage-
ment and Engineering since it is highly focused on studying specific service sectors.
The University of Geneva has more content as regards information technologies and
information systems, but it does not exceed 50 % of the total content of the degree.

It should also be noted that, although we have not included them in this study, there
are other degrees that are oriented towards the third area related to SSME: People and
Culture. Of these we could mention the next:

• B.S. Degree in Service Management at the College of Human Development and
College of Technology, Engineering & Management at the University of
Wisconsin-Stout (USA) [19].

• Bachelor of Science in Human Services with a concentration in Management at the
College of Social Sciences at the University of Phoenix (USA) [20].

Both degrees are oriented towards the social and human aspects of SSME in
conjunction with business management, although the area of technologies and engi-
neering is not dealt with in any way whatsoever.

Figure 5 shows the distribution of the percentages that represent each discipline in
the SSME degree proposed by the RJCU. It is important to notice that in the case of
the RJCU there has been a special interest in creating a study plan that will allow
students to attain a transdisciplinary SSME profile that is unlike the traditional com-
puter science profile with a specialization in Services or a business management profile.
This is reflected in the balanced distribution of the percentages for the areas in the
RJCU degree.

A more detailed analysis of the URJC SSME shows the distribution of subjects (see
Fig. 6), which correspond to each of the SSME disciplines identified previously,
throughout the four years of the degree. As can be seen in Fig. 6, in agreement with [11],
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Fig. 4. Distribution of percentages of knowledge per discipline in SSME degrees closer to the
area of Business Management
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we have defined a teaching model in which areas are gradually developed in increas-
ingly greater depth.

As the graphs show, both the first and second years contain a high percentage of
subjects that correspond to fundamentals. The subjects of Service Management and
Engineering are fundamentally taught in the third and fourth year. Although the area of
Service Management and Engineering may visually appear to be greater in the fourth
year, the number of credits show that fewer credits are taught. This is because the
fourth year includes credits for work experience, the dissertation and the recognition of
credits that have not been classified in a specific module since it is understood that
these credits imply an application of the knowledge obtained in all of them.

One important characteristic of this distribution that should be highlighted is that up
until the third year, skills and knowledge from the three areas defined by SSME

Fig. 5. Distribution of percentages of knowledge per discipline in the URJC SSME degree

1  Year

Maths. for computation and 
services  (6)
Theory of Systems (3)
History and Fundamentals of 
Services (6)
Logic (3)
Ethical, Legal and Professional 
Aspects(6)

Introduction to Programming (6)
Computer Architecture (3)
Service Development (6)
Operative Systems and Networks (6)

Business Organization (6)

Emotional Intelligence (3)

Service Sociology (6)

2  Year

English (6)
Statistics (6)
Private Law (6)
Operation Research(3)

Software Engineering (3)
Service Design and Maintenance (3)

Business Communication (6)

Communication Skills  (6)

Economy in Service Sciences (6)

Data Bases (6)
Information Systems Architecture
(6)
Information Systems (3)

3  Year

Mobile and Ubiquitous Services (3)
Human-Computer Interaction and 
Multi-media(6)

Service Operation Management (3)
Service Marketing (6)

Leadership and Teamwork (3)

Micro-economics (3)
Financial Economy and Accounting 
(3)

Business Information Systems (6)
Technologies for the Management 
of Large Volumes of Data(6)
Business Intelligence and Analysis 
(3)

Service Engineering (6)
Project Management (3)
Business Process Engineering (3)
Service Management (6)

4  Year

Dissertation(6)
Work Experience (24)
Recognition of credits/SSME 
Seminary (6)

Strategic Business Management and 
Service-Oriented Business 
Consultation(3)
Business Initiative (3)
Human Resources(3)

Business Architectures (3)

Elective: Service Applications (3)
Elective: Service Applications(3)
Elective: Service Applications (3)
Elective: Service Applications (3)

Fig. 6. Distribution of subjects per term and module in the RJCU SSME Curriculum
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(business and process, engineering and technologies, and, people and culture) are
developed in each academic year.

Thus, for example, with regard to the skills from the area of people and culture, it
will be observed that in the first year 9 credits are taught for the subjects of emotional
intelligence and service sociology, in the second year 6 credits are taught for com-
munication skills, and in the third year 3 more credits are taught for leadership and
teamwork. Although there is no specific subject regarding these skills in the fourth year
it should be stressed, as explained previously, that in the final year credits are devel-
oped for subjects such as work experience and the dissertation, during which social and
personal skills are definitively put into practice.

5 Conclusions and Future Work

Service Sector requires qualified personnel in service systems. It refers to professionals
who understand and can deal with the complete lifecycle of service systems, from the
conception of new services, innovation, design and production to marketing and
commercialization, etc. The Service Science Management and Engineering (SSME) is
an emerging and transdisciplinary field that integrates aspects of business management,
along with information technologies and engineering, and social sciences.

Since the appearance of the first works related to SSME, many universities at a
worldwide level have begun to create study plans with which to cover training in this
area. Although the majority of the currently existing initiatives are Master’s degree
programs, various Bachelor’s degree programs are also being taught. This paper
present a comparative analysis of Bachelor’s degree in SSME at international level.

After our analysis we observe one important difference in the degrees in SSME that
comes from the influence of those areas most closely related to SSME, such as
Engineering and Technology and Business Management. The profiles of those degrees
that are most closely related to Information Technologies, which are usually taught at
Computer Science schools. The former clearly tend towards the idea of service from an
IT point of view, with more content regarding information technologies, while the latter
focus more on the idea of service operations and on the management of services as a
business activity. Those degrees that are less influenced by information technologies
appear to be closer to the idea of an SSME degree in which new knowledge arises as a
result of the synergy of various disciplines.

This paper has also summarized the curriculum of a new degree in SSME which
will be taught at the Rey Juan Carlos University from the next course. The degree has
been designed by experts in SSME from the university and the Service Sector. The
URJC SSME degree shows a distinctive characteristic regarding to other degrees, that
is balanced distribution of knowledge and skills related to SSME throughout the four
years of the degree, as well as the balanced distribution of the credits taught for each
one of the disciplines more related to SSME.

The RJCU is currently working to implement the new degree. As a future work
we plan to work by following the students’ progress, their employability, the results of
the companies in the sector, etc., all of which will undoubtedly lead to new reviews of
the degree program.
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Appendix: Current SSME Undergraduate and Graduate Programs

Undergraduate Programmes
Denomination School/Centre at which

taught
University

Degree in IT Service
Management

College of Business
Administration

Missouri State University
(USA)

B.S. Degree in Service
Management

College of Human
Development and College
of Technology,
Engineering &
Management

University of Wisconsin-Stout
(USA)

Baccalauréat
Universitaire en
Systèmes
d’Information et
Science des Services”

Facultad de Ciencias
Económicas y Sociales

Universidad de Genève
(Switzerland)

Bachelor of Science in
Human Services with a
concentration in
Management

College of Social Sciences University of Phoenix (USA)

Bachelor of Science in
Business with a
concentration in
Service Sector

School of Business University of Phoenix (USA)

Degree in Information
Technologies and
Services

Escola Universitària
d’Informàtica “Tomàs
Cerdà”

Universidad Autónoma de
Barcelona (Spain)

(Continued)
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Abstract. In many cases, there is a serious gap between the needs of real-world
organizations and the skills that business school graduates actually develop
during their studies. In order to close this gap, innovative pedagogic solutions
can be implemented in business schools, such as hands-on, work-group infor-
mation systems courses; but such changes may imply serious budget and
organizational problems, also because of the inertial nature of university insti-
tutions. Service science is emerging as a very promising approach to tackle the
challenges implied in such practice-oriented, demand-driven innovation of
educational services. In this paper, we apply a service science approach to
propose a bottom-up re-design of the educational service system in a repre-
sentative case: the School of Management and Economics of the university of
Turin, Italy. We identify the network of stakeholders and propose a model in
which students, graduates and firms interested in hiring specialized personnel
play an active role in co-creating the value delivered by the university educa-
tional services. Finally, we outline the main performance measurement and
organizational issues implied by this project.

Keywords: Service science � Service innovation � Service system � University �
Business schools � ERP education � Information systems education

1 Introduction

The traditional business model of universities is being challenged in the emerging
global scenario [26]. New and often very competitive alternatives for third level
education are more and more available, both locally and in foreign countries, while the
phenomenon of massive open online courses (MOOC) is booming.

Meanwhile, the demand is changing: in the traditional model, students go to uni-
versity in their 20 s; whilst in the next future, as innovation continuously wipes out
some jobs and changes others, many older people will need to replenish their human
capital throughout their lives.
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Many universities are highly inertial institutions, where innovation and change are
very slow and difficult; but the pace of technological, societal and economic changes
has dramatically accelerated, and so there is a growing gap between the quickly
evolving educational needs and the old-fashioned educational services that most tra-
ditional universities actually provide.

The idea that university education is a doorway to well-paying jobs is then more
and more perceived as a myth, while on the other hand the costs of getting a degree are
constantly rising in many countries: it is not surprising that, for more and more people,
a traditional degree is not value for money.

These factors are disrupting the traditional customer base of universities, especially
those middle-tier institutions which used to be the only and obvious choice for aspiring
graduates in their territories. Many of these institutions are witnessing decline in
enrollments, morale and social prestige [17].

In this paper, we focus on economics universities, and especially on first-level
business-oriented curricula, such as the BBA (Bachelor of Business Administration).

We deem that the gap between educational needs and educational service perfor-
mance risks to become irreversible in many of these majors. In fact, due to the specific
historical evolution of business schools [8], this academic environment often penalizes
practice-oriented research and teaching, differently from what happens in other fields
such as medicine or engineering.

Recent surveys, which will be more thoroughly described in the Literature Review
section, show that the typical business school curricula do not provide students with the
technical skills that businesses actually request to entry-level graduate employees.
Moreover, other surveys demonstrate that business schools tend to give a poor con-
tribution also to the so-called soft skills of graduates, such as the capability to adapt, to
interact, to solve problems, to holistically understand the business environment they are
confronted with. Students are often provided with separated silos of theoretical
knowledge, such as marketing, accounting or business law, but the university does not
help them in merging the inputs and getting an overall picture of how a real-world
business works. Today, many undergraduates and graduates seek to take initiatives on
their own in order to complement their education with highly specialized skills that
give them actual competitive advantage in the labor market. Some of the organizations
providing such complementary educational services are already evolving into possible
competitors of traditional universities, since they are perceived as much more dynamic
and cost-effective [8].

The service science approach suggests to leverage the network of stakeholders in
order to build a shared view on the expected performance of a certain service, and to
consistently design a new service system and a roadmap for innovating services based
on stakeholder cooperation. Organizational inertia and resistance to change are taken
into account to make the strategic choices between radical or incremental service
innovation and periodically adjust the program [18, 25]. Third-level (business) edu-
cation can be seen as a very stimulating issue for service science studies and projects.
The first, pioneering papers on this subject are being published in these years; we will
synthetically present them in the Literature Review section.

In this paper, we will apply the service science approach to a representative case:
the School of Management and Economics of the University of Turin, Italy.
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This school has witnessed a decline in enrollment and customer satisfaction in the
last decade, and is then representative of the situation we described above. On the other
hand, this school can leverage a 14-years’ experience in developing and implementing
hands-on information systems courses: thanks to this experience, an embryonic net-
work between the university and some businesses interested in hiring specialized
graduates has been developed, and can be extended to achieve a systematic cooperation
between stakeholders for improved educational performance. This is consistent with an
emergent stream of studies identifying the inclusion of integrated information systems,
such as ERPs (Enterprise Resource Planning), into existing curricula as a key driver for
educational innovation. We will build upon such resources to design a new service
system for the business school under study, and we will discuss possible generaliza-
tions from this case, along with further research steps. In particular, we will highlight
the main implications of the proposed service system innovation, in terms of service
performance measurement and organizational issues.

2 Literature Review

Leoni and Mazzoni [16] conduct an in-depth statistical analysis of the gap between the
competencies that Italian business graduates should master to effectively compete in the
labor market, and those they actually receive from the university. They find alarming
mismatches, both as for technical competencies, and as for soft skills. These findings
are confirmed by Fabbris [12].

Also Navarro’s [19] web-based survey of the MBA core curricula of top-ranked
U.S. business schools finds a lack of emphasis on required multidisciplinary integration
and experiential components, and a lack of attention on key themes such as information
technology and soft skills. As De Villiers [10] claims, developing the students’
problem-solving and social capabilities is the best way to prepare graduates for their
unpredictable futures. Kavanagh and Drennan [15], on the other hand, identify business
awareness and knowledge of the real world as the key soft skills that university
accounting programs fail to develop in students.

A very interesting survey from David and David [8] thoroughly analyzes the skills,
competencies, licenses and certifications required to graduates applying for entry level
jobs. As many as 140 skills and competencies are extracted through text analysis from
200 job descriptions for entry level jobs in the U.S.. Most of these 140 skills consist in,
or imply, (certified) IT skills, ranging from MS Project to SPSS, from Word Press to
MS Dynamics CRM, from SAS Business Intelligence to SAP. Then, the authors
compare the required competencies with those provided by a sample of U.S. business
schools, and they find that there is a severe disparity between the skills required and the
academic tracks that are feeders for such positions. The authors conclude that the
situation encourages students and prospect students to search for complementary, or
alternative, educational service providers, in order to get the competencies they actually
need.

Of course, many strategies and pedagogical innovations have been suggested in
order to tackle such an educational gap. Among these, we concentrate on the literature
reflecting on the possible role of ERP-based pedagogy. Given its nature of widely
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comprehensive, integrated Information System, an ERP “can provide a framework
through which learning communities can be developed to inject change into the edu-
cational environment. ERP enables integration of curriculums through developing
connecting points and providing a nervous system for integration” [14]. Some authors,
then, suggest to include hands-on ERP courses, not only to provide students with
practice–oriented competencies that may be requested in their future job, but also to
help them build the process-based interdisciplinary attitudes that are necessary in most
business settings today [6, 7].

Some studies demonstrate that hands-on experience is particularly useful if asso-
ciated to stimulating, design-oriented group work [21].

On the other hand, the implementation of hands-on, work-group ERP experience in
business schools may imply serious financial and organizational problems [14].

Service science is emerging as a very promising approach to tackle such a chal-
lenge. The literature on service science often refers to educational services as very
suitable for this approach [25]. A most cited paper, which is an important reference
point for our work, is Maglio et al. [17]. In this case, the authors concentrate on U.S.
computer science curricula, whose prestige is threatened by offshore IT outsourcing,
and suggest a three-steps process to innovate educational services, based on service
science.

3 Case Presentation and Research Method

At present, the University of Turin includes three different business schools for aspiring
graduates at the bachelor’s level: the School of Management and Economics (SME),
the School of Business Administration (SAA) and the School of Economics and Sta-
tistics (CLEST - Cognetti De Martiis).

Like many other business schools based on a traditional curriculum, the School of
Management and Economics of the University of Turin is witnessing a decline in the
so-called external effectiveness of the educational service. The surveys published by
AlmaLaurea (the national institution studying Italian universities) collect many data,
including the perceived effectiveness of university studies. As a proxy of service
performance, we may consider the share of graduates of the School of Management and
Economics of the University of Turin who were in employment one year after grad-
uation, and evaluated their university degree as “effective or very effective” for their
jobs. This share was 55.6 % in 2003, but dropped to 24.8 % in 2013. Such a decline
cannot be simply attributed to the economic crisis triggered by the financial collapse of
2008, because more than half of the decline had already occurred before 2009 (share in
year 2009: 39.1 %).1

In this paper, we present this business school as a representative case to be studied
through the service science lens.

1 Data available (in Italian) at: http://www.almalaurea.it/universita/occupazione. Data on year 2003
refer to the 4-year curriculum which was in force until 1999 (then involving graduates interviewed in
2003), whilst data on years 2009 and 2013 refer to the new 3-year first-level degree.
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In order to collect information, we utilized some of the typical data gathering
techniques of case study research: document analysis, interviews, participant and non-
participant observation.

Our work results in both a retrospective analysis and a design-oriented model of a
new service system.

4 Research Outcomes

4.1 Retrospective Analysis - ERP Education Experience at the University
of Turin, 2000–2013

In 2000, the School of Management and Economics of Turin launched a series of
practice-oriented Information Systems courses within the BBA curriculum. These
courses involved more than 1000 students each year. The costs of hardware, teachers’
training and textbook production were covered thanks to EU funding. Also crucial was
the cooperation with a leading ERP software firm, which provided free software license
for educational purposes. These courses were focused on accounting issues mainly:
the attempts to encourage a wider inter-disciplinary approach were unsuccessful. In the
following years, the Master of Information System was launched, including more
specific practice-oriented classes, directly conducted by professional from consulting
firms.

Meanwhile, at the SAA Business School the Master of Information Technology and
Business Process Management (ITBPM) was also launched, based on a tighter col-
laboration between the University and some external stakeholders interested in hiring
specialized personnel. A custom-designed model was adopted: classes were created
upon request after specific agreements with firms planning to hire new personnel with
particular skills. Students were admitted to the master program after a selection directly
conducted by the partnering firms. Students that successfully completed the course
were almost always hired by the partnering firms, which also refunded the master
program costs.

After 2008, due to the crisis, firms became less willing to fund these master pro-
grams. Then, the public administration was involved as a new stakeholder: the Pied-
mont Region now refunds the costs, but the partnering firms, in exchange, must hire as
apprentice the students who successfully complete the master classes.

Interviews and feedback from students, alumni and involved companies show that
this model has a great potential. This potential could be fully exploited only by
expanding and systematically managing the network of stakeholders. The custom-
designed master courses just stem from the personal initiative of some faculty
members: thus, classes are few, and built upon the limited network of already extant
personal relationship with external stakeholders.

Conversely, hands-on ERP classes at the BBA level were closed for both organi-
zational and financial problems. The new rules establish that faculty members must
teach the core subjects of their BBA school only, and unfortunately the Information
Systems subjects are excluded from the official BBA curriculum. Only external lec-
turers could be hired to teach in these classes, but the EU funding is over and no further
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resources are available at the moment. Moreover, the costs of very large classrooms
with hundreds of (rapidly outdated) computers are not sustainable any more for such
specific purposes.

In a nutshell, the ERP large scale courses at the BBA level failed, whilst the
custom-designed model of Information Systems courses at the master degree level
proved successful, but remains under-exploited.

4.2 Explorative Design-Oriented Research: A New Service System Model

In 2013, a new pedagogical project has been set up, based on the experiences described
above.

In order to build a design-oriented model to innovate educational services, we built
upon the following three-step guideline based on service science, provided by Maglio
et al. [17]:

1. identify the stakeholders and interact with them to learn about the boundaries of the
service system and about problems and opportunities the stakeholders see;

2. create a draft formal model of the service system;
3. extrapolate the year-over-year evolution of the system and the activities of the

stakeholders.

Following this guideline, we re-examined the interviews, documents and feedback
data produced during the 14 years’ experience of Information Systems courses
described in Sect. 4.1. Moreover, we conducted further interviews to key stakeholders;
we contacted firms offering hands-on courses in topics such as ERP, CRM (Customer
Relationship Management), SCM (Supply Chain Management), etc.; and we examined
and tested the new cloud platform of a leading ERP firm, that allows students to do
most of their hands-on exercises autonomously, also on their own laptops.

We then identified the following and complementary needs of, and opportunities
for, the potential stakeholders of the new service system:

• students would like their University to act as a coach, helping them to dynamically
integrate their knowledge and relationships, to became aware of labor market
expectations, to design their own future competences and certifications. On the
other hand, students are growingly provided with their own hardware tools and
capable to interact through the Internet;

• both employed people and those who lost their jobs are often willing to replenish
their skills and competences;

• companies and business associations are interested in collaborating with the uni-
versity, in order to co-design educational and training activities for both entry-level
and senior employees;

• faculty members are often interested in the long-term research projects that could
possibly stem from a well-developed network of relationships with partnering firms:
in fact, firms involved in the pedagogical initiatives are perceived as more probably
willing to share data, ideas and further contacts;
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• professionals and firms specialized in information systems training (ERP, CRM
etc.) are interested in giving courses/lessons within university programs, also for
prestige reasons;

• IT companies, such as SAP etc., are interested in enhancing the number of certified
experts of their software applications on the labor market;

• public bodies (State, regions, UE) need to show taxpayers and controllers that
public investments in the educational system result in really enhanced employability
and competitiveness.

In light of these considerations, we designed a new service system in which the
business school acts as the focal actor of the stakeholders’ network, able to optimize all
the relationships in order to create value. The new model, as the previous, is based on
two different strategies for graduate and under-graduate courses.

Graduate courses are thought to be suitable also for vocational training or lifelong
education. The custom-designed model described in Sect. 4.1 is maintained: partnering
firms and business associations are expected to collaborate in defining contents and
goals of each specific course, and to hire the successful students. Funding is provided
by the partnering firms and/or public bodies. The teaching staff is going to include
people from software training institutes or consulting firms (to develop technical and
specialized skills); people from the business world (to develop students’ business
awareness); and faculty members (to integrate knowledge, discuss implications and
encourage the development of soft skills).

We plan to develop systematic agreements between the university and some leading
software firms, in order to provide successful students with official international cer-
tifications. The network of stakeholders needs to be systematically enlarged, developed
and cared for, so that a much wider customer base is exploitable. These master pro-
grams, once their potential is more fully developed (which will take at least 1 or 2
years) are expected to yield the financial, relational and knowledge resources that will
allow to launch innovative courses at the undergraduate level, too.

Undergraduate courses will indeed be conceived differently from those organized in
the years 2000–2006. In fact, that model is not sustainable any more. Moreover, a
highly specialized mass training on a single software, although very important, like
SAP, is not sufficient to close the educational gap described in Sects. 1 and 2.

We then plan to launch a course of “Information Systems and Business Processes”,
based on the cloud educational platforms already available from many leading software
firms. This solution will allow students to develop technical skills about business
software through e-learning courses and online exams, but also to improve knowledge
about business processes. Classroom activities will be based instead on the analysis of
some real-world cases and representative job descriptions, in order to improve problem
solving and service-based attitudes, and, ultimately, to increase students’ capability to
co-design their own careers.

The development of this service system will allow access to valuable information
for further research, through high-quality, long-term relationships with stakeholders.
Our project is aimed to stimulate collaboration between faculty members of different
disciplines, to activate relevant and interdisciplinary research pipelines, and ultimately
to leverage the educational partnerships in order to create research partnerships.
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We think that the implementation of this system calls for further work, especially in
the areas of performance measurement and organization science. The next paragraph is
dedicated to synthetically outline the issues that our work implies in these two areas.

5 Implications and Further Research

5.1 Performance Measurement Issues

The service science approach and, more generally, a system view on business has been
often linked to improved performance, especially in terms of long-term, sustainable and
enduring competitiveness [1]. On the other hand, the literature on how service per-
formance should be measured is still scarce; this opens up important new agendas for
scholars.

Thus, in order to implement our service system model, we need to discuss and
carefully define the measurement criteria and the system of indicators that will allow to
monitor and report on the change process in the business school’s service system,
drafted in the paragraph above.

The main issues we identified to pursue this goal follow.

• Universities, and especially large State universities, can be seen as providers of
public interest services, because of their complex, relevant societal impact. As such,
the measurement of organizational performance is complex and multidimensional: as
public sector scholars claim, this relates to the number of dimensions of perfor-
mance, and the number of stakeholders Boyne [3]. A recent review of many different
criteria and methods to measure university performance is included in Fabbris [12].

• The evaluation process should build upon the key concepts of service science
(strongly focusing on the value created by the interactions between stakeholders) to
avoid mechanistic or simplistic approaches to performance measurement. For
complex services involving also public interest, in fact, too mechanistic and control-
oriented approaches to performance measurement are associated to perverse and
dysfunctional consequences [20]. Since subjective performance evaluation is often
more suitable to support prospector strategies in turbulent environments, an inte-
grated performance measurement system, including both subjective and objective
criteria, is probably the most effective to measure complex and intangible aspects,
such as stakeholder satisfaction and stakeholder contribution [5].

• The literature on Intellectual Capital [11] may provide very useful tools to define
some important measurement criteria in our case. An emerging stream of studies
concentrates on intellectual capital in universities, but these studies usually focus on
measuring the internal intellectual capital (of professors, employees etc.) [22, 24],
whilst we propose that measuring also the intellectual capital of students and
graduates may be crucial. In fact, intellectual capital (and human capital especially)
measures value-creating skills and attitudes mainly [5], thus may very usefully
complement university grades, which usually measure students’ knowledge.
Moreover, another important dimension of intellectual capital, i.e. social capital,
focuses on the actual and potential value of social relationships, and is then a
particularly suitable construct in order to assess a service system.
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• More specifically, the concepts of “service performance gap” [2] and “human
capital gap” [4] provide particularly useful tools to our goals.

5.2 Organizational Issues

Bitner et al. [2] provide useful guidelines to identify the organizational innovations
needed in order to successfully implement a new service system.

The authors focus on how service delivery gaps can be closed, and identify three
complementary strategies, each implying organizational action. We translated these
three strategies into our case as follows:

• Aligning the firm’s human resource strategies around delivering service excellence.
This means to hire, develop, reward and retain human resources (professors,
employees, etc.) willing and capable to contribute to the new educational service
system described above. This is a particularly difficult organizational challenge in
our case, since the hiring, promotion and tenure criteria of universities are strongly
institutionalized and reward mainly highly theoretical and specialized research
published on top journals. Moreover, the structure of business school departments
may be an issue, since it is often based on functional disciplines, which encourages
the insular focus of scholarship and teaching [9].

• Defining customers’ roles and help them to understand and perform effectively.
In our service system model, we have at least two categories of customers paying
for the university’s services: students and firms. Helping such customers to play
their roles in the system implies a sort of Copernican revolution, since it implies that
students should be helped to go beyond the mere role of studying, and firms should
be helped to continuously and clearly communicate the skill sets they require and
the opportunities that exist, both now and in the future. At the same time, this
demand-pull strategy can be leveraged to make students more aware of which
academic programs and courses are most likely to provide them with the required
skills. “Businesses can also have a significant influence on the structure of post-
graduate programs, even to the point at which programs can be custom-designed to
meet individual organizational needs. In working with academics to develop these
new programs, both sides can gain from the experience, and the results can extend
into the more formal degree programs offered by academic institutions” [9].

• Integrating technology effectively and appropriately to aid service performance.
Technology is often essential to facilitate effective interactions and to support
stakeholders in playing their respective roles. In particular, technology can enhance
the capability of customers to contribute to value creation, and in some cases makes
it possible for some services to be produced almost entirely by the customers (in this
case, students and firms), minimizing efforts and costs for the service system’s focal
organization (in this case, the university). For this reason, it is essential that the
implementation of our service system is supported by a smart, web-based infor-
mation system, which may be the object of scholarly research and publication, and
may be developed with the help of the software firms involved in the pedagogic
projects.
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6 Conclusions

Most of the technical skills required to business school graduates are related to the
software solutions commonly used in the world of practice, including not only business
operations systems such as ERP, SCM or CRM, but also analytical and executive
information systems such as Business Intelligence, Big Data or Decision Support
Systems [13, 23]. The required technical competences, on the other hand, must be
integrated with soft skills, which usually include problem-solving attitudes, cooperative
capabilities, and an integrated view of real-world business.

In this paper, we suggested that Information Systems courses may be designed
innovatively within business schools, in order to provide students with not only
valuable technical certifications, but also enhanced soft skills and improved capabilities
to adapt their curricula throughout life.

The case of the School of Management and Economics of the University of Turin
shows that cloud technologies, web 2.0 solutions and social networks can allow sus-
tainable pedagogic solutions for hands-on, work-group information systems education.
We utilized a service science approach to build a new service system model for the
university, in which both students and the organizations interested in hiring specialized
graduates are seen as customers and value co-creators. We analyzed the challenges
implied in this service system innovation, and we identified some key performance
measurement and organizational issues. We hope that our contribution opens up
interesting and inter-disciplinary research agendas.
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Abstract. The present paper reports on the findings of a systematic literature
review on multi-channel services. In doing so, it uses an affinity diagram to
show the results of a content analysis regarding the issues addressed by the
existing literature in the field. This enables to understand areas of interest in the
contemporary subject of research, find gaps in the literature and, lastly, to
uncover guidelines for future research. The results suggest that future investi-
gations should focus on the integration of traditional and virtual services, on
quality issues and customer behaviour towards the use of multi-channel services.
Previous research also suggests that multi-channel services are largely unad-
dressed, regarding issues as back-office processes, within the scope of operations
management. Subsequently, since multi-channel services are multidisciplinary
in nature, these guidelines represent a fruitful opportunity for future research to
involve other disciplines.

Keywords: Service integration � Multi-channel services � Systematic literature
review

1 Introduction

Following the first decade of the 21st century, it has become obvious that multi-channel
service delivery is changing. This change was first described by Froehle and Roth [1],
arguing that customers used to interact directly with service employees (face-to-face),
but, more recently, it is complemented with new technologies (face-to-screen). In face-
to-screen settings, the role of technology can either be the mediation of contact with a
service employee or performing automated service delivery without human intervention
[2]. A second perspective, presented by Sousa and Voss [3], distinguishes virtual and
physical channels of service delivery. A virtual channel consists of a means of com-
munication using “advanced telecommunications, information, and multimedia tech-
nologies” and physical channels consist of means of communications with the customer
employing a physical (brick-and-mortar) infrastructure [3, 4]. As Robert Yin [5]
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mentioned before, a contemporaneous phenomenon, whose boundaries are unclear,
makes it technically difficult to define. Concomitantly, the understanding of this phe-
nomenon is largely connected on how the multi-channel service term is defined. While
there is a definition that has gathered some scholar approval, i.e. service composed of
components (physic and/or virtual), delivered through two or more channels [3], the
field of multi-channel service still did not reach a consensus regarding the meaning of its
core concept [6], as it can be seen from Table 1. The difficulty of defining the term
“multi-channel service” led us to search the literature for a more comprehensive ele-
ment, known as “multi-channel service system”, associated to distinct aspects of multi-
channel system.

The term multi-channel service system was initially described as the “use of more
than one channel to manage customer integration across all channels” [7]. From
Table 1, it seems clear that different authors use different terms and several settings to
refer to the same thing: the “multi-channel services” term. Based on the definitions, our
intention is to define the minimal set of features associated with the term, as well as the
set of elements of a multi-channel service system. In an attempt to understand the
phenomenon we reduce the term to its essential elements derived from the multi-
channel service definition. The challenge of defining the multi-channel service concept
can be tackled after the definitions have been reduced to their basic elements. A multi-
channel service i.e. “service, composed by its elementary components (physical and/or
virtual), delivered consistently to customers through the interaction of two or more
organizational channels”. In fact, physical distribution channels (such as a branch or
retail outlet), telephone, automatic teller machines (ATMs), Internet, enable today
service firms and their customers to interact with each other [1, 14]. In particular, the
Internet is fast becoming a feasible alternative to the traditional face-to-face channel [1]
as it is integrated into multi-channel servicing system [15, 16]. The opportunities
offered by the Internet and the infatuation it aroused among customers led service firms
to adopt a multi-channel distribution by combining both traditional physical channels
and virtual channels such as the Internet and telephone [14]. A good example is the
financial sector, which has a long history of developing new ways to interact with
customers and has, therefore, been employing multi-channel strategies for a long time
[17, 18].

In sum, the emergence of hybrid distribution systems such as multi-channel ser-
vices rapidly changed the world and became a standard business model [19, 20]. The
proliferation of multi-channel services has created a challenge for firms insofar as how
to manage these new environments effectively and created opportunities for academics
to produce insights that can help address this challenge [10].

Subsequently, to close this section, we present the research question, in order to
understand the areas of interest in the contemporary subject of research, find gaps in the
literature and to disclose guidelines for future research.

• RQ: What are the research domains associated to the multi-channel services?

This research question will allow achieving the main purpose of the investigation,
and disseminate the leading contemporary domains that are associated to multi-channel
services.
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2 Methodology

To conduct research about a given subject, it is crucial to find answers, contextualized
in terms of a larger research problem. This necessarily involves reviewing the literature
of that subject to indicate what has been researched in the area and to demonstrate a
need for future research [21]. This study discusses the findings of a systematic literature
review (SLR) on multi-channel services. In doing so, it uses an affinity diagram to

Table 1. Definition for multi-channel service system

Year Author Terms Multichannel services system definition

2002 Stone et al. [7] Multi-channel
management

The use of more than one channel or medium
to manage customers in a way that is
consistent and coordinated across all the
channels or media in use

2004 Payne and
Flow [8]

Multichannel
services

These main channel categories can be
represented as a continuum of forms of
customer contact ranging from the physical
(such as a face to face encounter with a
company sales representative) to the virtual
(such as an e-commerce or G3 phone
transaction)

2004 Wallace et al.
[9]

Multiple
channels

Offering multiple complementary channels
provides a greater and deeper mix of
customer service, thereby enhancing the
seller's overall value preposition

2006 Neslin et al.
[10]

Multi-channel
management

The design, deployment, coordination and
evaluation of channels through which firms
and customers interact, with the goal of
enhancing customer value through effective
customer acquisition, retention, and
development

2006 Sousa and
Voss [3]

Multichannel
services

Services composed of components (physic
and/or virtual), delivered through two or
more channels

2008 Agatz et al.
[11]

Multi-
channeling

Different channels differ in their abilities to
perform various service outputs

2009 Cassab and
MacLachlan
[12]

Multi-channel
service

Multi-channel services are the use of
alternative modes of contact by customers to
interact with and obtain service from an
organization

2011 Chiu et al. [13] Multichannel
environment

Consumers can move easily among different
channels. They engage in cross-channel free
riding when they use one retailer's channel to
obtain information or evaluate products and
then switch to another retailer's channel to
complete the purchase
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show the results of a content analysis regarding the issues addressed by the existing
literature in the field. This strategy will permit to find guidelines for future research.

2.1 Systematic Literature Review

The adoption of the SLR method is due to the fact that multi-channel services is a
relatively new area of study [22], but also because it is an explicit and reproducible
method for identifying, evaluating and synthesizing the existent body of completed and
recorded work produced by researchers [23].

However, this method is limited, in that it does not cover the whole body of
knowledge related to a specific phenomenon, as it is restricted to a selected number of
keywords [24]. Thus, it is acknowledged that some relevant articles could be missing;
the results are based on the application of filters, which may exclude broad cited articles
or, in the individual perception of readers, articles that should be interesting to integrate
the study per se. Furthermore, to present a literature review of almost 120 articles, in
such a few pages, it is a difficult task for any author, but is also motivating and requires
a good capacity for synthesis. Despite these difficulties, a SLR allows for searching
through a vast pool of research [24, 25] – in this case, a broad range of journals over a
period of 25 years.

Fig. 1. Methodological approach [6]
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This paper precedes the results of a conference proceeding [6] and a summary of
the search process is presented below, shown in Fig. 1.

This paper is based on a search made in March 2014, using the Scopus database
with the keyword “multi-channel” in the title, abstract and keywords, which found a
total of 22,763 documents. The review process was based on the application of suc-
cessive filters to exclude irrelevant papers and ensure viable results (Fig. 1). In this
figure, readers can see that only articles written in English language were deemed
relevant. To ensure the adequacy and quality of findings, the authors only considered
articles in the management area within the quartiles Q1 and Q2 of the SCImago Journal
& Country Rank (scimagojr.com).

In comparison with the previous one, the current paper presents new contributions,
since it identifies dimensions and gaps in the literature of multi-channel services, and
suggests guidelines for future research.

2.2 Affinity Diagram

The affinity diagram is a useful tool to structure a large amount of information. After
reducing and filtering 22,763 documents to 118 articles it was necessary to understand
their similarities. An affinity diagram was used to show the results of a content analysis
[26] regarding the issues addressed by the existing literature in the field.

118 Articles 370 
Research 

Questions/
Hypothesis/
Objectives

4 Dimensions 11 Subcategories

Sample
(Service integration)
RQ: How to improve distribution channel

performance and channel coordination when
the manufacturer adds an online channel to its
existing traditional retail channel? [27]

RQ: How does the channel integration with
profit sharing impact the performances of both
the online and traditional channels [28]

RQ: Under what conditions should
traditional off-line sellers (retailers)
incorporate Web-based channels in their
overall channel strategy? [29]

Sample
(Service integration subcategory)
“In addition, we also investigate

the impact of an online channel on
the whole distribution channel
performance under the different
structures” [27]

“In this study, we focus on the
strategic role played by channel
integration with profit sharing in the
online-traditional channel
competition” [28]

“At present most firms adopt a
multi-channel strategy that includes
both Web-based channels and pre-
existing off-line channels” [29]

Step1 Step2 Step3

SLR Afinity Diagram

Fig. 2. Data analysis procedures
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Figure 2 resumes the data analysis procedures. First, the research questions of all
118 articles were listed, including hypothesis and objectives; the result was a total of
370 questions, objectives or hypothesis to analyse. Second, to find the dimensions,
those research questions were grouped by their similarities and affinities, as shown in
the sample on Fig. 2. In this case, all research questions, concerning service integration,
use words as “channel integration” or “channel coordination”. Third, a similar process
was performed to retain and subcategorize the selected dimensions. In this case, we
analysed the most mentioned words of each article that are interrelated with “service
integration”, an example is “online channels” and “offline channels”. In sum, most of
the articles are related to issues such as customer behaviour, service integration, quality
issues and financial services (Fig. 3).

The next stage was to settle each of the topics and find the existing research gaps in
each group in order to identify guidelines for future research to practitioners and
academics. The affinity diagram approach may help discover hidden linkages between
articles from a multidisciplinary range of documents.

3 Discussion

Several dimensions have emerged, the most cited concern customer behaviour, service
integration, multi-channel quality and financial services. Each one poses different
research opportunities. Due to space limitations, we only present brief discussion of the
literature within each dimension.

Multi-
channel 
Services

Channel 
Integration

Channel Integration 
Subcategories:
• Online channels
• Offline channels

Financial Services 
Subcategories:

• High engagement (e.g. 
face-to-screen)

• Low engagement (e.g. 
face-to-face)

Quality Subcategories:
• Virtual quality
• Physical quality
• Integration quality
• Perceived quality

Customer Behaviour 
Subcategories:

• Customer Satisfaction
• Customer Loyalty

Quality 
issues

Financial 
services

Customer 
behaviour

Fig. 3. Affinity diagram of multi-channel service theme
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3.1 Customer Behaviour

According to existent literature, consumer's perceived multi-channel service quality,
channel-switching difficulties and satisfaction mediate the effect of channel character-
istics on their behaviour intentions [12]. Therefore, multi-channel characteristics will
influence multi-channel quality and channel switching difficulties. Although there is an
abundance of literature about the determinants of customer loyalty in either the brick-
and-mortar or online contexts, there is limited research in multiple channel contexts,
especially in the service industry [30]. Furthermore, offline channel fulfilment appears to
be at least as important as website performance in a front-office context [2] and [30].
Some authors have also suggested that further research could investigate the influence of
quality of the multi-channel service interface, information consistency and the abil-
ity of consumers to use multiple modes of contact efficiently [12, 20]. Indeed, the
absence of consistency in providing a service across multiple channels can frustrate
consumers when they have pretentions to purchase a service or a product [30, 31].
Therefore, a question can be posed for future investigation: What are motivating cus-
tomers to pursuit multi-channel services?

3.2 Service Integration

Despite the growth of multi-channel services, little empirical research has offered
insights into cross-channel issues, such as understanding how consumer's integrate the
service with experiences via physical store and offline marketing communications, with
website characteristics [32]. Moreover, the synergy between online and offline opera-
tions generated through the integration of channels has been argued to enrich cus-
tomers’ experiences with a service and cultivate customer loyalty in both channels [32,
33]. To improve the level of channel integration and avoid channel overlap [15]
managers should understand these particular aspects in order to avoid channel conflicts
[34] or address a possible cannibalization of a channel towards another [35–37]. In
integration strategies, the channels are seen as complementary components of a multi-
channel system that aim to provide a high level of convenience to customers [38].
Therefore, a question can be posed for future investigation: How is the integration of
traditional and virtual services accomplished?

3.3 Quality Issues

A preliminary insight of multi-channel services usually comes from the service mar-
keting literature. Particularly, the concept of service quality has been extensively
studied in the last two decades, since the publication of the seminal work of Grönroos
[39] and the development of the SERVQUAL instrument [12, 40]. In a multi-channel
setting, however, other investigators have studied the multi-channel service quality [3].
This study proposes that in a multichannel setting, multi-channel service quality
comprises three components: virtual (e.g., Web site), physical (people-delivered,
including logistics), and integration quality (seamless service experience across
channels). But, a question remains: what is the perceived quality of a multi-channel
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service? Grönroos [39] states that the perceived quality of a service stems from the
direct relationship between the expectations those customers have regarding the quality
of a service, and the experience they have with the organization when the service is
provided. Parasuraman et al. [40] and Berry et al. [41] refers, as Grönroos [42], that
perceived quality of a service is made by comparing customer expectations and the
performance of an organization. Another definition is presented by Zeithaml [43],
which states that perceived service quality is the consumer’s judgment about a service’s
overall excellence or superiority, similar to those previously reported. In a multi-
channel context, customers’ perceived service quality of each channel depends not
merely on the service that one channel provides, but also on the service other channels
provide [35]. Multi-channel users perceive the quality of every channel and then
integrate them into an overall perceived service quality [30]. It would be useful to
investigate why the main part of the studies on quality have focused on marketing
issues. As Zeithaml [43] points out the relationship between quality perceptions and
customer attitude has long been a focus of marketing literature. Eventually, it will be
interesting to drive quality studies to other areas of knowledge (e.g. operation man-
agement). Therefore, an interesting question can be also posed for future investigation:
How is service quality applied to multi-channel services?

3.4 Financial Services

The first self-service technologies emerged in the financial sector in the 1970s [44],
when banks installed the first automated teller machines (ATMs) [45], and continued
changing during the past decade with the proliferation of mobile communications
technologies [46]. Hence, the importance of these services for multi-channel context. In
analysing the results of the SLR, we found that financial services is a category with
wide variation in terms of product purchase and management, customer involvement
levels and perceived risk, all of which may influence consumer choice and multi-
channel behaviour [16]. Recent studies [16] mention that while there is little
involvement in financial services (e.g. routine procedures) consumers usually use the
face-to-screen service, however, for more complex services, where there is high
engagement (e.g. loan requirement), consumers prefer face-to-face services. The pre-
sented information shows that financial services are a good example of the engagement
in multi-channel services; this study area is fertile for fieldwork and several places can
be used for that propose (e.g. banks, insurance companies). Therefore, some questions
can be posed for future investigation: To what extent does the financial services have
influenced the developments of multichannel services?

It should be interesting to pursue the questions listed in Table 2 with empirical work
(e.g. case study research). If the questions are well adapted to the phenomenon it can lead
to fruitful results and mitigate some difficulties already identified. A case study could be
also a great tool to reveal some answers, as it can study the phenomenon in its natural
setting and, additionally, can also lead itself to early exploratory investigations where the
variables are still unknown and the phenomenon is not at all understood [47, 48].

A previous study [6] reports that these questions are dedicated to the analysis of
consumer interactions with front-office services, thus, other disciplines, as operation
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management, have a limited engagement with the literature. The listed questions, in
Table 2, are not surprisingly as readers can find, however, the main suggestion goes
towards moving the discussion of these issues to topics such as the back-office pro-
cesses, an area still largely undressed in the literature.

4 Conclusions

The results of the analysis show that there are twomain findings. First, there are four major
areas related to the investigation of multi-channel services. Concerning the first area,
customer behaviour, there is an abundance of literature about the determinants of customer
loyalty, in either the brick-and-mortar or online contexts, but the multiple channel context
and especially the offline processes remain unaddressed. On other hand, and despite the
growth of multi-channel services, little empirical research has offered insights into cross-
channel issues, such as the understanding on how consumer's integrate the service with
experiences face-to-face and face-to-screen. A preliminary insight of multi-channel ser-
vices usually comes from the service marketing literature. Particularly, the concept of
service quality has been extensively studied in the last two decades. However, few studies
have a multi-channel scope and there are other areas besides marketing that are being
neglected (e.g. operations management). The lack of studies may jeopardize the quality of
multi-channel services, particularly, with regard to the integration quality. Regarding these
concerns, it is important to mention that there is scope for further research, especially in
the area of financial services, more specifically, to perform fieldworks in banks or
insurance companies. Second, this research also highlights the need for further research
regarding the issues of back-office processes, which have been surprisingly overlooked by
the academic community. Bridging these gaps may provide useful knowledge for prac-
titioners and would deepen the academic understanding.

Several methodological limitations can be mentioned. Due to space limitations it is
not possible to list all the 118 references. References can be provided on request, by

Table 2. Questions and suggestions for multi-channel service

Multi-channel services
topic

Questions Suggestions

Customer behaviour What are motivating
customers to pursuit multi-
channel services?

Extend these topics to a new
comprehensive approach
concerning the operation
management area. Usually
these topics are analysed
from a marketing
perspective

Service integration How is the integration of
traditional and virtual
services accomplished?

Quality issues How is service quality applied
to multi-channel services?

Financial services To what extent does the
financial services have
influenced the developments
of multichannel services?

Disclosing Paths for Multi-channel Service Research 297



contacting the first author. The findings from this study have been limited due to the
methodological constraints that resulted from the research design and the data-set [26].
The Scopus citation index is constantly being updated with new peer-reviewed inter-
national literature and our sample consists of journal articles, based on the assumption
that these amount to the frontier of research [26], although, there may be other pub-
lications that are not included in this database and, thus, in this study [24]. Never-
theless, the review has undeniable value as it synthesizes scientific knowledge of the
conceptualizations and outcomes of multi-channel services research [24]. This paper is
also a part of a work in progress since a SLR is an overview of primary studies that
contains an explicit statement of objectives, materials, and methods [49].

The results suggest that future investigations should focus on the integration of
traditional and virtual services, on quality issues and customer behaviour towards the
use of multi-channel services. Thus, the main guidelines for future investigations relate
the need to approach certain issues in multi-channel services from an operations
management perspective. Reis et al. [6] remark that it is imperative the need to direct
studies into a prospective analysis of back-office processes, contrary to what has been
done so far. This paper alerts scholars to the need to conduct new researches, sug-
gesting direct attention to the issues presented in this paper, which are usually placed in
the marketing area, but we believe that can also be applicable to the sphere of oper-
ations management. Since multi-channel services are multidisciplinary in nature, the
benefits are clear; these guidelines represent a fertile opportunity for future research
since it calls the engagement of other disciplines (e.g. operation management) besides
marketing, which can lead to new contributions for management.
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Abstract. Many Business-to-Business (B2B) companies are shifting their
focus from transactional selling to engaging in long-lasting relationships with
their customers. This impacts how companies sell their products and services.
Instead of selling isolated products and services in single transactions, compa-
nies bundle and individualize their products and service to address individual
customer needs. These bundles are called product-service systems (PSS) or
solutions. This work reflects the current body of knowledge on selling PSS
based on a literature review and provides new insights based on a qualitative
study conducted with three multinational B2B companies providing PSS. Our
findings propose that companies struggle to profit from PSS with a variety of
different reasons. Implications on PSS itself are not quantified easily due to high
variability of accounting practice regarding PSS and their service components.
Furthermore, according to our interview results, for achieving long-term success
with PSS three factors and their interrelations are critically important. First, PSS
must fit into the targeted market strategy. Second, PSS and the market strategy
must be consequently implemented within the organizational structure and the
conduct of day-to-day business. Third, PSS providers have to deal with com-
plexity which PSS comprise.

Keywords: B2B � Product-Service Systems (PSS) � Sales force management �
Sales organization � Service selling � Solution sales � Service science

1 Introduction

During the past decades, more and more Business-to-Business (B2B) companies
approached their customers in a different way: instead of focusing on individual selling
transactions, companies strive to co-create value by selling individual solutions and
engaging in long-term relationships with their customers [1]. Instead of selling isolated
product and maximizing short-term revenue, companies strive to fulfill the individual
needs of their customers by combining, integrating and individualizing products and
services according to the needs of the customer. This requires B2B providers to integrate
internal and external resources to create their value proposition to their customer accounts.
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This transformation is perceived as a means to improve the competitive position,
particularly in mature markets characterized by fierce competition and limited growth.

However, 75 percent of the companies that attempt to offer solutions fail to return
the cost of their investment [2]. Little research has been conducted on how the sales
force is being impacted by this shift and how the sales force contributes to the success
of this transformation. In particular, we identified a research gap regarding compre-
hended markets and general implications on major companies within different stages of
implementing Product-Service Systems (PSS) and solutions as sales offerings. To
address this gap, we focused on three main (research) questions:

1. Where and why are PSS sales processes becoming more complex?
2. What are the main issues of PSS sales management and how are the solved?
3. What are the implications of selling PSS on requirements and skills of sales rep-

resentatives and the organizational structure?

For investigating these research questions, we conducted explorative interviews on
interrelations of success factors for selling product-service systems. The interview
guideline was derived from a review of literature on product-service systems and
related concepts, solution selling, and personal selling sales management in general.

Our findings are in line with [2] that companies are often struggling to generate
additional profit from selling PSS. This struggle can surface regarding financial
statements or in utilization and allocation of resources. There are a lot of external and
internal reasons for this struggle which vary from the development stage of imple-
menting PSS. Implications on PSS itself are not quantified easily due to high variability
of accounting practice regarding PSS and their service components. According to our
interview results, for achieving long-term success with PSS, some factors and their
interrelations are crucial. First, PSS must fit into the targeted market strategy. Second,
PSS and the market strategy must be consequently implemented within the organiza-
tional structure and the conduct of day-to-day business. Third, PSS providers have to
deal with complexity which PSS comprise. And overall the logic for selling PSS has to
be adapted by the whole company and its employees.

A review of fundamental literature on the impact of the shift towards product-
service systems and solutions on the sales force is conducted in Sect. 2. Our interview
methodology and findings are presented in Sect. 3. Section 4 discusses the results and
their managerial implications. In the last section, we conclude this work and propose
future research directions.

2 The New Role of the Sales Force

This section elaborates on the relationship between personal selling and the shift
towards individualizing and integrating products and services and its academic
paradigms.

Personal selling and sales management is indisputably impacted by this shift, which
has been the topic of some research which is presented in the following.
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2.1 Personal Selling and Sales Management

Personal selling is crucial for the sale of many goods in several industries, especially
for B2B Companies. 10 % of the total workforce in the United States works in Sales [3]
and 800 billion US dollars were spent in 2006 on sales forces in the United States [4],
which is three times the amount spend on advertising activities. Subsequently, personal
selling and sales management emerged as major subtopics in current literature on B2B
marketing and related fields. Although sales force management drew interest from
marketing researchers in the past years, still “the volume of research on sales force
topics in the leading marketing journals has not matched its importance in the mar-
keting mix” [4]. In the traditional marketing mix, personal selling takes place in pro-
motion as illustrated in Fig. 1.

Salespeople play a key role in the development of the relationship between the B2B
provider and the customer [5], as they are the primary link between both firms [6].
Indeed, Biong and Selnes [6] state that salespeople have a high influence on the
account’s perception of provider reliability, the perceived value of the provider’s
services, and finally the buyer’s likelihood to continue the relationship. Furthermore,
previous empirical research suggests that future sales opportunities of complex service
offerings depend mostly on the relationship quality between sales representatives and
accounts [5].

2.2 A Paradigmatic Shift Towards Individualizing, Integrating Products
and Services

Scholars from marketing and related disciplines provided several theoretical founda-
tions for this paradigmatic shift, specifically the Service-Dominant Logic and
Product-Service-Systems. According to the Service-Dominant Logic [7], services are
the fundamental unit of exchange. By providing a service, the provider company
applies its resources, skills and knowledge. This also implies that “the normative
marketing goal should be individualization” [8, p. 5] rather than selling standardized
products, which is often the case in transactional selling.

Fig. 1. Personal selling in the marketing mix, adapted from Cron and DeCarlo [3]
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Another related academic paradigm are product-service systems. In this context,
Vandermerwe [9] coined the term servitization as offering services and solutions
through products or at least in association with them (cf. [10]). This view on serviti-
zation is based on the value proposition for the customer and is independent of possible
organizational transformation requirements. British academics such as Neely and Ba-
ines propose servitization as “innovation of an organizations capabilities and processes
to shift from selling products to selling integrated products and services that deliver
value in use” [11].

Definitions for systems selling are not unanimous in academia but mostly mutually
understood. Page and Siemplenski [12] proposed systems selling as the provision of
products and services as integrated systems that provide solutions to customer’s
operational needs. This definition for systems selling has all the components and the
means to describe the selling of Product-Service Systems (PSS).

The practical application and usage of servitization terminology is gaining access
into companies’ strategies. For example Siemens AG uses servitization as strategic
development from product vendor to vendor of hybrid product-service combinations.
Grönroos [13] proposed the similar term servicizing as turning all elements in a cus-
tomer relationship, regardless of their type and nature, into value-supporting inputs into
the customers` process. His proposition for servicizing requires analysis of all customer
contacts and all resources and activities in those contacts and all interactions with the
customer and the effects they have on the customer process they influence. Rothenberg
[14] uses the term servicizing to describe the focus shift of suppliers’ business models
from selling products to providing services. Her approach emphasizes material
reduction and the substitution of products through services in order to gain more
sustainable and profitable market advantages. She also indicates that services can create
efficiency and value to support product sales. Although her approach seems to be more
elaborate, the more common term servitization is also sufficient to cover the necessary
market strategy changes and organizational implications.

A concept widely known in the practitioner literature is solution selling. Johansson
et al. [2] propose solutions as a set of products and services, technically and com-
mercially integrated to address the specific needs of a customer firm. This concept is
strongly related to some PSS definitions as “an integrated combination of products and
services” [15] and the terms PSS and solution can therefore be used interchangeable.
A comparison of those terms and their similarities is presented by Velamuri et al. [16].

2.3 The New Role of the Sales Organization as Co-creators of Value

Selling solutions radically changes the selling approach. Selling solutions increases the
importance of long-term relationship rather than focusing on individual transactions
[1]. Furthermore, successful solution selling companies sell in teams, consisting of
different sales roles with specific responsibilities and skills [2]. This difference is
illustrated in Fig. 2.

The shift towards relational co-creation of value significantly impacts the role of the
client rep: “The role of a salesperson in the emerging era will be more than that of a
general manager. Salespersons will be responsible for marshaling internal and external
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resources to satisfy customer needs and wants” [5]. A similar role description for sales
reps has been proposed in the context of selling complex services: “Salespeople
involved in the marketing of complex services often perform the role of relationship
managers” [19].

Literature on servitization agrees on this change: “adding the service element makes
the sale more complex; and complex sales take longer to explain to customers, longer
to negotiate, and therefore longer to sell.” [16, p. 4].

This implicates a wider range of tasks for solution sales reps than their traditional
counterparts in the marketing mix.

Finally, current literature states that these days successful client reps develop a
different relationship with their accounts. Instead of being a reactive problem solver,
successful client reps are proactive partners to their accounts, maintaining and lever-
aging relationships with several account stakeholders [20].

3 Interrelations of Success Factors from a Sales Perspective

This section shows the identified success factors and their interrelations to each other as
well as to the complexity of the underlying PSS. It shows also the design of the study
with a description of the interviewed companies and a brief digest regarding the
answers of the interviews.

3.1 Study Design

In 2013, personal interviews with sales managers and sales representatives were con-
ducted, using a semi-structured qualitative questionnaire. The eight interviewees from

Fig. 2. Difference between transactional selling and solution selling
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three multinational B2B companies worked in sales on different management levels
(from top management to account management). The companies itself operate on a
multinational scale and offer Product-Service Systems (PSS). To build deductive
hypotheses the companies are chosen according to different stages of organizational
development regarding their implementation of PSS.

Company 1 achieves multiple billions US Dollar of revenue with medical systems
and 5,000 - 10.000 personnel worldwide. The organizational structure and PSS devel-
opment is not yet fully adapted as intended.

Company 2 achieves multiple millions US Dollar of revenue with software and
integrated business solutions and up to 500 personnel. The organizational structure is
built from the start to underline the PSS offers which are main focus of the company.

Company 3 achieves multiple billions US Dollar of revenue with hardware, soft-
ware and integrated business solutions and more than 100,000 personnel worldwide. It
has already finished the organizational implementation of PSS as a major part of its
offerings.

The questionnaire is designed to guide through a semi-structured personal interview
as suggested from Gläser and Laudel [21] and Mayer [22] and it has been tested in front
of an audience with different professional backgrounds. It contains 18 main questions
(see Table 1) as well as further annotations and follow-up questions to achieve the same
detail depth throughout all interviews. Main questions are asked as given. Depending
on the interviewers understanding either the term PSS or solution is used throughout
the interviews. Follow-up questions are asked either as open or closed question,
depending on the targeted answering depth. All interviews started with a scheduled
duration of one hour, which could be extended to one and a half hour if necessary. To
avoid a language barrier within the interviews and due to the native language of the
interviewees, the interview and the analysis of the results are conducted in German.
The results are comprehended in English to address the included relevance for the
international service community. Especially topics regarding market characteristics and
strategies, described from the interviewee, include international references.

Each interview started with an introduction of the participants and a brief
description of the studies purpose. This includes an explanation of the usage of ter-
minology and its mutual understanding. Finally the main questions and their follow-up
questions are asked and answered. The interview ended with a brief comprehension of
the discussed contents. At this time, all interviewees received the results of the study.

For analyzing and comprehending the given answers, the approach from Gläser and
Laudel [22] is chosen because of its intuitive logic to deal with long textual answers. If
an interviewee used pictorial language, the answers are interpreted with best of
knowledge to comprehend the core meaning. Obvious biases of the interviewee are
taken carefully into consideration while analyzing the answers and in case of doubt the
answer is excluded from the analysis.

3.2 Overview of Success Factors

The identified success factors can be categorized according to their main sphere. There
is consensus within the interviewees that there has to be some external fit or strategy fit,
so that the provider’s market strategy fit market conditions.
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Table 1. Overview of interview results

Main 

Question 

Amount of 

answers 

Answered by  

company #  

Selected analysis focus 

of the question 

Brief content digest (consensus or 

ambiguity) 

1What solutions does your company offer? 

 8 1,2,3 PSS offering Offered PSS vary from basic to full 

PSS 

2 What is the personnel structure (roles) and process (activities) of the first customer contact to the 

conclusion of contract? 

 8 1,2,3 Organization structure Consensus: matrix organization 

3 How do you assign sales personnel to their tasks? 

 8 1,2,3 Assignment (task and 

customer) 

Consensus: manual assignment 

4 What is the proportion of the solutions in your company? 

 7 1,2,3 Revenue proportion of 

sales 

PSS: 30 % to 70 % 

5 Who within your company is the driver for solutions? 

 7 1,2,3 Companies internal PSS 

support 

All (companies with full PSS), from 

top (companies with basic PSS) 

6 What components are part of the targets of your sales personnel? 

 8 1,2,3 Salary goals Signing goals (instead of revenue) 

for PSS or service components 

7 What are the tasks within your solutions sales management? 

 8 1,2,3 Sales management tasks PSS project pre-selection, ressource 

planing 

8 How are these tasks implemented technically? 

 7 1,2,3 Usage of IT-tools Consensus: CRM-software and 

communication hard- and software 

9 What sales abilities and skills are important for selling solutions? 

 7 1,2,3 Skill requirements for 

selling PSS 

Methodological skills become more 

important than in pure product sales 

10 How would you describe the success of the solutions? 

 7 1,2,3 Assessment of PSS 

success 

Neutral – very good 

11 What other issues / examples can you think of that are different between solution selling and product 

selling? 

 6 1,3 Other issues which 

became more important 

Complexity handling, customer 

satisfaction and utilization 

12 Would you describe the basic product (within the solution) as complex? 

 8 1,2,3 Complexity of 

underlying product base 

Complex (if standard software), 

project dependent (all others) 

13 Would you describe the solutions as complex? 

 7 1,2,3 Complexity of whole 

PSS composition 

No (basic PSS), yes (full PSS) 

14 Would you describe the solution sales organization as complex? 

 7 1,2,3 Complexity of PSS sales 

organization 

No (if it is designed to provide basic 

PSS), partially yes (full PSS) 

15 Would you describe the solution sales management as complex? 

 7 1,2,3 Complexity of PSS sales 

management 

Consensus: PSS sales management 

is complex 

16 How do you set the prices for the solutions? 

 6 1,3 Pricing of PSS Usually based on internal costs and 

customer budget, seldom on value 

17 How do you conclude a contract with your solution customer? 

 5 3 Conclusion of PSS 

contracts 

High variety (standard and 

individual contracts) 

18 How long have you been with your company / in your current position? 

 8 1,2,3 Years of interviewees 

employment 

Average = 12 years, minimum = 7 

years 
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According to the interviewees, most PSS sales are high quality offerings and
usually go along with unique selling propositions. They are also less exposed to price
pressure than pure product sales.

As Treacy and Wiersema [23] pointed out, companies’ can leave competition
behind, pushing boundaries either on operational excellence, customer intimacy or
product leadership while meeting industry standards in the other two. Offering PSS
challenges this distinction. To achieve product leadership with PSS, companies’ seem
to require also excelling in customer intimacy to customize the service component.
Apparently this is valid for high quality PSS and not for basic PSS (like maintenance).
Additionally, interviewees pointed out that competition which operate as cost leaders
have significant problems to sell high quality PSS.

Therefore companies’ strategy requires being formulated and implemented
accordingly to the characteristics of the PSS and not the other way around.

Most interviewees accord also upon that there has to be an internal fit, so that
organizational structure supports PSS sales activities which are dependent on the
complexity of the PSS or its components.

PSS inherently contain multiple components. Besides basic PSS, PSS usually have
a certain degree of complexity. As complexity parameters are mentioned: number of
components in one PSS, number of possible component combination into one PSS, and
the underlying component complexity itself.

To sell complex PSS, the interviewed companies use two kinds of sale represen-
tatives, specialists and generalists. Specialists excel in detailed knowledge regarding on
component while generalists excel in knowing all different kinds of PSS and their
combination possibilities. They are staffed dependent on sales volume and require-
ments of one targeted customer.

All interviewed companies are able to provide the whole PSS bundle to their
customers along their value chain and prefer the matrix organization to do so. The
matrix organization comprehends all departments and the one side is input oriented
(e.g. PSS component oriented) while the other side is output oriented (e.g. solution
application and usage of PSS oriented).

Another success factor mentioned by the interviewees is that the inherent com-
plexity of PSS is being covered in day-to-day sales activities.

When the PSS sales activities become too complex to handle spontaneously and
individually by each sales representative, most interviewed companies thrive to stan-
dardize components of PSS and the processes to provide PSS.

Some interviewees are able to pinpoint several time-eaters like internal commu-
nication between internal project personnel or administrative processes (e.g. contract-
ing, invoicing, audit by the customer).They thrive to ensure professional and sufficient
communication of project personnel on the customer side and within their own
company.

Another success factor seems to be the integration and training of personnel base
according to the project requirements. Most requirements needed to provide PSS are
too specific, so they cannot be obtained within the classical education system.
Therefore PSS providers have to develop, educate and train these required knowledge
and skills by themselves.
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3.3 Interrelations and Complexity

To succeed with the provision of PSS the interviewed companies describe similar
central characteristics according to the success factors from the chapter above. As main
emphasis they point to three different levels: market characteristics, organizational
characteristics and sales personal characteristics.

First, the market characteristics which comprise the structure of the underlying
market, competition and service proposal.

Offer-driven markets are superior in achieving high margins. In demand-driven
markets vendors can also achieve high margins through establishing tangible USPs or
use information about customers, competitors or PSS which the customers do not have
(usage of non-transparencies).

Provider specialists which focus only on single PSS or only on single components
of PSS are supporting transparency in PSS offerings and apply price pressure to general
offerings. General PSS provider focus on out-of-one-hand solutions. PSS vendors with
a general market approach have to consider offerings from specialists, especially if
those are able to provide comparable quality output to less costs than the generalist is
able to.

If the service component does not include a unique selling proposition (USP), than
the service offering and possible the PSS offering as well is substitutable. This leads to
more competition and pressure upon the margin, especially if there are many com-
petitors specializing on the service component of the PSS. Possible counter strategies
are dependent on the availability and controllability of the product component - at least
one USP has to be controlled.

Second, the organizational characteristics which include parameters on various
levels, the underlying business model and the strategy fit.

The most chosen organizational structure is the matrix organization with one side
focusing on technology input (PSS components) and the other side on provision related
output (solution offerings).

If the vendor has a major organization size of its own he can integrate a special
division team to identify sales leads on a general basis. The necessity to do so derives
from the degree of division of labor to support the sales activities.

There are two characteristics which lead to the requirement to adapt to local
parameters. First, different governmental regulations may lead to different business
opportunities. Second, competition can force local or regional irregularities which can
also lead to different business opportunities. Both characteristics may lead most likely
in different prices and maybe in different PSS characteristics as well. Either way, the
vendor has an own interest to ensure that their own PSS and its components will not
pirate their business in other regions. This also implies if different local sales teams of
the vendor concur on the same contract which may be implemented in more than one
region.

Efforts to keep the sales cost down lead not only to higher internal cost transpar-
ency but also to more fairness according to the input involved and abilities to influence
them. For example, whilst previously the installation costs did not have any direct
mapping, they are now accounted to the sales division. This cost transparency is also
needed for pre-selection of PSS projects.
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Due to different revenue stream characteristics of services the salary targets of sales
representatives have to be different. Usually the product component is paid in full after
delivery but the service revenue occurs over time (month and years). Therefore sales
representatives are getting signing targets besides product revenue targets. They cannot
be measured in one target figure because the margins of product revenue and service
signings are usually different.

Usual goal is to sell the PSS in one piece. In some cases this is not always possible.
For example, if the customer is from the public sector and has its own regulation for
requesting proposals, the service components could be explicitly excluded from the
proposal and the contract. This often happens especial if the product components relate
to the buildings budget.

PSS offerings have to fit into the customer perception of the vendor company. They
have to show an understandable and believable strategy how PSS complement the
product strategy. For example, PSS offerings from vendors who focus on product
leadership tend to have difficulties, if the customers do not believe in the high quality
delivery.

The more complex PSS components are, the more implemented is a comprehensive
overall support from all the personnel. In early implementation stages, PSS are inte-
grated on the top management level within the company’s directive. Within further
development stages PSS become more integrated in the day-to-day business of the
provider and the support comes from all the personnel.

Similar to product manufacturing where the transportation costs have to be con-
sidered against full production on one location, there can also be observed a concen-
tration of personnel related to the service component. This regards explicitly
competence bundling on one office location compared to a high number of offices
spread to different locations.

Third, the sales personnel characteristics, which comprehend trait requirements and
resource utilization.

Sales representatives need the ability to fast comprehend and discuss complex and
contextual issues. Implications are that the company has to train all sales representa-
tives in the same tools so they speak the same methodological language and if needed
train special abilities which are not available on the personnel market.

Especial with complex PSS, sales representatives do often not know all the details
of the PSS characteristics. This implicates that the vendor implements a system with
sales representatives who know general characteristics (goal: knowing all possible PSS
combinations) and other with a higher focus on details (goal: knowing all possible
details of some components). Also the personnel have to be trained regularly according
to the complementary knowledge.

One main task of the sales manager is the utilization of his respective resources.
The personnel are assigned manually to the tasks according to their ability and
availability. Main implication is that both characteristics have to be transparent (e.g.
skill matrix). Another implication according to the size of the company is that in small
companies there is less potential for derivation of the usual team settings. Although in
companies with thousands of personnel the teams can be built in also thousands of
constellations. It is most common to not derive much from successful teams and
personal contacts to the team members. Usual one member of the customer account put
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the PSS team together. Most common characteristic (besides ability and availability)
for this is, if the team member and the customer worked successfully in the past and the
internal team fit (social component).

The sales team is assigned on different characteristics. Most common is the regional
root of the sales personnel to minimize driving distances. This characteristic appears
sometimes as secondary but is usual the purporting characteristic. For example, if the
assignment is based upon if the sales representatives has worked already successfully
with the customer, the underlying characteristic is the availability and the first setting
assignment of the sales representatives which is indicated to include regional
considerations.

4 Discussion and Implications for Research and Management

As qualitative conducted study, the results give indication for further research
approaches. From a service science and marketing perspective it is most interesting to
verify quantitatively the identified success factors of PSS and the dependent parameters
which have to be controlled as far as possible. The underlying study comprehends
companies operating in different markets and assumes that the market characteristics
have impact on implementation details only, but not in general how to implement PSS.
Further research, to verify or deny this assumption, requires a large scale research and
contacts to the same top management level as used for the interviews. This possible
follow-up research could also look into the matrix organization as preferred organi-
zational structure for major international PSS providers and at which organizational
size smaller providers should also assume matrix organizations. Another possible
research approach is, if smaller PSS providers use hierarchical organizational structures
and on which development stage of implementing PSS they are. It might be that in
some constellations hierarchical organizations are superior to matrix organizations for
providing PSS successfully.

From our perspective, the most interesting implication for PSS provider is how to
use PSS to create value for the customer and profit for the provider. The more all
parameters are aligned the more successful the PSS implementation and value creation
can be. All interviewed companies seem to struggle or at least have to invest resources
and financials to profit from PSS. Whilst the development stages of implementing PSS
cover the more formal success factors, the market and customer insight seems to be
equally important for financial success of PSS. The interviewed companies struggle to
create an environment to successfully use value based pricing and obtain a higher
margin as a result. In new markets such environments occur naturally but in mature
markets they are rather scarce. How these circumstances can be economically created
and protected is equally interesting from a management and an academia perspective.

On a practical level the identification of required skills, how to train and how to
allocate them into successfully operating teams seems to be an organizational success
factor which is mostly dependent on personnel qualifications on the involved man-
agement levels (e.g. human resources, sales management). Within the interviewed
companies there is no specific technical or automatically system to support these process
steps, but possibly required to further creating value and reducing inefficiencies.
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5 Conclusion

In this work, we investigated the interrelations of success factors for selling product-
service systems through a solution-oriented sales force. Therefore, we first conducted a
literature review on the impact of the shift towards product-service systems and
solutions on the sales force. As discussed, several academic and practical paradigms
embody the shift towards individualization and integrating bundles of products and
services in B2B scenarios. Our interview findings suggest that providers struggle to
profit from PSS, which is in line with the body of knowledge in literature. Furthermore,
success of PSS requires a fit to targeted market strategy, a rigor implementation of the
marketing strategy in the organizational structure and operational boundaries and the
capability to deal with increased complexity.

The limitation of the presented study regarding the design and execution of the
interviews are deliberate and agreeable. This applies specifically to the amount of
interviewees and amount of interviewed companies as well as the extent of the study.

In delimitation to the focus and the results of this thesis, further research can be
conducted as deductive research or deepen this thesis’ emphasis.

This work lays the foundation for our future research. It is a starting point for
designing quantitative studies and verify quantitatively the identified success factors of
PSS and the dependent parameters.
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Abstract. It is crucial to promote the use of cleaner transport modes, and new
technologies are key to achieve this goal. Most mobile-based solutions are
focused on services related with the journey itself (mobile ticketing, real-time
traffic information and trip planners). Adopting a holistic point of view, and
considering every trip has a purpose (work, school, shopping and entertain-
ment), a new service approach is considered. This paper presents a multiservice
approach that links city services and public transport to encourage the use of
sustainable transport modes. This multiservice approach is based on mobile
technologies, which are a unique channel of interaction between service pro-
viders and customers. The conceptual model of this approach is materialized in a
concrete example. This multiservice approach may represent a step towards a
sustainable mobility, while improving the image and efficiency of Public
Transport Operators (PTOs), boosting local businesses loyalty and sales and
bringing convenience, better service quality and monetary savings to customers.

Keywords: Multiservice approach � Mobile technologies � Public transport �
City services � Sustainable mobility

1 Introduction

In order to perform their daily activities people need to travel, and there are several
means of transport available. European Commission is concerned about promoting a
sustainable mobility through the use of cleaner and more efficient means of transport
such as the public transport [1]. To achieve that goal, public transport must become
more attractive by offering better service quality, accessibility and reliability. European
Commission also believes that new technologies are the key to increase the use of
cleaner transport means in the cities. New technologies also allow PTOs to reduce
operational costs of ticketing, improve fare collection efficiency, and enhance their
knowledge about customer’s behaviour, choices and preferences.

Several mobile-based service solutions have been studied and developed in order to
simplify the way of travelling and using public transport. Most of them are focused on
the development of services related with the trip itself, such as mobile ticketing, real-
time traffic information and timetables, and interactive journey planners. However, the
transport system must be looked holistically and in context. Every trip has a purpose:
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work, school, recreation, social, and this requires a new service approach: a multiservice
approach. This idea was deeply discussed during focus group sessions with public
transport users and non-users and was presented to Public Transport Operators (PTOs)
from the city of Porto and to companies connected to local businesses of the city.

This multiservice approach was then materialized in a concrete example: a mobile
ticketing application integrated with other service providers, through a vouchers
market. The application would enable users not only to buy and validate travel tickets
but also to acquire discounts and offers at restaurants, boutiques, gyms and other
service providers with points earned with the purchase of travel tickets.

The proposed multiservice approach will contribute to modernize the image of
PTOs, improve quality of service, attract new customers and retain the existing ones,
and increase the use of public transport services. It will also boost local businesses, due
to increased awareness, loyalty and sales. Customers benefit from convenience,
availability, better services, and increased savings.

The main contributions of this paper include the definition of a conceptual model of
a multiservice approach and the materialization of such concept into a real example.
This multiservice approach represents a step towards a sustainable and seamless
mobility.

The outline of the paper is as follows: first the related work is described, and then
the multiservice approach is presented, followed by an application scenario that
materializes the concept. Finally the conclusions and future work are presented.

2 Related Work

Public transport plays an important role in decreasing traffic congestion, reducing
carbon emissions, and promoting a sustainable mobility. Despite the significant benefits
of using public transport means, many commuters are reluctant to make the switch.
New technologies are key to improve the public transport service, reduce the barriers of
travelling with sustainable transport means and thus increase the use of public trans-
port. Although there are several technological solutions that can be used to improve
public transport service offerings, such as dynamic displays, interactive bus stops,
vehicle Global Positioning System (GPS) sensors, and touchscreen transit maps, they
are very expensive and new solutions are being developed to support other interfaces,
like mobile devices. Mobile solutions are often cheaper to deploy and can support
additional personalized functionalities, such as customized information and alerts.

In fact, the use of mobile technology on public transport has become extremely
common. This is even more evident in bus and train trips [2]. Mobile technology
provides travellers with access to voice and text communications, information and
entertainment en route, enabling time spent waiting for buses or travelling on trains to
be used more pleasantly and productively than before. Users who perceive public
transport as providing an opportunity to multitasking may be more likely to choose
public transport over driving [3].

PTOs are aware of this reality and are introducing this new channel on their service
delivery process. Since September 2014, the major public bus operator in the city of
Porto (STCP) provides free internet access to their customers inside the bus. The free
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Wi-Fi internet is available in 400 buses, almost all the company’s fleet, and it became
the first public transport road operator in Europe to provide Wi-Fi coverage inside their
buses [4].

Mobile ticketing systems are also an example of such initiatives. The concept of
mobile ticketing systems applied to the public transport sector can be defined as the
purchase and validation of travel tickets through the use of mobile devices, such as
smartphones or tablets. Mobile ticketing has several advantages when compared to
traditional ticketing systems. They provide passengers remote and ubiquitous access to
payment services, queue avoidance, simplicity and availability [5]. They also allow
PTOs to reduce operational costs of ticketing systems, improve fare collection effi-
ciency, and enhance their knowledge about customer’s behaviour, choices and pref-
erences [6].

Ferreira et al. [7] propose a mobile ticketing solution based on customers mobile
devices, which only need internet access to purchase and validate travel tickets. This
solution doesn’t require any investment in equipment from PTOs and brings conve-
nience and easy-of-use to customers [8]. Others [9] propose mobile ticketing models
based on GPS and Wi-Fi. In this case, the customer only needs to check-in when
starting a trip and check-out at the end. The customer is located by the service provider
during his trip at defined intervals. At the end of the journey, the system determines the
performed route within the public transport network and calculates the price, which is
then debited from the customers’ account. This system is really intuitive since it does
not require having any particular knowledge about tariffs or ticketing machines.

Real-time traffic information is another research topic that has being advocated as
increasing satisfaction among current customers and increasing the use of public
transport, especially among new or infrequent passengers and for off-peak hours.
Traveller information systems may enhance the usability of public transport, decrease
waiting time, increase feelings of safety and increase overall satisfaction with public
transport [10].

Researchers have been proposing models of real-time traffic information based on
mobile devices. Tiramisu is a public transport information system where commuters
share GPS traces and submit problem reports. Tiramisu processes incoming traces and
generates real-time arrival time predictions for buses. This solution produces real-time
traffic information based on crowd-sourcing and the service is co-created between
citizens and PTOs [11]. OneBusAway is another solution focused on providing real-
time arrival information for Seattle-area bus passengers. This solution is based on
information provided by the regional transit agency and is available for passengers
through their mobile devices [10].

Further mobile solutions, like Move-Me [12, 13], not only provides real-time multi-
modal public transport information, but also provides interactive maps and a journey
planner tool. Passengers may search on their mobile devices for near public transport
stops around them, points-of-interest and plan a journey by choosing the origin and
destination stops. Further researchers [14] propose an integrated architecture that
covers mobile trip planning, intelligent mobile ticketing and community solutions
during the trip. Such integrated solutions meet user needs in terms of flexibility and
convenience.
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Despite these solutions bring convenience to passengers and improve their
travelling experience, all of them are based on services related to transport. In this
paper, is our intention to include a holistic view of the transport system and we propose
a multiservice approach that includes services other than mobility related. Research
studies in this area are scarce, however [15] identified potential commercial partner-
ships that could exploit, in that case, the characteristics of smartcards. The researchers
used data from Montreal, Canada, to identify the business establishments that tend to
concentrate near metro stations. Nevertheless, this study does not dwell on what kind
and how these partnerships can be established. The proposed multiservice approach is
presented in the next section.

3 Proposal of a Multiservice Approach

Mobile technologies constitute an opportunity to simplify the way of travelling and
using public transport. Most studies have focused on the development of mobile-based
services related with the trip itself, such as mobile ticketing, real-time traffic infor-
mation and timetables and interactive trip planners.

We wanted to go further on our research and think about new and complementary
ideas to foster the use of public transport. To achieve this goal we created a facebook
group to discuss these ideas, organized meetings and focus group sessions with
potential and regular customers, PTOs and companies connected to local businesses of
cities. Some of the participants had already participated in a real pilot of a mobile
ticketing system deployed in the city of Porto [16].When choosing the sample, it was
our intention to gather people that already use public transport on a daily basis, some
familiarized with mobile payments and others do not, and people who do not use public
transport.

When asked about what would propel them to use public transport more often,
several suggestions emerged. Some suggested that companies should give a travel
subsidy to their employees in the form of a pre-loaded value on their travel card or
mobile ticketing application. Others suggested the creation of an application where
users could evaluate the security of a given stop in real time, providing important
information to other users and even to security agents. And others suggested the
creation of an application that presents ecological information to the user during the
course of the trip through the concept of gamification.

Nevertheless, the most discussed and supported idea by the users was to establish
partnerships with other service providers like museums, restaurants and cinemas, and
reward the use of public transport. For instance, large families could benefit from
discounts if they perform entertainment activities together and use the public transport
as the mean to commute. Tourists could benefit from integrated solutions that combine
touristic attractions and events with public transport services at discounted prices.
These combined solutions have already demonstrated their importance in fostering the
use of public transport and optimizing the use of the infrastructures [17, 18].

This idea was presented to the major PTOs in the city of Porto and other companies
connected with local businesses. PTOs were totally in favour of such idea. Nowadays,
there are few initiatives that link public transport to other service providers; they work
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separately towards individual objectives. PTOs could envision several benefits from
these partnerships: increased loyalty, increased use of public transport, better image and
marketing results. This idea was also presented to companies that are connected to local
businesses, which recognized an opportunity to increase local commerce, loyalty and
awareness of brands.

This multiservice approach consists of creating partnerships among city services and
public transport. These partnerships may include discounts, combined packages, reduced
prices, deals, marketing campaigns and others. New technologies are essential to make
these initiatives more effective and targeted. For example, services made available
through personal mobile devices allow companies to interact directly with their customers
and customize the offer. Service providers acquire knowledge about their customers,
through their mobility profiles and spending habits, and are able to target their offerings to
a specific audience. It is also important to measure the effectiveness and efficiency of the
campaign to improve future service offerings. Currently, if PTOs want to partnership with
other service providers it is difficult to direct marketing and communication efforts and is
even more difficult to measure the impact of the initiative.

This multiservice approach is represented in Fig. 1 through a conceptual model.
Mobility is just the mean to achieve something. Every trip has a purpose: work, school,
child care, shopping, recreation and entertainment activities [19]. So, the public
transport services link passengers to their daily activities. The objective is to encourage
people to use cleaner transport modes during their daily commute. This can be achieved
through different ways, but here we present a holistic approach, where different city
services (cinemas, restaurants, museums, hairdressers, gyms) partnership with PTOs to
target service offerings to a specific segment. Through new technologies this initiatives
can be easily measured in terms of awareness, engagement, sales and loyalty, which is
essential to improve future initiatives. The conceptual model of the multiservice
approach can be divided in four steps: (1) analyse mobility profiles and interests;
(2) target and deliver service offerings; (3) measure the efficiency and effectiveness of
the campaign; and (4) improve future service offerings.

1. Analyse mobility profiles and interests
According to a survey of 5.000 people from 8 different countries, 84 % stated they
couldn’t go a single day without their mobile device in hand. Also, people never get
too far away from their mobile devices, even in sleep (75 % of 25-to-29-years-old
said they took their phones to bed) [20].

When providing ticketing services through the mobile device PTOs know
exactly where travellers’ journeys start and end. Mobile journey planners also help
PTOs to know passengers’ travelling intentions, and systems based on crowd-
sourcing and exchanging messages between travellers provide information about
traffic, vehicle conditions and emotional feelings. All of these data sources are
important for PTOs and authorities to define transport policies, routes, tariffs, and
improve the quality of service.

However, all of this information is only related with the journey experience itself
and little is known about the activities performed. Our multiservice approach allows
overcoming this limitation. Customer information may be explicitly elicited through
questionnaires or registration forms, or implicitly elicited through a service system
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that records every choice the customer makes. In the case of this multiservice
approach, covering services other than mobility related, allows the identification of
personal interests and consumption profiles of users. The mobility and consumption
profiles must be then analysed, using, for instance, data mining techniques to
provide inputs to the following phase.

2. Target and deliver service offerings
After the analysis of the travelling profiles and consumption habits it is possible to
establish some patterns and identify groups or clusters of customers who have similar
behaviours or who made similar choices. Then, to target a service offering to a
particular segment it is necessary to use algorithms developed for that purpose.
Personalization plays here an important role, since it increases perceived quality,
customer satisfaction and ultimately customer loyalty toward a service provider [21].

Additional mobile devices features allow going further in the personalization
since they usually have location sensors, which can be used to contextualize the user
in terms of activity and location. This can be used to send location-based service
offers to a personal mobile device, like notifications or discounts for nearby res-
taurants or boutiques.

3. Measure the efficiency and effectiveness of the campaign
More important than sending personalized service offerings to customers, is to
measure if whether those offers are being effective or not. Service providers must
have a way to measure if they are increasing brand awareness, driving foot traffic
and influencing purchases.

The multiservice approach allows calculating deeper ROI (return-on-investment)
and sales metrics. For instance, it is possible to determine brand awareness by
calculating the click through rate (for example, ads click on, coupons downloaded),
understand if customers are inside or near a store through location providers and
analyse purchases (for example, number of coupons redeemed).

4. Improve future service offerings
It is important to analyse the indicators and realize what is going well or badly to
improve future service offerings. Also customers may provide explicit feedback
when they fill out a customer satisfaction questionnaire or complain by email. So, it
is crucial to capture and learn from both kinds of customer feedback in order to
adapt future initiatives. It is also important to be aware that preferences and interests
may change over time, in an evolutionary way or discontinuously, due to a specific
life event like having kids or losing a job. These changes are also important to be
captured to refine the model.

Concluding, this multiservice approach will allow contributing to the improve-
ment of the public transport service levels, enhance their image and increase the use
of sustainable transport means. It will also increase the number of customers and
sales of local businesses. In the next section we materialize this multiservice
approach in a concrete example.
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4 Illustrative Example of a Multiservice Approach

The multiservice approach can be materialized in several practical examples and
business models. In this section we explore an example that only represents a proof of
concept of the multiservice approach. The main objective was to develop a mobile
service that would cover the different perspectives and interests from the main stake-
holders (users, PTOs and local businesses).

The mobile service developed was materialized in a functional prototype of a
mobile ticketing application for public transport for Android devices, which was
integrated with other service providers. The application enables users not only to buy
and validate travel tickets but also to access to a vouchers market. Every time a user
buys a travel ticket he earns points in a proportional amount to the total amount spent.
These points can then be redeemed, in the vouchers market, for discounts and offers at
restaurants, boutiques, bookstores and other service providers that are part of the
ecosystem. The campaigns are inserted by each service provider through a backoffice
system.

In this section we will focus on the features of the vouchers market, since it is the
practical demonstration of the multiservice approach described above. Further details
about the ticketing system can be reviewed in [16]. Thus, bellow, we present the
architecture of the system, the mobile application and the web backoffice and the main
evaluation results.

Fig. 1. Conceptual model of the multiservice approach

320 M.C. Ferreira and T.G. Dias



4.1 Architecture

The system architecture (see Fig. 2) comprises two main areas: business area, com-
posed by the web backoffice and the client area, which consists on the Android mobile
application. Outside of these two areas, there is a webservice responsible for accessing
the central database and for tying the whole system.

The web backoffice acts as an interface for the service providers (including PTOs)
to create and manage their own campaigns, by accessing a browser. This component
allows signing up for an account, creating and editing a promotion, validate vouchers
and check statistics about current and past campaigns (number of clicks, number of
vouchers sold, number of validations, type of customer).

The mobile application allows customers to interact directly with the services. This
interaction is achieved through the use of a mobile phone, tablet, or any other mobile
device running the Android operating system. This component allows redeeming points
for vouchers, checking vouchers balance, search for promotions, check vouchers
already used and access to location based notifications.

The webservice, accessible through an API, is responsible for managing the data
inside the database, only available locally, and it is crucial for the Android application
to work.

4.2 Mobile Application and Web Backoffice

Each customer when starting to use the application needs to register and provide some
personal details like gender, age, address, and interests (books, cinema, sports, music).
This information is important not only for the ticketing system, but also for the
vouchers market, in order to target the campaigns. The first campaigns to be shown to
the customer are those that meet their personal characteristics and their consumption
history. The campaigns are inserted by each service provider through a backoffice
system (see Fig. 3).

Fig. 2. Overview of the system architecture
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The customer can choose one of the promotions that are shown to him (see Fig. 5)
or he can search for a specific promotion by filling some fields of the search menu
(name, category, location and/or number of points). Then the customer redeems his
points to get access to the voucher, which generates a random code. When the customer
goes to the service provider (e.g. a restaurant) to use his voucher, he only needs to show
the code that was generated to the merchant. The merchant inserts the code on his web
backoffice to validate it (see Fig. 4). The system verifies if the code matches the
customer and validates it successfully (see Fig. 6).

Another feature of the system is the notifications activated by the location of the
customer. Considering that the customer possesses a voucher for a given promotion
still not used, in case he gets closer than a threshold distance, an alert is displayed in the
notification area of the mobile device.

Finally, service providers may access to statistics about their current and past
campaigns. They can check the number of clicks, number of vouchers downloaded,
number of voucher used at the point of sale (trough the unique code) and type of
customer. This is important to analyse the impact of the campaign and to prepare future
initiatives.

4.3 Evaluation

The main objective of the evaluation phase was to validate the concept that was
developed with users, PTOs and local businesses.

Regarding the users evaluation, the application was tested in a controlled envi-
ronment by fifteen users, randomly sampled in the campus of the University of Porto in
both strata among 20–45-year-old citizens. The test was divided into three parts:
(1) questionnaire for sample characterization; (2) user test with eight tasks regarding
the mobile application and four tasks regarding the web back office (tasks correspond to

Fig. 3. Web backoffice interface
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actions performed on the prototype); (3) questionnaire with nine unstructured about the
user satisfaction with the application and the concept itself. Each test, including the
questionnaire, lasted about thirty minutes. The participants were videotaped and voice
recorded.

Users considered almost all tasks easy or very easy to perform, except when they
were asked to check the points’ balance, which was not on the menu they were
expecting. They also suggested several improvements such as providing more feedback
to user using dialog boxes, possibility of offering or trading vouchers and tickets with
other users and a dynamic points attribution system instead a static one.

The solution was also presented to PTOs of the city of Porto. They enjoyed the
concept and could foresee several advantages. They proposed the inclusion of
reminders or notifications suggesting the purchase of relevant vouchers for the user.

Fig. 4. Voucher validation form

Fig. 5. Main menu of the vouchers market Fig. 6. Details of a validated voucher
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Regarding the local businesses, they valued the idea and suggested the introduction
of more statistics and metrics related to the promotions system. These indicators are
key to their business and to measure the impact of such a system.

5 Conclusions and Future Work

This paper presents a multiservice approach that links city services and public transport
to encourage the use of sustainable transport modes. This multiservice approach is
based on mobile technologies, which are a unique channel of interaction between
service providers and customers. In the middle of the conceptual model of the multi-
service approach are the public transport services, which represent the common link
with the other city services (restaurants, boutiques, groceries, banks). This conceptual
model is also composed by four steps: (1) analyse mobility profiles and interests;
(2) target and deliver services offerings; (3) measure the efficiency and effectiveness of
the campaign; and (4) improve future service offerings.

This multiservice approach was materialized in a concrete example. It was devel-
oped a mobile ticketing application for public transport for Android devices, which was
then integrated with other service providers. The application enables users not only to
buy and validate travel tickets but also to access to a vouchers market. Customers may
acquire discounts and offers at restaurants, boutiques, gyms and other service providers,
with points earned with the purchase of travel tickets. So, the more customers travel,
the more points they earn and the more discounts and deals they have access to. This
solution revealed to be intuitive and useful for customers, and was very valued by
PTOs and local businesses.

The proposed multiservice approach will allow to contribute to the overall
improvement of the public transport service levels, image, accessibility, with the main
aim to increase the use of public transport and so contributing to a sustainable mobility.
It will also boost local businesses, due to increased awareness, loyalty and sales. Future
work includes working on this approach, refine it, and demonstrate the value for all
stakeholders involved.
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Abstract. The benefits of customer relationship strategies are well known and
somewhat established nowadays. Customer loyalty emerges as the crucial glue
in developing a relational approach. However, relational bonds, which relate to
customer loyalty, have not yet been fully explored. Also, there is little research
that takes into account the effect of service types on customer relationships and
bonding. This paper develops a conceptual framework based on previous
literature with a complete set of different relational bonds and examines its
influence on customer loyalty across search, experience and credence services
through a survey-based empirical study, with a sample of 233 consumers. The
results provide guidance to managers to differentiate customer relationship
strategies according to each specific service context.

Keywords: Relationships � Bonds � Customer loyalty � Services

1 Introduction

The profound effect of service quality and the mediating effect of customer satisfaction
on consumer decision making are largely recognized, and have created a remarkable
transfer in awareness towards customer-focused services marketing and a steady
increase of research related to customer behavior in services [1, 2]. While this sector is
growing and becoming more competitive, service providers are increasingly focusing
on developing their competitive advantage by strategically managing customer
relationships.

One of the most important determinants of customer relationships is customer
loyalty [3]. Customer loyalty is strongly affected by different types of relational bonds
or ties, which can act as benefits or exit barriers, and have become central concepts in
the study of customer relationships. However, relational bonds have been examined in
the literature mainly conceptually [4], or in a business-to-business context [5], and thus
have not yet been fully explored [6]. Also, in different service contexts, different types
of relationships and bonding may emerge, given differences in the nature and the value
customers derive from different service types [7]. However, there is little research that
takes into account the effect of service types on relational bonds, and cross-validation
across different service industries (e.g. search, experience and credence services) is
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required [8]. Though some studies have analyzed customer relationships from context
to context, in services as diverse as hairdressing, health, retail or banking (e.g. [9–11]),
to date the majority of these studies are based on one service industry.

The aim of this paper is to identify a set of relational bonds and to examine its
influence on customer loyalty, as well as to analyze the significance of different
relational bonds across search, experience and credence services. Drawing on existing
literature, we develop a conceptual framework with a complete set of different
relational bonds and examine how those bonds can influence customer loyalty. We then
test our hypothesis through data collected in three contexts, search, experience, and
credence services. A self-administered, cross-sectional survey was conducted and a
convenience sample of 233 consumers was used to perform significance, correlation
and variance tests. We end up presenting the effect of different relational bonds on
loyalty and concluding that relational bonds valued by customers vary significantly
among the contexts studied. With this study, we aim to fill a literature gap and to
provide guidance to managers to differentiate customer relationship strategies
according to each specific service context.

1.1 Customer Relationships and Loyalty

Customer loyalty has been considered to be one of the main keys on achieving company
success and sustainable competitive advantage [12] and one of the most important
determinants of profitable long-term relationships [3]. Retaining customers has become
a more attractive strategy for businesses to increase profitability than capturing new
customers [13]. As loyalty increases, volumes purchased grow and customer referrals
increase. Also, relationship maintenance and customer replacement costs fall as both
customer and supplier learn more about each other. Finally, retained customers may pay
higher prices than newly acquired customers [14].

The customer loyalty concept is a definition that has been long enriched, but an
agreement in the literature has not yet been reached. Some authors may refer to customer
loyalty simply as repeat purchase [15]. Nowadays this is considered a poor definition
because loyalty can mean much more than just a positive buying behavior of the
customer towards the company. Repeat business does not depend on customers being
loyal to a company but on the company’s perceived faithfulness to a specific, unique
customer value [16]. Loyalty has also been described as the crucial glue in developing
relationships [17].

In 1999, Oliver’s work revolutionized loyalty’s definition by realizing that
satisfaction does not universally translate into loyalty. The author concludes that
satisfaction is a “necessary step” towards loyalty but eventually there are other factors
(like self determinism or bonding) that are also significant for this construct. Loyalty is
thus defined as a deeply held commitment to rebuy or repatronize a preferred product/
service consistently in the future, thereby causing repetitive same-brand or same brand-
set purchasing despite situational influences and marketing efforts having the potential
to cause switching behavior [18].

In other seminal work, [19] suggest a combined perspective in which a favorable
attitude (attitudinal loyalty) and repeat purchase (behavioral loyalty) were required to
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define customer loyalty. Thus, loyalty can be defined under two perspectives: behavioral
and attitudinal loyalty. Loyalty as a behavioral concept believes repeat purchasing can
capture the loyalty of a consumer towards the brand of interest [20]. On the other hand,
researchers who endorse attitudinal loyalty state that it is a psychological process which
makes an individual develop a commitment towards a brand. This way, loyalty is
viewed as a positive attitude that leads to a relationship with the provider [17].

Despite the large number of studies on customer loyalty drivers, existing knowledge
is still highly fragmented and the results are mixed [21]. Among other determinants,
customer loyalty is strongly affected by different types of relational bonds or ties.
Businesses can build customer relationships by initiating one or several types of bonds.
Relational bonds can act as benefits or exit barriers [4]. Depending on their nature, these
bonds can strengthen or weaken customer relationships and loyalty.

1.2 Relational Bonds or Ties

Bonds and bonding have become central concepts in the study of customer relationships
[4]. Bonds are the exit barriers that tie the customer to the firm and maintain the
relationship [22]. Different bonds will generate different states of mind from a customer
towards a certain company and can influence loyalty towards a service provider. In this
section some positive and negative effects of various bonds presented in previous
literature (e.g. [4, 9]) will be explored.

Economic bonds and switching costs. Developing relationships with businesses may
lead consumers to receive economic advantages. Customers who have an enduring
relationship with an organization may be rewarded with financial benefits, such as
special pricing considerations [23].

Switching barriers are a consequence of a customer’s perception of time, money,
and psychological effort required to change from one service provider to another,
particularly search and learning costs that switching entails [24]. These perceptions
help customers to develop capabilities required to optimally use a given product.
Such capabilities are likely to be firm specific and cannot be transferred perfectly to
competitors’ product offerings [25]. Switching costs will most likely retain customers
in the firm and make them consume their complementary products. Switching costs
may be caused by various aspects such as: costs of searching for a new service
provider; the loss of a friendly and comfortable relationship; having to bear learning
cost; explain individual preferences; risk perceptions; or loss of special privileges [26].

Consumer switching costs give firms a degree of market power over their repeat-
purchasers [26]. Thus, by exploiting this type of bond, firms can achieve a competitive
advantage. Therefore, the switching costs theory predicts a direct, positive relationship
between customers’ switching costs and firm revenues. Shapiro and Varian [27] argue
that in competitive markets where all firms in an industry have similar production costs
and product quality, the profits firms earned from customers equal exactly customers’
switching costs.

Social bonds. Social bonds refer to personal ties which include perceived feelings of
“familiarity, personal recognition, friendship, rapport and social support” [26, p. 102].
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Customers derive social bonds from long-term relationships with service firms.
A considerable indirect influence of social benefits on word-of-mouth communication
through commitment can also be pointed out [9].

This bond can be established, in addition to the benefits received in the delivery of
the core service, as a kind of fraternization that can occur between customers
and employees. It is then most likely to appear in services with a high degree of
interpersonal contact between customers and employees.

Thus it is expected that the higher social bonds, the better the interpersonal relations
will be between the customer and the provider which can result to higher levels of
loyalty [9]. Nevertheless, managers who encourage social relationships should be
aware that some customers are only willing to engage on this type of interaction to a
certain point. It is crucial to realize when you’re invading people’s “comfort zone”.

Confidence bonds. Confidence bonds are defined as “perceptions of reduced anxiety
and comfort in knowing what to expect in the service encounter” [9, p. 234]. Reducing
the risk in services, thus building trust, is key to provide feelings of assurance to
customers [28] and also improving satisfaction. Trust creates benefits for the customer
(e.g., relationship efficiency through decreased transaction costs) that in turn fosters his
or her commitment and loyalty to the relationship [29].

Although this sense of confidence and trust may be inextricably tied to the quality of
the core service, it is expected that this bond appears as an independent benefit of long-
term relationships - particularly when customers perceive that there are comparable
quality providers in the market. Thus, these bonds are perceived to be highly important
in retaining relationships, and are expected to influence positively customer loyalty.

Emotional bonds. Customers develop deep emotional bonds with brands, as elaborated
in the emotional attachment to brands construct [30]. Developing a relationship with a
provider can indicate that there is often a comfort or feeling of security in having that
bond. They feel like it’s going to be good in advance or if something is wrong it will be
taken care of [6].

Consumers who are emotionally attached to a brand are also likely to have a
favorable attitude towards it so it’s quite that the consequences of this attachment
include loyalty and (possibly) a willingness to pay a price premium for the brand [31].
This feeling towards the provider appears to develop over time and only after a
relationship has been established between the customer and the organization. Revenue
and profit from emotionally bonded repurchase are less vulnerable to disruption.
Facilitating strong emotional attachments to brands is thus an important means of
realizing devoted, profitable, customer repurchasing.

1.3 The Effect of Service Type on Relational Bonds

Service companies have always spent a great deal of attention to the relations they build
with their customers, as oppose to other companies [32]. This is due to the fact that
these companies provide a service that needs a lot of contact from the customer in order
to be provided. This type of contact gives the chance, both to the company and to the
customer, to develop a strong relationship.
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Services are far from homogeneous. Rather they possess different structural
characteristics such as degree of customization; high versus low face-to-face contact;
search, credence or experience properties; membership versus non-membership type
relationship; role of the customer in service ‘production’ and so on [33]. In different
service contexts, different types of relationship bonds may emerge, given differences in
the nature and the value customers derive from the different service types [7].
The nature of the service alters consumers’ motivations to enter and remain in a
relationship, as benefits, costs and risks vary across different service types. However,
there is little research that takes into account the effect of different service types on
relational bonds [8, 34], since the majority of the studies are based on one service
industry. To the authors’ knowledge, the study by [35] is the only one that focuses on
this effect, and it was developed within an online setting.

Following the classification originally proposed by [35–37] divide services into
three types (search, experience and credence services), which may have an impact on
the importance customers attach to different relational bonds. Search services are those
services that the customer can obtain full information and assess the utility outcome
prior to purchase. Search attributes can be verified before purchase by examining
information readily available from second-hand sources without having to buy or try
the product [34]. Experience services are those services that the customers can assess
and measure the outcome only during or after the consumption. Products with
predominantly experience attributes have to be purchased and consumed before a
customer can really appraise it and (dis)confirm the claims of the product [34]. Finally,
credence services are those services where is difficult to measure or asses the outcome
even after the consumption [35]. As experience and credence attributes dominate in
services, consumers employ different evaluation processes than those they use with
products where search qualities dominate [2].

According to [35], there are more opportunities to create social, confidence and
emotional bonds in experience and credence services rather than in search services,
where the customer does not have to interact a lot with the service provider in order to
evaluate the outcome of the transaction [33]. Also, due to customers being more aware
of their expectations even before service delivery, economic bonds and switching costs
are expected to play a more important role on search than experience and credence
services. In the case of experience services, as customers lack insight into the
prevailing characteristics of the service, they will use heuristic information that is
accessible and certifiable to them [38], such as information about the service encounter
and human contact, giving a more prevailing role to social bonds. Finally, for credence
services, provider reputation (and, thus, confidence bonds) becomes more important
than for other types of services because credence services are the hardest to evaluate.
The influence of trust on service quality and customer satisfaction cannot be ignored in
interpersonal-based service encounters.

2 Problem Definition and Research Methodology

Based on previous literature review, we propose the following research framework
(Fig. 1). The research model shows that different relational bonds may influence the
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level of customer loyalty. The strength and significance of different relational bonds to
customers may, however, vary across the different service types, namely search,
experience and credence services, as market characteristics vary.

Accordingly, attention will be focused on the following hypothesis:

H1: Relational bonds influence customer loyalty.
H1a: Economic bonds and switching costs influence customer loyalty.
H1b: Social bonds influence customer loyalty.
H1c: Confidence bonds influence customer loyalty.
H1d: Emotional bonds influence customer loyalty.

H2: The importance given by customers to each relational bond varies significantly
between search, experience and credence services.

In this study, a cable TV operator will be used to symbolize search services due to
its characteristics that make results easier to verify, even prior to purchase. Customers
are well aware of their expectations and service attributes can be known before
consumption. To represent experience services we have chosen a hairdresser because,
as [39] pointed out, it’s a type of service that consumers can only evaluate after some
trial. Services with predominantly credence attributes will be characterized by health
services since they are the most difficult to evaluate even after some trial has occurred,
because consumers hardly possess any information cues or specified standards to
evaluate the actual service outcome [39].

Data was collected from customers that normally use the type of services studied:
search, experience and credence services. The survey instrument was administered in a
self-completion format to a network of acquaintances and a sample of undergraduate
and master students, due to convenience-related factors. Customers were questioned on
their behaviors and expectations when choosing a cable TV operator (search service), a
hairdresser (experience service) and a health service (credence service). This allowed
us to examine meaningful differences across service categories, with different degrees

Fig. 1. Research framework.
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of information asymmetry [40]. Customer loyalty was measured according to an
attitudinal perspective, focusing on how strong is the customer’s relationship with the
service provider. An online questionnaire was produced to measure five variables:
economic, social, confidence, emotional bonds (independent variables) and customer
loyalty (dependent variable), and 233 answers were obtained.

The questionnaire was divided in two parts. The first one aimed at classifying the
respondents: gender, age and qualifications. In the second part, each question must be
answered three times in order to classify the differences between the three contexts in
the same issue. There were four different items to classify each independent variable
(making a total of 16 items). The measures were established scales from previous
studies, adapted to the present study. Economic bonds and switching costs were
measured with 4 items adapted from [23, 40]. Social bonds were measured through a
four-item scale from [23], measurement of emotional and confidence bonds were based
on [9, 41]. Finally, to measure the dependent variable (customer loyalty), one item from
[9] was used (“I have a very strong relationship with this service provider”). All items
employed a 5-point Likert scale, ranging from “totally agree” to “completely disagree”
(Table 1).

3 Research Findings

The majority of the respondents (63.9 %) were female, with an average age of 25 years,
and who concluded high school or had a bachelor degree (41.6 %).

Exploratory factor analysis (EFA) and reliability tests were performed on the items
used to measure relational bonds. Regression Analysis was performed between
relational bonds and customer loyalty, while multivariate analysis of variance
(MANOVA) ascertained the impact of service type on relational bonds.

We conducted an EFA by the method of Principal Component Analysis using
Varimax rotation for relational bonds. A value of Kaiser-Meyer-Olkin (KMO) equal to
0.921, and Bartlett’s test with a p-value < 0.001 indicated that there was a significant
correlation between the variables and the data is appropriate for a factorial analysis.
The results strongly support the four factor structure for relational bonds (Table 1), with
a total variance explained of 75.7 %. The scales demonstrated good reliability
according to accepted standards [42]. Internal reliability tests of the identified factors
showed strong Cronbach’s alpha. In addition, evidence of the measures’ validity is
provided by the fact that all factor loadings are significant and that the scales exhibit
high levels of internal consistency.

Hypothesis 1 aims to determine to what extent customer loyalty (dependent variable)
is explained by relational bonds (independent variables). Thereby we proceed to
Multiple Linear Regression Analysis, a statistical technique used to analyze the
relationship between a single dependent variable and several independent variables [43].

Multiple regression analysis showed all bonds to be significant. Social, emotional
and confidence bonds emerged as important determinants customers’ loyalty.
According to the literature, consumers who are emotionally attached to a brand are
likely to have a favorable attitude towards it and, thus, to be more loyal [31]. Moreover,
according to [9], the higher social bonds, the better the interpersonal relations will be
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between the customer and the provider which therefore would result to higher levels of
loyalty. Conversely, economic bonds and switching costs were viewed as less
important drivers. In fact, according to the literature, bargain hunting customers are less
loyal since they constantly check for the best deals in the market, which fails to
contribute to the development of strong relationships [44]. The simple correlation
coefficient (R = 0.826) suggests that there is a strong positive correlation between the
variables (Table 2). The adjusted coefficient of determination (adjusted R2 = 0.681)
suggests that 68.1 % of the variability of customer loyalty is explained by relational
bonds considered in the model.

MANOVA ascertained the impact service type on relational bonds (Table 3).
In order to determine the nature and magnitude of service type impact, a series of
univariate analysis were conducted. Results showed that the type of service is relevant
for each analyzed relational bond.

Table 1. Measurement scales.

Variable Measurement scale PCA
loadings

Mean α

I’ve been keeping a long relationship with service provider X because…
Economic bonds It provides discounts for regular

customers
0.901 1.95 .817

It offers rewards to encourage future
purchasing

0.908 1.88

Switching costs Time and effort costs of changing to
other provider are high for me

0.858 2.48 .632

It would be inconvenient for me to
change to another provider

0.834 2.75

Social bonds I am recognized by certain employees 0.824 2.79 .913
I have developed a friendship with the
service provider

0.857 2.34

I am familiar with the employee(s) that
perform(s) the service

0.846 2.83

I enjoy visiting this service provider 0.741 2.15
I am emotionally attached to it 0.566 2.56

Emotional and
Confidence
bonds

I know what to expect when I go in 0.620 3.52 .930
This company’s employees are
perfectly honest and truthful

0.859 3.35

This company’s employees can be
trusted completely

0.856 3.23

This company’s employees have high
integrity

0.897 3.42

It is concerned with my needs 0.613 3.25
The friendliness of the staff makes me
feel good

0.638 3.10

Although there are other alternatives, I
still like going there

0.716 3.36
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Pairwise analysis using Tukey post hoc tests shows that, customers give more
importance to emotional and confidence bonds when using a hairdresser compared to a
cable TV operator (mean difference = 0.787). Also, customers pay more attention to
these bonds for health services than for a cable TV operator (mean difference = 0.822).

Table 3. H2 testing results: multivariate analysis of variance.

Sum of
squares

df Mean
square

F Sig.

Emotional and
Confidence
bonds

Between
groups

100,652 2 50,326 58,637 0,000

Within
groups

597,348 696 0,858

Total 698 698
Social bonds Between

groups
258,35 2 129,175 204,494 0,000

Within
groups

439,65 696 0,632

Total 698 698
Economic
bonds

Between
groups

70,601 2 35,301 39,161 0,000

Within
groups

627,399 696 0,901

Total 698 698
Switching
costs

Between
groups

34,255 2 17,128 17,960 0,000

Within
groups

663,745 696 0,954

Total 698 698

Table 2. H1 testing results: regression analyses between bonds and customer loyalty.

 R R² Adjusted R² Durbin-Watson  

 0.826 0.682 0.681 1.707  
ANOVA Sum Squares df Mean Square F Sig. 

Regression 961,246 4 240,312 372,684 0,000 

Residual 447,501 694 0,645   

Total 1408,747 698    

 B Std. Error Beta T Sig. 

(Constant) 2,498 0,03  82,241 0,000 

Emotional and Confidence Bonds 0,636 0,03 0,448 20,919 0,000 

Social Bonds 0,962 0,03 0,677 31,661 0,000 

Economic Bonds 0,196 0,03 0,138 6,445 0,000 

Switching Costs 0,092 0,03 0,065 3,028 0,003 
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When comparing the hairdresser with the health service, there’s a positive difference
(mean = 0.034) yet not statistically significant (p > 0.005). When it comes to social
bonds, again customers pay more attention to these bonds for the hairdresser than for a
cable TV operator (mean difference = 1.476). The same happens when comparing the
health service with the cable TV operator (mean difference = 0.908). Also, when
comparing a hairdresser to a medical service, this bond is still more important for the
former than the later (mean difference = 0.567).

These results were expectable, since there are more opportunities to create social
and emotional bonds in experience and credence services (such as hairdressers and
physicians), where there is a high degree of interpersonal contact [33], rather than in
search services such as cable TV operator, where the customer does not have to interact
a lot with the service provider in order to evaluate the outcome of the transaction.
Services with a high degree of interaction with the customer are based mostly on the
personal and customized relations between the client and the provider [45] and offer
higher levels of familiarity and trust [46]. Also, in experience services, customers tend
to use information about the service encounter and human contact (social bond), while
credence services are mainly based on technical knowledge and reputation, rather than
social features, and may not qualify for a friendship-type relationship [33, 34].

For economic bonds, it was found a positive mean difference between a cable TV
operator and a hairdresser (mean difference = 0.201, yet not statistically significant.
Comparing the choice between a cable TV operator and a health service, customers
give more importance to economic bonds when choosing a cable TV operator (mean
difference = 0.752). Economic bonds are also more important when choosing a
hairdresser than a physician (mean difference = 0.551). Since credence services are the
hardest to evaluate, customers are more willing to pay a premium price in order to
reduce their uncertainty. For this type of service, customers may look to price for a
cue and are expected to be less price sensitive [38]. Conversely, when customers are
more confident of their abilities to judge the goodness of the service, they become more
sensitive to price, and so discounts and other rewards may become more important.

Lastly, analyzing switching costs it was depicted that there are no significant
statistical differences between the cable TV operator and the health service (mean
difference = 0.143), while hairdressing was the service where the importance of
switching costs was the lowest both when compared with a cable TV operator (mean
difference = −0.524) and with the physician (mean difference = −0.381). This result
possibly reflects the fact that, apart from the potential loss of a friendly relationship,
most switching barriers are not a major consideration in hairdressing, given the
abundance of alternatives [47]. Conversely, in the case of credence services such as the
physician, which are intrinsically difficult for customers to evaluate, alternatives may
be hard for customers to compare and match, and switching costs are considered high
[48]. Surprisingly, although search services are the easiest to evaluate prior to purchase,
the cable TV operator also exhibits high switching costs. One possible reason is that
Cable TV operators tend to have a membership relationship with its customer base and
are thus more likely to have contractual switching barriers [33].
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4 Conclusion

Service companies are increasingly recognizing the fundamental interest on analyzing
customer behavior. The close contact that service companies have with their customers
gives them the chance to develop strong relationships and customer loyalty. The theme
of customer loyalty that combines a favorable attitude (attitudinal loyalty) and repeat
purchase (behavioral loyalty) has been considered to be one of the main keys on
achieving company success and sustainable competitive advantage.

Loyalty can be achieved by building relational bonds with customers. Different bonds
will generate different customer states of mind towards the company. Namely, economic
and switching costs may retain customers; social bonds can enhance interpersonal
relations between the customer and the provider; confidence bonds may reduce risk and
contribute to a strong feeling of trust; and emotional bonds can increase the sense of
attachment to a service provider. However, the role and relevance of relational bonds may
not be the same across service contexts.

The main goal of this study was to identify a set of relational bonds and to examine
its influence on customer loyalty, as well as to analyze the significance of different
relational bonds across search, experience and credence services (represented by a
cable TV operator, a hairdresser and a health service, respectively).

Through a Multiple Linear Regression it was shown that all four factors, Emotional
and Confidence Bonds, Social Bonds, Economic Bonds and Switching Costs, had a
significant positive influence on customer loyalty. Particularly, social bonds had the
highest impact on loyalty. This comes in line with what was previously predicted that
the higher the social bonds, the better the interpersonal relations will be between the
customer and the provider which, in turn, would increase loyalty. Following, emotional
and confidence bonds also had an impact on loyalty, since consumers who are
emotionally attached to a provider and develop feelings of trust are likely to be loyal to
the company. Lastly, economic bonds and switching costs also showed a positive
influence on loyalty since switching to an alternative provider can imply a loss of
economic benefits and may be perceived as time-consuming.

It was also proven that the degree of importance that each customer gives to the
relational bonds analyzed varies with the type of service considered (namely, search,
experience and credence services). Namely, the relevance given to relational bonds
varies with differences in the nature and the value customers derive from different types
of services. Emotional and confidence bonds had the most prominence on health
services, social bonds had the most relevance on hairdresser’s customers, and economic
bonds and switching costs had a greater impact with the cable TV operator.

As a final reflection, in this investigation it became clear that managers should
differentiate customer relationship strategies according to each specific service context.
For example, for services high in credence and experience qualities, staff might be trained
to nurture close relationships with clients, since there is an opportunity for emotional
bonds or ‘strong network ties’ to be developed. Conversely, in the case of search services
such as cable TV operators, attention should be given to economic incentives and
switching barriers, such as membership relationships, since this type of services is easy to
evaluate and compare and emotional, confidence and social play a minor role.

336 M. Lima and T. Fernandes



For future researches, it is important to acknowledge that this study has some
limitations. First of all, since a convenience sample was used, this study shortens the
possibility of generalization. It would be interesting to test the results in a sample with
a broader and larger customer base, since the sample used may not be sufficient to
generalize all the assumptions above. This study could be applied to other service
contexts to see if it can actually be broaden to other settings or just to the ones studied
here. Also, some specific characteristics of the services studied could be further
analyzed. For example, for health services, customers could be inquired about specific
services (e.g. a clinical visit, a specialist examination or a hospital admission); in terms
of cable TV operators, it would be interesting to know if customers hold a contract
agreement with the provider or not. Finally, further research could study the effect of
other variables, such as low/high relational customers, on relational bonds and customer
loyalty.
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Abstract. This paper presents an application of the importance-performance
analysis (IPA) to identify opportunities for improving service quality in retail
contexts. This work builds previous quality scales prevalent in service man-
agement literature. Data was collected for customers’ quality expectations and
perceptions across two different retail store formats in Portugal: supermarkets
and hypermarkets. The results of the study suggested that managerial decisions
regarding service in stores should be adjusted to the characteristics of each retail
format. Data analysis supported the existence of differences in the IPA, between
supermarkets and hypermarkets, notably for quality dimensions related to
reliability and personal interaction.

Keywords: Service quality � RSQS � Importance-performance-analysis

1 Introduction

The paramount importance of service quality for customer satisfaction and loyalty, as
well as its link with service providers’ profitability, have been extensively documented
in literature [1–4]. For this reason the development of service quality models has been a
priority in the agendas of service scholars leading to intense debates about the defi-
nition and assessment of quality in service contexts [5–7].

Service quality models provide a description of the key components of service
quality, as well as the relationships among them and customer satisfaction and loyalty.
As such, they are tools that help managers to diagnose the performance in service
delivery processes and to develop quality improvement programs [8]. Prevalent
approaches acknowledge service quality as a multidimensional concept, determined by
the fact that customers derive a combination of various outcomes from service delivery
experiences, (e.g. direct process results, such as the availability of required items in a
retail store, as well as results related to the process experience, such as store atmosphere
or employee empathy, that emerge from customers’ involvement in service production
process). In practice, service quality measurement models typically include multiple
items for capturing customers’ evaluations about the various output components,
organized in a set of service quality dimensions.

In the context of retail services, knowledge about customers’ quality assessments
for the various quality attributes is of key importance for informing adequate strategies
to promote consumer loyalty [9]. To this end, and given the importance of the service
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retail sector in modern economies, we have witnessed the development of specific
quality models and measurement scales for capturing customer appreciations about
retail experiences. A key reference is the work of Dabholkar et al. [10] validated a retail
service quality scale (RSQS) consisting of five dimensions: physical aspects, reliability,
personal interaction, problem solving, and policy, including 28 items. Subsequent
contributions [11] adapted this scale to the specificity of the reality of Spanish
supermarkets, and Latin countries in general.

This study builds on the aforementioned retail quality scales to investigate the
existence of differences in the relative importance of distinct quality dimensions across
two retail formats: supermarkets and hypermarkets. The motivation for this work is led
by the observation of the intense scenario of retail competition, which has been
characterized by the development of very diversified store formats. Nowadays, cus-
tomers can choose from a broad array of competing categories, including supermarkets,
department stores, outlets, specialty retailers, etc., that offer various benefits to match
the needs of different segments and meet different shopping situations [12]. Under-
standing the relative importance of various service retail attributes can provide
important insights for managers seeking to implement retail differentiation strategies.
Notably for the case of retailers operating multi-store portfolios that combine different
store formats, which are very common in retail landscape, particularly in Europe [13].

This study reports the results of the analysis of survey data that addressed cus-
tomers of Portuguese supermarkets and hypermarkets in urban areas. Data analysis
involved testing for differences in customer’s quality evaluations in supermarket and
hypermarket settings, as well as the conduction of an importance-performance analysis
to explore the weaknesses and strengths of the target retail formats in satisfying dif-
ferent quality dimensions. The remaining of this manuscript is structures in the fol-
lowing manner. We first provide the conceptual background of our study, reviewing
aspects related to retail store formats and competition, followed by an overview of the
conceptualization of quality in retail settings, notably the existing service quality scales
for the specific setting of retail services. We follow by describing the research meth-
odology and the objectives of the data analysis conducted. Finally, we provide a
discussion of the results of the work and draw some managerial implications and
directions for future research.

2 Conceptual Background

Supermarkets and hypermarkets are dominant models in European retail context,
resulting from internationalization and replication strategies of leading retail chains.
Hypermarkets offer relatively wider shopping surfaces and superior product variety
than supermarkets. These latter, are smaller stores, having predominately an urban
location, e.g. city centers and residential areas, are chosen by customers for more
frequent shopping visits, for a small volume of items. In Portugal, we have observed an
important growth in the number and importance of supermarkets and hypermarkets,
while small stores and grocery shops have experienced some decline [14].

Retail customers distribute their shopping and spending, across different stores,
including distinct store categories (e.g. shops, supermarkets, etc.) exploiting the
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opportunities offered [15]. Research addressing customers’ choices for different
shopping alternatives typically link store patronage to customers’ individual charac-
teristics and preferences as well as to store attributes such as location, breadth of
assortment, price, etc., as well as to [16]. Evidence suggests that, overall, customers
distribute their shopping across relatively stable store portfolios [17]. For this reason
retail managers seek for knowledge about the drivers of customer retention in retail in
order to promote consumer loyalty leading to profitability [9]. Several studies have put
forward various store attributes that have an effect on customers’ shopping satisfaction
(e.g. store location, variety of item assortment) [18]. This links customer store choices
to service quality dimensions, which have been acknowledge din the literature as key
drivers of customer satisfaction and customer intentions to reuse and recommend a
given service [5, 6, 8].

Customers are aware of differences in service attributes across store formats, as
evidenced by behaviors of store switching and store combination to capture the specific
benefits offered by different retail [19]. To this end, differences in retail formats can be
linked to distinct customer expectations, and assessments, about the respective service
process experiences, such as associating distinct levels of effort and shopping cost to
the different retail store formats [20]. In this study we propose to investigate the
importance of different service quality attributes (e.g. quality of the store facilities,
empathy personnel, etc.) for customer satisfaction and loyalty in different store formats.

This study builds on former conceptualizations of service quality, notably on
multidimensional service quality models, that rely on multiple item scales to capture
customers’ expectation and perceptions of quality [5, 10, 11]. Service quality plays a
decisive role for retailers’ differentiation and profitability. Retailers compete on quality
dimensions such as facilities, convenience, etc. [21]. Examples of previous research
efforts to compare distinct retail formats can be found in service literature (e.g., [22]
addressed differences in customers’ quality perceptions for hypermarkets and tradi-
tional retail; Goldman and Hino [23] looked at supermarkets and traditional retail).
Differences in store formats bear important implications for service delivery experi-
ences (e.g., item variety, degree of customer effort) and quality. Relevant differences
include: store surface (about 4.000–10.000 m2, in hypermarkets towards the average
supermarket size of 1.500–4.000 m2); assortment variety (e.g., hypermarket assort-
ments are typically deeper); percentage of floor space assigned to different categories
(groceries often being up to 40 % in supermarket outlets and 25 % in hypermarkets)
[22, 23].

3 Methodology

Data collection for the study was supported by a 24-item questionnaire applied to a
sample of retail customers of supermarkets and hypermarkets in Portugal, subscribing
to the structure of RSQS [10, 11], that was found appropriate to measure the service
quality of customer’s perception in retail stores in Portugal. In order to align the RSQS
measurement instrument with objectives of our study, the scale was adjusted following
exploratory interviews with retail customer and managers.
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In Table 1 we present a list of the 24 items used, identifying, for each item, the
reference source paper where it was originally proposed, and the respective dimensions
associated to each item. Items 14 and 18 were added to the list by the authors as they
were mentioned to be relevant in initial exploratory interviews conducted with
Portuguese retail customers. Other items (such as items 7 and 20) were subject to minor
modifications (Mod.) to adjust them to the Portuguese retail context.

The target respondents addressed were retail customers which were users of the
main supermarkets and hypermarkets located in this region. A total of 270 question-
naires were distributed, and from these 9 were returned with incomplete answers, for
which they were discarded form the analysis. From the remaining 261, 13 of them were
obtained from respondents who were customers of supermarkets which were not the
main retailers operating in the country. Data analysis builds therefore on the remaining
248 complete questionnaires, from respondents who declared to use one of the main
supermarkets or hypermarkets in the country. The sample included a balanced repre-
sentation of customers from each gender (46.85 % male customers), age and education
levels. It also included a balanced representation of customers of both retail formats
(50.8 % of the respondents declared to be predominately users of supermarkets, while
49.2 % were users of the hypermarket retail format).

Data analysis involved firstly the characterization of customer service quality
assessments for the two retail formats considered, using descriptive statistics. T-tests
were also performed to investigate for significant differences in customer quality
evaluations across supermarket and hypermarket settings.

This preliminary data exploration was followed by an importance-performance
analysis (IPA) [24, 25]. Such analysis serves as a guideline for formulating effective
strategies to improve the competitive strength of the target retail stores. The expectation
of the clients reflects the importance of the attributes on which they base their evalu-
ation, while their perception reflects the service quality they are offered by the retail
store for those attributes. Following Vasquez et al. [11] customers’ expectations and
perceptions are classified into low, moderate, and high values in a way that their
combination form four different zones as illustrated in Fig. 1, as follows: Competitive
vulnerability (important dimensions with low perceptions); Competitive strength (high
perceptions in important dimensions); Irrelevant superiority (high perceptions in
dimensions which are not very important); Relative indifference (low scores in
dimensions that are not very important).

The items in the first quadrant (competitive vulnerability) are those which require
greater efforts from the company than those in the second quadrant (competitive
strengths) to boost the customer satisfaction. For those appearing in the third quadrant
(irrelevant superiority) channeling resources must be considered, assigning them to
other activities of greater importance. Finally, those in the fourth quadrant (relative
indifference) are attributes which do not require immediate attention. The placement of
the expectation and perceptions expressed by respondents for the four service quality
dimensions considered, involves the consideration of the average expectations of each
of the four retail service quality dimensions, and their comparison with the average
expectation of all the dimensions. The dimensions which exhibit significantly higher
averages than the overall mean are placed above/right the axis lines which represented
the overall mean values, whereas those with averages lower than the average values
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Table 1. Retail service quality items used in the study

Items From
[10]

From
[11]

Physical Aspects
1. Modernity and attractiveness of store facilities, equipment and
fixtures

x x

2. Visual attractiveness of publicity leaflets and other materials related
to the service, such as shopping bags, catalogs, etc

x x

3. Cleanliness of the store and available support services (e.g., w c,
safe-boxes, etc.)

x x

4. Store layout and organization enabling customers to easily find the
products they need

x x

Reliability
5. Clear indication of product prices x
6. Appropriate and punctual information about sales promotions and
discounts

x

7. Short waiting time at cash registers Mod. x
8. Easy location of products on promotion or discount x
9. Employees showing great interest and motivation to resolve any
difficulties or customer problems

x

10. Stock availability of products/brands desired by customers x x
11. Guarantees of product quality and possibility of returns x
Personal Interaction
12. All employees consistently showing courtesy towards customers
(e.g., cashiers, replenishment staff, etc.)

x x

13. All employees consistently willing to help customers (e.g., cashiers,
replenishment staff, etc.)

x x

14. Employees showing enough knowledge to assist and advise
customers in the fresh sections (e.g., fish, fruits, etc.)

Mod. Mod.

15. Employees having enough knowledge to assist customers in
difficulties and questions

x x

16. Employees instilling confidence in customers when assisting or
advising them

x x

Policies
17. Offer of interesting sales promotions and discounts x
18. Offer of free choice of alternatives for payment (e.g., in cash, via
store card, credit card, etc.)

Mod. Mod.

19. Offer of product prices which are lower than in similar
establishments

x

20. Freshness and quality of products offered in the fresh sections (e.g.,
fish, fruit, etc.)

Mod. x

21. Offer of products from well-known and leading brands in the
market

x

22. Offer of a wide assortment of product brands and varieties x
23. Offer of products from the retailers’ own brand with high quality x
24. Ease of access to the store and availability of parking spaces x

344 M. Amorim and F.B. Saghezchi



were placed below/left the axis. A similar procedure is repeated for the perception
values for all four retail quality dimensions. Following this vein IPA was conducted
and differences investigated again across retail formats. The importance of the retail
quality attributes was derived from customers’ expectations, whereas performance was
based on perceptions.

4 Analysis and Discussion

The results of the study suggested that managerial decisions regarding service in stores
should be adjusted to the characteristics of each retail format. Data analysis supported
the existence of differences in the IPA, between supermarkets and hypermarkets,
notably for quality dimensions related to reliability (RE) and personal interaction (PI).

As a first approach descriptive analysis was conducted followed by t-tests to
investigate the existence of significant differences in customer service quality evalua-
tions across the two addressed retail formats (i.e., supermarket and hypermarket set-
tings). The main conclusions that are drawn from the preliminary descriptive statistics
of the service quality items considered were as follows.

• The most important item for respondents was freshness and quality of products
offered in the fresh sections (e.g., fish, fruit, etc.), which corresponds to the
dimension of policies, whereas the least important item for respondents was visual
attractiveness of publicity leaflets and other materials related to the service (e.g.,
shopping bags, catalogs), which corresponds to the dimension of physical aspects.

• Reliability was the most important dimension for retail quality, followed by, per-
sonal interaction, policies, and physical aspects, respectively.

• Aspects related to the dimension of policies revealed the higher customer percep-
tions, followed by physical aspects, personal interactions, and reliability,
respectively.

• Customers expressed good perceptions about the retailers’ offering products from
well-known and leading brands. On the other extreme, customers were not
impressed about the waiting time at cash registers. The dissatisfaction about this
item was stronger for the case of supermarkets as compared to hypermarkets.

Fig. 1. Importance-performance matrix (adapted from [11])
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• Women showed not only higher expectations but also higher perceptions than men
for all the dimensions of service quality. The highest difference between the
expectations of men and women was related to the dimension of personal inter-
action, whereas the highest difference between their perceptions was related to the
policies dimension.

• The existing gaps between customers’ expectations and perceptions suggested that
the biggest difference between supermarkets and hypermarkets relied on the
dimension of policies, whereas the smallest difference belonged to the dimension of
reliability. This suggests that hypermarkets are doing better, in the eyes of the
customers, in terms of policies, whereas supermarkets offer competitive service in
terms of reliability.

Significant differences in expectations were found only for three items, namely for:
E3 “cleanliness of the store and available support services (e.g., w c, safe-boxes, etc.)”,
E4 “store layout and organization enabling customers to easily find the products they
need”, and E23 “offer of products from the retailers’ own brand with high quality”.
Therefore, respondent’s expectations for service quality are not suggested to differ
substantially across supermarket and hypermarket formats. Regarding perception, the
scenario was substantially different. Results indicated significant differences for items
15 items (P1, P3, P9, P10, P11, P12, P13, P15, P16, P18, P19, P20, P21, P22, P24),
with hypermarkets, generally scoring better.

The translation of the information about customers’ quality assessments into the
IPA, illustrated in Fig. 2 evidences that general, as seen from the figure, customers
perceived higher service quality from hypermarkets comparing to supermarkets under
all four dimensions. As observed, the highest perceived quality corresponds to policy
dimension for both of the retail formats. On the other hand, for both retail formats,

Fig. 2. IPA for service quality dimensions in retail formats (PA, physical aspects; Re,
Reliability; PI, Personal Interaction; Po, Policies)
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reliability and physical aspects are the most and the least important dimensions,
respectively. None of the retail formats had any service quality dimension in the
competitive strength zone.

Figure 2 shows the result of importance-performance analysis for both retail for-
mats. In this graph the vertical axis represents the values for expectations (with an
average value of 5.8177), and the horizontal axis represents the values for perceptions
(with an average value of 5.2564). The points plotted in the graph correspond to the
average values for each dimension (e.g. physical aspects, reliability, etc.), both for
expectations and perceptions.

In a nutshell, Fig. 2 indicates that customers perceived higher service quality for
hypermarkets for all of the service quality dimensions considered. Customers revealed
high quality perceptions for the dimension of policies (PI) for both of the retail formats.
This result can be explained by the numerous promotion and discounts campaigns
pursued by this type of retail competitors, to which customers are very sensitive.
Reliability (RE) stands out as the most important dimension calling for immediate
managerial level action (i.e., competitive vulnerability), whereas physical aspects (PA)
seemed to have received enough care from the addressed retail companies (i.e., irrel-
evant superiority). A counterintuitive result was found for the dimension of personal
interaction (PI) for which customer ranked superiorly in the hypermarket formats,
whereas the expected result would be to find a higher relational proximity in smaller
neighborhood based supermarket stores.

After plotting these values on the graph, we also tested for “significance” of the
difference between the average value for each dimension and the total mean values
considered in the axis. We conducted t-tests to assess the differences between the
average value for each dimension and the total mean value for expectations, as well as
for perceptions. The reliability dimension proved to be very important for the clients
(t-test evidenced a significant difference for the reliability dimension across the two
formats, supermarkets and hypermarkets). As per perceptions, three dimensions
appeared with high value (policy, personal interaction, and physical aspect) just in
hypermarkets. However, for the supermarket, there is no quality dimension in the
above average perception region (i.e., the right half plane) (Tables 2 and 3).

Table 2. T-test for expectations (Supermarket and Hypermarket)

Expectation Supermarket Hypermarket

Dimension 
T-test 

Interval for 
μDimension- μGlobalExp.

T-test 
Interval for

μDimension- μGlobalExp.

Physical Aspects 
Reliability 
Personal 
Interaction 
Policy 

(0.001)
(0.011)
(0.708)
(0.469)

]-0.3564, -0.0254[ 
] 0.0394,  0.2912[ 
]-0.1140,  0.1675[ 
]-0.1746,  0.0808[ 

(0.068)
(0.001)
(0.960)
(0.859)

]-0.2848, 0.0101[ 
] 0.1089, 0.4009[ 
]-0.1863, 0.1771[ 
]-0.1750, 0.1461[ 
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According to this analysis, although three dimensions of hypermarkets are on
bounds of the second quadrant, there is not any distinctive dimension in competitive
strength area. Interestingly, the result for supermarkets appear in left half (first and forth
quadrants), and hypermarkets’ results placed in right half (second and third quadrants).
The dimensions requiring more immediate attention by the supermarket will be those
concerning reliability and physical aspects as they placed in competitive vulnerability
and relative indifference area, respectively. Surprisingly, physical aspect dimension in
hypermarkets is improved adequately as it appeared in irrelevant superiority, and the
company must consider channeling resources, allocating them to other activities of
greater importance.

5 Conclusions

This paper offers a timely contribution to understand differences in service delivery
quality across two retail formats, which have important differences in the service
process experience offered to their customers. As the scope of this work was beyond
scale validation and extension, the project work builds on formerly proposed mea-
surement scales [11, 12] to conduct a survey about customers’ quality perception for
Portuguese supermarkets and hypermarkets services. Given the differences in various
service delivery elements (such as store format, assortment, etc.) found between
supermarkets and hypermarkets this study sets up to provide a contribution to under-
stand the implications of such differences to customers’ assessment of quality. The
outcomes of the study have conceptual, as well as managerial relevance, and may prove
particularly useful for assisting service differentiation for multi-format retailers.
Overall, the results suggest that customers have higher perceptions about the quality of
hypermarkets when compared to supermarkets. As respondents reported their percep-
tions about the store they visited more often, this study also suggests that customers
predominantly visit the retail store which has the lowest service quality gap for the
most important attributes for them (i.e., the freshness and quality of product offered in
the fresh section).

The study has some limitations, notably derived from the fact it was conducted only
in Portugal, therefore, implying some geographical limitations. It also reflects

Table 3. T-test for perceptions (Supermarket and Hypermarket)

Perception Supermarket Hypermarket 

Dimension T-test 
Interval for 

μDimension- μGlobalPer.
T-test 

Interval for
μDimension- μGlobalPer.

Physical Aspects 
Reliability 
Personal 
Interaction 
Policy 

(0.024) 
(0.003) 
(0.017) 
(0.778)

]-0.3564, -0.0254[ 
]-0.3944, -0.0799[ 
]-0.4397, -0.0445[ 
]-0.1782,  0.1337[ 

(0.054) 
(0.834) 
(0.173) 
(0.000)

]-0.0028, 0.3056[ 
]-0.1950, 0.1576[ 
]-0.0586, 0.3228[ 
] 0.3018, 0.5993[ 
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predominantly the views of young and educated customers which were the largest
group of respondents. The concern with the length of the questionnaire motivated the
choice for asking respondents to express their service quality perceptions only rela-
tively to the retail store that they visited most often. Future development of this work
will therefore need to relax each of the above-mentioned limitations. Moreover, this
work, focused only on the main dimensions of the service quality. Future work may
extend the study to the service quality sub-dimensions. Finally, exploring the difference
between customers’ shopping basket and their frequency of visits in supermarkets and
hypermarkets needs further investigation.

Overall the results suggest that managerial decisions regarding service in stores
should be adjusted to the characteristics of each retail format. The impacts of
improvements in reliability and personal interaction differ for supermarkets and hy-
permarkets. The results also suggest that improvements in customers’ perceptions
about reliability will have relatively stronger impact on their overall satisfaction in
supermarkets than the hypermarkets. On the other hand, improvements in customers’
perceptions about personal interaction will result in stronger impacts for customer
satisfaction in hypermarkets than the supermarkets.
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