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Preface

Time-correlated single photon counting (TCSPC) was born 54 years ago, in 1960,
when Bollinger and Thomas published a paper on the ‘Measurement of Time
Dependence of Scintillation Intensity by a Delayed Coincidence Method’.
Desmond O’Oonnor and David Phillips published their book, Time-Correlated
Single Photon Counting, 31 years ago. Advanced Time-Correlated Single Photon
Counting Techniques appeared 10 years ago.

Can a measurement technique survive for more than half a century? Yes, if it is
constantly developing. And there has been a lot of development in TCSPC: The
electronics have become orders of magnitude faster, and high-repetition-rate lasers
and reversed start-stop have resulted in dramatically shorter acquisition times.
Faster detectors are now available and fast excitation sources are more affordable.

A big step forward was the introduction of multidimensional TCSPC in 1993.
Optical signals could now be observed not only as a function of the time after an
excitation pulse but simultaneously as multidimensional functions of wavelength,
polarization, experiment time, spatial parameters, or any other physical quantity
describing the momentary state of the measurement object. This paved the way for
another breakthrough, the combination of TCSPC with microscopy. Fluorescence
lifetime measurements could now be performed in biological tissue, in single cells,
and even in single biomolecules. The fluorescence lifetime, formerly considered
simply the time a molecule stays in the excited state and possibly undergoes photo-
induced reactions, became an indicator of the molecular environment of the
molecule.

Techniques based on FRET and other conformation-dependent effects have been
developed to investigate the function of biological systems. The combination of
spatial resolution on the microscopic and submicroscopic scale with molecular
information is one of the big advances of the past several decades, recognized by
the award of the 2014 Nobel prize to Eric Betzig, Stefan W. Hell, and William E.
Moerner.

Microscopy has created another level of multidimensionality. Histograms of
fluorescence parameters can be built up over a large number of pixels in a fluo-
rescence lifetime image or over a large number of molecules that have diffused
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through a femtoliter observation volume. These data reveal subpopulations of
biomolecules, subpopulations of molecules of different conformations, and transi-
tions between different conformations.

High sensitivity, high time resolution, and the ability of TCSPC to obtain
multiple biomedically relevant parameters from a single measurement have led to a
variety of clinical applications. These range from fluorescence lifetime measure-
ments on the spatial scale of single cells, to imaging of millimeter- and centimeter-
size areas, to diffuse optical imaging techniques that reveal biochemical information
from deep inside living tissue.

The complexity of these applications has, however, also created a problem:
Understanding advanced TCSPC requires complex, almost magical, thinking, and a
solid understanding not only of the TCSPC technique but also of modern
microscopy techniques and other optical methods. There is a similar situation in
J.K. Rowling’s Harry Potter stories (I recommend them as supplementary litera-
ture): There are people who can do magic (witches and wizards) and normal people
(Muggles) who cannot understand or even see magic when it happens. But there is
hope: Hermione Granger was Muggle-born and became the best of her year at
Hogwarts.

This book should be considered a continuation of W. Becker, Advanced Time-
Correlated Single Photon Counting Techniques, Springer (2005). It is an attempt to
spread the ideas of advanced time-resolved optical techniques more widely in the
scientific community. It contains both chapters about the basics of multidimensional
TCSPC and about applications in biology and medicine. The chapters are written by
an originator of the technique and by successful users. Our hope is that this
combination helps potential users better understand the technique, its various
implementations, and encourages its adoption in their own research.

Berlin Wolfgang Becker

vi Preface



Contents

1 Introduction to Multi-dimensional TCSPC . . . . . . . . . . . . . . . . . . 1
Wolfgang Becker
1.1 Time-Resolved Optical Detection at Low Light Intensity . . . . . 2
1.2 Principle of Time-Correlated Single Photon Counting . . . . . . . 3
1.3 Multi-dimensional TCSPC . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.3.1 Principle of Multi-dimensional Recording . . . . . . . . . 9
1.3.2 Architecture of TCSPC for Multidimensional

Data Acquisition. . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4 Multidimensional TCSPC Implementations. . . . . . . . . . . . . . . 12

1.4.1 Multi-detector and Multi-wavelength TCSPC . . . . . . . 13
1.4.2 Excitation Wavelength Multiplexing . . . . . . . . . . . . . 16
1.4.3 Spatial Multiplexing . . . . . . . . . . . . . . . . . . . . . . . . 18
1.4.4 Time-Series Recording . . . . . . . . . . . . . . . . . . . . . . 19
1.4.5 Fluorescence Lifetime Imaging (FLIM) . . . . . . . . . . . 21
1.4.6 FLITS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
1.4.7 Phosphorescence Lifetime Imaging (PLIM) . . . . . . . . 34
1.4.8 Multi-dimensional Recording by Modulation

of Experiment Parameters . . . . . . . . . . . . . . . . . . . . 37
1.5 Using Parameter-Tagged Single-Photon Data . . . . . . . . . . . . . 40

1.5.1 Structure of Parameter-Tagged
Single-Photon Data . . . . . . . . . . . . . . . . . . . . . . . . . 40

1.5.2 Calculation of FCS from Parameter-Tagged Data . . . . 41
1.5.3 Single-Molecule Burst Analysis . . . . . . . . . . . . . . . . 50

1.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

2 TCSPC FLIM with Different Optical Scanning Techniques. . . . . . 65
Wolfgang Becker, Vladislav Shcheslavskiy and Hauke Studier
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.2 Laser Scanning Microscopes . . . . . . . . . . . . . . . . . . . . . . . . 68

vii

http://dx.doi.org/10.1007/978-3-319-14929-5_1
http://dx.doi.org/10.1007/978-3-319-14929-5_1
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec16
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec16
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec17
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec17
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec18
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec18
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec18
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec19
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec19
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec20
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec20
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec20
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec21
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec21
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec28
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec28
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec29
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Sec29
http://dx.doi.org/10.1007/978-3-319-14929-5_1#Bib1
http://dx.doi.org/10.1007/978-3-319-14929-5_2
http://dx.doi.org/10.1007/978-3-319-14929-5_2
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec2


2.2.1 Confocal Microscopes . . . . . . . . . . . . . . . . . . . . . . . 68
2.2.2 Multi-photon Microscopes . . . . . . . . . . . . . . . . . . . . 72
2.2.3 Image Size in FLIM . . . . . . . . . . . . . . . . . . . . . . . . 75
2.2.4 Signal-to-Noise Ratio and Acquisition

Time of FLIM . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
2.2.5 Nonlinear Scanning. . . . . . . . . . . . . . . . . . . . . . . . . 81
2.2.6 Tuneable Excitation . . . . . . . . . . . . . . . . . . . . . . . . 81
2.2.7 Excitation Wavelength Multiplexing . . . . . . . . . . . . . 84

2.3 FLIM with Near-Infrared Dyes . . . . . . . . . . . . . . . . . . . . . . . 85
2.3.1 Optical System . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
2.3.2 Confocal System, One-Photon Excitation

with ps Diode Laser . . . . . . . . . . . . . . . . . . . . . . . . 87
2.3.3 Confocal System, One-Photon Excitation

by Ti:Sa Laser . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
2.3.4 Two-Photon FLIM with OPO Excitation . . . . . . . . . . 90

2.4 Mosaic FLIM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
2.4.1 X–Y Mosaic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
2.4.2 Multi-wavelength FLIM Mosaic . . . . . . . . . . . . . . . . 93
2.4.3 Z-Stack Recording by Mosaic FLIM . . . . . . . . . . . . . 95
2.4.4 Temporal Mosaic FLIM. . . . . . . . . . . . . . . . . . . . . . 96

2.5 Macroscopic FLIM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
2.5.1 Examples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
2.5.2 Image Area and Resolution . . . . . . . . . . . . . . . . . . . 99
2.5.3 Collection Efficiency and Required Laser Power. . . . . 100
2.5.4 Acquisition Times. . . . . . . . . . . . . . . . . . . . . . . . . . 101

2.6 Scanning Through Periscopes . . . . . . . . . . . . . . . . . . . . . . . . 101
2.7 Polygon Scanners . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
2.8 Scanning with Piezo Stages . . . . . . . . . . . . . . . . . . . . . . . . . 105

2.8.1 Optical System . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
2.8.2 Synchronisation of the Scanner

with the TCSPC Module . . . . . . . . . . . . . . . . . . . . . 106
2.9 NSOM FLIM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
2.10 STED FLIM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
2.11 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

3 Fluorescence Lifetime Imaging (FLIM): Basic Concepts
and Recent Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
Klaus Suhling, Liisa M. Hirvonen, James A. Levitt,
Pei-Hua Chung, Carolyn Tregido, Alix le Marois,
Dmitri A. Rusakov, Kaiyu Zheng, Simon Ameer-Beg,
Simon Poland, Simon Coelho and Richard Dimble
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
3.2 Fluorescence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
3.3 Fluorescence Probes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

viii Contents

http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec12
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec12
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec13
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec13
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec15
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec15
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec16
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec16
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec16
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec17
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec17
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec17
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec18
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec18
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec19
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec19
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec20
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec20
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec21
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec21
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec22
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec22
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec23
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec23
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec24
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec24
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec25
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec25
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec26
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec26
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec27
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec27
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec28
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec28
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec29
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec29
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec30
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec30
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec31
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec31
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec32
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec32
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec33
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec33
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec33
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec34
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec34
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec35
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec35
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec36
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Sec36
http://dx.doi.org/10.1007/978-3-319-14929-5_2#Bib1
http://dx.doi.org/10.1007/978-3-319-14929-5_3
http://dx.doi.org/10.1007/978-3-319-14929-5_3
http://dx.doi.org/10.1007/978-3-319-14929-5_3
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec3


3.4 FLIM Implementations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
3.4.1 Wide-Field Imaging with a Gated Camera . . . . . . . . . 131
3.4.2 Streak Cameras. . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
3.4.3 Wide-Field Imaging with Modulated Camera . . . . . . . 132
3.4.4 Wide-Field TCSPC . . . . . . . . . . . . . . . . . . . . . . . . . 132
3.4.5 Point Scanning with Detection in the Frequency

Domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
3.4.6 Point Scanning with Analog Detection. . . . . . . . . . . . 133
3.4.7 Point Scanning with Gated Photon Counting . . . . . . . 134
3.4.8 Point Scanning with Multi-dimensional TCSPC . . . . . 134
3.4.9 Excitation Sources . . . . . . . . . . . . . . . . . . . . . . . . . 136
3.4.10 FLIM Implementation . . . . . . . . . . . . . . . . . . . . . . . 137

3.5 FLIM Applications in the Life Sciences. . . . . . . . . . . . . . . . . 137
3.5.1 Förster Resonance Energy Transfer (FRET) . . . . . . . . 137
3.5.2 Mapping Viscosity by Lifetime of Molecular

Rotors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
3.5.3 Temperature Mapping . . . . . . . . . . . . . . . . . . . . . . 143
3.5.4 Mapping of the Refractive Index. . . . . . . . . . . . . . . . 145
3.5.5 Metal-Modified Fluorescence . . . . . . . . . . . . . . . . . . 146
3.5.6 Mapping of Glucose . . . . . . . . . . . . . . . . . . . . . . . . 148
3.5.7 Mapping of Ion Concentrations. . . . . . . . . . . . . . . . . 149
3.5.8 FLIM to Map the pH . . . . . . . . . . . . . . . . . . . . . . . 151
3.5.9 Lifetime Imaging to Map Oxygen . . . . . . . . . . . . . . . 152
3.5.10 FLIM of Autofluorescence of Tissue,

Eyes and Teeth. . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
3.5.11 Simultaneous FLIM of Fluorophores

with Different Emission Spectra . . . . . . . . . . . . . . . . 155
3.5.12 Polarization-Resolved FLIM. . . . . . . . . . . . . . . . . . . 157
3.5.13 Phasor Analysis and Bayesian Analysis . . . . . . . . . . . 163

3.6 Summary and Outlook. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

4 Determination of Intracellular Chloride Concentrations
by Fluorescence Lifetime Imaging . . . . . . . . . . . . . . . . . . . . . . . . 189
Thomas Gensch, Verena Untiet, Arne Franzen, Peter Kovermann
and Christoph Fahlke
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
4.2 Importance of Chloride Ions in Disease-Relevant

Physiological Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
4.3 Fluorescence Imaging of Chloride—Historical . . . . . . . . . . . . 191

4.3.1 Genetically Encoded Fluorescent Sensors
for Chloride Based on FPs . . . . . . . . . . . . . . . . . . . . 192

4.3.2 Fluorescent Organic Dyes Sensing Chloride
Based on Quinolinium Dyes. . . . . . . . . . . . . . . . . . . 194

Contents ix

http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec12
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec12
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec13
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec13
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec15
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec15
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec16
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec16
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec16
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec18
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec18
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec19
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec19
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec20
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec20
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec21
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec21
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec22
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec22
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec23
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec23
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec24
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec24
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec24
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec24
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec24
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec25
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec25
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec25
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec26
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec26
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec27
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec27
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec28
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Sec28
http://dx.doi.org/10.1007/978-3-319-14929-5_3#Bib1
http://dx.doi.org/10.1007/978-3-319-14929-5_4
http://dx.doi.org/10.1007/978-3-319-14929-5_4
http://dx.doi.org/10.1007/978-3-319-14929-5_4
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec5


4.4 Fluorescence Lifetime Imaging of Chloride—Practical . . . . . . . 196
4.4.1 General Principle . . . . . . . . . . . . . . . . . . . . . . . . . . 196
4.4.2 FLIM Measurement Setup . . . . . . . . . . . . . . . . . . . . 198

4.5 Reversible Change of [Cl−]int in a KCC2 Stable Cell Line . . . . 200
4.6 Intracellular Cl− Concentration in GLAST-Positive

Astrocytes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
4.7 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

5 Calcium Imaging Using Transient Fluorescence-Lifetime
Imaging by Line-Scanning TCSPC . . . . . . . . . . . . . . . . . . . . . . . 213
Samuel Frere and Inna Slutsky
5.1 Calcium Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
5.2 Principles of Fluorescence Lifetime-Transient

Scanning (FLITS) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
5.3 Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223

6 Imaging Cell and Tissue O2 by TCSPC-PLIM . . . . . . . . . . . . . . . 225
James Jenkins, Ruslan I. Dmitriev and Dmitri B. Papkovsky
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226

6.1.1 Tissue O2: Simple Molecule, Complex Functions . . . . 226
6.1.2 2D and 3D Tissue Cultures . . . . . . . . . . . . . . . . . . . 226
6.1.3 Phosphorescent Probes for O2 Sensing

and Imaging. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
6.1.4 O2 Imaging Modalities . . . . . . . . . . . . . . . . . . . . . . 229

6.2 Set-Up for O2 Imaging by TCSPC-PLIM. . . . . . . . . . . . . . . . 233
6.3 Experimental Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236

6.3.1 Sample Preparation . . . . . . . . . . . . . . . . . . . . . . . . . 236
6.3.2 Measurement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
6.3.3 Data Analysis and Processing. . . . . . . . . . . . . . . . . . 237
6.3.4 O2 Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238

6.4 Practical Uses of 3D O2 Imaging . . . . . . . . . . . . . . . . . . . . . 238
6.4.1 Staining of Various Cell and Tissue Models

with O2 Probes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238
6.4.2 Analysis of Spheroid Oxygenation at Rest

and upon Metabolic Stimulation . . . . . . . . . . . . . . . . 240
6.4.3 Monitoring of Oxygenation of Cells Grown

on Phosphorescent O2-Sensitive Scaffolds . . . . . . . . . 242
6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 244
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 244

x Contents

http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_4#Bib1
http://dx.doi.org/10.1007/978-3-319-14929-5_5
http://dx.doi.org/10.1007/978-3-319-14929-5_5
http://dx.doi.org/10.1007/978-3-319-14929-5_5
http://dx.doi.org/10.1007/978-3-319-14929-5_5#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_5#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_5#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_5#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_5#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_5#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_5#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_5#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_5#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_5#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_5#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_5#Bib1
http://dx.doi.org/10.1007/978-3-319-14929-5_6
http://dx.doi.org/10.1007/978-3-319-14929-5_6
http://dx.doi.org/10.1007/978-3-319-14929-5_6
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec12
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec12
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec12
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec13
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec13
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec13
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec13
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec15
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec15
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec15
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec15
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec16
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Sec16
http://dx.doi.org/10.1007/978-3-319-14929-5_6#Bib1


7 FRET Microscopy: Basics, Issues and Advantages
of FLIM-FRET Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249
Ammasi Periasamy, Nirmal Mazumder, Yuansheng Sun,
Kathryn G. Christopher and Richard N. Day
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250
7.2 Basics of FRET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
7.3 FRET Pairs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253

7.3.1 Organic Fluorophores . . . . . . . . . . . . . . . . . . . . . . . 253
7.3.2 Visible Fluorescent Proteins (VFPs) . . . . . . . . . . . . . 254

7.4 Intensity-Based FRET Microscopy, Its Issues
and Data Analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255
7.4.1 What Are the Issues Including Signal Bleed-Though

in Intensity-Based FRET? . . . . . . . . . . . . . . . . . . . . 256
7.4.2 Processed FRET: PFRET Data Analysis . . . . . . . . . . 256

7.5 FLIM Microscopy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 258
7.5.1 Frequency-Domain FLIM. . . . . . . . . . . . . . . . . . . . . 258
7.5.2 Time-Domain FLIM . . . . . . . . . . . . . . . . . . . . . . . . 259
7.5.3 Advantages of FLIM-FRET Imaging . . . . . . . . . . . . . 261
7.5.4 FLIM-FRET Standards . . . . . . . . . . . . . . . . . . . . . . 261

7.6 Instrumentation for FLIM-FRET Image Acquisition
and Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262
7.6.1 FLIM-FRET Imaging System, Acquisition

and Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262
7.6.2 TCSPC FLIM Data Analysis . . . . . . . . . . . . . . . . . . 263
7.6.3 Measuring the Instrument Response

Function (IRF) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 264
7.7 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 265

7.7.1 FRET with Dark Acceptor . . . . . . . . . . . . . . . . . . . . 266
7.7.2 Live Versus Fixed Cells for FLIM-FRET Imaging . . . . 268
7.7.3 Homo-Dimerization of the CCAAT/Enhancer

Binding Protein Alpha (C/EBPα) Transcription
Factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269

7.7.4 Endogenous Fluorophores for FRET
(NADH-Tryptophan Interaction) . . . . . . . . . . . . . . . . 270

7.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 272

8 Monitoring HIV-1 Protein Oligomerization by FLIM FRET
Microscopy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 277
Ludovic Richert, Pascal Didier, Hugues de Rocquigny
and Yves Mély
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 278

8.1.1 HIV-1 Proteins . . . . . . . . . . . . . . . . . . . . . . . . . . . . 278
8.1.2 FLIM-FRET Technique . . . . . . . . . . . . . . . . . . . . . . 278
8.1.3 FRET to Multiple Acceptors . . . . . . . . . . . . . . . . . . 280

Contents xi

http://dx.doi.org/10.1007/978-3-319-14929-5_7
http://dx.doi.org/10.1007/978-3-319-14929-5_7
http://dx.doi.org/10.1007/978-3-319-14929-5_7
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec15
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec15
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec16
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec16
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec17
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec17
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec17
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec18
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec18
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec18
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec19
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec19
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec20
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec20
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec20
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec21
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec21
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec22
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec22
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec23
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec23
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec24
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec24
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec24
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec24
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec25
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec25
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec25
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec26
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Sec26
http://dx.doi.org/10.1007/978-3-319-14929-5_7#Bib1
http://dx.doi.org/10.1007/978-3-319-14929-5_8
http://dx.doi.org/10.1007/978-3-319-14929-5_8
http://dx.doi.org/10.1007/978-3-319-14929-5_8
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec4


8.2 Vpr Oligomerization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281
8.2.1 Vpr Protein . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281
8.2.2 Fluorescence Lifetimes of Vpr-eGFP

Fusion Proteins. . . . . . . . . . . . . . . . . . . . . . . . . . . . 282
8.2.3 Two-Component FRET Analysis . . . . . . . . . . . . . . . 284
8.2.4 Determination of Oligomer-Size by FCS . . . . . . . . . . 286
8.2.5 Mapping of Vpr Domains . . . . . . . . . . . . . . . . . . . . 289
8.2.6 Interaction with Pr55Gag. . . . . . . . . . . . . . . . . . . . . . 290

8.3 Oligomerization of Vif Proteins . . . . . . . . . . . . . . . . . . . . . . 291
8.3.1 Self Association . . . . . . . . . . . . . . . . . . . . . . . . . . . 291
8.3.2 Interaction with Pr55Gag. . . . . . . . . . . . . . . . . . . . . . 295
8.3.3 Binding to A3G . . . . . . . . . . . . . . . . . . . . . . . . . . . 295

8.4 HIV-1 Assembly: Pr55Gag Oligomerization . . . . . . . . . . . . . . 296
8.5 Conclusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 301
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 301

9 Unraveling the Rotary Motors in FoF1-ATP Synthase
by Time-Resolved Single-Molecule FRET. . . . . . . . . . . . . . . . . . . 309
Michael Börsch
9.1 Detecting Single Molecules for Two Decades. . . . . . . . . . . . . 309
9.2 Binding and Diffusion of Single Molecules Through

a Confocal Detection Volume. . . . . . . . . . . . . . . . . . . . . . . . 311
9.3 Analyzing Conformations of Single Molecules by FRET . . . . . 313
9.4 The Membrane-Bound Enzyme FoF1-ATP Synthase . . . . . . . . 315

9.4.1 Single-Molecule Methods to Monitor
Rotary Catalysis of FoF1-ATP Synthase . . . . . . . . . . . 316

9.4.2 The TCSPC Approach to Monitor FoF1-ATP
Synthase by Single-Molecule FRET . . . . . . . . . . . . . 318

9.4.3 Different FRET Levels in Single FoF1-ATP
Synthases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 319

9.4.4 Dwell Time Analysis of FRET Levels . . . . . . . . . . . . 321
9.4.5 FRET Transition Density Plots for Sequential

Conformational Changes . . . . . . . . . . . . . . . . . . . . . 322
9.4.6 Advanced TCSPC Methods for Time-Resolved

and DCO-ALEX FRET . . . . . . . . . . . . . . . . . . . . . . 323
9.4.7 Single-Molecule FRET Imaging of Immobilized

FoF1-ATP Synthases . . . . . . . . . . . . . . . . . . . . . . . . 327
9.5 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 329
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 332

xii Contents

http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec12
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec12
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec13
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec13
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec15
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec15
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec16
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec16
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec16
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec17
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Sec17
http://dx.doi.org/10.1007/978-3-319-14929-5_8#Bib1
http://dx.doi.org/10.1007/978-3-319-14929-5_9
http://dx.doi.org/10.1007/978-3-319-14929-5_9
http://dx.doi.org/10.1007/978-3-319-14929-5_9
http://dx.doi.org/10.1007/978-3-319-14929-5_9
http://dx.doi.org/10.1007/978-3-319-14929-5_9
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec12
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Sec12
http://dx.doi.org/10.1007/978-3-319-14929-5_9#Bib1


10 Partitioning and Diffusion of Fluorescently Labelled
FTY720 in Resting Epithelial Cells . . . . . . . . . . . . . . . . . . . . . . . 339
Dhanushka Wickramasinghe, Randi Timerman,
Jillian Bartusek and Ahmed A. Heikal
10.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 340
10.2 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 343

10.2.1 Sample Preparation . . . . . . . . . . . . . . . . . . . . . . . . . 343
10.2.2 FLIM System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 343
10.2.3 FCS Recording. . . . . . . . . . . . . . . . . . . . . . . . . . . . 345

10.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 346
10.3.1 Internalization and Partitioning of Bodipy-FTY720

in C3H10T1/2 Cells . . . . . . . . . . . . . . . . . . . . . . . . 346
10.3.2 2-Photon-FLIM Reveals Heterogeneity of Cellular

Bodipy-FTY720 . . . . . . . . . . . . . . . . . . . . . . . . . . . 347
10.3.3 Rotational Diffusion, Fluidity, and Order

of Bodipy-FTY720 in C3H10T1/2 Cells . . . . . . . . . . 349
10.3.4 Translational Diffusion of Bodipy-FTY720

in C3H10T1/2 Cells . . . . . . . . . . . . . . . . . . . . . . . . 350
10.4 Conclusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 353
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 353

11 Probing Microsecond Reactions with Microfluidic
Mixers and TCSPC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 357
Sagar V. Kathuria and Osman Bilsel
11.1 Introduction and Overview . . . . . . . . . . . . . . . . . . . . . . . . . 357

11.1.1 Micromachining Advances Usher in a New Era . . . . . 359
11.1.2 Concurrent Advances in TCSPC . . . . . . . . . . . . . . . . 360
11.1.3 Merging Microfluidics and TCSPC . . . . . . . . . . . . . . 360
11.1.4 Matching Simulation and Experiment . . . . . . . . . . . . 360

11.2 Microfluidic Mixing Methods. . . . . . . . . . . . . . . . . . . . . . . . 361
11.2.1 Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 363
11.2.2 Optimization of Mixer Designs by Simulation . . . . . . 364

11.3 Interfacing Microfluidic Chips with TCSPC . . . . . . . . . . . . . . 365
11.3.1 Advantages of TCSPC. . . . . . . . . . . . . . . . . . . . . . . 365
11.3.2 Instrumentation. . . . . . . . . . . . . . . . . . . . . . . . . . . . 366
11.3.3 Alignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 367
11.3.4 Data Acquisition Protocol . . . . . . . . . . . . . . . . . . . . 368
11.3.5 Point Scanning TCSPC Versus CCD Based

Steady-State Acquisition . . . . . . . . . . . . . . . . . . . . . 370
11.3.6 Alternative Approaches . . . . . . . . . . . . . . . . . . . . . . 370

11.4 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 371
11.4.1 First Moment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 372
11.4.2 Global Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 374

Contents xiii

http://dx.doi.org/10.1007/978-3-319-14929-5_10
http://dx.doi.org/10.1007/978-3-319-14929-5_10
http://dx.doi.org/10.1007/978-3-319-14929-5_10
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_10#Bib1
http://dx.doi.org/10.1007/978-3-319-14929-5_11
http://dx.doi.org/10.1007/978-3-319-14929-5_11
http://dx.doi.org/10.1007/978-3-319-14929-5_11
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec12
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec12
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec13
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec13
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec15
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec15
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec16
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec16
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec17
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec17
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec18
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec18


11.4.3 Global Analysis with Diffusion of Donor
and Acceptor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 376

11.4.4 SVD: Singular Value Decomposition. . . . . . . . . . . . . 377
11.4.5 Maximum Entropy . . . . . . . . . . . . . . . . . . . . . . . . . 377

11.5 Future Prospects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 380
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 381

12 An Introduction to Interpreting Time Resolved Fluorescence
Anisotropy Curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 385
Steven S. Vogel, Tuan A. Nguyen, Paul S. Blank
and B. Wieb van der Meer
12.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 385
12.2 The Molecular Basis for Orientation of Fluorescence

Emission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 386
12.3 How Do We Measure the Anisotropy of Polarized

Fluorescence Emissions? . . . . . . . . . . . . . . . . . . . . . . . . . . . 388
12.4 How Are Polarized Emissions Quantified? . . . . . . . . . . . . . . . 392
12.5 Calculating the Time-Resolved Anisotropy Curve . . . . . . . . . . 395
12.6 The Anatomy of Time-Resolved Anisotropy. . . . . . . . . . . . . . 398
12.7 Depolarization Factors and Soleillet’s Rule . . . . . . . . . . . . . . 399

12.7.1 Instrumental Depolarization . . . . . . . . . . . . . . . . . . . 399
12.7.2 Depolarization Due to Molecular Rotation . . . . . . . . . 401
12.7.3 Depolarization Due to Homo-FRET A.K.A. Energy

Migration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 402
12.7.4 Complex Time-Resolved Anisotropy Curves . . . . . . . 404

References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 405

13 Time-Resolved Spectroscopy of NAD(P)H in Live
Cardiac Myocytes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 407
Alzbeta Marcek Chorvatova
13.1 Non-invasive Investigation of Metabolic Oxidative

State in Living Cardiac Myocytes . . . . . . . . . . . . . . . . . . . . . 408
13.1.1 Experimental Set-up for Time-Resolved

NAD(P)H Recordings on Living Cardiac Cells . . . . . . 408
13.1.2 Time-Resolved Fluorescence Spectroscopy

of NAD(P)H in Vitro . . . . . . . . . . . . . . . . . . . . . . . 410
13.1.3 Time-Resolved NAD(P)H Fluorescence

Spectroscopy in Cardiac Mitochondria. . . . . . . . . . . . 411
13.1.4 Time-Resolved NAD(P)H Fluorescence

Spectroscopy in Isolated Cardiac Myocytes . . . . . . . . 413
13.2 Analysis of Individual NAD(P)H Fluorescence

Components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 413
13.2.1 Global Analysis and Decay Associated

Spectra (DAS) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 415

xiv Contents

http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec19
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec19
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec19
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec20
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec20
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec21
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec21
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec22
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Sec22
http://dx.doi.org/10.1007/978-3-319-14929-5_11#Bib1
http://dx.doi.org/10.1007/978-3-319-14929-5_12
http://dx.doi.org/10.1007/978-3-319-14929-5_12
http://dx.doi.org/10.1007/978-3-319-14929-5_12
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_12#Bib1
http://dx.doi.org/10.1007/978-3-319-14929-5_13
http://dx.doi.org/10.1007/978-3-319-14929-5_13
http://dx.doi.org/10.1007/978-3-319-14929-5_13
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec7


13.2.2 Time-Resolved (TRES) and Area-Normalized
(TRANES) Emission Spectra . . . . . . . . . . . . . . . . . . 416

13.2.3 Separation of Individual NAD(P)H Fluorescence
Components by Spectral Unmixing . . . . . . . . . . . . . . 417

13.2.4 Responses to Metabolic Modulation . . . . . . . . . . . . . 418
13.2.5 Perspectives in the Component Analysis:

Data Classification . . . . . . . . . . . . . . . . . . . . . . . . . 419
13.3 Time-Resolved NAD(P)H Spectrometry

in CVS Physiology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 420
13.3.1 Recordings in Contracting Myocytes . . . . . . . . . . . . . 420
13.3.2 Photobleaching . . . . . . . . . . . . . . . . . . . . . . . . . . . . 422
13.3.3 Cardiac Remodeling in Pregnancy. . . . . . . . . . . . . . . 423
13.3.4 Monitoring the Effect of the Pharmaceutical

Drug Ouabain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 424
13.4 Time-Resolved NAD(P)H Spectrometry

in CVS Pathology. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 425
13.4.1 Evaluation of the Effect of Oxidative Stress . . . . . . . 426
13.4.2 Pathological Pregnancy . . . . . . . . . . . . . . . . . . . . . . 426
13.4.3 Monitoring Rejection of Transplanted Hearts . . . . . . . 428

References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 429

14 Fluorescence Lifetime Measurements of NAD(P)H
in Live Cells and Tissue . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 435
Alex J. Walsh, Amy T. Shah, Joe T. Sharick and Melissa C. Skala
14.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 435
14.2 NAD(P)H Fluorescence Lifetime in Cells. . . . . . . . . . . . . . . . 436
14.3 NAD(P)H Fluorescence Lifetime in Preclinical Models . . . . . . 442
14.4 Clinical Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 447

14.4.1 Ex Vivo Tissue Studies . . . . . . . . . . . . . . . . . . . . . . 449
14.4.2 In Vivo Human Studies . . . . . . . . . . . . . . . . . . . . . . 451

14.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 452
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 453

15 Fluorescence Lifetime Imaging of the Skin . . . . . . . . . . . . . . . . . . 457
Washington Y. Sanchez, Michael Pastore, Isha N. Haridass,
Karsten König, Wolfgang Becker and Michael S. Roberts
15.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 458

15.1.1 The Skin, a Vital Organ . . . . . . . . . . . . . . . . . . . . . 461
15.1.2 Challenges in Assessing Skin Health . . . . . . . . . . . . . 462
15.1.3 Non-invasive Imaging Below the Skin

Surface—Limitations and Opportunities . . . . . . . . . . . 463
15.1.4 Current Range of Technologies to Define

Skin Morphology . . . . . . . . . . . . . . . . . . . . . . . . . . 463

Contents xv

http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec12
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec12
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec12
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec13
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec13
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec15
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec15
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec16
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec16
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec16
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec17
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec17
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec17
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec18
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec18
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec19
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec19
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec20
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Sec20
http://dx.doi.org/10.1007/978-3-319-14929-5_13#Bib1
http://dx.doi.org/10.1007/978-3-319-14929-5_14
http://dx.doi.org/10.1007/978-3-319-14929-5_14
http://dx.doi.org/10.1007/978-3-319-14929-5_14
http://dx.doi.org/10.1007/978-3-319-14929-5_14#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_14#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_14#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_14#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_14#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_14#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_14#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_14#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_14#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_14#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_14#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_14#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_14#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_14#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_14#Bib1
http://dx.doi.org/10.1007/978-3-319-14929-5_15
http://dx.doi.org/10.1007/978-3-319-14929-5_15
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec5


15.2 Fluorescence Lifetime Imaging Microscopy (FLIM) . . . . . . . . 464
15.2.1 Metabolic Imaging of Skin. . . . . . . . . . . . . . . . . . . . 464
15.2.2 Fluorescence Lifetime Changes of NAD(P)H

and FAD in the Viable Epidermis . . . . . . . . . . . . . . . 465
15.2.3 Oxidative Stress . . . . . . . . . . . . . . . . . . . . . . . . . . . 466
15.2.4 Redox Ratio Using FLIM Parameters . . . . . . . . . . . . 466

15.3 FLIM Instrumentation for Clinical Use . . . . . . . . . . . . . . . . . 467
15.3.1 Confocal Scanning with One-Photon Excitation . . . . . 468
15.3.2 Multiphoton Scanning with Non-descanned

Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 470
15.4 FLIM Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 474

15.4.1 Time-Domain Analysis . . . . . . . . . . . . . . . . . . . . . . 474
15.4.2 Frequency Domain (Phasor) Analysis . . . . . . . . . . . . 476

15.5 FLIM of Skin Autofluorescence . . . . . . . . . . . . . . . . . . . . . . 476
15.5.1 Stratum Corneum Barrier Autofluorophores . . . . . . . . 478
15.5.2 Viable Epidermal Autofluorescence

and Associated Fluorophores . . . . . . . . . . . . . . . . . . 478
15.5.3 Dermal Autofluorescence and Its Fluorophores . . . . . . 480

15.6 Heterogeneity in Skin Fluorescence Lifetimes. . . . . . . . . . . . . 481
15.6.1 Body Site . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 482
15.6.2 Imaging, Harvesting and Storage Conditions . . . . . . . 483
15.6.3 Normal and Solar-Induced Aging . . . . . . . . . . . . . . . 485

15.7 Using FLIM to Assess the Topical Penetration
of Actives into Skin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 485
15.7.1 Fluorescent Dyes and Macromolecules . . . . . . . . . . . 486
15.7.2 siRNA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 487
15.7.3 Nanoparticles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 487

15.8 Evaluation of Effectiveness of Cosmetics with FLIM . . . . . . . 490
15.8.1 pH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 490
15.8.2 Calcium. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 491
15.8.3 Assessing Cosmetic Effectiveness . . . . . . . . . . . . . . . 491

15.9 Skin FLIM in Dermatology . . . . . . . . . . . . . . . . . . . . . . . . . 493
15.9.1 FLIM of Skin Cancer . . . . . . . . . . . . . . . . . . . . . . . 494
15.9.2 Melanoma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 495
15.9.3 Basal Cell Carcinoma . . . . . . . . . . . . . . . . . . . . . . . 496
15.9.4 Squamous Cell Carcinoma . . . . . . . . . . . . . . . . . . . . 496

15.10 Photoluminescence Lifetime Imaging Microscopy (PLIM) . . . . 498
15.11 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 500
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 501

16 Fluorescence Lifetime Imaging in Ophthalmology . . . . . . . . . . . . 509
Dietrich Schweitzer and Martin Hammer
16.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 510
16.2 Boundary Conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 511

xvi Contents

http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec12
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec12
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec13
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec13
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec13
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec15
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec15
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec16
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec16
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec17
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec17
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec18
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec18
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec20
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec20
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec20
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec24
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec24
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec27
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec27
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec28
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec28
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec30
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec30
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec31
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec31
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec32
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec32
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec32
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec33
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec33
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec34
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec34
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec35
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec35
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec39
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec39
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec40
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec40
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec41
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec41
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec42
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec42
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec43
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec43
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec44
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec44
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec45
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec45
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec46
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec46
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec47
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec47
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec48
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec48
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec49
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Sec49
http://dx.doi.org/10.1007/978-3-319-14929-5_15#Bib1
http://dx.doi.org/10.1007/978-3-319-14929-5_16
http://dx.doi.org/10.1007/978-3-319-14929-5_16
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec2


16.2.1 Lifetime Imaging Technique. . . . . . . . . . . . . . . . . . . 513
16.2.2 Previous Investigations . . . . . . . . . . . . . . . . . . . . . . 514
16.2.3 Required Number of Photons . . . . . . . . . . . . . . . . . . 516

16.3 Technical Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . 518
16.4 Fluorescence Decay Functions in the Fundus . . . . . . . . . . . . . 522

16.4.1 Lateral Distribution of Lifetimes . . . . . . . . . . . . . . . . 522
16.4.2 Lens Fluorescence. . . . . . . . . . . . . . . . . . . . . . . . . . 523
16.4.3 Correspondence of Decay Parameters

with Vertical Anatomical Structures . . . . . . . . . . . . . 525
16.5 Presentation of FLIO Results . . . . . . . . . . . . . . . . . . . . . . . . 527

16.5.1 Presentation of Local Alterations in Images
of Decay Parameters . . . . . . . . . . . . . . . . . . . . . . . . 527

16.5.2 Statistical Evaluation of Decay Parameters . . . . . . . . . 531
16.5.3 Improved Decay Model for Ophthalmic

FLIM Data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 534
16.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 537
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 538

17 Dynamic Mapping of the Human Brain by Time-Resolved
NIRS Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 541
Adam Liebert, Michal Kacprzak, Daniel Milej, Wolfgang Becker,
Anna Gerega, Piotr Sawosz and Roman Maniewski
17.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 542
17.2 Depth-Resolved Data Analysis . . . . . . . . . . . . . . . . . . . . . . . 543
17.3 Brain Oxygenation Studies. . . . . . . . . . . . . . . . . . . . . . . . . . 546
17.4 Brain Perfusion Assessment . . . . . . . . . . . . . . . . . . . . . . . . . 549

17.4.1 Diffuse Reflectance . . . . . . . . . . . . . . . . . . . . . . . . . 550
17.4.2 Fluorescence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 552

17.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 554
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 555

18 Time-Domain Diffuse Optical Imaging of Tissue
by Non-contact Scanning. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 561
Heidrun Wabnitz, Mikhail Mazurenka, Laura Di Sieno,
Gianluca Boso, Wolfgang Becker, Katja Fuchs, Davide Contini,
Alberto Dalla Mora, Alberto Tosi, Rainer Macdonald
and Antonio Pifferi
18.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 562
18.2 Technical Concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 564

18.2.1 Scanning and TCSPC Recording. . . . . . . . . . . . . . . . 564
18.2.2 Wavelength Multiplexing . . . . . . . . . . . . . . . . . . . . . 565
18.2.3 Reduction of Source-Detector Separation

and Gated Detection . . . . . . . . . . . . . . . . . . . . . . . . 565

Contents xvii

http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec8
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec9
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec10
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec11
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec12
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec12
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec12
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec13
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec13
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec15
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Sec15
http://dx.doi.org/10.1007/978-3-319-14929-5_16#Bib1
http://dx.doi.org/10.1007/978-3-319-14929-5_17
http://dx.doi.org/10.1007/978-3-319-14929-5_17
http://dx.doi.org/10.1007/978-3-319-14929-5_17
http://dx.doi.org/10.1007/978-3-319-14929-5_17#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_17#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_17#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_17#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_17#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_17#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_17#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_17#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_17#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_17#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_17#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_17#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_17#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_17#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_17#Bib1
http://dx.doi.org/10.1007/978-3-319-14929-5_18
http://dx.doi.org/10.1007/978-3-319-14929-5_18
http://dx.doi.org/10.1007/978-3-319-14929-5_18
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec5


18.3 Dual-Wavelength Implementation . . . . . . . . . . . . . . . . . . . . . 569
18.3.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . 569
18.3.2 Data Analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 573
18.3.3 In Vivo Results: Forearm Occlusion

and Brain Activation . . . . . . . . . . . . . . . . . . . . . . . . 574
18.4 Eight-Wavelength Multiplexing . . . . . . . . . . . . . . . . . . . . . . 578

18.4.1 Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 579
18.4.2 In Vivo Demonstration . . . . . . . . . . . . . . . . . . . . . . 580

18.5 Conclusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 581
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 583

19 Breast Monitoring by Time-Resolved Diffuse
Optical Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 587
Giovanna Quarto, Alessandro Torricelli, Lorenzo Spinelli,
Antonio Pifferi, Rinaldo Cubeddu and Paola Taroni
19.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 588
19.2 Time-Resolved Optical Mammography

with Endogenous Contrast . . . . . . . . . . . . . . . . . . . . . . . . . . 593
19.3 Optical Mammography with Exogenous Contrast Agent . . . . . 600
19.4 Optical Mammography for Therapy Monitoring . . . . . . . . . . . 603
19.5 Optical Mammography with Breast Density Assessment . . . . . 605
19.6 Conclusions and Future Perspectives . . . . . . . . . . . . . . . . . . . 607
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 608

Errata to: Advanced Time-Correlated Single Photon Counting
Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . E1
Wolfgang Becker

Erratum to: Fluorescence Lifetime Imaging (FLIM): Basic
Concepts and Recent Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . E3
Klaus Suhling, Liisa M. Hirvonen, James A. Levitt, Pei-Hua Chung,
Carolyn Tregido, Alix le Marois, Dmitri A. Rusakov, Kaiyu Zheng,
Simon Ameer-Beg, Simon Poland and Simao Coelho

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 613

xviii Contents

http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec7
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec13
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec13
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec14
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec18
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec18
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec19
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec19
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec20
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec20
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec21
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Sec21
http://dx.doi.org/10.1007/978-3-319-14929-5_18#Bib1
http://dx.doi.org/10.1007/978-3-319-14929-5_19
http://dx.doi.org/10.1007/978-3-319-14929-5_19
http://dx.doi.org/10.1007/978-3-319-14929-5_19
http://dx.doi.org/10.1007/978-3-319-14929-5_19#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_19#Sec1
http://dx.doi.org/10.1007/978-3-319-14929-5_19#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_19#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_19#Sec2
http://dx.doi.org/10.1007/978-3-319-14929-5_19#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_19#Sec3
http://dx.doi.org/10.1007/978-3-319-14929-5_19#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_19#Sec4
http://dx.doi.org/10.1007/978-3-319-14929-5_19#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_19#Sec5
http://dx.doi.org/10.1007/978-3-319-14929-5_19#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_19#Sec6
http://dx.doi.org/10.1007/978-3-319-14929-5_19#Bib1
http://dx.doi.org/10.1007/978-3-319-14929-5_20
http://dx.doi.org/10.1007/978-3-319-14929-5_20
http://dx.doi.org/10.1007/978-3-319-14929-5_21
http://dx.doi.org/10.1007/978-3-319-14929-5_21


Contributors

Simon Ameer-Beg Randall Division of Cell and Molecular Biophysics, King’s
College London, London, UK

Jillian Bartusek Department of Chemistry and Biochemistry, College of Phar-
macy, University of Minnesota Duluth, Duluth, MN, USA

Wolfgang Becker Becker & Hickl GmbH, Berlin, Germany

Osman Bilsel Department of Biochemistry and Molecular Pharmacology, Uni-
versity of Massachusetts Medical School, Worcester, MA, USA

Paul S. Blank Eunice Kennedy Shriver National Institute of Child Health and
Human Development, Bethesda, MD, USA

Michael Börsch Single-Molecule Microscopy Group, Jena University Hospital,
Friedrich Schiller University Jena, Jena, Germany

Gianluca Boso Dipartimento di Elettronica, Informazione e Bioingegneria,
Politecnico di Milano, Milan, Italy

Kathryn G. Christopher University of Virginia, Charlottesville, VA, USA

Pei-Hua Chung Department of Physics, King’s College London, London, UK

Simao Coelho Randall Division of Cell and Molecular Biophysics, King’s Col-
lege London, London, UK

Davide Contini Dipartimento di Fisica, Politecnico di Milano, Milan, Italy

Rinaldo Cubeddu Dipartimento di Fisica, Politecnico di Milano, Milan, Italy

Alberto Dalla Mora Dipartimento di Fisica, Politecnico di Milano, Milan, Italy

Richard N. Day Departments of Medicine and Cell Biology, University of
Virginia, Charlottesville, VA, USA

xix



Hugues de Rocquigny UMR 7213 CNRS, Laboratoire de Biophotonique et
Pharmacologie, Faculté de Pharmacie, Illkirch, France

Laura Di Sieno Dipartimento di Fisica, Politecnico di Milano, Milan, Italy

Pascal Didier UMR 7213 CNRS, Laboratoire de Biophotonique et Pharmacolo-
gie, Faculté de Pharmacie, Illkirch, France

Richard Dimble Department of Cancer, Research, Division of Cancer Studies,
New Hunt’s, House, Guy’s Campus, King’s College London, London, UK

Ruslan I. Dmitriev School of Biochemistry and Cell Biology, University College
Cork, Cork, Ireland

Christoph Fahlke Institute of Complex Systems 4 (ICS-4, Cellular Biophysics),
Forschungszentrum Jülich, Jülich, Germany

Arne Franzen Institute of Complex Systems 4 (ICS-4, Cellular Biophysics),
Forschungszentrum Jülich, Jülich, Germany

Samuel Frere Department of Physiology and Pharmacology, Sackler School of
Medicine, Tel Aviv University, Tel Aviv, Israel

Katja Fuchs Physikalisch-Technische Bundesanstalt (PTB), Berlin, Germany

Thomas Gensch Institute of Complex Systems 4 (ICS-4, Cellular Biophysics),
Forschungszentrum Jülich, Jülich, Germany

Anna Gerega Polish Academy of Sciences, Institute of Biocybernetics and Bio-
medical Engineering, Warsaw, Poland

Martin Hammer Klinik für Augenheilkunde, Friedrich-Schiller-Universität Jena,
Jena, Germany

Isha N. Haridass Therapeutics Research Centre, Princess Alexandra Hospital,
Woolloongabba, QLD, Australia

Ahmed A. Heikal Department of Chemistry and Biochemistry, College of
Pharmacy, University of Minnesota Duluth, Duluth, MN, USA

Liisa M. Hirvonen Department of Physics, King’s College London, London, UK

James Jenkins School of Biochemistry and Cell Biology, University College
Cork, Cork, Ireland

Michal Kacprzak Polish Academy of Sciences, Institute of Biocybernetics and
Biomedical Engineering, Warsaw, Poland

Sagar V. Kathuria Department of Biochemistry and Molecular Pharmacology,
University of Massachusetts Medical School, Worcester, MA, USA

Karsten König Department of Biophotonics and Laser Technology, Saarland
University, Saarbruecken, Germany

xx Contributors



Peter Kovermann Institute of Complex Systems 4 (ICS-4, Cellular Biophysics),
Forschungszentrum Jülich, Jülich, Germany

Alix le Marois Department of Physics, King’s College London, London, UK

James A. Levitt Department of Physics, King’s College London, London, UK

Adam Liebert Polish Academy of Sciences, Institute of Biocybernetics and
Biomedical Engineering, Warsaw, Poland

Rainer Macdonald Physikalisch-Technische Bundesanstalt (PTB), Berlin,
Germany

Roman Maniewski Polish Academy of Sciences, Institute of Biocybernetics and
Biomedical Engineering, Warsaw, Poland

Alzbeta Marcek Chorvatova Department of Biophotonics, International Laser
Centre, Bratislava, Slovakia

Nirmal Mazumder University of Virginia, Charlottesville, VA, USA

Mikhail Mazurenka Physikalisch-Technische Bundesanstalt (PTB), Berlin,
Germany

Yves Mély UMR 7213 CNRS, Laboratoire de Biophotonique et Pharmacologie,
Faculté de Pharmacie, Illkirch, France

Daniel Milej Polish Academy of Sciences, Institute of Biocybernetics and Bio-
medical Engineering, Warsaw, Poland

Tuan A. Nguyen Division of Intramural Clinical and Biological Research,
National Institutes of Health, National Institute of Alcohol Abuse and Alcoholism,
Bethesda, MD, USA

Dmitri B. Papkovsky Laboratory of Biophysics and Bioanalysis, School of
Biochemistry and Cell Biology, University College Cork, Cork, Ireland

Michael Pastore Division of Health Sciences, University of South Australia,
School of Pharmacy and Medical Science, Adelaide, SA, Australia

Ammasi Periasamy W.M. Keck Center for Cellular Imaging, University of
Virginia, Charlottesville, VA, USA

Antonio Pifferi Dipartimento di Fisica, Politecnico di Milano, Milan, Italy

Simon Poland Randall Division of Cell and Molecular Biophysics, King’s
College London, London, UK

Giovanna Quarto Dipartimento di Fisica, Politecnico di Milano, Milan, Italy

Ludovic Richert UMR 7213 CNRS, Laboratoire de Biophotonique et Pharma-
cologie, Faculté de Pharmacie, Illkirch, France

Contributors xxi



Michael S. Roberts Therapeutics Research Centre, Princess Alexandra Hospital,
Woolloongabba, QLD, Australia

Dmitri A. Rusakov Laboratory of Synaptic Imaging, Department of Clinical and
Experimental, Epilepsy, University College London, London, UK

Washington Y. Sanchez Therapeutics Research Centre, Princess Alexandra
Hospital, Woolloongabba, QLD, Australia

Piotr Sawosz Polish Academy of Sciences, Institute of Biocybernetics and Bio-
medical Engineering, Warsaw, Poland

Dietrich Schweitzer Klinik für Augenheilkunde, Friedrich-Schiller-Universität
Jena, Jena, Germany

Amy T. Shah Department of Biomedical Engineering, Vanderbilt University,
Nashville, TN, USA

Joe T. Sharick Department of Biomedical Engineering, Vanderbilt University,
Nashville, TN, USA

Vladislav Shcheslavskiy Becker & Hickl GmbH, Berlin, Germany

Melissa C. Skala Department of Biomedical Engineering, Vanderbilt University,
Nashville, TN, USA

Inna Slutsky Department of Physiology and Pharmacology, Sackler School of
Medicine, Tel Aviv University, Tel Aviv, Israel

Lorenzo Spinelli Dipartimento di Fisica, Politecnico di Milano, Milan, Italy

Hauke Studier Becker & Hickl GmbH, Berlin, Germany

Klaus Suhling Department of Physics, Experimental Biophysics and Nanotech-
nology, King’s College London, London, UK

Yuansheng Sun University of Virginia, Biology, Charlottesville, VA, USA

Paola Taroni Dipartimento di Fisica, Politecnico di Milano, Milan, Italy

Randi Timerman Department of Chemistry and Biochemistry, College of Phar-
macy, University of Minnesota Duluth, Duluth, MN, USA

Alessandro Torricelli Dipartimento di Fisica, Politecnico di Milano, Milan, Italy

Alberto Tosi Dipartimento di Elettronica, Informazione e Bioingegneria,
Politecnico di Milano, Milan, Italy

Carolyn Tregido Department of Physics, King’s College London, London, UK

Verena Untiet Institute of Complex Systems 4 (ICS-4, Cellular Biophysics),
Forschungszentrum Jülich, Jülich, Germany

xxii Contributors



B. Wieb van der Meer Western Kentucky University, Department of Physics and
Astronomy, Kentucky, USA

Steven S. Vogel Division of Intramural Clinical and Biological Research, National
Institutes of Health, National Institute of Alcohol Abuse and Alcoholism, Bethesda,
MD, USA

Heidrun Wabnitz Physikalisch-Technische Bundesanstalt (PTB), Berlin,
Germany

Alex J. Walsh Department of Biomedical Engineering, Vanderbilt University,
Nashville, TN, USA

Dhanushka Wickramasinghe Department of Chemistry and Biochemistry, Uni-
versity of Minnesota Duluth, Duluth, MN, USA

Kaiyu Zheng Laboratory of Synaptic Imaging, Department of Clinical and
Experimental, Epilepsy, University College London, London, UK

Contributors xxiii



Chapter 1
Introduction to Multi-dimensional TCSPC

Wolfgang Becker

Abstract Classic time-correlated single photon counting (TCSPC) detects single
photons of a periodic optical signal, determines the times of the photons relative to a
reference pulse, and builds up the waveform of the signal from the detection times.
The technique achieves extremely high time resolution and near-ideal detection
efficiency. The modern implementation of TCSPC is multi-dimensional. For each
photon not only the time in the signal period is determined but also other parameters,
such as the wavelength of the photons, the time from the start of the experiment, the
time after a stimulation of the sample, the time within the period of an additional
modulation of the excitation light source, spatial coordinates within an image area, or
other parameters which can either vary randomly or are actively be modulated in the
external experiment setup. The recording process builds up a photon distribution over
these parameters. The result can be interpreted as a (usually large) number of optical
waveforms for different combination of the parameters. The advantage of multi-
dimensional TCSPC is that the recording process does not suppress any photons, and
that it works even when the parameters vary faster than the photon detection rate.
Typical multi-dimensional TCSPC implementations are multi-wavelength recording,
recording at different excitation wavelengths, time-series recording, combined fluo-
rescence and phosphorescence decay recording, fluorescence lifetime imaging, and
combinations of these techniques. Modern TCSPC also delivers parameter-tagged
data of the individual photons. These data can be used to build up fluorescence
correlation and cross-correlation spectra (FCS and FCCS), to record fluorescence data
from single molecules, or to record time-traces of photon bursts originating from
single molecules diffusing through a small detection volume. These data are used to
derive multi-dimensional histograms of the changes in the fluorescence signature of a
single molecules over time or over a large number of different molecules passing the
detection volume. The chapter describes the technical principles of the various
multi-dimensional TCSPC configurations and gives examples of typical applications.

W. Becker (&)
Becker & Hickl GmbH, Berlin, Germany
e-mail: becker@becker-hickl.com

© Springer International Publishing Switzerland 2015
W. Becker (ed.), Advanced Time-Correlated Single Photon Counting Applications,
Springer Series in Chemical Physics 111, DOI 10.1007/978-3-319-14929-5_1

1



1.1 Time-Resolved Optical Detection at Low Light Intensity

When light propagates through matter it can interact with the molecules in various
ways. In the simplest case, the photons of the incident light may be reflected,
absorbed, or scatted. When photons are absorbed the molecules within a sample
enter an excited state from which they may return by emitting a photon of longer
wavelength. At high intensities several photons may interact with the molecules
simultaneously, resulting in nonlinear effects like multiphoton excitation, or second
second-harmonic generation. These interactions change the intensity, the spectral
properties, and the temporal properties of the light. Light transmitted trough,
scattered in, or otherwise emitted from a sample thus carries information on
molecular parameters. In other words, optical techniques can be used to probe
molecular parameters inside a sample.

Often the effects involved in the conversion of the light are extremely weak, or
the concentration of the molecules involved in the conversion processes is low.
Moreover, the light intensity tolerated by the sample may be limited. As a result, the
intensity of light signals to be detected may be very low. The situation is further
complicated when signals are recorded at high time resolution. Optical signals have
to be considered a stream of photons. At a given photon rate, the signal-to-noise
ratio decreases with the square root of the detection bandwidth. A typical situation
is shown in Fig. 1.1. An optical signal was detected by a photomultiplier tube at
bandwidth of approximately 350 MHz, or a time resolution of 1 ns. The detected
photon rate was approximately 107 photons/s. This is much higher than typically
obtained in molecular imaging experiments in live sciences. As can be seen from
Fig. 1.1, the signal is a random trace of extremely short pulses. The pulses represent
the detection of single photons of the light arriving at the detector.

Now consider the detection of a fast optical waveform, such as a fluorescence
decay excited by short laser pulses. The fluorescence decay time is on the order of a

Fig. 1.1 Optical signal
detected at a time resolution
of 1 ns. Detected photon rate
107 photons/s
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few nanoseconds. At first glance, it seems impossible to retrieve the signal shape
from the signal shown in Fig. 1.1. Nevertheless, there is a solution to the problem:
Repeat the experiment, in this case the excitation of the fluorescence decay, for a
large number of times, and average the signal detected within a given period of time
after the excitation pulses. There is a variety of signal averaging techniques that can
be used to recover signals hidden in noise. However, a weak optical signal is special
in that it is not a superposition of the signal itself and a noise background. Instead, it
is a sequence of individual photon detection events. The signal waveform can
therefore more efficiently be reconstructed by determining the arrival times of the
photons, and counting them in several time bins according to their times after the
excitation pulses.

1.2 Principle of Time-Correlated Single Photon Counting

Time-correlated single photon counting, or TCSPC, is based on the detection of
single photons of a periodic light signal, the measurement of the detection times,
and the reconstruction of the waveform from the individual time measurements [19,
117]. Technically, TCSPC was derived from the ‘Delayed Coincidence’ method
used in nuclear physics to determine the lifetime of unstable nuclei. The earliest
publication on the use of the method to detect the shape of light pulses dates back to
1961 [34], the first applications to spectroscopy of excited molecules were pub-
lished in the 1970s [50, 96, 97, 133, 151].

TCSPC makes use of the fact that for low-level, high-repetition rate signals the
light intensity is usually low enough that the probability to detect more than one
photon in one signal period is negligible. The situation is illustrated in Fig. 1.2.

Fluorescence of a sample is excited by a laser of 80 MHz pulse repetition rate
(a). The expected fluorescence waveform is (b). However, the detector signal, (as
measured by an oscilloscope) has no similarity with the expected fluorescence

100ns

Excitation pulse sequence, repetition rate 80 MHz

Fluorescence signal (expected)

Detector signal, oscillocope trace

(a)

(b)

(c)

Fig. 1.2 Detector signal for fluorescence detection at a pulse repetition rate of 80 MHz. Average
photon rate 107 s−1
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waveform. Instead, it is a sequence of extremely narrow pulses randomly spread
over the time axis (c). A signal like this often looks confusing to users not familiar
with photon counting. Of course, there is a simple explanation to the odd signal
shape: The pulses represent single photons of the light signal arriving at the
detector. The shape of the pulses has nothing to do with the waveform of the light
signal. It is the response of the detector to the detection of a single photon. Please
note that the photon detection rate of (c) was about 107 s−1. This is on the order of
the maximum permissible detection rate of most photon counting detectors. Even at
a detection rate this high, the detector signal is far from being a continuous
waveform.

There are two conclusions from the signal shape in Fig. 1.2c. First, the waveform
of the optical signal is not the detector signal. Instead, it is the distribution of the
detector pulses over the time in the excitation pulse periods. Second, the detection
of a photon within a particular excitation pulse period is a relatively unlikely event.
The detection of two or more photons is even more unlikely. Therefore, only the
first photon within a particular pulse period has to be considered. The build-up of
the photon distribution over the pulse period then becomes a relatively straight-
forward process. The principle is shown in Fig. 1.3.

When a photon is detected, the arrival time of the corresponding detector pulse
in the signal period is measured. The event is transferred into a digital memory by
adding a ‘1’ in a memory location proportional to the measured detection time
(Fig. 1.3a). The same is done for a second photon (Fig. 1.3b). The process is
continued until a large number of photons has been detected and accumulated in the
memory (Fig. 1.3c). The result is the distribution of the photons over the time after
the excitation pulses. The distribution represents the ‘waveform’ of the optical pulse
(Please note that there is actually no such waveform, only a distribution of the
photon probability, see Fig. 1.2). The principle is similar to the ‘delayed coinci-
dence’ method used in nuclear physics to record the decay times of unstable nuclei.
TCSPC has, in fact, been derived form the techniques used there [34, 110].

Although the principle of TCSPC looks complicated at first glance, it has a
number of intriguing features. The first one is that the time resolution is better than
the width of the single-electron response (SER) of the detector. The explanation is
given in Fig. 1.4. The times of the photons are derived from the arrival times of the
detector pulses. These times can be measured at an accuracy much better than the
width of the pulses. Thus, the ‘instrument response function’, or IRF, of a TCSPC
system is essentially given by the transit time dispersion (or transit time spread,
TTS) of the photon pulses in the detector. The TTS can be more than 10 times
shorter than the single-photon response of the detector. The IRF is therefore much
narrower than the detector response. This is a considerable advantage over tech-
niques based on direct analog recording of the detector signal [19, 117].

The second advantage is that there is no loss of photons in the recording process.
Provided the timing electronics is fast enough every photon seen by the detector
arrives in the photon distribution. TCSPC therefore reaches a near-ideal counting
efficiency [83]. In particular, the efficiency is much higher than for recording
techniques that shift a time-gate over the optical waveform [19, 120].
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Fig. 1.3 Principle of TCSPC: the recording process builds up the distribution of the photons over
the time after the excitation pulses

Infinitely short
Light Pulses

Single-Photon Pulses
of Detector

TTS TTS
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of TCSPC System
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Fig. 1.4 Response of detector to infinitely short light pulses and instrument response of TCSPC
system
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There is also a third advantage that has been noticed only recently. If there is
variation in the optical signal waveform over the time the data are acquired TCSPC
records an average waveform. This can be important in biomedical applications
where the optical waveforms may vary due to metabolic processes. A technique
based on temporal scanning, i.e. by shifting a time-gate over the signal, would
record a distorted waveform in these cases.

As a serious drawback of TCSPC it is often stated that the technique can record
only one photon per signal period. If the light intensity is high a possible second or
third photon in the same excitation pulse period with the first one is lost. The result
is a distortion of the recorded signal waveform. Pile-up was indeed a serious
problem in early TCPC experiments working at pulse repetition rates on the order
of 10 kHz. It is far less a problem in modern implementations which work at pulse
repetition rates on the order of 50–80 MHz. A derivation of the systematic error in
the detected fluorescence lifetime has been given in [19]. For detection rates not
exceeding 50 % of the excitation rate the measured intensity-weighted lifetime,
τmeani, of a single-exponential decay of the true lifetime τ can be approximated by

smeani � s 1� P=4ð Þ

P is the average number of photons per excitation period. The ratio of the recorded
lifetime, τmeani, and the true lifetime, τ, as a function of the average number of
photons, P, is shown in Fig. 1.5. The lifetime error induced by pile-up is surpris-
ingly small: Even for an average detection rate of 20 % of the excitation rate
(P = 0.2) the lifetime error is no larger than 5 %. For excitation with a Ti:Sa laser
(80 MHz) P = 0.2 would correspond to a detection rate of 16 MHz. This is much
more than the detection rates in typical TCSPC experiments. With state-of-the-art
laser sources and TCSPC electronics the count rate—and thus the available
acquisition speed—is rather limited by the photostability of the samples than by
pile-up effects [22]. This is especially the case in fluorescence lifetime microscopy
where the fluorescence comes from a pico- or femtoliter sample volume.

The real limitation of the classic TCSPC principle is that it is intrinsically one-
dimensional. That means, it records only the waveform of the signal. To record, for
instance, the fluorescence decay function for a range of wavelengths, or over the
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Fig. 1.5 Ratio of measured
intensity-weighted lifetime,
τmeani and the true lifetime, τ,
as a function of the number of
photons, P, detected per
signal period
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pixels of an image area, the decay functions had to be recorded sequentially for a
series of wavelengths or for the individual pixels of the image.

In applications were only a single optical waveform has to be recorded, or the
experiment allows a series of waveforms to be recorded sequentially the classic
principle is still used to a large extend. The typical application is recording of
fluorescence decay curves. Examples are shown in Fig. 1.6. Figure 1.6, left, shows
fluorescence decay curves of quinine sulphate quenched by Cl− ions. The fluo-
rescence lifetime changes with the quencher concentration [92]. Figure 1.6, right
shows decay curves of DODCI (3,3′diethyloxadicarbocyanine iodide) for different
wavelength. The data were obtained by scanning the detection wavelength by a
monochromator and recording the decay curves sequentially.

The classic TCSPC principle is often used to record fluorescence anisotropy
decay times. A sample is excited by linearly polarised light, and the fluorescence
decay function measured in two directions of polarisation. An example is shown in
Fig. 1.7. Fluorescein in a water-glycerol solution was excited at 474 nm. The blue
curve shows the fluorescence decay measured at a polarisation parallel, Ipar(t), the
red curve the fluorescence decay at a polarisation perpendicular to the excitation,
Iperp(t). The black curve shows the anisotropy, R(t), (arbitrary units) calculated by

R tð Þ ¼ Ipar tð Þ � Iperp tð Þ=Itot tð Þ

Itot(t) is the total intensity. For measurement in a 90° parallel-beam configuration it
is Itot(t) = Ipar(t) + 2 Iperp(t) [92, 144], for excitation and detection from the full half
space it approaches Itot(t) = Ipar(t) + Iperp(t) [22]. Please see also Chaps. 3 and 12.

The problem of anisotropy-decay measurement is that noise and systematic
errors in the difference Ipar(t) – Iperp(t) are much larger than in the signals them-
selves. Therefore, high-accuracy data are required which can only be obtained by
TCSPC. Please see Chap. 12 for details.

The advantage offluorescence-anisotropy experiments is that the anisotropy decay
time bears information on the size of the fluorophore molecule, possible binding to
other molecules, and on the viscosity of the molecular environment. It is therefore
used to investigate the configuration of fluorescence-labelled bio-molecules. Such

Fig. 1.6 Fluorescence decay measurement by TCSPC. Left Fluorescence decay curves of quinine
sulphate for different quencher concentration. Right Fluorescence decay curves of DODCI
recorded for different wavelengths
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experiments and their interpretation can be real detective stories [93, 94, 114, 115,
132, 142].

Another application of the classic principle is recording of anti-bunching effects.
A single optical emitter, such as a single molecule or a quantum dot, can only emit a
single photon within its fluorescence decay time. The experiment is run in the
classic ‘Hanbury-Brown-Twiss’ setup [72]: The light is split in two detection
channels, and the detection events in one detector are used as a start, the ones in the

Fig. 1.7 Fluorescence anisotropy measurement. The fluorescence of a sample was measured at
polarisation angles of 0° and 90° to the polarisation of the excitation; the anisotropy was calculated
by R(t) = Ipar(t) – Iperp(t)/Itot(t)

Fig. 1.8 Anti-bunching curve recorded at a diluted solution of fluorescein in a confocal
microscope. About 7 molecules are in the focus at a time
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other as a stop signal for TCSPC. The resulting curve has a dip at a time at which
the events coincide. Two examples are shown in Fig. 1.8.

Until today, some of these basic applications are performed by TCSPC setups
based on the classic NIM (Nuclear Instrumentation Module) architecture [117]. Of
course, modern TCSPC devices (see below) have the traditional recording modes
implemented as well. Even in simple applications as the ones shown above the
modern devices have advantages over NIM-based instruments: They work at higher
pulse repetition rates and higher count rates, achieve shorter acquisition times, and
are fully computer controlled. The real advantage of the modern implementation is,
however, that the recording process is multi-dimensional. As a result, experiments
can be performed which are entirely out of the reach of the classic design.

1.3 Multi-dimensional TCSPC

1.3.1 Principle of Multi-dimensional Recording

Development of multi-dimensional TCSPC goes back to the realisation that TCSPC
records a photon distribution. In case of classic TCSPC, the distribution is over only
one parameter, which is the time after an excitation pulse. However, if, by any
means, additional parameters can be associated to the individual photons, the photon
distribution can be made multi-dimensional. Typical parameters are the wavelength
of the photons, the time from the start of an experiment, the distance along a one-
dimensional scan, or the spatial coordinates within an image area. The difference
between classic TCSPC and multi-dimensional TCSPC is illustrated in Fig. 1.9.

Depending on which and how many additional parameters are used, different
photon distributions are obtained. Three possibilities are shown in Fig. 1.10.
Wavelength-resolved fluorescence decay data (shown left) are obtained by using
the wavelength as additional recording parameter. Dynamic fluorescence decay data
(middle) are obtained by using the time from a stimulation event. Fluorescence
lifetime imaging (right) uses the spatial coordinates, x, y, within an image as
additional parameters.

n

Photon distribution

Measurement

photon times

time in signal period, t time in signal period, t

of
Photons

Excitation

Photon distribution

time in signal period, t

Measurement of
t and P

time in signal period, t

Parameter, P:
over t and P

P

Wavelength

Location in
an image area

Exp. Time

Photons

Fig. 1.9 Left Principle of classic TCSPC. The result is a one-dimensional photon distribution over
the time in the signal period. Right Multi-dimensional TCSPC. The result is a multi-dimensional
distribution over the time in the signal period and one or several additional parameters determined
for the individual photons
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It is sometimes believed that the same results an also be obtained by classic
TCSPC if only the parameter of interest would be varied and a sequence of
waveforms be recorded. This is correct, but there is an important difference. The
classic procedure would have to acquire a full waveform until the value of the
parameter is changed, and then start a new recording. That means, any change in
any of the additional photon parameters had to be slow, and predictable.

Multi-dimensional TCSPC is free of this limitation. Any parameter of the photon
distribution can vary at any speed. It can even vary randomly. Every photon is just
put into its place in the photon distribution according to its time after the excitation
and the value of the additional parameters in the moment of the photon detection.
As the parameters keep varying, the photon distribution is just accumulated until
enough photons have been collected for any particular combination of parameters.
In other words, the rate at which the parameters are varying is decoupled from the
rate at which the photons are recorded.

Typical examples are the results shown in Fig. 1.10: The wavelength of the
photons in Fig. 1.10 was determined by a multi-wavelength detector. It varies
randomly, and is different for every photon. The variation in the fluorescence decay
functions in Fig. 1.10, middle, is induced by repetitive stimulation of the sample.
The data were accumulated over a large number of stimulation periods. Thus, a high
signal-to noise ratio was obtained despite of the fact that the variation in the decay
curves was recorded at a resolution of 100 µs/curve. The lifetime image on the right
was recorded by scanning the sample with a pixel dwell time of one microsecond.
At an average photon rate on the order of 106 s−1 one would expect that the result
would contain no more than a few photons per pixel. Fluorescence decay data
acquired this way would be useless. However, because the photons were accu-
mulated over a large number of frames of the scan, an excellent accuracy of the
decay time is obtained.

Despite of its large potential the idea of multidimensional TCSPC has spread
only slowly. The introduction was hampered by the fact that the principles behind
TCSPC in general and multi-dimensional TCSPC in particular were not commonly
understood. The first patent dates back to 1998 [8], a paper at least partially related
to multidimensional TCSPC was published in 1991 [9], and two other patents
followed in 1993 [10, 11]. The first multidimensional-TCSPC devices on the

Fig. 1.10 Examples of photon distributions recorded by multidimensional TCSPC. Left to right
Wavelength resolved fluorescence decay, dynamic change of fluorescence decay after a stimulation
of the sample, fluorescence lifetime image obtained by fast confocal scanning
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market were the SPC-300 and SPC-330 boards of Becker & Hickl. These boards
had memory space for up to 128 waveforms. The SPC-430 boards introduced in
1994 already had space for up to 2048 waveforms, and had fast time-series
recording and parameter-tag functions for single-molecule spectroscopy [12, 121].
The first TCSPC module with imaging capability was the SPC-535 introduced in
1995. The final breakthrough came in 2001 with the introduction of TCSPC FLIM
into fluorescence laser scanning microscopy [13–16].

1.3.2 Architecture of TCSPC for Multidimensional
Data Acquisition

The general architecture of a TCSPC device with multi-dimensional data acquisi-
tion is shown in Fig. 1.11, left.

The core of the TCSPC device is the time measurement block. This block
receives the single-photon pulses from a detector, and the timing reference pulses
from a pulsed light source. The time is measured from a start pulse to a stop pulse.
Depending on the principle used in the timing electronics the time between start and
stop can be measured at an accuracy from about 20 ps (rms) down less than 3 ps
(rms). Please see [19] for technical details.

In early TCSPC applications the start pulse came from the light source, the stop
from the detector. When high-repetition rate lasers were introduced as light sources
start and stop has been reversed: The time measurement is started with the photon,
and stopped with a reference pulse from the light source. This ‘reversed start-stop’
principle has the advantage that the timing electronics need not work at the high
repetition rate of the light source but only at the much lower photon detection rate.
Please see [19] or [22] for technical details.

The time measurement block delivers the photon time, t, relative to the stop
pulse as a digital data word. The data word addresses the time-channel in a selected
waveform data block in the memory. The photon is added in the addressed memory
location. As more and more photons are detected the waveform of the optical signal
builds up.
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Up to this point the function of the TCSPC device is identical with classic
TCSPC. The difference is, however, that the memory has space for a large number
of waveform data blocks, and that these blocks can be addressed via additional
building blocks of the TCSPC device. The address part delivered by these blocks
carries additional information related to the individual photons. Photon parameters
available directly as digital data words are fed into the TCSPC device via the
‘Channel’ register. Examples are the wavelength channel in which a photon was
detected by a multi-wavelength detector (see Sect. 1.4.1), or the number of one of
several multiplexed lasers or laser wavelengths (see Sect. 1.4.2). The external data
word is read into an the ‘Channel’ register in the moment when the corresponding
photon is detected.

Additional parts of the address can be generated by a ‘Sequencer’ block. The
sequencer generates an address word either by counting synchronisation pulses
from an external experiment control device (e.g. an optical scanner), or by counting
pulses from an internal clock.

Figure 1.11, left, the photon distributions are built up by on-board logics in the
memory of the TCSPC device. The advantage of this principle is that the acqui-
sition runs virtually without interaction of the measurement control software.

A second architecture is shown in Fig. 1.11, right. Here, the parameters of the
individual photons are directly transferred into the system computer. To buffer the
information for periods when the computer is not able to read the data a FIFO (first-
in-first-out) buffer is inserted in the data path. The computer builds up the photon
distribution by software or directly stores the data of the individual photons for
further processing.

When data of individual photons are generated there is no need to use a
sequencer to direct photons into different waveform data blocks of the memory. The
function of the sequencer is therefore performed by ‘Event Identification’ logics.
This block adds an absolute time (from the start of the recording) to the data words
of the individual photons. Moreover, it puts external events, such as trigger pulses
from an experiment or synchronisation pulses from a scanner, into the data stream
and marks them with an absolute time and an identifier.

The advantage of this architecture is that more memory size is available to build
up the photon distributions, and that more complex data operations can be per-
formed. Because the principle in Fig. 1.11, right, uses a stream of data for photons
marked with detection times and other parameter it is also called ‘time tag’ or
‘parameter-tag’ mode.

1.4 Multidimensional TCSPC Implementations

The system architecture shown in Fig. 1.11 can be used for a wide variety of
recording tasks. Depending on the information fed into the TCSPC module photons
can be recorded versus the time after the excitation, detection wavelength, excitation
wavelength, distance along a line scan, coordinates in a scan area, excitation and
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detection positions multiplexed by a fibre switch, time from a stimulation of the
sample, or time within the period of an additional modulation of the excitation laser.
Photon distributions can be built up over almost any combination of these param-
eters. The photon data can be processed internally by the architecture shown in
Fig. 1.11, left, or externally by the architecture shown in Fig. 1.11, right. A com-
prehensive description of all combinations would be out of the framework of this
book. The sections below therefore concentrate on frequently used implementations.

1.4.1 Multi-detector and Multi-wavelength TCSPC

Multidimensional TCSPC is able to detect several optical signals simultaneously by
several detectors. Although the principle can be used to record any signals origi-
nating from the same excitation source the main application is multi-wavelength
TCSPC. The principle of multi-wavelength TCSPC is illustrated in Fig. 1.12. The
light is dispersed spectrally, and the spectrum is projected on an array of detectors.
The detector electronics determines the detector channel at which a particular
photon has arrived. The channel number thus represents the wavelength of the
photon. It is used as a second dimension of the photon distribution. The result is a
photon distribution over time and wavelength.

To understand why multi-wavelength detection works, please remember that the
average number of photons detected per signal period is far less than one, see
Fig. 1.3. It is therefore unlikely that several photons per signal period will be
detected. Now consider an array of detectors over which the same photons flux is
dispersed spectrally. Because it is unlikely that the complete array detects several
photons per period it is also unlikely that several detectors of the array will detect a
photon in one signal period. This is the basic idea behind multi-detector TCSPC.
Although several detectors are active simultaneously they are unlikely to deliver a
photon pulse in the same signal period. Therefore, only single detection events in
one of the detector channels have to be considered. Consequently, the times of

Photon distribution

time in signal period, t

Measurement of
t and

time in signal period, t

over t and 

Wavelength

Photons

Fig. 1.12 Multi-wavelength TCSPC determines the wavelengths of the individual photons and
builds up a distribution over the arrival time in the signal period and the wavelength
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the photons detected in all detector channels can be measured by a single time-
measurement block [11, 19, 22].

The technical principle is illustrated in Fig. 1.13. The photons of four detectors
are combined into a common timing pulse line. Simultaneously, a ‘Channel’ signal
is generated that indicates in which of the detectors a particular photon was
detected. The combined photon pulses are sent through the normal time measure-
ment procedure of the TCSPC device. The detector number is used as a ‘channel’
signal for multi-dimensional TCSPC. Considered from the point of view of multi-
dimensional TCSPC the TCSPC device builds up a photon distribution over the
times of the photons after the excitation and the detector channel number. Because
the individual photons are routed into different memory blocks according to the
detector in which they were detected the technique has been called ‘routing’, and
the device that generates the channel number ‘router’.

Routing has already been used in classic NIM-based TCSPC setups [27, 140].
Each of the detectors had its own constant-fraction discriminator (CFD). The CFD
output pulses were combined into one common TAC stop signal, and simulta-
neously used to control one or two higher address bits of the multichannel analyser.
Because separate CFDs were used for the detectors, the number of detector chan-
nels was limited. The modern implementation uses a single CFD for all detector
channels, as shown in Fig. 1.13. The ‘router’ combines the single-photon pulses
into one common timing pulse line, and generates a channel signal that indicates at
which of the detectors the current photon arrived, see Fig. 1.13.

Routing is often used in time-resolved anisotropy decay measurements. An
advantage in this application is that the photons for parallel and perpendicular
polarisation are processed in the same timing electronics and are thus recorded at
exactly the same time scale. In other applications with no more than four channels
routing systems are more and more replaced with fully parallel TCSPC systems [21,
76]. Routing is used, however, to further extend parallel TCSPC systems and to
obtain large detection channel numbers with single TCSPC modules. Typical
applications are diffuse optical imaging by near-infrared spectroscopy (NIRS) and
multi-wavelength TCSPC. NIRS systems with up to four TCSPC channels and 32
detectors (8 for each TCSPC channel) are used [48, 49]. Multi-wavelength TCSPC
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Fig. 1.13 TCSPC multidetector operation, several individual detectors. By the ‘channel signal’
from the router, the photons of the individual detectors are routed into separate memory blocks
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with 16 spectral channels is used in tissue spectrometers (see below) and in fluo-
rescence lifetime imaging systems (see Sect. 1.4.5.2).

The architecture of a multi-wavelength TCSPC system is shown in Fig. 1.14.
A spectrum of the light to be recorded is projected on the photocathode of a

multi-anode PMT. The routing electronics and the multi-anode PMT are integrated
in a common housing. The combination of the photon pulses of all channels is
achieved by deriving the pulses from the last dynode of the PMT [19, 22].

The high counting efficiency and the elimination of any wavelength scanning
makes multi-wavelength TCSPC attractive to biological and biomedical applica-
tions. A typical setup of a multi-wavelength tissue lifetime spectrometer is shown in
Fig. 1.15. It consists of a picosecond diode laser, a fibre probe, a polychromator, a
16-anode PMT with routing electronics, and a TCSPC module. [19, 22]. Multi-
spectral fluorescence decay data of human skin obtained this way are shown in
Fig. 1.15, right.

A portable instrument of this type has been described by De Beule et al. [51]. It
uses two multiplexed ps lasers of 355 and 440 nm wavelength. Recording of the
multiplexed signals was obtained by the technique described in Sect. 1.4.2. The
results have 32 decay-curve channels for different combinations of excitation and
detection wavelength.
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Fig. 1.14 Multi-wavelength TCSPC
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Fig. 1.15 Left Optical setup for single-point autofluorescence measurement. Right Multi-
wavelength fluorescence decay data of human skin. Time scale 0–15 ns, wavelength scale 410–
600 nm, intensity scale logarithmic from 500 to 30,000 counts/channel
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Other non-scanning multi-wavelength TCSPC applications use a micro-spec-
trometric setup with a microscope and a confocal detection beam path to obtain
fluorescence from a specific location within a cell [40].

Most multi-wavelength applications target at the measurement of the metabolic
state of cells and tissue. Information is obtained from the fluorescence decay
functions of NADH and FAD, see Chaps. 13, 14 and 15. Extracting accurate decay
parameters is, however, difficult because both the excitation and the emission
spectra of NADH and FAD overlap. Spectrally resolved detection of decay
parameters therefore helps separate the individual decay components [40, 41, 46,
153]. An overview on multi-wavelength detection of NADH and FAD has been
given by Chorvat and Chorvatova [42]. Using a micro-spectrometry setup, Chorvat
et al. found changes in the decay signature during rejection of transplanted hearts in
human patients [43]. The effect of Ouabain on the metabolic oxidative state in
living cardiomyocytes was shown in [44], the effect of oxidative stress in [45].

De Beule et al. used a tissue spectrometer setup and demonstrated the applica-
bility of NADH and FAD multi-wavelength lifetime imaging to cancer detection
and diagnosis [51]. Using a similar optical setup Coda et al. found significant
differences in the fluorescence lifetime of normal and neoplastic tissue [47].

Multi-wavelength detection becomes even more attractive when its is combined
with fluorescence lifetime imaging microscopy [15, 19, 20, 22]. Please see
Sect. 1.4.5, and Chap. 2 of this book.

1.4.2 ExcitationWavelength Multiplexing

The routing capability of TCSPC can be used to multiplex several light signals and
record them quasi-simultaneously [9, 19]. The most common application of mul-
tiplexed TCSPC is recording of fluorescence signals excited by several multiplexed
lasers. Each laser is turned periodically for a short period of time, and a routing
signal is generated indicating which of the lasers is active at a given time. The
routing signal is used to identify the photons excited by different lasers, and to store
them in different waveform blocks of a common photon distribution. The principle
is shown in Fig. 1.16.

Excitation wavelength multiplexing is easy with picosecond diode lasers. Diode
lasers can be turned on and off electronically at a speed in the ns range. Multi-
plexing can also be implemented elegantly by using a super-continuum laser with
an acousto-optical filter (AOTF). The transition from one filter wavelength to
another takes only a few microseconds. All that is needed to multiplex several lasers
or filter wavelengths is a simple controller that generates the on/off selection signal
to the diode lasers or to the AOTF, and the routing signal to the TCSPC device.
Please see Chap. 18.

Laser wavelength multiplexing can be combined with operation of several
detectors at different detection wavelength, with multi-wavelength detection [51],
and with fluorescence lifetime imaging [19, 22], see Sect. 1.4.5.3.
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An example is shown in Fig. 1.17. A leaf was excited by two multiplexed diode
lasers of 405 and 650 nm wavelength. Fluorescence was detected by two detectors
at 510 and 700 nm and recorded in one TCSPC module via a router. The result are
three fluorescence decay curves for different combination of excitation and emis-
sion wavelength: 405/510, 405/700, and 650/700 nm. The forth combination (650/
510 nm, not shown) does not contain photons because the detection wavelength is
shorter than the excitation wavelength.

It should be noted here that multiplexing of lasers can also be obtained by ‘pulse-
interleaved excitation’, or PIE, see Sect. 1.4.5.3. In that case the lasers are multi-
plexed pulse by pulse. The multiplexing technique shown in Fig. 1.16 has,
however, a few advantages. The most important one is that it is free of crosstalk.
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Fig. 1.16 Multiplexed TCSPC operation. Several signals are actively multiplexed into the
detector, or several lasers are periodically switched. The destination in the TCSPC memory is
controlled by a multiplexing signal at the ‘channel’ input

Fig. 1.17 Laser wavelength multiplexing. Left Fluorescence decay of a plant leaf, multiplexed
excitation at 405 and 650 nm. Detection by two detectors at 510 and 700 nm
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The tail of the fluorescence decay excited by one laser does not show up in the
decay curve excited by the next one. Moreover, there is no mutual influence of the
signals via pile-up or counting-loss effects [22].

1.4.3 Spatial Multiplexing

The multiplexing technique shown in Fig. 1.16 is also used to multiplex spatial
excitation or detection locations at a sample. This principle is commonly used in
diffuse optical imaging of the human brain, see Fig. 1.18. A number of source fibres
and detection fibres is attached to the head. The injection of the laser(s) into the
source fibres is controlled by a fibre switch. The controller of the fibre switch
switches though subsequent source positions and sends a status signal to the
TCSPC module(s) indicating the current source position. This signal is used as a
multiplexing (or routing) signal in the TCSPC modules(s) to build up separate time-
of-flight distributions or fluorescence decay curves for the different source posi-
tions. The multiplexing of the source position can be combined with multiplexing
of several lasers. Because diffuse-optical imaging works at high count rates the
signals from the different detection positions are usually detected by individual
detectors and recorded by separate TCSPC modules.

To increase the number of detector positions the setup can be extended by
routers. Up to 32 detectors have been used which were connected to four TCSPC
channels via four routers [48, 49].

The setup is mainly used for dynamic brain imaging, i.e. for recording relative
changes in the concentration of oxy- and deoxyhemoglobin. In this case, the
TCSPC systems records a time series of data, see section below. The fibre switch
period is on the order of 10 ms, and the time per step of the time series is between
50 ms and a few seconds. Please see Chap. 17 of this book.

Detectors
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Fibres
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Lasers

Source
Position,
to all
TCSPC 
Modules

Laser 1 or 2, 
to all
TCSPC 
Modules

TCSPC Modules
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Fig. 1.18 Architecture of the 8-channel parallel DOT system described in [76]
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1.4.4 Time-Series Recording

When a time-series of TCSPC data is to be recorded the first idea of classic-TCSPC
users is normally to run a record-and-save procedure. The measurement would be
run for a defined acquisition time, the data be read from the TCSPC device, and
saved into a data file by the associated system computer. This procedure would be
continued until the desired number of time steps have been performed. A procedure
like this has the charm that the number of time steps is virtually unlimited. How-
ever, it has also disadvantages. An obvious one is that the speed of the sequence is
limited by readout and save times. Another one is that the signal-to noise ratio of
the subsequent recordings depends on the speed of the sequence. It is therefore
difficult, if not impossible, to record transient changes in the recorded waveforms at
millisecond or microsecond resolution.

The limitations of the record-and-save procedure can be avoided by multi-
dimensional recording. The principle is shown in Fig. 1.19. The memory of the
TCSPC device has space for a large number of waveforms. The number of the
waveform block into which the photons are recorded is controlled by the sequencer
logics of the TCSPC device. The recording starts with a user command or with an
external trigger. The sequencer starts recording into the first waveform block, and
then switches through the blocks in regular intervals of time.

At first glance, the principle shown in Fig. 1.19 may look like a record-and-save
procedure. It is, however, different in that it records subsequent waveforms into one
single photon distribution. There is no time needed to read and save the data. More
importantly, the complete distribution can be accumulated: The experiment, e.g. the
induction of a change in the fluorescence decay of a sample would be repeated, the
run of the sequencer through the waveform blocks triggered by the stimulation, and
the photons accumulated into a distribution according to their times after the
excitation pulse and their times after the stimulation. This way, the available speed
of the sequence gets entirely decoupled from the photon detection rate. It does no
longer depend on the time of the individual steps of the sequence but only on the
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total acquisition time. The procedure even works if the sequence is so fast that only
one (or less than one) photon is recorded per step. The recording would just be
continued until all time channels of all waveform blocks have been filled with a
reasonable amount of photons.

An example is shown in Fig. 1.20. A change in the lifetime of chlorophyll in a
plant [69] was initiated by turning on the excitation light. The recording procedure
steps through the curves at a rate of 50 µs/curve. Within this time, about 50 photons
are recorded. To obtain a reasonable signal-to-noise ratio the procedure was repe-
ated and the photons accumulated. The result has a high signal-to-noise ratio,
despite of the short time per curve.

The procedure shown above does, of course, not require that the data in each step
of the time series are only a single waveform. The data can be multi-dimensional
themselves. The steps of the sequence can contain multi-wavelength data, data
recorded with laser multiplexing, or combinations of both. Time-series recording can
even be combined with imaging, see Sect. 1.4.5.4, and Chap. 2, Sect. 2.4.4.

Time-Series With Memory Swapping

Modern TCSPC modules have space for hundreds if not thousands of waveforms in
their internal memories. A time series recorded by the principle shown in Fig. 1.19
can have a correspondingly large number of steps. However, there are applications
which require to record a time-series with step times in the millisecond range over a
period of time that can reach hours. Such data can be recorded by a memory
swapping procedure.

The principle is shown in Fig. 1.21. The memory of the TCSPC device is split in
two independent memory banks. When the measurement is started the sequencer
starts to record in the first waveform block of the first bank. After a defined
acquisition time it switches to the next waveform block until all blocks of the

Fig. 1.20 Photochemical transient of chlorophyll in a live plant. Time per curve 100 µs, 10,000
on/off cycles were accumulated. Time-series starts from the front
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memory bank are filled with data. Then the memory banks are swapped, and the
recording continues in the other memory bank. During the time the second bank is
filled with photons the system computer reads the data from the first bank and saves
them into a file. This way, a virtually unlimited sequence of waveforms can be
recorded without time gaps between the recordings. Also here, it is not required that
a single waveform data block contains only a single waveform. The data in the
subsequent blocks can be multi-wavelength data, laser multiplexing data, combi-
nations of such data, or even FLIM data.

The memory swapping technique (or ‘continuous flow mode’) was originally
developed for DNA analysis and single-molecule detection in a capillary gel elec-
trophoresis setup [12]. It has been used in conjunction with TCSPC FLIM to record
fast time series of chlorophyll transients [79]. It is commonly used for dynamic brain
imaging by diffuse optical tomography (DOT) techniques [76, 105–108, 111, 122],
see Chaps. 17 and 18 of this book. The memory swapping technique can be used
with a trigger signal that starts either the recording of each bank or the recording of
each data block within the current bank. It is also possible to run triggered accu-
mulation within one memory bank, and, after a defined number of accumulations,
pass to the next bank. With these options, the Continuous Flow mode provides fast
and efficient recording procedures for a large number of complex experiments.

1.4.5 Fluorescence Lifetime Imaging (FLIM)

The general architecture of a TCSPC FLIM system is shown in Fig. 1.22. A laser
scanning microscope (or another scanning device) scans the sample with a focused
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beam of a high-repetition-rate pulsed laser. Depending on the laser used, the
fluorescence in the sample can either be excited by one-photon or by multiphoton
excitation. The TCSPC detector is attached either to a confocal or non-descanned
port of the scanning microscope, see Chap. 2, Sect. 2.2. For every detected photon
the detector sends an electrical pulse into the TCSPC module. From this pulse, the
TCSPC module determines the time, t, of the photon within the laser pulse
sequence (i.e. in the fluorescence decay). Moreover, the TCSPC module receives
scan clock signals (pixel, line, and frame clock) from the scan controller of the
microscope. A system of counters (the scanning interface) counts the pixels within
each line and the lines within each frame. The counter outputs deliver the position
of the laser beam, x and y in the scan area.

The information, t, x, y, is used to address a memory in which the detection
events are accumulated. Thus, in the memory the distribution of the photon density
over x, y, and t builds up. The result is a data array representing the pixel array of
the scan, with every pixel containing a large number of time channels with photon
numbers for consecutive times after the excitation pulse. In other words, the result is
an image that contains a fluorescence decay curve in each pixel [13, 14, 17, 19, 22].

The procedure described above does not require that the laser beam stays at the
same position until enough photons have been acquired in the decay curve of the
corresponding pixel. It is only necessary that the total pixel time, over a large
number of subsequent frames, is large enough to record a reasonable number of
photons per pixel. In other words, the signal-to-noise ratio depends on the total
acquisition time, not on the san rate. Thus, TCSPC FLIM works even at the highest
scan rates available in laser scanning microscopes. At pixel rates used in practice,
the recording process is more or less random: A photon is just stored in a memory
location according to its time in the fluorescence decay and the position of the laser
spot in the moment of detection.

In early TCSPC FLIM systems the photon distribution was built up directly in
the hardware of the TCSPC module (see Fig. 1.11, left). The advantage of hardware
accumulation is that the acquisition runs independently of the computer. It can
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therefore be used at extremely high photon rates and scan speeds. The disadvantage
is that the available memory space is limited. A typical application of hardware-
accumulation is the ‘Preview’ mode of FLIM systems where images must be
recordable up to almost any count rate and displayed at high image rate, but with a
relatively moderate number of pixels and time channels.

The way to record larger images is to use software accumulation, i.e. the con-
figuration shown in Fig. 1.11, right. The TCSPC device transfers the data of the
individual photons and the clock pulses to the computer, and the photon distribution
is built up by software. The required hardware architecture and suitable acquisition
modes were available even in early TCSPC modules [22, 121]. However, the bus
transfer speed and the processing capabilities of the PCs of the 1990s were
insufficient for this kind of operation. At count rates above 100 kHz and pixel rates
on the order of 1 MHz, as they are routinely used in FLIM, the computer was not
able to read the data from the SPC module and simultaneously process them to
build up a photon distribution.

The situation changed with the introduction of fast multi-core PCs. The tasks of
data transfer and data processing could now be shared between the CPU cores.
Count rate in the parameter-tag mode was no longer a problem. Modern TCSPC
FLIM system therefore use almost exclusively software accumulation. Typical
images sizes with 32-bit operating systems were 512 × 512 pixels, with 256 time
channels per pixel [22]. With the introduction of Windows 7, 64 bit, and corre-
sponding 64-bit data acquisition software, the maximum image size increased to
2048 × 2048 pixels × 256 time channels and more [139]. Pixel numbers this large are
enough to record images of the maximum field of view even of the best microscope
lenses. 64-bit FLIM applications are therefore rarely limited by memory size.

FLIM results are normally displayed as pseudo-colour images. The brightness
represents the number of photons per pixel. The colour can be assigned to any
parameter of the decay profile: The lifetime of a single-exponential approximation
of the decay, the average lifetime of a multi-exponential decay, the lifetime or
amplitude of a decay component, or the ratio of such parameters [22]. An example
is shown in Fig. 1.23. The colour shows the amplitude-weighted mean lifetime of a
double-exponential decay. The image format is 512 × 512 pixels, every pixel
contains 256 time channels. Decay curves in two selected pixels are shown on the
right. Similar curves are contained in any pixel of the image.

FLIM systems of the architecture shown in Fig. 1.22 are used for a wide range of
applications. An overview is given in Chap. 3 of this book. The applications can
essentially be divided into three classes: Measurement of parameters of the local
molecular environment of the fluorophores (Chaps. 4 and 5), protein interaction
experiments by FRET (Förster Energy Transfer, Chaps. 7 and 8), and imaging of
metabolic parameters via the fluorescence lifetimes of endogenous fluorophores
(Chaps. 13, 14, and 15). Examples for the three classes of applications are shown in
Figs. 1.24 and 1.25.

Measurements of molecular environment parameters are based on changes in the
fluorescence lifetime of a fluorophore with its molecular environment [92].
A commonly know effect is fluorescence quenching: The fluorescence lifetime is
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proportional to the reciprocal concentration of the quencher, and can thus be used as
a probe function for the concentration of the quencher [65, 68, 77]. A fluorophore
may also have two forms of different fluorescence quantum efficiency and thus
different fluorescence lifetimes. The concentration ratio of the forms, and thus the
average fluorescence lifetime, may depend on the environment. Examples are Ca2+

sensors [88, 90, 92, 112] and pH sensors [73, 130]. There are also effects of local
viscosity [89], local refractive index [143], proximity to nanoparticles and metal

Fig. 1.23 Lifetime image of a BPAE cell, stained with Alexa 488. FLIM data 512 × 512 pixels,
256 time channels per pixel. Fluorescence decay shown for two selected pixels. Zeiss LSM 710
Intune system with Becker & Hickl Simple-Tau 150 FLIM system

Fig. 1.24 Left Barley root tip, stained with Oregon green. Courtesy of Feifei Wang, Zhonghua
Chen and Anya Salih, University of Confocal Bioimaging Facility, University of Western Sydney,
Australia. Leica SP5 MP with bh SPC-150 FLIM module. Right Cell containing a expressing a
GFP fusion protein (donor) and Cy3-labelled antibody (acceptor). Donor image, amplitude-
weighted lifetime of double-exponential decay model. Zeiss LSM 710 microscope with Becker &
Hickl Simple-Tau 152 FLIM system
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surfaces [66, 109, 113, 124], and aggregation of the fluorophore [80]. Please see
also [24, 26, 125], and Chap. 3 of this book.

The most frequent FLIM application is probably Förster resonance energy
transfer (FRET), see Chaps. 7 and 8 of this book. FRET experiments use the fact
that energy can be transferred from a donor to an acceptor molecule if the donor
emission spectrum overlaps the acceptor excitation spectrum [63, 64]. A condition
for FRET to occur is that the distance between donor and acceptor is on the order of
a few nm or less. FRET is therefore used as an indicator for protein interaction. The
advantage of FLIM-based FRET experiments is that the FRET efficiency is
obtained from a single fluorescence-lifetime image of the donor. The problems of
steady-state FRET measurements, such as directly excited acceptor fluorescence,
extension of the donor emission in the acceptor channel, and unknown concen-
tration ratio, are therefore avoided. Moreover, multi-exponential decay analysis can
be used to separate the interacting donor fraction from the non-interacting one
[17, 22]. There are hundreds of FRET papers based on TCSPC FLIM. An overview
on the FLIM FRET applications and the corresponding literature has been given in
[19, 22]. Please see also Chaps. 3, 7, and 8.

The third class of FLIM applications is the extraction of metabolic parameters
from the lifetimes of endogenous fluorophores. Most autofluorescence FLIM
applications use the fact that that the fluorescence lifetimes of NADH and FAD
depend on the binding to proteins [91, 119]. Bound and unbound fractions can
therefore be distinguised by double-exponential decay analysis and characterised by
the amplitudes and lifetimes of the decay components. The ratio of bound and
unbound NADH depends on the metabolic state [29, 40, 42, 56, 67, 137, 138].
FLIM data of NADH and FAD are therefore used to detect precancerous and
cancerous alterations [32, 78, 95, 128, 137, 138]. It has also been shown that the
fluorescence decay parameters of the NADH fluorescence change with maturation
of the cells, during apoptosis and necrosis, and in response to treatment with cancer
drugs [67, 86, 131, 146–148]. Autofluorescence FLIM is closely related to clinical
applications [59, 84, 85, 134–136]. Please see Chaps. 13, 14 and 15 of this book.

Fig. 1.25 FLIM of human salivary gland stem cells. Left Image of amplitude ratio, a1/a2, of fast
and slow decay component. Middle Image of amplitude-weighted lifetime, tm. Right Decay curves
in indicated pixels of image. Data courtesy of Aisada Uchugonova and Karsten König, Saarland
University, Saarbrücken

1 Introduction to Multi-dimensional TCSPC 25

http://dx.doi.org/10.1007/978-3-319-14929-5_3
http://dx.doi.org/10.1007/978-3-319-14929-5_7
http://dx.doi.org/10.1007/978-3-319-14929-5_8
http://dx.doi.org/10.1007/978-3-319-14929-5_3
http://dx.doi.org/10.1007/978-3-319-14929-5_7
http://dx.doi.org/10.1007/978-3-319-14929-5_8
http://dx.doi.org/10.1007/978-3-319-14929-5_13
http://dx.doi.org/10.1007/978-3-319-14929-5_14
http://dx.doi.org/10.1007/978-3-319-14929-5_15


1.4.5.1 FLIM in Parallel TCSPC Channels

A TCSPC FLIM system with a single detector detecting in a single wavelength
interval can be used for a wide range of applications, see examples above. The
reason that FLIM at a single wavelength works so well is that the fluorescence
lifetime is inherently ‘ratiometric’. The fluorescence lifetime can be considered an
intensity ratio in two time intervals of the decay curve. The result thus does not
depend on the concentration of the fluorophore.

The situation changes if several fluorophores with different lifetimes and dif-
ferent emission spectra are involved, or if fluorescence anisotropy decay data are to
be recorded. Images then have to be recorded simultaneously in different wave-
length intervals, or under 0° and 90° angles of polarisation. Early TCSPC FLIM
systems used routing to record these signals. Modern systems more and more use
fully parallel TCSPC channels.

The advantage of the parallel architecture is that the maximum count rate is
higher, and that the channels are fully independent. Even if one channel saturates or
a detector shuts down by overload the other channel(s) may still record correct data.
Systems with two channels are standard [6, 7, 22], systems with four channels are
easily possible [18], and systems with 8 parallel SPC-150 channels have been
demonstrated [21, 22]. FLIM data obtained by this system are shown in Fig. 1.26.

1.4.5.2 Multi-wavelength FLIM

Multi-wavelength FLIM (also called Multi-Spectral FLIM or spectral lifetime
imaging, SLIM) uses a combination of the basic FLIM technique shown in
Fig. 1.22 and the multi-wavelength detection technique shown in Fig. 1.14.

The architecture of multi-wavelength FLIM is shown in Fig. 1.27. A spectrum of
the fluorescence light is spread over an array of detector channels. For every
photon, the time in the laser pulse period, the wavelength-channel number in the
detector array, and the position, x, and y, of the laser spot in the scan area are
determined. These pieces of information are used to build up a photon distribution

Fig. 1.26 Eight-channel parallel FLIM of a drosophila eye. Autofluorescence. Excitation at
407 nm, detection wavelength from 480 to 620 nm. Left Mean Lifetime of double-exponential
decay. Right Relative amplitude of fast decay component. bh DCS-120 confocal scanning system
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over the arrival times of the photons in the fluorescence decay, the wavelength, and
the coordinates of the image [15, 19, 20, 22].

As for single-wavelength FLIM, the result of the recording process is an array of
pixels. However, the pixels of multi-wavelength FLIM contain several decay curves
for different wavelength. Each decay curve contains a large number of time
channels; the time channels contain photon numbers for consecutive times after the
excitation pulse. Multi-wavelength FLIM data can also be considered a set of
lifetime images for different wavelength. A result of a multi-wavelength FLIM
measurement is shown in Fig. 1.28.

Multi-wavelength FLIM requires a large amount of memory: For the data
shown in Fig. 1.28 memory space must be provided for 16 images, each with
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Fig. 1.27 Principle of multi-wavelength TCSPC FLIM

Fig. 1.28 Top Multi-wavelength FLIM of plant tissue, 16 wavelength intervals, 128 × 128 pixels,
256 time channels. Amplitude-weighted lifetime of double-exponential fit, normalised intensity.
Bottom Decay curves in selected pixels of 620, 656, and 710 nm images. Two-photon excitation at
850 nm, detection from 500 to 725 nm. Zeiss LSM 710, bh Simple-Tau 150 FLIM system [7]
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128 × 128 pixels, and 265 time channels per pixel. Multi-wavelength FLIM can
therefore performed at reasonable pixel numbers only by building up the photon
distribution in the computer memory. A significant progress has been made with the
introduction of 64 bit software. In the 64-bit environment, data with 16 wavelength
channels can be resolved into images of 512 × 512 pixels, and 256 time channels
[139]. This is about the maximum resolution achieved for a single FLIM image in a
32 bit environment. Examples are shown in Chap. 2, Figs. 2.25 and 2.26, and in
Chap. 3, Fig. 3.17.

Multi-wavelength FLIM is predominately used in applications where fluores-
cence signals of several fluorophores are present, and the emission of the fluoro-
phores cannot cleanly separated by filters, or there are just too many fluorophores to
get them separated by filters and dichroic beamsplitters.

Multi-wavelength FLIM was first demonstrated in 2002 by Becker et al. for
recording decay data in the complete donor-acceptor wavelength range of a FRET
experiment [20]. Bird et al. demonstrated the technique for lifetime imaging of
stained kidney tissue samples [28]. Rück et al. used of multi-wavelength FLIM for
monitoring the conversion of photosensitisers for PDT and the generation of
photoproducts [126, 127]. FRET measurements by multi-wavelength FLIM were
described in [30, 31, 76].

The majority of multi-wavelength FLIM applications are in autofluorescence
imaging, especially imaging of the coenzymes NADH and FAD [42, 98, 128, 150].
Chorvatova and Chorvat worked out spectral unmixing techniques based on multi-
wavelength FLIM data and used them to determine metabolic parameters in cardio-
myocytes [40–46] and investigate their response to drugs and stress conditions.

Li et al. used multi-wavelength FLIM for NADH imaging. They found different
bound/unbound ratios (represented by the a1/a2 ratio of the amplitudes of the
lifetime components) in the cytosol and in the mitochondria, and changes induced
by variable concentration of deoxyglucose [98]. They also found changes in the
bound/unbound ratio when cells were exposed to sub-lethal concentrations of
cadmium [99, 150].

Using two-photon excitation and multi-wavelength FLIM Li et al. were able to
detect and characterise two-photon excited fluorescence from haemoglobin [154].
Multi-wavelength FLIM was used to discriminate the haemoglobin fluorescence
from fluorescence of other endogenous fluorophores. This way, haemoglobin
fluorescence was used for label-free imaging of microvasculature in live tissue
[103, 104].

A multiphoton multi-colour excitation system with a Titanium Sapphire laser,
super-continuum-generation in a photonic crystal fibre and a Becker & Hickl PML-
16/SPC-150 multi-wavelength FLIM system has been developed by Li et al. [100].
The system excites tryptophane and NADH simultaneously and separates the
fluorescence of both compounds spectrally. The authors found that the ratio of
NADH and Tryptophane fluorescence is a sensitive indicator of cell metabolism.
The same instrument was used to record Tryptophane, and NADH lifetime images
in combination with SHG images in different depth of epithelial tissue [101] and for
investigation of squamous intraepithelial neoplasia [81]. Simultaneous recording
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of tryptophane, SHG, NADH intensity images by the system has been described in
[141]. Other applications are autofluorescence lifetime imaging of leukocytes [152],
multi-modal label-free imaging of zebra fish [102], and skeletal muscle tissue [141].

Multi-wavelength FLIM in combination with multiphoton tomography of human
skin [84, 85, 125] was used by Dimitrow et al. [55]. The authors found changes in
the fluorescence spectra and shorter fluorescence lifetime in malignant melanoma
compared to normal skin.

1.4.5.3 FLIM with Excitation Wavelength Multiplexing

FLIM can be combined with excitation wavelength multiplexing. The general
principle of multiplexed TCSPC is shown in Fig. 1.16. The extension of the
principle to FLIM is shown in Fig. 1.29. Excitation at different wavelength is
achieved by multiplexing (on/off switching) of several lasers, or by switching the
wavelength of the acousto-optical filter (AOTF) of a super-continuum laser.
A multiplexing signal that indicates which laser (or laser wavelength) is active is
fed into the routing input of the TCSPC module. The signal represents the exci-
tation wavelength. The TCSPC module is running the normal FLIM acquisition
process: It builds up a photon distribution over the coordinates of the scan area, the
photon times, and the excitation wavelength. The result is a data set that contains
images for the individual excitation wavelengths. (It can also be interpreted as a
single image that has several decay curves for different excitation wavelengths in its
pixels.)

Different combinations of excitation and emission wavelengths can be obtained
by using several detectors and a router. Modern implementations normally use
several parallel TCSPC modules.

To avoid interference of the multiplexing frequency with the pixel, line, or frame
frequency of the scanner multiplexing is normally synchronised with the pixels, the
lines, or the frames of the scan. Details of the optical system are described in
Chap. 2, Sect. 2.2.7. An typical result is shown in Fig. 1.30.
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A similar effect can be obtained by ‘Pulse-Interleaved Excitation’, or ‘PIE’. PIE
does not use the laser wavelength as a dimension of the photon distribution. Instead,
the pulse trains of several (usually two) lasers are interleaved pulse by pulse, and
the fluorescence decay functions excited by both lasers are recorded into a single
waveform, see Fig. 1.31. The recorded waveform contains the fluorescence decay
excited by one laser followed by the decay excited by the other. The data of the two
excitation channels are selected by time-gating in the data analysis. Data for dif-
ferent combinations of excitation and emission wavelengths are recorded by using
several parallel TCSPC channels or a single TCSPC channel with a router.
A typical result is shown in Fig. 1.32.

The advantage of PIE in FLIM applications is that it is also applicable to lasers
that cannot be on-off modulated at high speed. The disadvantage is that PIE is not
entirely free of crosstalk. The tails of the fluorescence decay excited by one laser
may extend into the decay excited by the other. Moreover, there is intensity
crosstalk due to counting loss, and mutual influence by detector afterpulsing. Please
see [22] for a comparison of PIE and laser multiplexing.

Fig. 1.30 FLIM by wavelength multiplexing, Supercontinuum laser with AOTF, two parallel
SPC-150 TCSPC modules. Left to right Excitation 500 nm emission 525 ± 50 nm, excitation
500 nm emission 620 ± 30 nm, excitation 580 nm emission 620 ± 30 nm. 256 × 256 pixels, 256
time channels, frame-by-frame multiplexing

Laser Laser2 Laser1 Laser2 Laser1

Fluorescence
blue channel

Fluorescence
green channel

pulses blue green blue green

Recorded Time Interval

Fig. 1.31 Principle of laser wavelength multiplexing by pulse-interleaved excitation
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1.4.5.4 FLIM Time-Series Recording

A time-series of FLIM images can be recorded by a simple record-and-save pro-
cedure. A FLIM image is recorded for a defined acquisition time or for a number of
frames of the scan, and saved to a file. The procedure is repeated until the desired
number of images—or steps of the time series—have been acquired [19]. The
procedure is simple and has the advantage that it does not require more memory
space for the photon distribution than a single FLIM recording. The disadvantage is
that the save operation takes time: At least one frame of the scan is lost during the
time the data are saved. A continuous sequence can be recorded by dual-memory
recording [19, 22, 79]. Memory blocks are provided for two photon distributions,
and the FLIM system records into one block while the data from the other one are
saved. However, the time per step cannot be made faster than the time needed for
saving, and the rate of the sequence is limited by the decrease of the signal-to-noise
ratio with decreasing acquisition time per step of the sequence. The fastest image
rate that can be achieved is 1–2 images per second, see Fig. 1.33.

A more efficient way of time-series FLIM has been provided by 64-bit data
acquisition software [139]. In the 64-bit environment, the available amount of
memory is so large that a large number of reasonable-size FLIM images can be
recorded into one and the same photon distribution. The technique is derived from
spatial ‘Mosaic’ or ‘Tile’ imaging. A FLIM mosaic is a data array (either one- or
two-dimensional) which has space for a large number of FLIM data sets. The
recording process starts to record FLIM data in the first mosaic element. After a
defined number of frames of the scan it switches to the next element. Thus, all

Fig. 1.32 FLIM by PIE. Zeiss LSM 710 Intune laser (green laser) and 405 nm ps diode laser
(blue laser). Images recorded by two parallel SPC-150 TCSPC modules. Left Blue laser, blue
detection channel. Middle Blue laser, green detection channel. Right Green laser, green detection
channel. Top Decay curves in selected pixels. Bottom FLIM images, analysed by SPCImage,
amplitude-weighted lifetime of double-exponential decay fit, time-gated intensity
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elements of the mosaic are filled with data one after another. The time per element
is determined by the frame time, and by the number of frames per element.

Mosaic time series recording has two advantages over the conventional record-
and-save procedure. First, the transition from one mosaic element to the next occurs
instantaneously. There are no time gaps between the steps of the sequence.
Therefore, very fast time series can be recorded. Second, mosaic time series data
can be accumulated: A lifetime change in a sample would be stimulated periodi-
cally, and the start of the mosaic recording be triggered by the stimulation. With
every new stimulation the recording procedure runs through all elements of the
mosaic, and accumulates the photons. Accumulation allows data to be recorded
without the need of trading photon number and lifetime accuracy against the speed
of the time series: The signal-to noise-ratio depends on the total acquisition time,
not on the speed of the sequence. Please see Chap. 2, Sect. 2.4, Mosaic FLIM.

1.4.6 FLITS

By the technique described above a FLIM time series can be recorded down to the
frame time of a fast optical scanner. Faster effects can be resolved by a combination
of TCSPC and line scanning. The technique has been named ‘FLITS’, fluorescence
lifetime-transient scanning [22, 23, 25]. FLITS is based on building up a photon
distribution over the distance along the line of the scan, the experiment time after a
stimulation of the sample, and the arrival times of the photons after the excitation
pulses. The principle is shown in Fig. 1.34.

FLITS uses the same recording procedure as FLIM. Similar as for FLIM, the
result is an array of pixels, each of which contains a fluorescence decay curve in
form of photon numbers in subsequent time channels. The recoding is synchronised
with the scan by pixel clock pulses (which indicate the transition to the next pixel of
the line) and line clock pulses, which indicate the transition from the end of the line
back to the start. The procedure differs from FLIM in that the frame clock pulses
does not come from the scanner but from an external event that stimulates a
fluorescence-lifetime change in the sample. The TCSPC module thus records a
photon distribution which has the Y coordinate of FLIM replaced with a coordinate
that represents how often the scanner scanned along the line since the stimulation.
In other words, the Y coordinate is the time after the stimulation given in multiples
of the line time.

Fig. 1.33 Time series recorded at a speed of 2 images per second. Chloroplasts in a moss leaf.
Dual-memory recording, images 128 × 128 pixels
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As long as the stimulation occurs only once the recording process is simple: The
sequencer of the TCSPC module [19, 22] starts to run with the stimulation, and puts
the photons in consecutive experiment-time channels along the T axis.

A FLITS recording is shown in Fig. 1.35, left. It shows the non-photochemical
lifetime transient of chlorophyll [69] recorded after the start of illumination. The
horizontal axis is the distance along the line scanned, the vertical axis (bottom to
top) is the experiment time, T, in this case the time from the start of the illumi-
nation. Decay curves for a selected pixel within the line are shown for T = 0.5, 7.5,
and 13.4 s.

The result shown in Fig. 1.35, left, is identical with a time-series of line scans.
However, there is an important difference: The data are still in the memory (either in
the on-board memory of the TCSPC module or in the computer) when the sequence
is completed. Thus, the recording process can be made repetitive: The sample
would be stimulated periodically, and the start of T triggered by the stimulation.
The recording then runs along the T axis periodically, and the photons are accu-
mulated into one and the same photon distribution.

With repetitive stimulation of the sample, it is no longer necessary that each T
step acquires enough photons to obtain a complete decay curve in each pixel and T
channel. No matter when and from where a photon arrives, it is assigned to the right
location in x, the right experiment time, T, and to the right arrival time, t, after the
laser pulse. As in the case of FLIM, a desired signal-to-noise-ratio is obtained by
simply running the recording process for a sufficiently long acquisition time.
Obviously, the resolution in T is limited by the period of the line scan only, which
is about 1 ms for the commonly used galvanometer scanners. For resonance
scanners and polygon scanners (see Chap. 2) the line time can be made even
shorter.

An example of an accumulated FLITS recording is shown in Fig. 1.35 right. It
shows the photochemical transient [69] of the chlorophyll in a plant. The result was
obtained by turning on and off the laser periodically, and recording the photons by
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Fig. 1.34 Principle of FLITS. A sample is scanned along a line. The TCSPC system builds up a
photon distribution over the distance along the line, the time after a stimulation of the sample, and
the times of the photons after the excitation pulses
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triggered accumulation. The T scale is from 0 to 200 ms. Decay curves are shown
for a selected pixel within the line for T = 3 and 191 ms into the laser-on phases.
The amplitude-weighted lifetime increases from 480 to 530 ps.

The application of FLITS to Ca2+ imaging in neurons is described in Chap. 5 of
this book.

1.4.7 Phosphorescence Lifetime Imaging (PLIM)

Phosphorescence occurs when an excited molecule transits from the first excited
singlet state, S1, into the first triplet state, T1, and returns from there to the ground
state by emitting a photon [92]. Both the S1-T1 transition and the T1-S0 transition
are ‘forbidden’ processes. The transition rates are therefore much smaller than for
the S1-S0 transition. That means that phosphorescence is a slow process, with
lifetimes on the order of microseconds or even milliseconds. The usual approach to
phosphorescence recording is to reduce the excitation pulse rate and extend the time
scale of decay recording to microseconds or milliseconds. Except for fluorophores
of high intersystem crossing rate, the results obtained this way are disappointing.

There are several reasons why simply decreasing the repetition rate does not
work well. Both are related to the low S1-T1 transition rate. The excitation energy
injected into the molecules is preferentially dissipated by the S1-S0 transition, and
not deposited in the T1 state. The T1 population therefore remains low, and so does
the phosphorescence intensity. Simply increasing the peak power of the excitation
pulse meets technical constraints, or causes nonlinear effects in the sample. The
second problem is that high excitation peak power also causes high peak intensity
of fluorescence. The fluorescence pulse not only leads to the detection of one or
several photons per excitation pulse and thus violates the rules of TCSPC detection.
It can become so strong that it causes temporary overload in the detector.

These problems can be solved by exciting phosphorescence with laser pulses
longer than the fluorescence lifetime. The long pulse width increases the population
of the triplet state without increasing the peak fluorescence intensity. Similarly,

Fig. 1.35 FLITs recordings of chlorophyll transients. Left Non-photochemical transient, vertical
time scale 0–14 s, decay curves shown for a selected pixel at T = 0.5, 7.5, and 13.4 s after turn-on
of the laser. Right Photochemical transient. Vertical time scale 0–200 ms, decay curves shown for
a selected pixel at T = 3 and 191 ms into the laser-on phases. The amplitude-weighted lifetime
increases from 480 to 530 ps
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a group of laser pulses instead of a single pulse can be used. The principle is shown
in Fig. 1.36.

A high-frequency pulsed laser is modulated on/off at a period several times
longer than the phosphorescence lifetime. The laser pulses within the ‘on’ phase of
the modulation period excite fluorescence and build up phosphorescence. The ‘off’
phase contains only phosphorescence. The advantage of this excitation principle is
not only that it can be used for multi-photon excitation but also that it can be used to
record fluorescence and phosphorescence decay data simultaneously. This is
achieved by assigning two times to every photon, one of which is the time in the
laser pulse period, t, the other the time in the laser modulation period, T. Two
separate photon distributions are built up, one over t, the other over T. The dis-
tribution over t is the fluorescence decay, the distribution over T the phosphores-
cence decay. The principle can be used both for single-curve recording and for
lifetime imaging [22].

The architecture of a combined FLIM and PLIM system is shown in Fig. 1.37.
The TCSPC module works in the parameter-tag mode. The times of the photons, t,
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Fig. 1.36 Excitation principle for combined FLIM/PLIM

Frame Clock

Line Clock

Pixel Clock

Start

Stop

From scanner

from Laser

TCSPC Module

Photon Time in

Detector

Laser Modulation

X (pixels)

Y

T

pixels

Photon Distribution
n (x, y, T)

Phosphorescence:

X (pixels)

Y

t

pixels

Photon Distribution
n (x, y, t)

Fluorescence:

Scan Clocks

Pulse Period, t
Measurement

Time

Photon Times

Reference,

Reference, from

Event 
Identification
and Timing 

Tmod

, Tphot

Modul. Times, Tmod

Photons
Modulation
Scan Clocks

Fig. 1.37 Combined FLIM/PLIM system

1 Introduction to Multi-dimensional TCSPC 35



within the laser pulse period are measured by the normal time-measurement block.
The ‘Event Identification’ block (see Fig. 1.11 right) determines absolute times,
Tphot, of the photons. Moreover, it receives a reference signal from the laser
modulation and clock pulses from the scanner. From these signals, it determines
absolute times for the modulation reference, Tmod, and for the scan clocks, Tpixel,
Tline, and Tframe. The values are put in a data stream together with the photon data.
From these data, the computer software determines the locations, x, y, of the
individual photons in the scan area, and the times of the photons within the
modulation period, T = Tphot – Tmod. The software builds up two photon distri-
butions, one over the scan coordinates and the times, t, and another over the scan
coordinates and the times, T. The first one is a fluorescence lifetime image during
the on-phase of the laser modulation period, the second one a phosphorescence
lifetime image.

An example of a FLIM/PLIM measurement is shown in Fig. 1.38. The figure
shows yeast cells stained with tris (2,2′-bipyridyl) dichlororuthenium (II) hexahy-
drate. The FLIM image is shown Fig. 1.38, left. It is dominated by autofluorescence
of the cells. PLIM is shown in Fig. 1.38, right. The phosphorescence comes from
the ruthenium dye. Decay curves in selected pixels are shown at the bottom. The
time scale of FLIM is 0–10 ns, the time scale of PLIM 0–6.5 µs.

PLIM applications aim at suppression of autofluorescence [4, 5], and, more
importantly, oxygen-concentration sensing. Phosphorescence from almost any
phosphorescing compound is strongly quenched by oxygen. The phosphorescence

Fig. 1.38 Combined FLIM/PLIM recording. Yeast cells stained with a ruthenium dye. FLIM (left)
shows autofluorescence, PLIM (right) phosphorescence of the Ruthenium dye
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lifetime can therefore be used to determine oxygen concentrations [53, 54, 129].
Combined FLIM/PLIM is especially promising because it is able to record meta-
bolic information via FLIM while monitoring the oxygen concentration via PLIM.
Please see Chap. 6 of this book.

1.4.8 Multi-dimensional Recording by Modulation
of Experiment Parameters

The lifetime imaging techniques described above scan the spatial location of the
fluorescence excitation and detection and record the shape of the optical signal as a
function of the scan coordinates. There are other TCSPC applications that aim on
recording optical signals as functions of parameters which are not necessarily
spatial ones. The task can be solved in a similar way as FLIM: Parameters in the
sample or in the experiment setup are modulated, the TCSPC process is syn-
chronised with the parameter modulation via scan clock pulses, and a photon
distribution is recorded over the parameters and the time in the optical signal. A
typical experiment of this class is used in plasma physics for the investigation of
barrier discharges.

Barrier discharges occur if the electric field between two isolator-coated elec-
trodes exceeds a critical value, see Fig. 1.39. The visible discharge phenomenon
consists of a large number of micro-discharges with nanosecond duration and kHz
frequency.

Barrier discharges are technically highly relevant: They are a degradation
mechanism of insulators in electrical systems, and they are used in a wide variety of
plasma applications, e.g. for cleanup of exhaust gases. The investigation of the
discharges is difficult: They occur at random times, the duration of the light pulses
is on the order of a few nanoseconds, and the intensity is low. Ideally, it would be
desirable to record the shapes of the optical pulses as a function of the gap voltage
and the distance along the gap for selectable wavelength. Exactly this task can be
solved by multi-dimensional TCSPC. The principal setup is shown in Fig. 1.40.
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Fig. 1.39 Barrier discharge between dielectrically coated electrodes
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One output of a digital signal synthesizer (in the present case a bh GVD-120
scan controller) delivers a sinusoidal output voltage. The voltage is amplified,
transformed to a voltage in the 10 kV range, and applied across the discharge
gap. A second output of the synthesizer (the Y output of the scan controller) drives
a galvanometer mirror. The galvanometer mirror periodically scans the spot from
which the light is detected along the discharge gap. A monochromator selects the
desired detection wavelength. Single photons of the selected signal are detected by
a PMT module. The photon pulses are connected to the start input of an SPC-150
TCSPC module.

The stop input for the TCSPC module comes from a second PMT. This PMT
detects light from the entire discharge gap in a wide spectral range. For every
discharge, it detects about 1000 photons. Operated at a relatively low gain, it delivers
a timing reference for the TCSPC module. The recording process is synchronised
with the operation of the scan controller via scan clock pulses. Consequently, the
TCSPC module records a photon distribution over the phase of the gap voltage (X),
the distance along the discharge gap (Y), and the times of the photons in the optical
pulses generated by the discharges.

Figure 1.41, shows the waveform of the optical pulses as a function of the
distance over the gap integrated over the positive and the negative half-waves of the
gap voltage. It can be seen that the optical pulse varies along the gap. It also differs
between the positive and the negative half-wave of the gap voltage.

Figure 1.42 shows the intensity over the time in the optical pulse and the
distance along the gap for four different phases in the gap voltage, Fig. 1.43 the
intensity over the time in the pulse and the phase in the gap voltage for four
subsequent distance intervals along the gap. The images reveal a complex
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behaviour of the light pulses. The shape varies both with the location in the gap and
with the gap voltage at which the discharges occur. There are also pre-pulses that
occur some 10 ns before the main pulse.

Similar as the other multi-dimensional TCSPC applications, the principle shown
above has no inherent limitation of the rate at which an experiment parameter is
modulated. This is very important for barrier-discharge measurements: The

Fig. 1.41 Waveform of optical pulses for different distance along the gap for positive (left) and
negative (right) half-wave of the gap voltage. Data courtesy of Ronny Brandenburg, INP
Greifswald, Germany

Fig. 1.42 Intensity over time in discharge pulse and distance along the gap for four subsequent
phase intervals (quarter waves) in the gap voltage. Horizontal scale 0–50 ns. Data courtesy of
Ronny Brandenburg, INP Greifswald, Germany

Fig. 1.43 Intensity over time in the discharge pulse and phase in the gap voltage for four
subsequent distance intervals along the gap. Horizontal scale 0–50 ns. Data courtesy of Ronny
Brandenburg, INP Greifswald, Germany
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frequency of the gap voltage must be in the 10 kHz range, and matched to the
resonance frequency of the transformer-gap combination. Sequential recording of
the voltage-dependence—e.g. by keeping the voltage constant until enough dis-
charges have occurred and enough photons been recorded—is therefore not an
option.

Barrier-discharge systems exist in several variants. Some are using sub-sets of
the principle shown above, e.g. point measurements at selected location in the gap,
or slow scanning along the gap distance. However, all are using the phase of the gap
voltage as a parameter of a multi-dimensional TCSPC process. Please see [37, 38,
71, 74, 75, 82, 87, 145] for technical details and for results.

1.5 Using Parameter-Tagged Single-Photon Data

The techniques described above transfer parameter-tagged single-photon data into
the system computer and build up photon distributions by software. Once a photon
has been put into the photon distribution the information associated to it is no
longer needed and, normally, discarded.

Parameter-tagged photon data may, however, be used to build up other results
than multi-dimensional photon distributions. When the data are recorded it may
even not be clear how exactly they are to be processed. User-interaction during the
data processing may be required, or the processing may be so time-consuming that
it cannot be performed online. In these cases the single photon data may be saved
for later off-line processing. The general structure of parameter-tagged single-
photon data and the use of such data in a few typical applications will be described
below.

1.5.1 Structure of Parameter-Tagged Single-Photon Data

Parameter-tagged single-photon data contain information about the individual
photons detected by the TCSPC device [19, 22]. An example of the structure of
such data is shown in Fig. 1.44.

Micro Time

Time in Pulse Period

Channel 

Routing
Multiplexing

Macro Time

Time from Start

Identifier Bits

Photon or
External Event or
Macro Time Overflow

of Experiment

Fig. 1.44 Structure of parameter-tagged data
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Each photon is tagged with its time after the excitation pulse (the ‘micro time’),
the time from the start of the recording (the ‘macro time’), and the data word from
the ‘channel’ register of the TCSPC device. External events, such as transitions of
scan clock signals, are also put in the stream of parameter-tagged data. Several
identifier bits mark a particular entry either as a photon or as an external event. Of
course, the entries of external events do not contain valid micro time information.
The micro time bits of external events may therefore be used to transfer other
information.

The macro-time clock has normally a resolution of on the order of few 10 ns.
However, an experiment can be run over a time of seconds, minutes, or even hours.
Because the number of macro time bits in the photon data words is limited the
macro time will overflow in regular intervals during the recording. To allow the
data processing software to account for the overflows these are marked in the data.
Macro time overflows can either be attached to the photon data words or be put in
the data stream the same way as external events.

1.5.2 Calculation of FCS from Parameter-Tagged Data

Fluorescence Correlation Spectroscopy is based on recording fluorescence from a
limited number of fluorescing molecules in a small sample volume, and correlating
intensity fluctuations caused by the motion of the molecules [123]. The data pro-
cessing procedure for FCS is usually described by the correlation functions

GðsÞ ¼ lim
T!1

1
2T

ZþT

�T

IðtÞIðt þ sÞdt G12ðsÞ ¼ lim
T!1

1
2T

ZþT

�T

I1ðtÞI2ðt þ sÞdt

where G(τ) is the autocorrelation of a single signal, I(t), and G12(τ) the cross-
correlation function of two signals, I1(t) and I2(t).

For photon counts, N, in consecutive, discrete time channels G(τ) and G12(τ) can
be obtained by calculating

GðsÞ ¼
X

NðtÞ � Nðt þ sÞ and G12ðsÞ ¼
X

N1ðtÞ � N2ðt þ sÞ

The general behaviour of the auto- and cross-correlation functions is illustrated
in Fig. 1.45. For a randomly fluctuating signal, I(t), the autocorrelation function G
(τ) delivers high values only if the intensity values, I, at a given time, t, and at a later
time, t + τ are correlated. Uncorrelated fluctuations of I cancel over the integration
time of the experiment. Similarly, G12(τ) delivers high values if the fluctuations in
both signals, I1(t) and I2(t + τ), correlate with each other. The drop of G(τ) and
G12(τ) over the shift time, τ, shows over which length of time the fluctuations are
correlated.
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The equations shown above are based on the assumption that the intensity
waveforms are analog signals. However, TCSPC data are not a continuous wave-
form as those shown in Fig. 1.45. Instead, the data describe a random sequence of
individual detection events. In fact, the events can be (and usually are) so rare that
there is less than one photon within the range of τ over which the intensities are to
be correlated. The equations shown above are therefore inappropriate to calculate
correlation functions from parameter-tagged photon data recorded by TCSPC.

The general correlation procedure for parameter-tagged photon data is illustrated
in Fig. 1.46. In typical TCSPC data, the time-channel width, T, is the period of the
macro-time clock. It is shorter than the dead time of the detector/photon counter
combination. Therefore only one photon can be recorded in a particular macro time
period. Consequently, N(t) and N(t + τ) can only be 0 or 1. The calculation of the
autocorrelation function therefore becomes a simple shift, compare, and histo-
gramming procedure. The times of the individual photons are subsequently shifted
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G(   )
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I1(t)

t

I2(t)

G12(    )

Fig. 1.45 General behaviour of the autocorrelation function, G(τ), of a signal I and the cross-
correlation function, G12(τ), of the signals I1 and I2
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Fig. 1.46 Calculation of the autocorrelation function from TCSPC time-tag data
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by one macro-time clock period, T, and compared with the original detection times.
The coincidences found between the shifted and the unshifted data are transferred
into a histogram of the number of coincidences, G, versus the shift time, τ. The
obtained G(τ) is the (un-normalised) autocorrelation function.

The cross-correlation function between two signals is obtained by a similar
procedure. However, the photon times of one detector channel are shifted versus the
photon times of the other channel.

To obtain intensity-independent correlation curves the results of the algorithm
shown in Fig. 1.46 need to be normalised. Normalisation can be considered the ratio
of the number of coincidences found in the recorded signal and the number of
coincidences expected for an uncorrelated signal of the same count rate. The nor-
malised autocorrelation and cross-correlation functions are

GnðsÞ ¼ GðsÞ nT
N2
P

with nT = total number of time intervals, Np = total number of photons, and

G12nðsÞ ¼ G12ðsÞ nt
NP1NP2

with nT = total number of time intervals, Np1 = total number of photons in signal 1,
Np2 = total number of photons in signal 2.

The procedure illustrated in Fig. 1.46 yields G(τ) in equidistant τ channels. The
width of the τ channels is equal to the macro time clock period of the SPC module,
T. The algorithm is known as the ‘Linear-Tau’ algorithm. Unfortunately, for long
correlation times the algorithm results in an extremely large number of τ channels in
G(τ), and in intolerably long calculation times.

Therefore, the algorithm is usually modified by applying binning steps to the
photon data during the correlation procedure. The procedure is illustrated in
Fig. 1.47.

The procedure starts with a number of shift-and-compare steps as shown in
Fig. 1.46. After a number of steps the remaining photon data are binned. Then the
correlation procedure is continued on the binned data. The new time bins can
contain several photons. Therefore, the photon numbers in the original and the
shifted data have to be multiplied. After a number of shift steps the data are binned
again, and the procedure is continued. The procedure is called ‘Multi-Tau’ algo-
rithm. Despite of the binning operations, it yields shorter calculation times than the
Linear-Tau algorithm. It also delivers the logarithmic τ axis commonly used for
FCS curves.

The correlation procedures shown above can be used to calculate FCS curves on-
line. In this case, photons are constantly recorded, and the data transferred into the
system computer. In certain intervals, usually a few seconds, the software calculates
a correlation function (or several correlation functions if several detectors are
active) on the data that have arrived within this time. The coincidences for the
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subsequent intervals are summed up in a common histogram, see Figs. 1.46, and
1.47, right. Of course, the procedure requires that the recording-time intervals be
longer than the maximum time, τ, over which the photons are correlated. Moreover,
photons recorded in one interval must still be available in the next one to correlate
late photons in one interval with early photons in the next.

An example of FCS calculation from parameter-tagged data is shown in
Fig. 1.48. The data were recorded in a confocal microscope [6] from a diluted
solution of fluorescein. On average, about 0.4 molecules were in the detection
volume at a time. The average count rate was about 5000 photons/s.

Figure 1.48, top, shows an intensity trace of the recorded signals at time-bin
width of 10 µs, and over a time interval of 10 ms. Due to the low detection rate
there is no more than 1 photon per time bin, and there are about 50 photons over a
period of time of 10 ms.

The autocorrelation function is shown at the bottom of Fig. 1.48. Note that the τ
scale of the FCS curve is the same as the length of the time intervals of the intensity
trace on the left. However, the FCS curve was calculated over the complete acqui-
sition time of the measurement, in this case 120 s. It shows a clear correlation curve
of the intensity fluctuations caused by diffusion of the molecules. That a correlation
curve is obtained from the data shown in Fig. 1.48, top, may surprise at first glance. It
is a result of the fact that the data have been correlated over a period of 120 s, not
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Fig. 1.47 Correlation procedure with progressive binning
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only over the time intervals shown in the intensity trace in Fig. 1.48, top. This is
another example that the signal-to-noise ratio in single-photon counting experiments
depends on the total acquisition time, not on the time over which the photons are
correlated.

Most FCS applications aim at the estimation of the size of labelled biomolecules,
on the detection of interaction between biomolecules, and on the determination of
the number of fluorescent molecules attached to a special biomolecule. The size of
the molecules can be derived from the diffusion time, i.e. the point of the auto-
correlation function at which drops to 50 % of its maximum. More accurately, the
diffusion time is obtained by fitting the autocorrelation function with an appropriate
model. Interaction of molecules is derived from the cross-correlation functions.
Different biomolecules are labelled with fluorophores of different absorption and
emission spectra. The cross-correlation (FCCS) function of the two signals indicates
whether the constructs diffuse together or independently.

In terms of TCSPC, data acquisition FCS and FCCS are very simple applica-
tions. They even do not need the micro-times of the photons, and do not need a
pulsed excitation source. FCS and FCCS are, however, anything but simple in
respect to the optical system and the detectors: Excellent optical efficiency, low
chromatic and spherical aberration, excellent alignment of the confocal optics, and
excellent detection efficiency are necessary to obtain good FCS results.

Fig. 1.48 Top Intensity trace, time bin width 10 µs, displayed time interval 10 ms. Bottom
Autocorrelation curve from the same signal correlation time from 100 ns to 10 ms. Calculated over
acquisition time of 120 s
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The basic optical setup for a dual-colour FCS experiment is shown in Fig. 1.49.
Two diode lasers are used to excite fluorescence in the sample. The sample contains
two fluorophores, Atto 488 and Atto 647N, each of them excited by one of the
lasers. The fluorescence is detected by two detectors through different filters. The
detection (macro) times of the photons are recorded by two TCSPC channels. The
photons of the channels are auto-correlated and cross-correlated by the instrument
software. For the setup shown in Fig. 1.49 a bh DCS-120 confocal FLIM system
was used. The principle can, however, be implemented in almost any confocal laser
scanning microscope.

Auto- and cross-correlation functions of free Atto 488 and Atto 647N fluoro-
phores are shown in Fig. 1.50, left. There is autocorrelation for the signals from
both fluorophores (Red and blue curves) but no cross-correlation between the

Fig. 1.49 Dual-colour FCCS setup based on BDL-SMN lasers and DSC-120 confocal FLIM
system. L1, L2 BDL-SMN picosecond/CW diode laser, operated in CW mode. BC Beam
combiner. MDM Dual-wavelength dichroic mirror, 488/647 nm. SL Scan lens of DCS-120 scan
head. TL tube lens of microscope. O Microscope objective lens. TL1, TL2 Lenses, forming a
telscope projecting the beam into comfocal pinholes. DM Dichroic mirror, splits the light of the
two fluorophores. LPF1, LPF2 Long-pass filters. BPF1 and BPF2 band-pass filters. DL Lens
centering the light on the detectors

46 W. Becker



signals (green). Curves for a 40-base pair double-stranded DNA labelled with Alexa
488 and Cy5 are shown in Fig. 1.50, right. There is a significant cross-correlation
(green curve) showing that DNA strands labelled with different fluorophores are
partially linked to each other.

A third application of FCS—determination of the number of fluorophore mol-
ecules attached to a biomolecule—is used to obtain information on the structure and
conformation of the molecules. Special subunits of the biomolecule are labelled by
fluorescent antibodies or—more reliably—by expressing fluorescent proteins. From
the amplitude of the autocorrelation function and the number of counts the
brightness of the labelled biomolecule can be obtained. For a given fluorophore,
this is proportional to the number of fluorophores attached to it. Provided the
labelling or expression is complete it represents the number of subunits under
investigation. The technique has been used to determine the structure of CaMKII by
combined fluorescence anisotropy, and fluorescence correlation techniques [115].

The correlation function is also used for perfusion measurements in diffuse
optical imaging. The technique is based on correlating intensity fluctuations of
photons scattered in the blood flowing in the tissue [39]. The basic setup is shown
in Fig. 1.51, left. A laser injects light into the tissue via a fibre. The light at a
different spot is collected by another fibre and detected by a photon counting
detector. An autocorrelation function of the intensity is calculated from the absolute
times of the photons. To obtain a useful correlation function it is required that the
laser have a coherence length longer than the average path length in the tissue, and
that the fibres have diameters on the order of 20 µm or less. A correlation function
recorded at a human forearm is shown in Fig. 1.51, right.

Fig. 1.50 Left Atto 488/7 nM Atto 647N, molecules not linked. Right Alexa 488 and Cy5
partially linked by double-stranded DNA. Blue and Red Autocorrelation. Green Cross-correlation
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1.5.2.1 Including the Micro-Time of TCSPC in FCS

The calculation of FCS by the algorithms shown above are based exclusively on the
macro times of the photons. FCS and Cross-FCS can therefore also be obtained by
excitation with CW lasers. If the fluorescence is excited by pulsed lasers the micro
time of the photons can be used in several ways.

Simultaneous Recording of Fluorescence Decay Functions

Obviously, fluorescence decay curves can be obtained in parallel with the FCS
measurement. All that is necessary is to build up a photon distribution over the
micro times of the photons. The fluorescence decay is helpful to identify problems,
such as contamination by autofluorescence or Raman scattering. Fluorescence
decay times can also be used to improve FCS analysis of correlation curves with
several components.

Time Gating

FCS signals are sometimes contaminated by Raman scattering. Raman light shows
up as a sharp peak at the beginning of the fluorescence decay. The peak can be
gated off, either by setting a time gate in the TCSPC hardware [22], or by excluding
photons with macro times outside a defined time window (Fig. 1.52). Time gating
can also be necessary when FCS is recorded with pulse-interleaved excitation (PIE).

Filtered FCS

Micro times can be used to separate FCS signals of fluorophores of different
fluorescence decay times. In that case, the photons are weighted with a coefficient
derived from the micro time via a filter function [33, 62]. The technique can also be
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Fig. 1.51 Diffuse optical correlation. Left Basic experiment setup. Right Correlation curve
recorded at a human forearm, bh SPC-150 TCSPC module
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used to reject detector background signals, Raman scattering, or unwanted back-
ground fluorescence.

Global Fit of FCS and Decay Data

Another way to improve the separation of several diffusion components in FCS
analysis has been developed by Anthony and Berland [2]. Assume there are several
fluorescing species of similar or nearly similar excitation and emission spectra.
These species diffuse at different speed. In principle, the two diffusion components
can be separated by fitting the FCS data with a model that contains two diffusion
components. The problem is that, unless the diffusion times are very different, the
components can be separated only at limited accuracy. However, if the two species
have different fluorescence lifetimes the relative amplitudes can be obtained via
double-exponential decay analysis. The amplitudes can then be used in the FCS
analysis to obtain a more reliable fit. An even more robust fit is obtained if all
parameters, i.e. the fluorescence lifetimes, the component amplitudes, and the
diffusion times of the components are determined in a global fit [2, 3].

FCS Down to the Picosecond Time Scale

By including the micro times, photons can be correlated down to the picosecond
time scale. The principles has been introduced by Felekyan et al. in 2005 [60]. They
used two synchronised TCSPC modules in the setup shown in Fig. 1.53, left.
Fluorescence in a sample is excited by a CW laser in a femtoliter sample volume.
The fluorescence light is split into two detectors, the signals of which are recorded
by two TCSPC modules. The stop pulses for the time measurement come from an
external 80 MHz clock generator. The internal macro time clock is synchronised to
the signal at the stop inputs of the TCSPC modules [19]. The TCSPC modules work
in the parameter-tag-mode; the single-photon data are constantly read by the system
computer. By using both the micro times and the macro times FCS data were

Fig. 1.52 Gated FCS, detected light contains Raman scattering. Left Fluorescence decay with
Raman peak, FCS curve calculated from entire signal. Right Raman peak gated out, FCS
calculated inside selected time window. Note the increased FCS amplitude. Zeiss Intune system,
Becker & Hickl SPC-150 TCSPC FLIM Module with HPM-100-40 hybrid detectors
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obtained at a resolution of about 20 ps. The algorithm is described in [60], and
included in a single-molecule analysis software package of the University of
Düsseldorf [61].

At first glance, it may look surprising that this method works: The TCSPC
modules used in the setup determine the micro times by advanced TAC/ADC
principles. This delivers high resolution micro times at excellent stability. However,
the time scales of the micro time and the macro time are not strictly comparable,
and there may be minor overlaps or gaps in the two time scales. It can also happen
that photons with arrival times too close to a stop pulse are not recorded. However,
all these effects are correlated to the signal from the external clock oscillator. They
are not correlated to the photons. The correlation of the photon data therefore
delivers correct results.

Applications of picosecond correlation to dye-exchange dynamics of R123 in
micellar solutions and supra-molecular cyclodextrin-pyronin complexes are
described in [116, 1]. Combined with FRET measurement, the method has been
used to study conformational changes in a yellow chameleon Ca+ sensor [36]. It has
also been used to study complexes of adamantane and cyclodextrin [70], and
micellar exchange dynamics [35].

Picosecond correlation is easy with TCSPC devices using direct time-to-digital
conversion by TDC chips, especially if the chips contain several channels operated
by the same internal clock. A picosecond correlation curve recorded by a Becker &
Hickl DPC-230 photon correlator is shown in Fig. 1.54.

1.5.3 Single-Molecule Burst Analysis

Consider a solution of fluorescent molecules, excited by a focused laser beam
through a microscope lens, with the emitted photons being detected through a
confocal pinhole that transmits light only from a volume of diffraction limited size.
When the concentration of fluorescent molecules is small enough only one molecule
will be in the detection volume at a time. As the molecule diffuses through the
excitation/detection volume it emits photons. Thus, the detection signal consist of
bursts of photons caused by individual molecules. The photon bursts can be
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Fig. 1.53 Picosecond fluorescence correlation with two synchronised TCSPC modules
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recorded in the parameter-tag mode of a TCSPC device. Photon bursts from an
Alexa 488 Dextrane construct are shown in Fig. 1.55.

The idea behind single-molecule burst analysis is to determine as many as
possible fluorescence parameters for the individual bursts and build up multi-
dimensional histograms of the frequency of the bursts versus the parameter values.
A demonstration of the technique has been given by Widengren et al. [149]. FRET
pairs were constructed by linking different fluorophores to a deoxyoligonucleotide.
A mixture of these constructs was investigated in a confocal optical setup. The
photons were detected simultaneously under 0° and 90° polarisation and in two
wavelength intervals, and recorded by TCSPC in the parameter-tag mode. Indi-
vidual bursts were identified in the parameter-tag data. Within the bursts, the
fluorescence intensities and the fluorescence lifetime in both wavelength channels
and the fluorescence anisotropy were determined. From these data, two-dimensional
histograms of the burst frequency were built up versus the intensity ratio in the two
wavelength channels, the fluorescence lifetime and the fluorescence anisotropy.
Donor-only constructs, donor-acceptor constructs, and donor-acceptor constructs of
different donor-acceptor distance could be clearly identified in the histograms, see
Fig. 1.56.

Fig. 1.54 Picosecond photon correlation by DPC-230 photon correlator
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A frequent application of burst analysis is the detection of conformational
changes in biomolecules by single-molecule FRET techniques. Please see Chap. 9
of this book.

The technique has been used to detect conformational changes in the sarcoen-
doplasmic reticulum of calcium ATPase (SERCA). Two constructs were used. One
was had Cerulean at the N-terminus and an EYFP intra-sequence tag in the
nucleotide-binding domain (CY-CERCA, Fig. 1.57a). The other was labelled with
GFP in the N-domain and a TagRFP in the N-terminus (Fig. 1.57b). The molecules
were freely diffusing through the laser focus of a Leica SP5 two-photon micro-
scope. Fluorescence was detected simultaneously in two emission wavelength
intervals corresponding to the emission spectra of Cerulean and GFP. The photons
were recorded by a bh SPC-830 TCSPC module via a router. Parameter-tag data
were recorded and analysed as shown in Fig. 1.57c–f.

Figure 1.57c shows the intensity bursts caused by the transition of the molecules
through the laser focus. The bursts were identified in the data stream and a lifetime

Fig. 1.55 Photon bursts from single molecules in an intensity trace calculated from parameter-tag
data

Fig. 1.56 Frequency of photon bursts in a histogram of the donor/acceptor intensity ratio versus
the donor lifetime. The black ellipses mark donor-only events, the yellow ellipses donor-acceptor
events. Left to right Donor-acceptor distance 17, 13, and 9 base pairs. With permission, from
[149], by American Chemical Society
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analysis performed in the individual bursts. A histogram of the lifetimes obtained
over a large number of bursts is shown in Fig. 1.57d. Changes in the conformation
of the molecules result in different FRET efficiency and thus in different fluores-
cence lifetimes. The lifetimes were therefore translated into FRET efficiencies.
Histograms of the FRET efficiencies are shown in Fig. 1.57e, f. Four different
FRET states are visible in the figures. The FRET efficiencies were extracted by
fitting the distributions with four gaussian distributions. Figure 1.57g shows the
fluctuations of the FRET efficiency within a single burst. Also here, four different
FRET efficiencies can be identified. Figure 1.57h shows a distribution of the
duration the molecules spent in each FRET state. The distribution was fitted with a
bi-exponential model. This revealed two characteristic times, t1 and t2, the system
stayed in the individual FRET states.

The experiments were extended to SERCA-expressing cultured rabbit cardio
myocytes. Also here, four discrete structural states were found. The relative pop-
ulations of these states oscillated with electrical pacing. Low-FRET states were

Fig. 1.57 Single-molecule FRET of SERCA. a CY-SERCA comprises a Cerulean FRET donor
fused to the N-terminus of SERCA (grey) in the actuator, or A-domain, and an intrasequence FP
inserted in the nucleotide-binding, or N-domain. b RG-SERCA is an analogous construct
composed of a TagRFP acceptor fused to the N-terminus in the A-domain and GFP (green) donor
inserted in the N-domain. c Time-trace of fluorescence bursts from single molecules. d Histogram
of the fluorescence lifetimes obtained from RG-SERCA (red) or control GFP-SERCA (black).
e Histogram of the FRET efficiency calculated from the lifetime measurements shown in panel d.
A Gaussian fit reveals subpopulations consistent with four discrete conformations of SERCA.
f CY-SERCA also exhibited four discrete RET states. The reduced FRET efficiency of these states
(compared to panel e) was consistent with a larger Förster radius. g RG-SERCA single-molecule
FRET time trajectory. The horizontal lines indicate States I–IV (orange through green) identified
by Gaussian analysis of the distributions of the FRET efficiency. h Analysis of the dwell time for
SERCA-sampling States I–IV revealed a biphasic distribution of dwell times characterized by fast
(t1) and slow (t2) kinetics. With permission, from [118]
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most populated in the low-Ca phase (diastole), high-FRET states correlated with
high Ca (systole).

Burst recording and molecule FRET analysis has been used to detect confor-
mational changes [52, 57] also in F0F1-ATP synthase and even determine the step
size of its molecular rotor [58], see Chap. 9. EGFP was fused to the C terminus of
subunit α, and Alexa 568 attached to residue E2C at one of the c subunits, see Fig.
1.58, left. FRET occurs between the EGFP and the Alexa 568. The entire C ring
(blue) rotates against the upper part of the structure. This causes a change in the
distance between the EGFP and the Alexa 568 and, consequently, a change in the
FRET efficiency. The FRET efficiency was determined by recording fluorescence in
a red (acceptor, Alexa) and a green (donor (EGFP)) detection channel and calcu-
lating ratios of the count numbers. Bursts from constructs containing both the donor
and the acceptor were selected by wavelength-multiplexed excitation and analysing
the count numbers in both channels. Intensity traces and FRET distances for two
selected bursts are shown in Fig. 1.58, right.

There are two different models of the rotation of the C ring against the upper part
of the structure. One model predicts a step size of the rotation of 120°, the other a
step size of 36°. To decide between the two models the distances of subsequent
FRET states were identified in the data. The distances for subsequent states were
determined, and the density plot of distances shown in Fig. 1.59 was built up. It
shows the frequency of data pairs for subsequent FRET states (one distance versus
the subsequent one). The result is compatible with the prediction for 36° step size
(white line) but not with 120° step size (black line). Please see Chap. 9 for more
details.

Fig. 1.58 Left Model of E. coli F0F1-ATP synthase labelled with EGFP (donor, green, fused to
the C terminus of subunit α, orange) and Alexa 568 (acceptor, red, at residue E2C at one of the c
subunits (blue). Right Counts in green (donor) and red (acceptor) detection channel (bottom) and
donor-acceptor distances derived from FRET intensities for two selected photon bursts. The
arrows mark steps in the FRET distance. With permission, from [58]
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1.6 Summary

Multi-dimensional TCSPC builds up photon distributions over various parameters
of the photons. These can be inherent parameters of the photons, such as wave-
length, polarisation, or the location they are coming from, parameters describing the
state of the sample in the moment of the photon detection, or parameters actively
varied in the experiment setup. The advantage over classic approaches is that no
photons are suppressed in the recording process, and that the speed of the parameter
variation gets de-coupled from the photon detection rate. The signal-to-noise rate of
the results depends only on the total acquisition time, not on the time scale at which
individual parameters are resolved. Typical applications of multi-dimensional
TCSPC are multi-wavelength recording of fluorescence decay data, diffuse optical
imaging experiments, multi-spectral lifetime imaging of biological tissue, recording
of physiological changes in biological objects, fluorescence lifetime imaging
(FLIM), or combinations of these techniques like multi-wavelength FLIM, exci-
tation-wavelength multiplexed FLIM, time-series FLIM, recording of transient
changes in the fluorescence of a sample along a line (FLITS) or across a selected
area, and simultaneous fluorescence and phosphorescence lifetime imaging (FLIM/
PLIM). Moreover, data of the individual photons can be stored and used to build up
FCS and FCCS data or multi-dimensional histograms of single-molecule parame-
ters over a longer period of time or a large number of molecules. There are possible
TCSPC applications which have not finally been explored yet: TCSPC could be
combined with electro-physiology, with protein folding experiments, temperature-
jump techniques, and experiments that record changes in the metabolic state of cells
and tissue.

Fig. 1.59 FRET transition density plot. Distance pairs for subsequent FRET states, distance 1 and
distance 2. The result is compatible with the prediction for 36° step size (white line) but not with
120° (black line). With permission, from [58]
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Chapter 2
TCSPC FLIM with Different Optical
Scanning Techniques

Wolfgang Becker, Vladislav Shcheslavskiy and Hauke Studier

Abstract Scanning a sample with a focused laser beam and detecting light from the
illuminated spot delivers images of superior quality. The images are largely free of
lateral scattering, and data can be obtained from a defined plane inside the sample.
Moreover, nonlinear optical techniques and optical near-field techniques like mul-
tiphoton microscopy, STED or NSOM can be applied to record images from deep
sample layers or at a spatial resolution below the diffraction limit. Multi-dimensional
TCSPC combines favourably with these techniques. The result is a FLIM technique
with excellent spatial resolution, excellent image contrast, optical sectioning capa-
bility, near-ideal photon efficiency, excellent time resolution, and resolution of
multi-exponential decay profiles in the individual pixels of the image. Moreover, it
can be used to record multi-wavelength FLIM data, FLIM data for several excitation
wavelengths, spatial mosaics of FLIM data, FLIM Z stacks, and temporally resolved
FLIM data of physiological changes on the millisecond time scale. This chapter
describes the implementation of multi-dimensional TCSPC in the optical systems of
confocal and multiphoton laser scanning microscopes, the extension of the wave-
length range into the near infrared, the combination of TCSPC with galvanometer
scanners, piezo scanners and polygon scanners, the combination with endoscopic
systems and with optical systems for imaging of millimeter and centimeter-size
objects, and the use of TCSPC FLIM in near-field optical scanning (NSOM) and
stimulated emission-depletion (STED) microscopy systems.
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2.1 Introduction

Already in the 50th of the last century it was discovered that scanning improves the
image contrast. Consider a focused beam of light scanning over the sample, a
single-point detector measuring the light intensity returned from the excited spot,
and some kind of image reconstruction device, such as a CRT screen, that builds up
an image from the intensity values at each point of the scan. A device like that
records scattered light and out-of-focus blur only from the scanned pixel but not
from the other pixels of the sample. The contrast is thus better than for wide-field
illumination and detection by an image sensor: In this case, the image sensor in
every pixel detects scattered light from all other pixels of the illuminated area. The
difference between scanning and wide-field imaging can be dramatic, see Fig. 2.1.

Scanning alone, however, does not solve the general problem of microscopy of
thick samples: The image contains light not only from the focal plane but from the
entire depth of the sample. The images therefore quickly lose contrast with
increasing thickness of the sample. The problem was solved with the invention of
the confocal microscope by Minsky [65, 66]. Minsky combined scanning with
detection through a confocal pinhole. Light from outside the focal plane is not
focused into the pinhole and thus substantially suppressed. Although Minski used
confocal imaging for transmission microscopy the principle can be applied to
fluorescence microscopy as well.

After Minsky, confocal microscopy was ‘forgotten and then reinvented about
once every decade’, as James Pawley wrote in the introduction of the second edition
of the Handbook of Biological Confocal Microscopy [69].

The breakthrough came with the introduction of fluorescence techniques in
biological microscopy. Fluorescence techniques not only record images of the spatial
structure of a sample but also deliver information about biochemical parameters on

Fig. 2.1 Images obtained from a pig skin in the same microscope. Left Wide-field image. Right
Scan image. Focal plane about 20 µm below the tissue surface, image size 200 µm × 200 µm
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the molecular scale. While the spatial structure of a sample can still be retrieved from
a low-contrast image molecular information cannot. Molecular imaging relies on the
correct measurement of fluorescence intensities and fluorescence spectra in exactly
defined locations of the sample. Contamination of the signals by out-of-focus light is
the last thing one would like to have. Suddenly, there was a huge market for laser
scanning microscopes, and a ‘virtual explosion in the field of biological confocal
microscopy’ [26, 69, 81]. The next step came with the invention and introduction of
multiphoton microscopy [12, 82]. Different than confocal detection, which avoids
out-of-focus detection, multiphoton excitation avoids out-of-focus excitation.

The interest in the measurement of molecular parameters naturally also created
an interest in fluorescence lifetime detection. Different than the fluorescence
intensity, the fluorescence lifetime or, more exactly, the fluorescence decay func-
tion, depends on the molecular environment of a fluorophore but not on its con-
centration. Using the fluorescence decay functions, molecular interactions can thus
be determined unimpaired by the variable, and usually unknown concentration of
the fluorophores [12, 16, 76]. See also Chaps. 3, 4 and 7 of this book.

The optical sectioning capability of confocal and multiphoton laser scanning
microscopes is especially important in FLIM applications: The fluorescence decay
functions recorded from biological objects are usually multi-exponential. The decay
components have to be separated to obtain quantitative FRET results, distinguish
different proteins, different metabolic states, or to derive biochemical information
from autofluorescence. Separating several decay components is generally difficult
and requires a large number of photons in the pixels of the image [49]. The situation
becomes virtually hopeless if the pixels contain not only fluorescence of different
fluorophore populations but also fluorescence from different sample layers. Sup-
pression of out-of-focus signals is therefore a precondition for obtaining high-
accuracy lifetime images.

It is a lucky coincidence, or perhaps a result of the intuition of the designers, that
the most accurate and sensitive technique of fluorescence decay measurement, time-
correlated single photon counting, is almost ideally compatible with laser scanning
techniques. Multi-dimensional TCSPC is able to record images with a fully
resolved decay curve in each pixel of an image. The results are independent of the
scan rate of the scanning system: The signal-to-noise ratio depends only on the total
acquisition time, not on the scan rate. TCSPC delivers an excellent time resolution:
The IRF—the temporal point-spread function—is short and clean, and virtually free
of background. Thus, the combination of laser scanning techniques and multi-
dimensional TCSPC combines near-ideal resolution in space with near-ideal reso-
lution in time.

This chapter describes the implementation of multi-dimensional TCSPC in
confocal and multiphoton laser scanning microscopes, in imaging systems for
macroscopic objects and endoscope imaging systems, and in stimulated emission
depletion (STED) and near-field optical scanning (NSOM) microscopy.
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2.2 Laser Scanning Microscopes

2.2.1 Confocal Microscopes

2.2.1.1 Optical Principle

The basis of confocal detection is a pinhole in the upper focal plane of the
microscope, see Fig. 2.2, left. The principle was invented by Minsky in 1957 [65,
66]. Consider a point source located on the optical axis in the focal plane. The light
from this point (shown red) will be focused into a diffraction-limited spot in the
upper focal plane of the microscope. A pinhole placed on the optical axis in this
plane will transmit the light from the point source in the lower focal plane. Light
coming from points above or below the focal plane is focused into a plane below or
above the pinhole. As a result, only a small fraction of this light passes the pinhole.
The pinhole thus suppresses light from sample planes other than the focal plane.

A system as the one shown in Fig. 2.2, left, does, of course, not deliver an image
of the sample. To obtain a fluorescence image of the sample both the spot excited
by the laser and the point from which the light is detected must be scanned over the
sample. Minsky moved the sample by a electromagnetically driven resonance
device. Modern laser scanning microscopes use beam scanning by galvanometer
mirrors. The principle is shown in Fig. 2.2, right.

The collimated laser beam is deflected by the galvanometer mirrors. It then
passes the ‘scan lens’. The scan lens performs two tasks. It focuses the laser into the
upper focal plane, which is conjugate with the focal plane of the microscope

Focal
Plane

Sample

Objective

Lens

Pinhole

Upper Focal
Plane

Laser Fluorescence

Galvo
Mirrors

Scan 
Lens

Tube
Lens

Objective
Lens

Focal
Plane

Upper
Focal Plane

Fig. 2.2 Left Suppression of out-of-focus light by a confocal pinhole. Right Principle of scanning

68 W. Becker et al.



objective lens in the sample. Thus, the angular motion of the galvanometer mirrors
scans a focused spot of laser light over the focal plane in the sample. The second
task performed by the scan lens is to project the galvanometer-mirror axis into the
principal plane of the microscope lens. The motion of the laser beam at the back
aperture of the microscope lens is therefore mainly an angular one. This avoids
obstruction of the scan field by the small diameter of the microscope lens.

Fluorescence light emitted in the focal plane is returned via the same beam path.
After being reflected at the galvanometer mirrors the fluorescence light forms a
stationary collimated beam. In other words, the fluorescence beam is ‘descanned’. It
can therefore be focused into a stationary pinhole.

A comparison of a wide-field image, an ordinary (non-confocal) scan image, and
a confocal image is shown in Fig. 2.3. The increase in image contrast can clearly be
seen: The scan image is free of lateral scattering, the confocal image is also free of
out-of-focus blur.

A schematic drawing of the scan head of a confocal laser scanning microscope is
shown in Fig. 2.4. The collimated laser beam enters the scanner at the left. It is
reflected down into the microscope beam path by a dichroic mirror. It is further
reflected by the galvanometer mirrors. The scan lens projects the axis of the scan
mirrors on the microscope lens. The microscope lens focuses the laser beam into the
sample.

The fluorescence light from the excited spot is collected by the microscope lens,
and projected up to the galvanometer mirrors. It is de-scanned by the galvanometer
mirrors, separated from the excitation light by a dichroic mirror, and projected into
the pinhole. As described above, only light from the focal plane passes the pinhole.
Light from outside the focal plane is suppressed. The light that has passed the
pinhole goes through one or several filters and enters the detector.

It should be noted that an optical system of the type shown in Fig. 2.4 achieves
an out-of-focus suppression effect even without a pinhole. Light from far outside
the focal plane is de-collimated so strongly that is not projected on the detector.
Some early confocal microscopes therefore had no pinhole, but, nevertheless,
achieved reasonably good images. Also the surprisingly high quality of the image in
Fig. 2.3, middle, may be in part due to this effect.

Fig. 2.3 Left to right Wide-field image, non-confocal scan image, confocal image
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The optical design of a confocal scanner is anything but trivial. Ideally, the
pinhole has a diameter on the order of the diameter of the Airy disc in the upper
focal plane. Keeping the system aligned for different scan angles, scan amplitudes,
microscope lenses, wavelengths, and main dichroic beamsplitters requires
extraordinary mechanical reproducibility and optical and mechanical perfection.

2.2.1.2 FLIM with Confocal Microscopes

TCSPC FLIM is based on excitation of the sample with a high-frequency pulsed
laser, detecting single photons of the fluorescence light, and determining the times
of the photons after the laser pulses and the spatial coordinates of the excited spot in
the sample in the moment of the photon detection. The spatial coordinates are
determined by transferring scan synchronisation signals from the scanner into the
TCSPC module: A ‘frame’ pulse indicates the beginning of a new frame, a ‘line’
pulse the beginning of a new line, and a ‘pixel’ pulse the transition to the next pixel
within a line. The spatial coordinates of the photons are determined by counting
these pulses. The process is described in detail in Chap. 1, Sect. 1.4.5.

Adding a FLIM system to a confocal microscope may look simple at first glance:
A pulsed laser, typically a ps diode laser, and a fast photon counting detector would
be added to the system, and the detector output, a synchronisation signal from the
laser, and the scan clock pulses from the microscope scan controller be connected to
the TCSPC module.

In practice the task can be much more difficult. To be compatible with FLIM the
microscope must have one or several unused input ports for pulsed lasers and at
least one output port to a FLIM detector. A simple ‘confocal’ usually does not have
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Fig. 2.4 Principle of the scan
head of a confocal microscope
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these ports. Even if a port for the laser and a port for the detector are available the
scan head must have the laser beam combiners and the main dichroic beam splitter
suitable for the wavelength of the FLIM laser. These problems have severely
hampered the introduction of TCSPC FLIM into confocal microscopy. For these
reasons, TCSPC FLIM was introduced into multiphoton microscopy several years
earlier than in confocal microscopy [7].

Some confocal microscopes, such as the Zeiss LSM 710/780 family, are
available with pulsed one-photon excitation sources (ps diode lasers and a tuneable
fibre laser) and with a confocal output port, see Fig. 2.5, left. These systems are
fully compatible with FLIM [6]. A FLIM image recorded with the Zeiss LSM 710
and a bh SPC-150 TCSPC FLIM module is shown in Fig. 2.5, right.

Compatibility problems are, of course, avoided in confocal scanning systems
that are primarily designed for FLIM. An example is the Becker & Hickl DCS-120
system [5]. Picosecond diode lasers or super-continuum lasers are fibre-coupled to
the scan head. The scanner can thus be used with various excitation sources. Both
the scanner and the lasers are fully controlled by the FLIM system: The lasers can
be multiplexed synchronously with the pixels, lines, or frames of the scan for dual-
wavelength excitation [11], see Chap. 1, Sect. 1.4.5.3, or on-off modulated syn-
chronously with the pixels for phosphorescence lifetime imaging [9], see Chap. 1,
Sect. 1.4.7, and Chap. 6 of this book. The detectors are attached to the back of the
scan head and can easily be replaced. The system can thus be operated with various
detectors: GaAsP hybrid detectors [10] are used for the visible range, GaAs hybrid
detectors for the NIR, bi-alkali hybrid detectors or MCP PMTs for ultra-high
resolution FLIM, and GaAsP multi-wavelength detectors for spectrally resolved
FLIM [11].

Fig. 2.5 Left Confocal output from the scan head of the Zeiss LSM 710/780 microscope family.
Right Lifetime image of BPAE cells stained with Alexa 488 and Mito Tracker red. Excitation by
InTune (tuneable) laser. Becker & Hickl HPM-100-40 GaAsP detector and SPC-150 TCSPC
FLIM module. 1024 × 1024 pixels, 63× NA ¼ 1.4 oil immersion lens, pinhole 1 AU, excitation
wavelength 535 nm, laser power 1 %, detection from 550 to 700 nm
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2.2.2 Multi-photon Microscopes

2.2.2.1 Optical Principle

Multi-photon microscopes use a picosecond or femtosecond Ti:Sa laser to excite
the sample by two-photon absorption. Simultaneous absorption of two (or more)
photons has been theoretically predicted by Göppert-Mayer [40]. It has been sug-
gested for laser scanning microscopy by Wilson and Sheppard in 1984 [82] and
practically introduced by Denk and Strickler [27] in 1990. The efficiency of two-
photon excitation increases with the square of the excitation power density. With a
femtosecond titanium-sapphire laser the excitation process becomes so efficient that
no more than a few milliwatt of laser power in the focal plane are required to obtain
clear fluorescence images with endogenous [21, 25, 50, 51] and exogenous fluo-
rophores [19, 83]. ‘A few milliwatt’ may sound a lot of power compared to the µW
power levels used for one-photon excitation. It should, however, be noted that only
the absorbed power is essential for possible damage effects, not the incident power.
The power absorbed by the fluorophores is, however, no higher than for one-photon
excitation.

Two-photon excitation has a number of advantages over one-photon excitation.
First, the absorption—both one-photon and two-photon—of the sample at the

NIR wavelength of the Ti:Sa laser is very low. Also the scattering coefficient is
lower than at visible or ultraviolet wavelengths. Two-photon excitation therefore
penetrates deeper into tissue than one-photon excitation, see Fig. 2.6, left and
middle. Two-photon excitation can be used to excite fluorescence in tissue layers as
deep as 100 µm, in some cases even 1 mm [31, 51, 74, 77].

Second, noticeable two-photon excitation is obtained only in the focus (Fig. 2.6,
middle). Thus, two-photon excitation is a second way to obtain optical sectioning,
depth resolution and suppression of out-of-focus fluorescence. Different than one-
photon excitation with confocal detection, which avoids out-of focus detection,
two-photon excitation avoids out-of-focus excitation.
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Fig. 2.6 Left One-photon excitation. The effective excitation power decreases rapidly with
increasing depth. Middle Two-photon excitation. The NIR laser penetrates deeply into the sample.
Right The fluorescence from a deep focus is scattered on the way out of the sample. It leaves the
back aperture of the microscope lens in a wide cone
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Third, absorption and possible sample damage happens only within a thin layer
in and around the focal plane of the microscope. Two-photon excitation is therefore
benign to live cells and tissues [33, 34, 50–53]. It can even be used in clinical
applications [54, 55], see Chap. 15.

Non-descanned Detection

The fact that the fluorescence signal comes only from the focus leads to a another
advantage of two-photon excitation: A two-photon microscope is able to detect
photons which are scattered on the way out of the sample. Scattered photons leave
the back aperture of the microscope lens in a wide cone of light (Fig. 2.6, right). In a
one-photon system with a descanned confocal beam path these photons would be
lost. They can neither be fed through the narrow beam path of the scanner, nor can
they be focused into a pinhole. In a two-photon microscope, however, there is no
out-of focus excitation and, consequently, no need to use a pinhole. Two-photon
microscopes therefore divert the fluorescence from the excitation beam directly
behind the microscope lens and project it on a large-area detector, see Fig. 2.7. The
principle is called non-descanned (or ‘direct’) detection (NDD). A two-photon
microscope with non-descanned detection not only excites fluorescence in deep
sample layers, it also detects these photons efficiently [4, 31, 68].

The NDD beamsplitter is usually placed in the filter carousel of the microscope.
A lens in the NDD beam path projects a de-magnified image of the microscope lens
(not of the sample!) on the detector. A laser blocking filter suppresses laser light
scattered in the sample and in the optical system, a second filter selects the detection
wavelength range.
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Fig. 2.7 Two-photon excitation with non-descanned detection (NDD)
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A practical advantage of NDD in combination with multiphoton excitation is that
the scanner is far less complicated than for confocal detection. There is no need for
exactly cancelling the beammotion for different wavelengths, scan fields, or objective
lenses. It is also not necessary to focus the fluorescence in a diffraction-limited size
pinhole, and keep the alignment stable when filters or dichroics are replaced. All that is
required for multiphoton NDD imaging is that a laser beam of the correct diameter is
cleanly transferred into the back aperture of the microscope lens, and angle-scanned.
The simplifications in the scanner optics at least partially compensate for the high
price of a femtosecond laser. Two-photon microscopes can therefore be built by
attaching the laser and an optical scanner to a conventional microscope [29] or by
upgrading a one-photon system with a Ti:Sapphire laser [30, 60].

Two-Photon Excitation with Descanned Detection

For sake of completeness, it should be mentioned that two-photon excitation is also
being used with descanned detection. The advantage over non-descanned detection
is that the pinhole rejects daylight and optical reflections. Confocal detection may
also help suppress spurious fluorescence light if there is a highly fluorescence layer
close to the image plane. The disadvantage is that fluorescence photons scattered on
the way out of the sample are not detected. Descanned detection therefore does not
exploit the deep-tissue imaging capability of multiphoton excitation.

2.2.2.2 FLIM with Multiphoton Microscopes

The titanium-sapphire laser of multi-photon microscopes is a near-ideal excitation
source for FLIM: The pulse width is so short that it does not broaden the TCSPC
IRF, and the wavelength is tuneable over a wide range. Fluorophores with exci-
tation maxima shorter than 400 nm can easily be reached by two-photon or three-
photon excitation. As a drawback it is often stated that the repetition rate (typically
around 80 MHz) is too high for the fluorescence lifetimes of a number of fluoro-
phores. In practice, this is rarely a problem: Residual fluorescence from the previous
pulses can be taken into account in the data analysis by an ‘incomplete decay’
model [5, 6, 11], and increased background by pile-up of afterpulses can be avoided
by using hybrid detectors [10].

Most multiphoton microscopes have non-descanned detector ports to which the
FLIM detector(s) can be attached. NDD ports of the Zeiss LSM 710/780 NLO
family are shown in Fig. 2.8.

An example of two-photon NDD FLIM is shown in Fig. 2.9. The images show
an unstained pig skin sample exited by two-photon excitation at 800 nm. The left
image shows the wavelength channel below 480 nm. This channel contains both
fluorescence from endogenous fluorophores and SHG signals. The SHG fraction of
the signal has been extracted from the FLIM data and displayed by colour. The right
image is from the channel >480 nm. It contains only fluorescence, the colour
corresponds to the amplitude-weighted mean lifetime of the multi-exponential
decay functions.
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2.2.3 Image Size in FLIM

FLIM for laser scanning microscopy was introduced with the SPC-730 modules of
Becker & Hickl in 1998. The FLIM data were built up by the on-board processing
logics in the memory of the TCSPC module. The size of the FLIM images was
therefore limited by the size of the on-board memory. Typical images had
128 × 128 pixels, and 256 time channels per pixel. The image size increased by a
factor of four with the introduction of the SPC-830 modules.

After the introduction of multi-core CPUs larger images could be recorded by
using software accumulation of the data, see Chap. 1, Sect. 1.3.2, Fig. 1.11. Limited
by the amount of memory addressable by Windows 32 bit, the typical image size

Fig. 2.8 NDD detection at the LSM 710. Left Upright microscope. Middle Inverted microscope.
Right NDD beamsplitter cube for two FLIM detectors. The 90° output is shown with the detector
de-attached

Fig. 2.9 Two-photon FLIM of pig skin. LSM 710 NLO, excitation 800 nm, HPM-100-40 hybrid
detector, NDD. Left Wavelength channel <480 nm, colour shows the percentage of SHG in the
recorded signal. Right Wavelength channel >480 nm, colour shows amplitude-weighted mean
lifetime. Analysis by Becker & Hickl SPCImage software [11]
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was 512 × 512 pixels, 256 time channels. This is more than enough to obtain
diffraction-limited microscopy images of cells and tissue samples at a time reso-
lution (time-channel width) on the order of a few 10 ps.

However, there are FLIM applications that make it desirable to record FLIM data
of larger size. Examples are imaging of a large number of cells in the same field of
view, tissue imaging, or FLIM measurements over additional parameters, such as
wavelength, depth in the sample, or time after a stimulation. Such applications
require an amount of memory space which is only available in a 64-bit environ-
ment. A typical PC running Windows 64 bit is able to use about 16 GB of memory,
as compared to 4 GB for Windows 32 bit. With 16 GB of memory, FLIM data can
be recorded at a resolution of 2048 × 2048 pixels and 256 time channels, or
1024 × 1024 pixels and 1024 time channels. Several such data sets can even be
recorded simultaneously if the FLIM system has several TCSPC channels.

An image of a convallaria sample recorded with 2048 × 2048 pixels is shown in
Fig. 2.10. The image on the left is the entire FLIM image, the image on the right is a
digital zoom into the area marked in the in the image shown left.

2.2.4 Signal-to-Noise Ratio and Acquisition Time of FLIM

There is probably no TCSPC parameter that is discussed more controversially than
the acquisition time of FLIM. Therefore, this section gives an overview on the
signal-to-noise ratio of fluorescence lifetime measurement, on the acquisition time
of FLIM, and on the influence of the imaging conditions on these parameters.

Fig. 2.10 FLIM recorded with 2048 × 2048 pixels and 256 time channels per pixel. Left Entire
image. Right Digital zoom into indicated area of left image. bh DCS-120 confocal scanning FLIM
system, Zeiss Axio Observer microscope, ×20 NA ¼ 0.5 air lens
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Signal-to-Noise Ratio of Fluorescence Lifetime Measurement

From a single-exponential fluorescence decay recorded under ideal conditions the
fluorescence lifetime can theoretically be obtained with relative standard deviation,
or signal-to-noise ratio, SNRτ, of

SNR2
s ¼ N1=2

with N ¼ number of recorded photons [3, 39, 49]. In other words, the fluorescence
lifetime can be obtained at the same accuracy as the intensity. Measurement under
ideal condition means the decay function is recorded with an instrument response
function that is short compared to the decay time, into a large number of time
channels, within a time interval several times longer than the decay time, and with
negligible background of environment light, detector dark counts or afterpulsing
from previous excitation periods [49]. Carefully conducted TCSPC and TCSPC
FLIM measurements come very close to this limit.

Acquisition Time

The equation given above can be used to estimate the number of photons and the
acquisition time needed to record a fluorescence lifetime image. For a given signal-
to-noise ratio expected from the measurement, a number of photons, N, of

N ¼ SNR2
s

in one pixel is required. For the entire lifetime image, this number of photons has to
be multiplied with the number of pixels in the image, i.e.

N ¼ SNR2
s � px � py

with px, py being the number of pixels in x and y. The time to acquire these photons is

T ¼ SNR2
s � px � py=R

with R being the photon rate in photons per second. Figure 2.11, left, shows the
acquisition time as a function of the desired signal-to-noise ratio for different image
size. A photon rate of 106/s was assumed. A count rate on this order can be obtained
from reasonably bright samples in good optical systems with hybrid detectors.
Higher count rates are, in principle, possible by TCSPC FLIM (see Chap. 1, Sect. 1.
2) but often cause photobleaching and photo-induced intensity and lifetime changes
in the samples.

As can be seen from Fig. 2.11, left, an image of 512 × 512 pixels with a signal-to-
noise ratio of 10 (a relative standard deviation of 10 %) is obtained within less than
30 s. For smaller pixel numbers the acquisition time is correspondingly shorter: A
128 × 128 pixel image of the same accuracy is obtained in 1.6 s. However, an
acquisition time of almost 1 h would be needed to record a lifetime image of 512 × 512
pixels with a signal-to-noise ratio of 100 (a relative standard deviation of 1 %).
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Surprisingly, the acquisition time of FLIM for a given accuracy is often shorter
than the times shown in Fig. 2.11, left. The explanation is that the lifetime analysis
software uses, or can use, binning of the fluorescence decay data, see [11]. That
means the decay information for every pixel is taken not only from a single pixel
but also from pixels around it. This works well especially for large images: These
images are often oversampled. That means there are several pixels inside the area of
the Airy disc of the microscope lens. Lifetime data of pixels within the radius of the
Airy disc are, of course, highly correlated. Binning them for lifetime analysis is
therefore justified. With the definition of the binning factor, n, used in SPCImage
time-domain FLIM analysis software [11], the effective number of pixels, pxleff, of
an image with px· py pixels is

pxleff ¼ px � py=ð2nþ 1Þ2

and the acquisition time becomes

T ¼ SNR2
s � px � py=Rð2nþ 1Þ

The acquisition time for a binning parameter of 2 (a 5 × 5 pixel area with the
current pixel in the centre) is shown in Fig. 2.11, right. For a 512 × 512 pixel image
an accuracy of 10 % is reached in 5.2 s, an accuracy of 1 % in 500 s. Even images
with 1024 × 1024 and 2048 × 2048 pixels and moderate accuracy are within reach.
FLIM images recorded within 5 s acquisition time are shown in Fig. 2.12.

Multi-exponential Decay Functions

The required number of photons increases if multi-exponential decay functions are
to be resolved into their decay components. In [49] the number of photons required
to resolve a double-exponential decay was estimated to be N ¼ 400,000. A number
of photon per pixel this high is, of course, entirely beyond the capabilities of a
typical biological sample [49] is therefore often used as an argument that double-
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Fig. 2.11 Left Acquisition time versus desired signal-to-noise ratio of the lifetime for different
image size at a photon rate of 106 s−1. Right Acquisition time for 5 × 5 pixel binning of the lifetime
data
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exponential analysis of FLIM data is impossible. Fortunately, the prospects of
separating two lifetime components improve dramatically with the ratio of the two
lifetimes and with the amplitude factor of the short lifetime component. The lifetime
components assumed in [49] were 10 % of 2 ns and 90 % of 4 ns. This is an
extremely unfavourable situation which indeed requires an exceedingly high
number of photons. Fortunately, the decay profiles encountered in FRET and
autofluorescence measurements have a much more favourable composition. Usually
the lifetime components are separated by a factor of 5–10, and the amplitude of the
fast component is 50–90 %. Under such conditions double or even triple expo-
nential analysis is feasible on no more than a few 1000 photons per pixel, and very
satisfactory results are obtained from 10,000 photon per pixel.

Where Are the Photons Coming from?

A parameter that is often ignored when different FLIM techniques are compared is
from where in the sample the photon are detected, see Fig. 2.13. Different FLIM
techniques use different optical systems. Confocal or multiphoton FLIM detects
only from a thin layer around the focal plane of the microscope, wide-field FLIM
from the entire depth of the sample. As a result, wide-field FLIM detects much
more photons per pixel and second than confocal of multiphoton FLIM. That means
the photon rate, R, becomes higher, and the acquisition time correspondingly
shorter. However, this comes at a price: The additional photons come from the
wrong volume elements inside the sample. On this background, some moderate
binning in TCSPC FLIM appears acceptable: At least, the photons in the individual
pixels are coming from the correct image plane, and from a clearly defined area
around the current pixel.

Fig. 2.12 FLIM of a BPAE sample stained with Alexa 488 and Mito Tracker red. Acquisition
time 5 s, 256 × 256 pixels, SPCImage binning parameter 2. Average count rate 106 s−1. Two-
channel FLIM, 485–560 nm (left), 560–650 nm (right)
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Why Does Lifetime Imaging Need More Photons Than Intensity Imaging?

The fact that, for the same number of photons, FLIM achieves the same signal-to-
noise ratio as intensity imaging is in apparent contradiction with common experience:
From the same sample imaged under similar excitation conditions, intensity images
are obtained in a far shorter acquisition time than FLIM images. What is wrong?

The mistake is to implicitly assume that ‘intensity imaging’ (in the sense of spatial
imaging) and FLIM are recording the same physical properties of the sample. This is
wrong: Intensity imaging aims at resolving the spatial structure of the sample. To do
so, it uses the fluorescence intensity of a fluorophore attached to the internal sample
structures. In other words, intensity imaging records the concentration variation of a
fluorophore in the sample. The relative concentration in stained and unstained
structures of the sample can vary by a factor 100 andmore. Structural information can
therefore be obtained with no more than a few photons per pixel.

FLIM aims at resolving changes in the fluorescence lifetime, i.e. in the quantum
efficiency of the fluorophore. Relative changes in these parameters are much
smaller than the concentration changes. Lifetime changes are usually in the 1–10 %
range. Consequently, a higher signal-to-noise ratio, and, because of the SNR2

dependence, a far higher number of photons is needed. A higher number of photons
cannot be obtained by simply increasing the excitation power.

Sample-Limited Count Rates

The difference described above are further enhanced by photobleaching. Moderate
photobleaching has no effect on the spatial structure of a sample. Intensity mea-
surements (in the sense of spatial imaging) can therefore be performed at relatively
high excitation power.

It may be expected that photobleaching also has no effect on FLIM: FLIM is
independent of the fluorophore concentration. Some loss in fluorophore concentra-
tion therefore should not have an impact on the recorded lifetimes. Unfortunately,
this is usually not the case. Biological samples may contain several fluorophores, and,
especially those used for FLIM, fluorophores in different states of interaction with the
molecular environment. Different fluorophores and different fluorophore fractions

FluorescenceFluorescence
Sample Sample

Wide-Field
Confocal

or 
Multiphoton

detecteddetected

Fig. 2.13 Wide-field imaging detects photons from the entire depth of the sample, confocal and
multiphoton imaging only from the focal plane

80 W. Becker et al.



bleach at different rate. As a result, unpredictable changes in the composition of the
fluorophores and thus in the fluorescence decay parameters can occur. Moreover,
photobleaching generates radicals, and these have a destructive effect on the proteins.
Photobleaching may therefore not only change the fluorophores but also the
molecular structure of the specimen itself. This is a general problem for all molecular-
imaging experiments, not only for those using FLIM.

Another feature of molecular-imaging experiments is that the fluorophores are
usually linked to highly specific sites of selected proteins. That means the effective
fluorophore concentration is low. For a given emission rate, the molecules perform
more excitation-emission cycles, and, consequently, photobleach faster. Any
attempt to increase the emission from the sample (to reduce the acquisition time) by
increasing the excitation power makes the situation worse. The only way to keep
the acquisition time short and photobleaching artefacts low is to use high photon
collection efficiency (high NA objective lenses and good detectors). Under such
‘sample-limited’ conditions, TCSPC FLIM delivers a better lifetime accuracy in a
given acquisition time (and vice versa) than any other FLIM technique with a
comparable optical system. It also delivers better results than techniques based on
intensity imaging, as has been confirmed for FRET experiments [70].

2.2.5 Nonlinear Scanning

Some laser scanning microscopes, such as the Leica SP5 and SP8, use a sinusoidal
scan in x direction. The advantage of a sinusoidal scan is that the scanner can be
operated at a higher line frequency. A positive side effect is that an intensity drop
towards the edge of the field is compensated by longer pixel integration time in
these areas.

It is sometimes believed that TCSPC FLIM delivers distorted images when
combined with sinusoidal scanning. This is not correct. The reason is that the
microscopes compensate for the nonlinearity of the scan by a non-equidistant pixel
clock. The pixel clock periods are shorter in the centre and longer at the outer parts
of the line, see Fig. 2.14, left. The distance along the line then becomes a linear
function over the number of pixel clocks. A FLIM system that synchronises the
recording along the lines with the pixel clock of the microscope thus records an
undistorted image, see Fig. 2.14, right.

2.2.6 Tuneable Excitation

Most confocal microscopes work with a number of discrete laser wavelengths. For
use with a wide range of fluorophores it is, of course, desirable to tune the excitation
wavelength exactly to the absorption maximum of the fluorophore used. Tuneable
excitation is, in principle, available in multiphoton microscopes with titanium-
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sapphire lasers. However, the price of such systems is high, the tuning speed is low,
and the tuning range is not sufficient to cover the excitation spectra of all dyes used
in fluorescence microscopy.

Scanning microscopy with tuneable excitation has a long history. The first
confocal scanning microscope developed by Minsky [65, 66] in 1957 used wide-
band illumination by a conventional lamp and a 50 % wideband beamsplitter.
Minsky’s microscope was, in principle, a tuneable system: By inserting different
filters, the microscope could be used at any desired wavelength. Unfortunately,
Minsky did not use fluorescence for image formation. The reason was certainly not
the detector—photomultipliers for low-intensity detection were routinely used at
this time. Presumably, the benefits of using fluorescence had just not been dis-
covered yet. In 1962, Freed and Engle [35] described a scanning microscope that
used an arc lamp as a light source. The wavelength of the illumination light was
selected from the lamp spectrum by a monochromator. Also this system was
described for reflected light only. Fluorescence was not mentioned although the
instrument must have been able to record fluorescence images by simply inserting
the right filter in the detection path.

The first tuneable excitation scanning fluorescence microscope was described by
Van der Oord et al. [78, 79]. They used synchrotron radiation for excitation. The
excitation wavelength was selected from the wideband continuum by a filter in front
of the input of the laser scanning microscope. A similar instrument was described in
[67]. The instrument described in [78] was even used for FLIM by parallel-gated
photon counting.

With the introduction of light sources based on super-continuum generation in
photonic crystal fibres a bright tuneable light source became available for laser
scanning microscopy [61, 62]. By an acousto-optical tuneable filter (AOTF) any
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Fig. 2.14 Left Sinusoidal scan and linearization by non-equidistant pixel clock. Right
Autofluorescence FLIM image of a pig skin sample. Leica SP5 MP, two-photon excitation at
800 nm, Leica hybrid detectors, bh SPC-830 TCSPC FLIM module running at external pixel clock
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wavelength from less than 400 nm to more than 1000 nm can be selected from the
super-continuum.

However, if the tuneability of the light source is to be practically used there is an
optical problem. The laser scanning microscope uses a dichroic beamsplitter to
reflect the excitation light down to the microscope lens, and transmit the emission
light to the detectors, see Fig. 2.15, left. This beamsplitter can only be made only
for a single, or a limited number of excitation wavelengths. If the microscope has to
be used for a wide range of excitation wavelengths the beamsplitter must be
replaced for every wavelength. It is possible to use several dichroic mirrors on a
wheel, but this has other disadvantages: To maintain confocal alignment for dif-
ferent beamsplitters extraordinary mechanical stability is required. Moreover,
switching dichroics by rotating a wheel takes time. This makes fast wavelength
multiplexing (see below) impossible.

The easiest way to avoid these problems is to go back to Minsky’s original
design and use a partially reflective mirror, see Fig. 2.15, right.

At first glance, a wideband beamsplitter may appear a very poor design: A
considerable part of the emission and the excitation light would be lost. A some-
what closer look, however, shows that Minsky’s approach is not so poor after all:
The vast majority of TCSPC FLIM experiments (probably also of other LSM
applications) is performed at less than 10 % of the available laser power. Under
these conditions, a loss in excitation power at the beamsplitter can easily be
compensated by increasing the laser power at the input of the scanner. The loss in
the detection beam path can be kept low with a beamsplitter with a reflection/
transmission ratio of more than 50/50. An 80/20 beamsplitter—with 80 % trans-
mission in the fluorescence path—loses only 20 % of the light. A loss of 20 % of
the fluorescence photons results only in a 10 % decrease in lifetime accuracy, see
Sect. 2.2.4 of this chapter.

Wideband beamsplitters are available in most commercial laser scanning
microscopes. Adding tuneable excitation to a confocal laser scanning system thus
does not require more than a suitable laser input port. An example is shown in
Fig. 2.16. The figure shows autofluorescence FLIM of a pig skin sample excited by
a supercontinuum laser at 450 nm (left) and 532 nm (right). A 60/40 transmission/
reflection beamsplitter was used in the scanner.
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Fig. 2.15 Confocal scanner with dichroic beamsplitter (left) and wideband beamsplitter (right)
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2.2.7 Excitation Wavelength Multiplexing

TCSPC FLIM is able to work with several multiplexed excitation wavelengths. To
avoid interference with the scanning the wavelength must be switched synchro-
nously with the frames, lines, or pixels of the scan. The current wavelength is
indicated to the TCSPC module by one or more bits of the routing signal [8, 11].
The TCSPC module then records the photons excited by different laser wavelengths
into separate photon distributions. The principle is described in detail in Chap. 1,
Sect. 1.4.5.3.

The multiplexing and the routing signals can be generated directly by the scan
controller [5, 11] or by external electronics [11], see also Chap. 18. Wavelength
switching on the laser side can be achieved by controlling several picosecond diode
lasers via their on/off inputs or by selecting different wavelengths from the spectrum
of a super-continuum laser via its AOTF, see also Chap. 18. In both cases the
switching time is on the order of a few microseconds or faster.

On the optical side, excitation wavelength multiplexing faces the same problems
as tuneable excitation: Two or three fixed wavelengths can still be coupled into the
beam path by a multi-band dichroic. However, if more wavelengths are multi-
plexed, or if the wavelengths must be freely selectable the only practicable solution
is a wideband beam splitter. Another requirement is, of course, that the excitation
wavelengths must not overlap with the transmission bands of the filters in the
detection beam path. Examples of wavelength multiplexing in FLIM microscopy
are shown in Chap. 1, Fig. 1.30. Excitation wavelength multiplexing in a scanning
system for diffuse optical imaging is shown in Chap. 18, Fig. 18.12.

Fig. 2.16 Tuneable excitation with supercontinuum laser and 60/40 wideband beamsplitter.
Excitation at 450 and 532 nm, detection from 460 to 500 nm and 590 to 650 nm. Pig skin,
autofluorescence
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Excitation wavelength multiplexing is a promising technique to obtain better
separation of signals from endogenous fluorophores. It could also become impor-
tant for clinical applications: It has recently been shown that excitation and fluo-
rescence decay detection at two wavelength combinations yields increased
discrimination between healthy tissue and cancer tissue [71].

2.3 FLIM with Near-Infrared Dyes

Near-infrared dyes are used as contrast agents and as fluorophores in diffuse optical
imaging applications [20, 47, 57, 59]. Diffuse optical imaging (or diffuse optical
tomography, DOT) reconstructs internal structures and scattering and absorp-
tion parameters of tissue from diffusely transmitted or reflected photons, see
Chaps. 17–19 of this book. By using wavelengths between 650 and 900 nm
information about the tissue constitution can be obtained up to a depths of several
centimetres. For these applications it is important to have information about binding
of the dyes to proteins, DNA, collagen, and other cell constituents available. It is
also important to know whether the dyes change their fluorescence lifetimes—and
thus quantum efficiencies—on binding, and whether these lifetime changes depend
on the binding targets [16, 17]. Possible lifetime changes may interfere with the
reconstruction of the tissue structure and tissue parameters from time-resolved data,
but may also be exploitable to gain additional biological information [38, 18, 84].
Moreover, the penetration depth in the NIR—even for a confocal system—can be
expected to be noticeably higher in the NIR than for excitation and detection in the
visible range of the optical spectrum.

2.3.1 Optical System

At first glance, FLIM at NIR wavelengths should neither be a problem on the
detection nor on the excitation side: FLIM detection in the 700–900 nm range can
be achieved by hybrid detectors or PMTs with GaAs cathodes, or with single-
photon avalanche photodiodes. TCSPC FLIM electronics works equally well with
all these detectors [8, 11]. Picosecond diode lasers for the red and near-infrared
range are available with 640, 685, and 785 nm, the Intune laser of the Zeiss LSM
710/780/880 microscopes can be tuned up to 645 nm, and super-continuum lasers
with acousto-optical filters deliver any wavelength from the visible range to more
than 1000 nm. Multiphoton microscopes have a Ti:Sapphire laser that works from
about 700 m to 1000 nm. The wavelengths available from these light sources are
compatible with the (one-photon) excitation spectra of a wide variety of NIR dyes.

It is often believed that NIR FLIM requires nothing than an NIR sensitive
detector and an NIR laser of appropriate wavelength. Unfortunately, this is not
correct. The problem is in the main dichroic beamsplitter optics of the laser
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scanning microscope, see Fig. 2.17. A combination of a ‘normal confocal’ with a
near-infrared laser is shown in Fig. 2.17, left. It does not work because the main
dichroic beamsplitter does not reflect the laser down to the sample. It cannot do so
because it is designed to transmit the fluorescence signal from the visible range all
the way up to the NIR. The attempt to use the Ti:Sa laser of a multiphoton
microscope as a conventional (one-photon) excitation source is shown in Fig. 2.17,
middle. Also this configuration does not work: The main dichroic beamsplitter is
designed to transmit fluorescence at the short-wavelength side of the laser. How-
ever, the one-photon excited NIR fluorescence is on the long-wavelength side. The
beamsplitter therefore does not transmit the fluorescence to the detector. The third
configuration, shown in Fig. 2.17, right, tries to excite the fluorescence by two-
photon excitation. Also this configuration does not work: The beamsplitter is
designed to reflect the laser from about 700 nm all the way up to >1000 nm.
Consequently, it does not transmit the fluorescence.

A possible way to solve these problem is to use a wideband beamsplitter. This is
a semi-transparent mirror that splits the light into two components independently of
the wavelength. Many microscopes have an ‘80/20’ (wideband) beamsplitter in
their beamsplitter wheels. With With this beamsplitter the confocal setup works
both with an NIR laser and with the titanium-sapphire laser (used for one-photon
excitation), see Fig. 2.18, left and middle. A disadvantage is that the wideband
beamsplitter loses light. However, this is less problematic than commonly believed,
see Sect. 2.2.6.

The configuration in Fig. 2.18, right, uses two-photon excitation and non-de-
scanned detection. In that case, the fluorescence light is split off by a dichroic mirror
in the filter carousel directly behind the microscope lens. Of course, the mirror
normally inserted in this place cannot be used—it is designed to transmit the laser
from 700 nm up to >1000 nm. It thus does not reflect the fluorescence. However,
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Fig. 2.17 Beamsplitter configurations in laser scanning microscopes. Left Confocal, the NIR laser
is not reflected to the sample. Middle Ti:Sa laser of multiphoton microscope used for one-photon
excitation in the NIR, the fluorescence is not transmitted to the detector. Right Two-photon
excitation, the fluorescence is not transmitted to the detector
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replacing the dichroic mirror in the filter carousel is easy. The problem of the
configuration of Fig. 2.18, right, is that a femtosecond laser of long wavelength is
needed to excite NIR dyes efficiently [84]. This is usually an OPO. A two-photon
NIR-detection system with two-photon excitation is therefore not a cheap solution.

FLIM images recorded in these three configurations will be presented below.

2.3.2 Confocal System, One-Photon Excitation with ps Diode
Laser

Figure 2.19 shows a FLIM image recorded by a Becker & Hickl DCS-120WB
confocal FLIM system with picosecond diode laser excitation and a wideband
beamsplitter [5]. The photons were detected by a HPM-100-50 GaAs hybrid
detector [11]. As a test sample we used pig skin stained with indocyanine (ICG)
green. The skin samples were immersed for 30 min in a 30 µm ICG solution and
then immediately used for imaging.

ICG has an absorption maximum around 780 nm. At concentrations higher than
about 50 µm/l ICG forms aggregates which have an absorption maximum at
690 nm. The fluorescence is emitted around 820 nm [28]. The small stokes shift
between the absorption and the emission makes it difficult to suppress scattered
laser light and wideband spectral background of the diode laser. Fortunately, ICG
has sufficient absorption down to 630 nm. We therefore used a 640 nm BDL-SMC
ps diode laser for the experiments. This provided convenient spacing between the
excitation and emission wavelengths, and solved any filter leakage problems.

The image shown in Fig. 2.19, left, is from a focal plane about 20 µm below the
top of the skin. There are surprisingly large changes in the fluorescence lifetime
throughout the sample. Two fluorescence decay functions from selected spots with
the corresponding decay parameters are shown in Fig. 2.19, right.
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Fig. 2.18 Solutions to NIR FLIM. Left Confocal system with 80/20 wideband beamsplitter.
Middle Multiphoton system, but Ti:Sa laser used for 1-photon excitation, 80/20 wideband
beamsplitter. Right Multiphoton system, multiphoton excitation by OPO, non-descanned detection
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It is known that ICG has a lifetime of about 200 ps in water, and about 600 ps
when bound to serum albumin. In the short-lifetime regions (yellow-orange in
Fig. 2.19, left) the lifetimes of the decay components are 231 and 576 ps. This is
marginally compatible with a mixture of bound and unbound ICG. In the long-
lifetime areas (blue-green in the images) the fit delivers decay components with
lifetimes of 470 and 833 ps. This is clearly incompatible with a simple mixture of
bound and unbound ICG. It may be an effect of aggregation. However, in that case
it should rather be observed at the edge of the tissue where the staining concen-
tration is high.

Whatever the reasons of the lifetime changes are, the results show that the
assumption of an essentially invariable fluorescence lifetime (and thus quantum
efficiency) of ICG in biological systems is not correct. The variability may have an
impact on the reconstruction of tissue parameters in diffuse optical imaging
experiments.

An image of a pig skin sample stained with DTTCC (3,3ʹ-diethylthiatricarbo-
cyanine) is shown in Fig. 2.20, right. The incubation time was 16 h. There is not
only excellent contrast in the image, but also different fluorescence lifetime in
different tissue structures. What the mechanism of the lifetime variation is, and to
which tissue parameters the lifetime reacts must be verified by further experiments.

Fig. 2.19 Pig skin sample stained with ICG. Left Lifetime image about 20 µm from the top of the
skin. Right Decay curves in different areas of the image. Fit with double-exponential model,
intensity-weighted lifetime. DCS-120 WB system, HPM-100-50 detector. FLIM data format
512 × 512 pixels, 256 time channels. Data analysis with Becker & Hickl SPCImage [5, 11]
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2.3.3 Confocal System, One-Photon Excitation
by Ti:Sa Laser

For the images shown in Fig. 2.21 we used a Zeiss LSM 710 NLO multiphoton
microscope. The Ti:Sa laser was used for one-photon excitation at a wavelength of
780 nm. The FLIM data were recorded by a Becker & Hickl Simple-Tau 150 FLIM
system [11]; the photons were detected by a Becker & Hickl HPM-100-50 hybrid
detector [11]. The detector was attached to a BiG type confocal output port of the
LSM 710 scan head [6], see Fig. 2.5. The excitation wavelength was 780 nm. The 80/
20 beamsplitter of the LSM 710 scan head was used. Scattered laser light was
suppressed by an 800 nm long-pass filter in front of the HPM-100-50 detector.
Despite of the 80 % loss in the 80/20 beamsplitter the excitation power in the sample
was too high even when the power was turned down to <1 % by the AOM of the
microscope. We therefore inserted an additional attenuator in the laser beam path.

FLIM images of a pig skin sample stained with DTTCC (3,3ʹ-diethylthiatri-
carbocyanine) are shown in Fig. 2.21. Also in these images, large lifetime differ-
ences are seen. However, the behaviour is not the same as in Fig. 2.20, right. We
believe that this is a result of the incubation time. The sample in Fig. 2.20 was
incubated for 12 h, the sample in Fig. 2.21 for only 20 min. Therefore the dye has
not fully diffused into the tissue, and not entirely bound to the tissue constituents.
Slow binding has also been observes for other carbocyanines [42] and thus must be
taken into consideration also for DTTCC.

Fig. 2.20 Pig skin samples
stained with 3,3ʹ-
diethylthiatricarbocyanine. bh
DCS-120 WB confocal FLIM
system, excitation 650 nm,
detection 68–900 nm, HPM-
100-50 detector
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2.3.4 Two-Photon FLIM with OPO Excitation

The images shown below were recorded by a Zeiss LSM 710 NLO multiphoton
microscope with OPO excitation. A HPM-100-50 hybrid detector was attached to
the non-descanned output of the microscope. The data were recorded by a Simple-
Tau 150 FLIM system.

Figure 2.22 shows an image obtained from pig skin stained with methylene blue.
Methylene Blue is a biomedically interesting compound. It has anti-viral and anti-
bacterial effects, and it has been evaluated as a drug against malaria [73]. It has been
applied to induce apoptosis in cancer cells [80], and to treat psoriatic skin lesions by
photodynamic therapy [72]. The use of methylene blue to treat Alzheimer disease
has been under clinical trial [63].

Methylene Blue has an absorption band from 550 to 690 nm, with a maximum at
660 nm. Fluorescence is emitted from 650 to 750 nm, with a maximum at 680 nm.
It can thus be expected that two-photon excitation works well in the range from
1000 to 1300 nm.

A FLIM image is shown in Fig. 2.22, left. The sample was excited at 1200 nm,
the fluorescence was detected from 680 to 780 nm. Excitation was surprisingly
efficient. No more than 4 % of the available OPO power were needed to obtain a
count rate on the order of 1 MHz. Decay curves from characteristic spots are shown
in Fig. 2.22, right. The decay profiles are multi-exponential but can be reasonably
fitted by a double-exponential decay model. The amplitude-weighted lifetime in
different parts of the tissue varies by almost a factor of two.

To prove that the OPO system is able to excite also dyes with longer absorption
wavelength we recorded FLIM Images of a similar sample stained with ICG.

Fig. 2.21 Pig skin samples stained with DTTCC. Zeiss LSM 710 NLO, Ti:Sa laser used for one-
photon excitation. Excitation wavelength 780 nm, detection wavelength 800–900 nm. HPM-100-
50 hybrid detector, Simple-Tau 152 FLIM system. Lateral size of the images 212 × 212 µm, depth
about 30 µm from surface. Note the high contrast of the images
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The fluorescence was excited at 1200 nm, fluorescence was detected from 780 to
850 nm. Results are shown in Fig. 2.23, a FLIM Z stack recorded at the same
sample is shown in Fig. 2.28. As for the Methylene Blue, about 3 % of the available
excitation power were sufficient to obtain a count rate on the order of 1 MHz
averaged over the entire image.

Fig. 2.22 Pig skin stained with methylene Blue. Left Lifetime image, double-exponential decay
model, amplitude-weighted lifetime. Two-photon excitation at 1200 nm, 512 × 512 pixels, 256
time channels. Right Decay curves in characteristic spots of the image. Data analysis by Becker &
Hickl SPCImage [11]

Fig. 2.23 Pig skin stained with Indocyanin Green. Two-photon excitation at 1200 nm, detection
from 780 to 850 nm. Amplitude-weighted lifetime of double-exponential decay. Depth from top of
tissue 10 µm (left) and 40 µm (right). 512 × 512 pixels, 256 time channels

2 TCSPC FLIM with Different Optical Scanning Techniques 91



The range of the lifetime and the variability is in agreement with FLIM data
obtained by one-photon excitation, see [13]. Again, the results show that the
common assumption of an essentially invariable fluorescence lifetime (and thus
quantum efficiency) of ICG in biological systems is not correct.

2.4 Mosaic FLIM

2.4.1 X–Y Mosaic

To record images larger than the maximum field diameter of the microscope lens
laser scanning microscopes use a ‘tile imaging’ function. The microscope scans an
image at one position of the sample, then offsets the sample by the size of the scan
area, and scans a new image. The process is repeated, and the images of the
individual frames are stitched together. This way, a sample area larger than the field
of view of the microscope lens can be imaged.

Fig. 2.24 Mosaic FLIM of a Convallaria sample. The mosaic has 4 × 4 elements, each element
has 512 × 512 pixels, each pixel has 256 time channels. Zeiss LSM 710 Intune system with bh
Simple-Tau 150 FLIM system
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The large memory size available in the 64 bit environment allows tile imaging to
be combined with FLIM. In the memory of the FLIM system a two-dimensional
mosaic of FLIM data blocks is defined. The number and arrangement of the data
blocks is the same as for the tiles in the imaging procedure of the microscope.
Moreover, for each element of the FLIM mosaic a number of frames is defined
which is identical with the number of frames per tile defined in the microscope.
When the microscope starts the scan the FLIM system starts to record an image in
the first mosaic element. It continues to do so until the defined number of frames has
been completed, and then switches to the next mosaic element. This way, the FLIM
system switches through all mosaic elements, filling all of them with data of the
corresponding tiles. The procedure ends when the microscope has completed the
last frame of the last tile.

The FLIM data structure can thus be considered one large FLIM image that
contains all tiles in the correct arrangement. An example of a Mosaic FLIM is
shown in Fig. 2.24. The image was recorded by a Zeiss LSM 710 Intune (tuneable
excitation) system in combination with a bh Simple-Tau 150 FLIM system. The
mosaic has 4 × 4 elements, each element has 512 × 512 pixels with 256 time
channels. The complete mosaic has thus 2048 × 2048 pixels, each pixel holding 256
time channels. The sample area covered by the mosaic is 2.5 mm × 2.5 mm.

2.4.2 Multi-wavelength FLIM Mosaic

From the TCSPC point of view a spatial mosaic is a photon distribution over the times
of the photons in the laser pulse period, the scan coordinates, and the coordinates of
the x–y displacement of the tile scan. The idea of mosaic FLIM can therefore be
applied also for other recording tasks with complex photon distributions.

Figure 2.25 shows a multi-wavelength FLIM recording of a Convallaria sample
acquired in the Mosaic mode of an SPC-150 TCSPC FLIM module. The sample
was scanned by a bh DCS-120 confocal scanning system with a bh MW-FLIM
GaAsP 16-channel detector. The data were recorded at a resolution of 512 × 512
pixels, and 256 time channels and 16 wavelength channels per pixel. For technical
principles, see Chap. 1, Sect. 1.4.5.2.

Figure 2.26 demonstrates the true spatial resolution of the data. The image from
one wavelength channel, 565 nm, of the data shown Fig. 2.25 is displayed at larger
scale and with individually adjusted lifetime range. The spatial resolution is com-
parable with what previously could be reached for FLIM at a single wavelength.
Nevertheless, the decay data are recorded at a temporal resolution of 256 time
channels. A decay curve for a selected pixel of the image is shown in Fig. 2.27.

Multi-wavelength mosaic FLIM essentially uses the same recording procedure
and contains the same data as traditional multi-wavelength FLIM, see Chap. 1,
Sect. 1.4.5.2. However, the data presentation is different. Traditional multi-
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wavelength FLIM presents the data as a number of images for different wavelength,
mosaic FLIM presents the data as one large image containing sub-images of dif-
ferent wavelength. The advantage is that data analysis can process the whole mosaic
in one single run. This makes it easier to use analysis with global parameters for the
whole array.

Fig. 2.25 Multi-wavelength FLIM with a bh MW-FLIM GaAsP 16-channel detector. 16 images
with 512 × 512 pixels and 256 time channels were recorded simultaneously. Wavelength from
upper left to lower right, 490 to 690 nm, 12.5 nm per image. DCS-120 confocal scanner, Zeiss
Axio Observer microscope, ×20 NA ¼ 0.5 air lens
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2.4.3 Z-Stack Recording by Mosaic FLIM

The mosaic procedure can be used to record z-stacks of FLIM images. The number
of mosaic elements is made identical with the number of z planes the microscope
scans. The number of frames per mosaic element is selected according to the
number of frames per z plane. Compared with Z-stack recording by a record-and-
save procedure [6, 11] mosaic FLIM has the advantage that the synchronisation
between the microscope and the FLIM system is easier, and no time has to be

Fig. 2.26 Single image from the array shown in Fig. 2.25, displayed in larger scale and with
individually adjusted lifetime range. Wavelength channel 565 nm. The images size is 512 × 512
pixels, with 256 time channels per pixel

Fig. 2.27 Decay curves at selected pixel position in the image shown above. Blue dots Photon
numbers in the time channels. Red curve Fit with a double-exponential model
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reserved for the saving actions. Moreover, the data of all z planes are recorded in
one and the same photon distribution. The data analysis can therefore be run for the
data of all z planes together. As for multi-wavelength mosaic, this makes it easier to
maintain exactly the same fit conditions and model parameters for all z planes, and
to fit the decay data in the entire array with global model parameters. An example of
a mosaic Z stack is shown in Fig. 2.28.

2.4.4 Temporal Mosaic FLIM

The usual way to record time series by FLIM is to record a sequence of images and
save the subsequent images in consecutive files [8, 11]. Mosaic FLIM provides a
second way to record a time series. In that case, every element of the mosaic
represents one step of the series. Each element can be a single frame or a defined
number of frames of the scan.

An example is shown in Fig. 2.29. The sample was a fresh moss leaf, the
microscope a bh DCS-120 confocal FLIM system [5]. The time runs from lower left
to upper right. The excitation light causes a non-photochemical transient in the
chlorophyll fluorescence, resulting in a decrease in the fluorescence lifetime over
the time of exposure [43].

Mosaic time series recording has two advantages over the conventional record-
and-save procedure. First, the transition from one mosaic element to the next occurs
instantaneously. There are no time gaps between the steps of the sequence.
Therefore, very fast time series can be recorded. Second, mosaic time series data

Fig. 2.28 Z-stack recorded by Mosaic FLIM. Pig skin stained with Indocyanin Green. Zeiss LSM
7 MP OPO system, 16 planes from 0 to 60 µm from top of sample, each plane 512 × 512 pixels,
256 time channels. Amplitude-weighted lifetime of double-exponential decay
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can be accumulated: A sample would be repeatedly stimulated by an external event,
and the start of the mosaic recording be triggered by the stimulation. With every
new stimulation the recording procedure runs through all elements of the mosaic,
and accumulates the photons. Accumulation allows data to be recorded without the
need of trading photon number (and thus lifetime accuracy) against the speed of the
time series. Consequently, the time per step (or mosaic element) is only limited by
the minimum frame time of the scanner. For pixel numbers on the order of
128 × 128 and small scan areas galvanometer scanners reach frame times on the
order of 50 ms. Resonance scanner are even faster. This brings the time-series
resolution into the range where even lifetime changes induced by Ca2+ transients in
neurons can be recorded. Previously, this was only possible by FLITS, i.e. by
recording the decay functions within the pixels of a line scan [14], see Chap. 1,
Sect. 1.4.6, and Chap. 5.

Figure 2.30 shows a mosaic FLIM recording of the Ca2+ transient in cultured
neurons after stimulation with an electrical signal. Oregon Green was used as a
Calcium sensor. A Zeiss LSM 7 MP multiphoton microscope was used to scan the
sample. The scan format was 64 × 64 pixels. With 64 × 64 pixels and a zoom factor
of 5, the LSM 7 MP reaches a frame time of 38 ms. The FLIM data were recorded
by a bh SPC-150 module. A FLIM mosaic size of 8 × 8 elements was defined. The
stimulation period was 3 s. 150 ms before every stimulation a recording through the
entire 64-element mosaic was started. With the frame time of 38 ms, the acquisition
thus runs through the entire mosaic in 2.43 s. 100 such acquisition runs were

Fig. 2.29 Time series recorded by mosaic imaging. Non-photochemical transients in chloroplasts
of a moss leaf. 64 mosaic elements for consecutive times after turn-on of excitation light.
Acquisition time per element 1 s, total time of sequence 64 s, image size of each element
128 × 128 pixels, 256 time channels. Time runs from lower left to upper right. bh DCS-120
confocal FLIM system with SPC-150 TCSPC modules, SPCImage data analysis software
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accumulated. The result shows clearly the increase of the fluorescence lifetime of
the Ca2+ sensor in the mosaic elements 4–6, and a return to the resting state over the
next 10–15 mosaic elements (380–570 ms).

The element time of 38 ms in Fig. 2.30 is about the fastest which can be
achieved by a normal galvanometer scanner. Faster scan times can probably
achieved by resonance scanners. Another way to higher resolution is line scanning,
see Chap. 1, Sect. 1.4.6 and Chap. 5, Sect. 5.2.

2.5 Macroscopic FLIM

Fluorescence Lifetime Imaging (FLIM) is often associated with Fluorescence
Lifetime Imaging Microscopy. Consequently, it is often believed that FLIM,
especially TCSPC FLIM, can only be obtained from microscopic objects. This is, of
course, incorrect. TCSPC FLIM can be combined with any optical technique that
scans a sample with a single focused beam of light.

Centimetre-size objects can be scanned by placing them directly in the image
plane of a confocal scan head. The optical principle for a macroscopic scanning
system with two excitation and two detection channels is shown in Fig. 2.31, left.

The image plane of the scan lens is brought in coincidence with the sample
surface. As the galvanometer mirrors change the beam angle the laser focus scans
across the sample. Fluorescence light excited in the sample is collimated by the scan
lens, de-scanned by the galvanometer mirrors, and separated from the excitation

Fig. 2.30 Temporal mosaic FLIM of the Ca2+ transient in cultured neurons after stimulation with
an electrical signal. The time per mosaic element is 38 ms, the entire mosaic covers 2.43 s.
Experiment time runs from upper left to lower right. Photons were accumulated over 100
stimulation periods. Recorded by Zeiss LSM 7 MP and bh SPC-150 TCSPC module. Data
courtesy of Inna Slutsky and Samuel Frere, Tel Aviv University, Sackler Faculty of Medicine
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light by the main dichroic beamsplitter. As usual, the fluorescence beam is further
split into two spectral or polarisation components, and focused into pinholes. Light
passing the pinholes is sent to the detectors.

For the results presented here we used the Becker & Hickl DCS-120 MACRO
confocal FLIM system. Both Becker & Hickl picosecond diode lasers and super-
continuum lasers with acousto-optical filters were used as excitation sources. See
[5] for details. A photo of the system is shown in Fig. 2.31, right.

2.5.1 Examples

Figure 2.32 shows a leaf with a fungus infection. The fluorescence lifetime in the
infected areas is considerably longer than in the non-infected areas, see fluorescence
decay curves on the right.

Figure 2.33 shows that good images are obtained even from weakly fluorescent
samples. The image on the left was obtained from the feather of a songbird, the
image on the right from a coccinella beetle. Both objects delivered an average count
rate of about 100,000 counts per second when excited with the ps diode laser.

2.5.2 Image Area and Resolution

The maximum diameter of the image area in the primary image plane of the scanner
is about 15 mm. Smaller areas can be scanned by using the ‘Zoom’ function of the
scanner, see [5]. The size of the laser spot in the image plane is about 15 µm. The
resolution in the detection path is even higher because the numerical aperture in the
focus of the scan lens is larger than for the laser beam. That means full-size images
could, in principle, be reasonably scanned with at least 1024 × 1024 pixels. With
64-bit data acquisition software, the number of time channels per pixel at a spatial
resolution of 1024 × 1024 pixels can be increased up to 1024 [75], see also
Sect. 2.2.3.
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Fig. 2.31 Left Principle of the DCS-120 scanner for imaging macroscopic objects (simplified).
Right DCS-120 MACRO system
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2.5.3 Collection Efficiency and Required Laser Power

The numerical aperture of the detection beam path is given by the beam path
diameter (about 3 mm) and the focal length of the scan lens (40 mm). The collection
efficiency is thus considerably lower than in combination with a microscope.
However, macroscopic imaging can use much higher laser power: The power is

Fig. 2.32 FLIM in the primary image plane of a DCS-120 scanner. Left Leaf with a fungus
infection. ps diode laser excitation, 405 nm, scan format 512 × 512 pixels. Right Decay functions
of healthy and infected areas. Analysis by Becker & Hickl SPCImage lifetime analysis software
[5], pixel binning 3 × 3

Fig. 2.33 Left Feather of a songbird. Excitation by 405 nm picosecond diode laser. Right
Coccinella beetle, excited by super-continuum laser with acousto-optical filter, wavelength
480 nm. Scan format 512 × 512 pixels
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distributed over a large area so that photobleaching is not a problem. High laser
power can therefore be used to compensate for low collection efficiency. The image
shown in Fig. 2.32 was obtained with ps diode laser excitation at about 20 µW in
the sample plane. This is about 4 % of the available laser power. The image shown
in Fig. 2.33, right, was obtained by super-continuum laser excitation. The power in
the sample plane was about 100 µW. Only 5 % of the available power was used.

2.5.4 Acquisition Times

The acquisition time depends on the number of pixels in the image and the
requirements to the accuracy of the lifetimes. The image shown in Fig. 2.32 was
recorded at a spatial resolution of 512 × 512 pixels and contains about 250 photons
per pixel. It was analysed with a spatial binning of 3 × 3 pixels. Under these
condition the lifetime accuracy is about 5 % [15, 49]. The images were recorded
within an acquisition time of about one minute. For images recorded at 128 × 128
pixels the same lifetime accuracy is obtained in less than 5 s.

2.6 Scanning Through Periscopes

The principle used above can be extended to endoscopy by scanning the beam over
the input face of a fibre bundle endoscope, see Fig. 2.34. The excitation spot at the
input face of the bundle is transferred to the distal bundle face. The distal face is
either brought in direct contact with the sample, or imaged into deeper sample
layers by a transfer lens. The fluorescence excited in the sample is transferred back
to the input face, and back through the confocal scanner to the detectors. The setup
has optical sectioning capability: Light from a point not in contact with the distal
bundle face (or, if a transfer lens is used, not conjugate with it) does not form a
sharp spot on the fibre bundle input face. It is thus not focused into the pinholes.

An instrument of this type has been described by Kennedy et al. [46]. Excitation
pulses of 488 nm wavelength were generated by a frequency-doubled Ti:Sapphire
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Fig. 2.34 Combination of a confocal scanner with a fibre bundle endoscope
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laser. The excitation beam was scanned over the input face of a fibre bundle
consisting of 30,000 single-mode fibres. By terminating the distal fibre end with a
miniature objective lens images at a resolution of 1.4 µm were obtained.

A significant problem of the setup shown in Fig. 2.34 is fluorescence from the
fibre bundle. With the commonly used imaging fibre bundles we found it virtually
impossible to record FLIM from biologically relevant samples at excitation
wavelengths shorter than 450 nm. That means that the most interesting endogenous
fluorophore, NADH, cannot be excited.

Good results were obtained from a similar setup using a rigid periscope. The
principle is shown in Fig. 2.35. L2 transfers the image plane of the scan lens into
the plane of L3, L4 transfers the image in the plane of L3 into the plane of the
object. L1 and L3 are field lenses: L1 forms an image of the scan lens on L3, L3
form an image of L2 on L4. The lenses thus avoid that the field of view is
obstructed by the transfer lenses, L2 and L4. The periscope is sealed with a glass
plane at the distal end. The measured object is brought into direct contact with the
glass plate. This minimises motion of the sample surface relative to the endoscope.

For recording the images shown below we used a bh DCS-120 scan head with an
SPC-152 dual-channel FLIM system. Excitation was performed by bh BDL-SMC
diode lasers of 405 and 473 nm wavelength. The lenses in the periscope were
achromatic doublets of 45 mm focal length and 8 mm diameter. The endoscope had
a length of 38 cm and an outer diameter of 9 mm. The field of view has a maximum
diameter of 6 mm.

Figure 2.36 shows a lifetime image of a plant leaf. The scanned area is 5 × 5 mm,
the image format is 512 × 512 pixels, 256 time channels per pixel. The excitation
wavelength was 473 nm, the detection wavelength from 560 to 690 nm. Figure 2.36
shows that the optical resolution is not impaired by the endoscope optics.

Figure 2.37 shows lifetime images of a basal cell papilloma. No staining was
used, the emission comes exclusively from endogenous fluorophores. The excita-
tion wavelength was 405 nm. The left image is from a detection wavelength interval
of 490–560 nm, the right image from an interval of 560–690 nm. An area of
5 × 5 mm was scanned, the image format was 512 × 512 pixel, 256 time channels.
The total acquisition time was 10 s. 10 frames were accumulated within this time.
Although some blurring is caused by motion during the acquisition time the
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Fig. 2.35 Scanning through a rigid endoscope (not to scale). L2 and L4 are transfer lenses, L1 and
L3 are field lenses
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anatomical structure is still reasonably resolved. The images were recorded at an
excitation power of 50 µW, measured in the sample plane. Note that this power was
distributed over an area of 25 mm2, corresponding to an excitation power of 2 µW

Fig. 2.36 Lifetime image of a leaf scanned through the periscope. 512 × 512 pixels, 256 time channels.
Amplitude-weighted lifetime of double-exponential decay. Excitation 473 nm, detection 560–690 nm

Fig. 2.37 Human basal cell papilloma, scanned through the endoscope. image size 5 × 5 mm,
scanned with 512 × 512 pixels. Becker & Hickl DCS-120 confocal scanner and Simple-Tau 152
TCSPC FLIM system. Amplitude-weighted lifetime of double-exponential decay fit. Excitation
wavelength 405 nm, detection wavelength 490–560 nm (left) and 560–690 nm (right). Excitation
power 50 µW, acquisition time 10 s
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per square millimeter. This is far below the permissible exposure for human tissue.
It is even within the range considered safe to the human retina, see Chap. 16 of this
book.

2.7 Polygon Scanners

In vivo imaging systems often use fast-rotating polygon scanners to obtain imaging
at near-video rate. If such systems have or can provide an input for a picosecond
diode laser or a super-continuum laser and an output to a FLIM detector they can be
used for TCSPC FLIM. The principle of a polygon scanner and its connection to a
bh FLIM system are shown in Fig. 2.38.

Polygon scanners can achieve pixel rates on the order of 10 MHz, i.e. the pixel
time is on the order of 100 ns. As long as the scanner provides correct scan clock
pulses such pixel rates are no basic problem for multi-dimensional TCSPC. A
problem can occur when a software-based imaging mode (see Chap. 1, Sect. 1.3.2)
is used with external pixel clock: The pixel clock rate can be so high that the
transfer of pixel clocks alone saturates the computer bus. The problem can easily be
solved by using hardware-acquisition of the images (see Chap. 1, Sect. 1.3.2) or by
recording with internal pixel clock [11]. Internal pixel clock does not cause the
same inconveniencies as for galvanometer scanners because the polygon scanner
runs at constant speed. A pixel clock is therefore not needed, and, in some
instances, also not provided by polygon scanners.

bh FLIM has been used in combination with the ‘Vivascope’ system of Lucid,
Rochester (see also Chap. 15). A lifetime image recorded with the Vivascope and a
bh SPC-150 TCSPC FLIM modules is shown in Fig. 2.39. Despite of the high scan
rate data of excellent quality are obtained, and no synchronisation problems, such as
missing lines or shifted pixels have been found. Resolution and contrast are
excellent, and the decay data are clean, see Fig. 2.40.

See also Chap. 15 for application of the system to FLIM of skin biopsies.
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Fig. 2.38 FLIM with a polygon scanner
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2.8 Scanning with Piezo Stages

2.8.1 Optical System

The scanning systems described above use beam scanning to move the laser spot
over the sample. However, scanning can also be performed by moving the sample.
The optical principle of a confocal system with sample scanning is shown in
Fig. 2.41.

The system shown on the left injects the laser beam into the microscope via the
port for the fluorescence lamp. The beamsplitter and the emission filter are inserted
in a standard microscope filter cube in the filter carousel of the microscope. The
detector is attached to another port of the microscope. A pinhole in the upper image
plane of the microscope suppresses out-of-focus light. The setup is easy to
implement but has a few disadvantages: The lamp port is blocked by the excitation
beam path, and the laser beam diameter must be increased by a beam expander.

Fig. 2.39 Convallaria sample, 512 × 512 pixels, 256 time channels. Double-exponential analysis.
Left Amplitude-weighted lifetime of decay components. Right Ratio of amplitudes of double-
exponential decay. Becker & Hickl BDL-SMC 473 nm laser and Simple-Tau 150 connected to
Lucid Vivascope

Fig. 2.40 Fluorescence decay in a selected spot of Fig. 2.39. No optical reflections are visible
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The most significant problem is alignment. The laser must be focused into exactly
the same spot in the sample the pinhole is looking at. Alignment critically depends
on the angle of the dichroic mirror in the filter cube. Microscopy filter cubes are not
designed for this level of precision.

The system on the right has the laser input, the dichroic beamsplitter, the
emission filter, the pinhole, and the detector placed in a compact optical assembly.
The entire assembly is attached to an optical port of the microscope. The alignment
of the laser beam with respect to the pinhole is therefore more stable.

2.8.2 Synchronisation of the Scanner with the TCSPC
Module

Piezo scanning can be combined with multi-dimensional TCSPC the same way as
beam scanning: The recording is synchronised with the scanning by pixel clock,
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Fig. 2.41 Optical principle of a sample scanning system with confocal detection. Left
Beamsplitter and emission filter in microscope beamsplitter cube, pinhole and detector attached
to a port of the microscope. Right Beamsplitter filter, pinhole and detector in compact optical
assembly attached to a port of the microscope
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line clock, and frame clock pulses, see Chap. 1, Sect. 1.4.5. The only difference is in
the scan rate. Stage scanning is typically 100 times slower than beam scanning. As
a consequence, piezo scan data are often acquired in a single frame whereas beam-
scanning data are normally accumulated over many frames. In any case, the
recording process is fully integrated in the hardware and software of state-of-the art
TCSPC devices and does not require any user-specific software.

One way to combine a piezo scanner with TCSPC FLIM is to run the piezo
controller software in parallel with the TCSPC FLIM software. The piezo con-
trollers can usually be programmed to generate the clock synchronisation pulses
required for TCSPC.

Another way of integrating a scan stage in a TCSPC system is via a bh GVD-120
scan controller card. The GVD-120 card is part of the bh DCS-120 confocal
scanning system. It has analog outputs which are normally used to drive galva-
nometer scanners. The card can, however, be configured to run the slow scan ramps
required for piezo stages. The control of the card is fully integrated in the bh SPCM
data acquisition software. This way, the piezo stage gets fully integrated into the
SPCM instrument software [5, 11]. Different pixel numbers, scan formats, and scan
speeds can be selected via the SPCM software. The scanner can be parked in a
selected spot for FCS recording or single-molecule spectroscopy, see Chap. 9. The
scan controller also controls two ps diode lasers. The lasers can be multiplexed
synchronously with the pixels, lines, or frames of the scan, or be modulated for
simultaneous FLIM/PLIM operation [5, 11], see Chap. 1, Sect. 1.4.7.

Figure 2.42 shows a typical lifetime image recorded in the setup of Fig. 2.41,
right. A Nikon TE 2000 microscope with an 63×, NA ¼ 1.3 oil immersion lens was
used. A PI P733.3DD piezo stage with analog inputs was driven by a bh GVD-120

Fig. 2.42 FLIM image obtained piezo-stage scanning. PI P733.3DD piezo stage controlled by bh
GVD-120 scan controller. Recording by bh SPC-150 TCSPC FLIM module. Image size
30 µm × 30 µm, data format 512 × 512 pixels, 256 time channels. Single scan, scan speed 5 lines
per second
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scan controller card. A bh BDL-488 SMN (488 nm) laser was used for excitation.
The fluorescence was detected by a bh HPM-100-40 GaAsP hybrid detector [10],
and recorded by a bh SPC-150 TCSPC FLIM module. The scanning and the
recording was controlled by standard bh SPCM software. The data FLIM data were
analysed by bh SPCImage software.

The sample was a convallaria preparation as it is commonly used in microscope
demonstrations. The scanner was run at a line time of 3.33 s (including line fly-
back). The scan format was 512 × 512 pixels, resulting in a scan time of 1700 s for
the entire image.

The advantage of stage scanning is that there are only a few optical elements in
the beam path, and there are no moving elements. The excitation and detection
beams remain on the optical axis for all locations in the image. This way, aberra-
tions and transmission losses are kept at a minimum. However, these advantages
come at a price: The scanning is painfully slow, acquisition speed is limited by the
scanner, a fast preview function is not available, focusing into the desired image
plane is a nightmare, and deliberately selecting an image area of interest is difficult.
Moreover, the scanning exerts inert ion forces to the sample. Imaging of live cells in
a cell culture can be a problem because the cells are shaken around by the scanning
action.

Stage scanning is traditionally used in STED microscopy (see Sect. 2.10) and in
NSOM microscopy, see Sect. 2.9. There is actually no technical reason to use scan
stages for STED: A galvanometer scanner achieves the required accuracy. In
NSOM, however, there is no way around the piezo stage: The required resolution is
on the order of a nanometer, and the sample has to be moved with respect to the tip.

2.9 NSOM FLIM

The scanning near-field optical microscope (SNOM or NSOM) combines the
principles of the atomic force microscope (AFM) and the laser scanning microscope
[32]. The AFM system scans a sharp tip over the sample, and keeps it at a distance
comparable to the diameter of a single molecule. Optical near-field excitation is
obtained either by using a tapered optical fibre as a tip (see Fig. 2.43, left) or by
using a metallic tip and focusing the laser on it. The evanescent field at the tip is
then used to probe the sample structure (Fig. 2.43, right). In both cases the fluo-
rescence photons are collected through the microscope objective lens. Scanning is
performed by a piezo-driven scan stage. Scanning must be slow enough to give the
AFM system enough time to track the topography of the sample surface.

Because NSOM uses scanning it can easily be combined with TCSPC FLIM.
Because the image is obtained in a single slow scan the fluorescence decay curves
are often recorded and read out on a pixel-by-pixel basis. However, a better way to
record NSOM FLIM is by the usual imaging procedure of multi-dimensional
TCSPC, see Chap. 1. The advantage of using multidimensional TCSPC is that no
user-specific programming is necessary, that readout times during the acquisition
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are avoided, and that the data can be processed by standard TCSPC-FLIM analysis
software. An example of NSOM FLIM is shown in Fig. 2.44.

The optical near-field microscope reaches an optical resolution on the order of
50–100 nm, i.e. about 2–4 times better than a confocal or two-photon laser scanning
microscope. However, there is also topography data from the atomic-force part of
the system. Atomic-force data have a resolution on the order of a few nanometers.
Sample topography can thus be combined with spectroscopy data.

Early applications of TCSPC to SNOM have focused mainly on using the
lifetime information as an additional contrast mechanism [45, 56, 64]. Near-field
FLIM Images of good quality were presented by Cadby et al. [23]. The authors used
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Fig. 2.43 Optical near-field microscope. Left Excitation by tapered fibre probe. Right Excitation
by tip enhancement

Fig. 2.44 NSOM FLIM of nano-islands on a semiconductor surface. Left Topography from AFM
system. Middle FLIM. Right Overlay of AFM topography with lifetime. Amplitude-weighted
lifetime of double-exponential decay. Nanonics AFM/NSOM system with bh SPC-150 FLIM
system
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a Veeco Aurora SNOM system upgraded with an R3809U MCP PMT and an SPC-
830 TCSPC module. The system was used to investigate the nano-structure of
blends of fluorescent and non-fluorescent polymers [23, 24] and to microcapillary
cavities containing a fluorescent dye [1].

Gokus et al. used tip-enhanced near-field excitation to identify single carbon
nanotubes and measure their fluorescence lifetime. A titanium-sapphire laser was
used to excite the sample at 760 nm. The fluorescence was detected by an MPD
PDM 50 SPAD, and the decay curves were recorded by a bh SPC-140 TCSPC
module. The instrument response width was 27 ps (!), so that fluorescence lifetimes
of 4–36 ps could reliably be recorded [41].

Gaiduk et al. used the SNOM principle for combined optical and force spec-
troscopy of single labelled DNA molecules [36, 37]. When a DNA molecule is
captured between the tip and the surface simultaneous force and fluorescence data
are acquired. By moving the tip up and down complete distance cycles were
recorded.

2.10 STED FLIM

Stimulated-Emission-Depletion (STED) microscopy exploits the nonlinearity of
stimulated emission to obtain optical super-resolution [44, 48]. The fluorescence
excited by the excitation beam in a scanning microscope is depleted by stimulated
emission induced by a second (STED) laser beam. The wavefront of the STED
beam is manipulated to obtain a diffraction pattern that either has doughnut shape
laying in the x–y plane or a dumbbell shape oriented along the z axis. Fluorescence
remains un-depleted in the centre part of the doughnut or the dumbbell. Because
stimulated emission is highly nonlinear the un-depleted volume can be made
considerably smaller than the point-spread function of the excitation beam. Images
are obtained by sample scanning or beam scanning.

At first glance, it may appear impossible to combine STED with fluorescence
lifetime imaging, because the decay curves are distorted by stimulated emission.
Nevertheless, Auksorius et al. have shown that FLIM in combination with STED is
possible [2]. The authors used a femtosecond Ti:sapphire laser to generate the exci-
tation beam and the STED beam. The excitation beam was obtained by sending a part
of the Ti:Sapphire laser emission through a micro-structured optical fibre. The fibre
generated a super-continuum from which the excitation wavelength was selected by a
filter. For the STED beam the Ti:Sapphire pulses were broadened to 300 ps by 100 m
of single-mode fibre. The broad pulses prevent multiphoton excitation by the STED
beam. FLIM was performed the usual way by recording the photons in the Scan Sync
In mode of a bh SPC-730 TCSPC module [11]. Figure 2.45 shows a group of fluo-
rescent beads imaged by confocal detection (with the STED beam turned off) and by
STED (with the STED beam turned on). Fluorescence decay curves for confocal
detection and STED detection are shown in Fig. 2.45, right.
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The depletion of the fluorescence by the STED beam clearly shows up in the
STED decay curves. The peak at the beginning is caused by the un-depleted
fluorescence. A few 100 ps later the fluorescence in the outer parts of the Airy disc
is depleted by the STED beam. At later times the fluorescence decays with the same
decay time as in the confocal case. The peak of un-depleted fluorescence in the
STED data can be gated off either directly in the TCSPC process or removed from
the intensity data during FLIM data analysis. This way, TCSPC detection can be
used to increase the contrast of STED images.

Bückers et al. used a super-continuum laser to generate two pairs of excitation
and STED beams [22]. The optical principle is shown in Fig. 2.46, left. The pulses
of the both pairs were offset in time by 40 ns. Both excitation/STED beams are used
simultaneously to excite and deplete different fluorophores. The fluorescence sig-
nals were separated from the excitation and STED beams by a dichroic beam
splitter, DC, split spectrally by a second dichroic beam splitter, and projected into
confocal pinholes, PH. Light passing the pinholes was detected by Perkin Elmer
SPC-AQR detectors. Scanning was achieved by moving the sample by a piezo scan
stage. The photon pulses from the detectors were processed by a bh SPC-730
TCSPC FLIM module via a router. The TCSPC module records separate lifetime
images for the two detection wavelengths. Moreover, each pixel of each lifetime
image contains two subsequent decay curves for the two excitation pulse trains (see
Chap. 1, Sect. 1.4.5.3, Fig. 1.32). From the recorded data, images for fluorophores
of different lifetimes and excitation/emission wavelengths were extracted.

A result is shown in Fig. 2.46, right. A confocal image (with the STED beams
turned off) is shown on the left, a STED image on the right. The sample was a cell
in which lamin was stained with KK 114, tubulin with ATTO 647N, and clathrin
with ATTO 590. The fluorescence signals from KK 114 and ATTO 647N, were
segregated via their fluorescence lifetime, ATTO 590 via its fluorescence wave-
length. From the intensities of the separated signals images showing the location of
the cells constituents were constructed.

Lesoine et al. [58] used the same basic optical setup but with a single excitation
beam and STED beam. The photons were detected by an HPM-100-40 hybrid
detector [10] and the image recorded by an SPC-830 FLIM module. The authors
detected lifetime changes of Alexa Flour 594 phalloidin, see Fig. 2.47. They

Fig. 2.45 Confocal (a), STED lifetime images (b), and confocal and STED decay curves (c).
From [2]
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attribute these changes to electron transfer between the Alexa dye as an electron
acceptor and tryptophan as an electron donor.

STED imaging is currently a bit outshone by super-resolution techniques like
PALM or STORM. These techniques are based on switchable fluorophores. The
fluorophores are optically controlled so that only a small fraction of molecules is
fluorescing at a time. These molecules are localised at high precision, and the image
reconstructed from the positions of the individual molecules. However, these
techniques are difficult if not impossible to be combined with FLIM: They require
simultaneous detection of the whole field by a wide-field detector of high pixel
number. There is no such detector that acquires fluorescence decay curves simul-
taneously in many time channels and without the need of temporal scanning.

Fig. 2.46 Dual-Wavelength STED system with super-continuum laser. Left Optical principle.
Right Confocal image and STED image. Combined spectral and lifetime separation. Lamin and
tubulin were stained with KK 114 and ATTO 647N, respectively, which were segregated by
lifetime analysis. The ATTO 590 fluorescence (clathrin) was spectrally separated from those of the
other dyes. From [22]

Fig. 2.47 Left Fluorescence lifetime images of a cell with Alexa Fluor 594-phalloidin labelled
actin. Overview confocal image (a), confocal image (b) and STED images (c) of the 10 × 10 µm2

region marked in (a). Right d Fluorescence decay curves from two regions (denoted by white
arrows) from the image (c). Fit with single exponentials of 2.9-ns decay time (solid square) and
2.2-ns decay time (open circle). Blue curve Fluorescence decay obtained from the Alexa Fluor
594-phalloidin conjugate in the medium used to prepare the cells. From [58]
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Moreover, PLM and STORM are restricted to special fluorophores. Whether the
lifetimes of these fluorophores report biologically interesting parameters is not
known. STED FLIM is currently the best technique to combine optical super-
resolution with fluorescence lifetime detection.

2.11 Summary

The combination of multi-dimensional TCSPC with laser scanning techniques has
amazing capabilities: Lifetime images containing one or several fluorescence decay
curves in the individual pixels are obtained at extremely high contrast, high spatial
resolution, high photon efficiency and high time resolution. Applications range
from imaging of macroscopic objects and imaging through endoscopes over laser
scanning microscopy to super-resolution techniques like NSOM and STED.
Combinations of multi-dimensional features of laser scanning microscopy and of
advanced TCSPC result in techniques like multi-spectral FLIM, FLIM at multiple
excitation wavelengths, spatial mosaic FLIM, Z stack FLIM, and combined FLIM/
PLIM. Spatial mosaic FLIM and FLITS are able to record changes in the fluo-
rescence behaviour of a sample down to the millisecond time scale. No other FLIM
technique offers a similar variety of features. We therefore believe that there is still
unused and, probably, unknown potential of TCSPC FLIM in a wide variety of
applications.
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Chapter 3
Fluorescence Lifetime Imaging (FLIM):
Basic Concepts and Recent Applications

Klaus Suhling, Liisa M. Hirvonen, James A. Levitt, Pei-Hua Chung,
Carolyn Tregido, Alix le Marois, Dmitri A. Rusakov, Kaiyu Zheng,
Simon Ameer-Beg, Simon Poland, Simon Coelho and Richard Dimble

Abstract Fluorescence lifetime imaging (FLIM) is a key fluorescence microscopy
technique to map the environment and interaction of fluorescent probes. It can
report on photo physical events that are difficult or impossible to observe by
fluorescence intensity imaging, because FLIM is independent of the local fluoro-
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phore concentration and excitation intensity. A FLIM application relevant for
biology concerns the identification of FRET to study protein interactions and
conformational changes, and FLIM can also be used to image viscosity, tempera-
ture, pH, refractive index and ion and oxygen concentrations, all at the cellular or
sub-cellular level, as well as autofluorescence. The basic principles and some recent
advances in the application of FLIM, FLIM instrumentation and molecular probe
development will be discussed.

3.1 Introduction

Much of our knowledge of biological processes at the cellular and sub-cellular level
comes from the microscope’s ability to directly visualize them: optical imaging is
compatible with living specimens, as light is non-ionizing, non-destructive and mini-
mally invasive. Fluorescence microscopy in particular combines advantages of single-
molecule sensitivity, molecular specificity, sub-micron resolution and real-time data
collection from live cells with negligible cytotoxicity. This allows not only the study of
the structure of the sample, but also the observation of dynamics and function [2, 452].

Among the various fluorescence microscopy methods, Fluorescence Lifetime
Imaging (FLIM) has emerged as a key technique to image the environment and
interaction of specific probes in living cells [17, 33, 52, 452]. There are several
technological implementations of FLIM, but they all can report on photo physical
events that are difficult or impossible to observe by fluorescence intensity imaging:
The fluorescence lifetime provides an absolute measurement which is independent
of the fluorophore concentration and, compared to fluorescence intensity, less
susceptible to artefacts arising from scattered light, photobleaching, non-uniform
illumination of the sample, light path length, or excitation intensity variations.

FLIM has long been used to detect Förster resonance energy transfer (FRET) for
the identification protein interactions or conformational changes of proteins in the
life and biomedical sciences [69, 100, 120, 200, 319, 324, 440]. However, appli-
cations in diverse areas such as forensic science [42], combustion research [103,
298], luminescence lifetime mapping in diamond [245, 246], microfluidic systems
[29, 31, 109, 153, 259, 331, 338], art conservation [81, 82], remote sensing [114,
250, 251], lipid order problems in physical chemistry [410], the spatial distribution
of dopants in perovskite oxides [339] and temperature sensing [28, 31, 153, 272]
have also been reported. FLIM has been carried out from the UV [243] to the near
infrared [23]. It is not surprising that fluorescence lifetime-based imaging is widely
used in the biomedical sciences, and that this trend shows no signs of abating.

The observation of fluorescence and the use of microscopy stretches back many
hundreds of years [174, 175], as illustrated in Fig. 3.1. However, the understanding
of fluorescence-related phenomena and the creation of an appropriate theoretical
framework to quantitatively interpret and predict fluorescence and to design a
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fluorescence microscope only occurred 100–150 years ago.1 Over the last 10 or
20 years the field has advanced rapidly and enormously [452], mainly due to the
combination of lasers and beam scanning [2], powerful computers and data analysis
software, sensitive detectors and cameras [59, 106, 163, 194, 277], and genetic
engineering [75, 361, 362]—the latter effort being recognized by the award of the
Nobel Prize in Chemistry in 2008 to Osamu Shimomura, Martin Chalfie and Roger
Tsien “for the discovery and development of the green fluorescent protein, GFP”. A
year later, in 2009, half of the Nobel Prize in Physics was given to Willard Boyle
and George Smith “for the invention of an imaging semiconductor circuit—the
CCD sensor” in 1969 [370]—a device which has also played a significant role in
advancing fluorescence microscopy. The sensitivity of fluorescence detection
allows single molecules to be detected, and fluorescence imaging and localization
well below the spatial resolution limit given by classical optical diffraction can be
achieved with super-resolution techniques—a currently fast moving and rapidly
expanding field [85, 137, 178, 184], culminating in the award of the 2014 Nobel
Prize in Chemistry to Eric Betzig, W.E. Moerner and Stefan Hell for “for the
development of super-resolved fluorescence microscopy”.

While the idea of nanosecond time-resolved fluorescence measurements of
samples under a microscope dates back to the 1950s [433], the emergence of FLIM
as a technique for mapping fluorescence lifetimes only began in 1989. In this year,
the first reports were published describing a fluorescence imaging technique where
the contrast in the image is provided by the fluorescence lifetime [58, 447].

Since then, the power of FLIM has increased dramatically with the extension to
spectrally resolved FLIM, polarization-resolved FLIM and rapid acquisition with

Fig. 3.1 A brief history of microscopy and fluorescence. The development of glass making was
essential for making lenses, which in turn was essential for the development of the microscope. It
allowed the discovery and detailed study of the cell, the basic and universal building block of all
living organisms. The combination of microscopes with lasers, powerful computers, sensitive
detectors and cameras, and the genetically encoded green fluorescent protein (GFP) and its variants
have led to revolutionary advances in the life sciences over the last two decades

1 The Nature milestone website contains a wealth of information on the history and impact of
optical microscopy: http://www.nature.com/milestones/milelight/index.html.
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single photon sensitivity. FLIM has also been combined with other techniques, such
as fluorescence correlation spectroscopy (FCS) [21, 56, 297], scanning near-field
optical microscopy (SNOM) [228], atomic force microscopy (AFM) [279], selec-
tive plane illumination microscopy, [159] fluorescence recovery after photoble-
aching (FRAP) [239, 337, 436], total internal reflection (TIRF) microscopy
[57, 92], Stimulated Emission Depletion (STED) microscopy [5, 237, 251],
coherent anti-Stokes Raman scattering (CARS) [369] and tomography [271].

The increasing popularity is facilitated by commercial availability of key
enabling technology: FLIM add-on units for conventional microscopes, for wide-
field, confocal and multiphoton excitation microscopy, including data analysis
software, are available from a number of specialist companies.

3.2 Fluorescence

Fluorescence as a phenomenon has been observed for hundreds or even thousands
of years, but the understanding and explanation of it took a long time, especially its
distinction from incandescence, iridescence and scattered light [423] see Fig. 3.1. In
1852, George Stokes, building on previous work by Robert Boyle, Isaac Newton,
David Brewster, John Herschel and others, explained in a 100 page long publication
that the emitted light was of a longer wavelength than the absorbed light [378]—an
effect now known as the Stokes’ shift. Above all, Stokes coined the term fluores-
cence [378, 379]. Despite this breakthrough, some confusion remained, but it
eventually faded away like fluorescence itself [261]. After some theoretical con-
siderations regarding fluorescence lifetimes [377], the first reports on measuring
nanosecond fluorescence lifetimes experimentally appeared in the mid-1920s [141].

Upon absorption of a photon, one of the weakly bound electrons of the fluo-
rescent molecule—a fluorophore—is promoted to a higher energy level. The
fluorophore is then said to be in an excited state, A*. This state is metastable, and
therefore the fluorophore will return to its stable ground state, A. It can do so either
radiatively by emitting a fluorescence photon hν,

A� ! Aþ hm ð3:1Þ

or non-radiatively, for example, by dissipating the excited state energy as heat [149,
230, 350, 424].

A� ! Aþ heat ð3:2Þ

The depopulation of the excited state depends on the de-excitation pathways
available. Fluorescence is the radiative deactivation of the lowest vibrational energy
level of the first electronically excited singlet state, S1, back to the electronic ground
state, S0. The singlet states are the energy levels that can be populated by the
weakly bound electron without a spin flip. The absorption and emission processes
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are illustrated by an energy level diagram named after Aleksander Jablonski [197],
as shown in Fig. 3.2, left.

The fluorescence lifetime, τ, is the average time a fluorophore remains in the
electronically excited state S1 after excitation. τ is defined as the inverse of the sum
of the rate parameters for all excited state depopulation processes:

s ¼ 1
kr þ knr

ð3:3Þ

where kr is the radiative rate constant. The non-radiative rate constant knr is the sum
of the rate constant for internal conversion, kic, and the rate constant for intersystem
crossing to the triplet state, kisc, so that knr = kic + kisc. The fluorescence emission
always occurs from the lowest vibrational level of S1, a rule known as Kasha’s rule,
[207] indicating that the fluorophore has no memory of its excitation pathway, e.g.
one and two-photon excitation yields the same fluorescence spectrum, quantum
yield and lifetime.

τ0 = kr
−1 is the natural or radiative lifetime which is related to the fluorescence

lifetime τ via the fluorescence quantum yield ϕ:

/ ¼ s
s0

¼ kr
kr þ knr

¼ 1

1þ knr
kr

ð3:4Þ

The fluorescence quantum yield can be thought of as the ratio of the number of
fluorescence photons emitted to the number of photons absorbed (regardless of their

Fig. 3.2 Left A schematic energy level diagram, named after Aleksander Jablonski, of a
fluorescent molecule, depicting the molecular singlet and triplet electronic energy levels, each with
vibrational energy levels as well as excitation and de-excitation pathways. Excitation of the
fluorophore into an excited state by the absorption of a photon promotes a weakly bound electron
to a higher energy level. If the spin of the electron (indicated by the arrow) remains the same, the
fluorophore is in a singlet energy state (S1), if the spin flips, it is in a triplet state (T1). kic is the rate
constant for internal conversion, kisc the rate constant for intersystem crossing to the triplet state, kf
is the fluorescence rate constant and kph is the phosphorescence rate constant. Right A schematic
fluorescence decay, where the fluorescence intensity decays over time according to an exponential
decay law. The inset is a semi-logarithmic plot of the same fluorescence decay, which, convenient
for easy visual inspection, appears as a straight line
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energy) and is always less than or equal to one, 0 ≤ ϕ ≤ 1. And since ϕ τ0 = τ, τ0 can
be thought of as the longest possible lifetime of the fluorophore, i.e. when knr = 0.

Both the fluorescence lifetime and the fluorescence quantum yield are key
spectroscopic parameters, the measurement of which allows the explicit calculation
of the radiative rate constant kr and the non-radiative rate constant knr.

The radiative rate constant kr is related to the absorption and fluorescence spectra
and is a function of the refractive index of the medium surrounding the fluorophore:

kr ¼ 1
s0

¼ 8000pc0
NA

n3fl
nabs

gex
ger

h~v�3i�1
Z

eð~vÞ
~v

d~v ð3:5Þ

where c0 is the speed of light in vacuum, NA Avogadro’s number, nfl the mean
refractive index over the emission spectrum, nabs the mean refractive index over the
absorption spectrum, gex and ggr are the so-called multiplicities (related to the spin
of the electron of the excited state, g = 1 for a singlet, g = 3 for a triplet state) for the
excited and the ground state, respectively, ε is the extinction coefficient and ~m the
wavenumber. h~m�3i�1 is the reciprocal of the mean value of ~m�3 in the fluorescence
emission spectrum, independent of the fluorescence intensity or quantum yield and
given by

h~v�3i�1 ¼
R
Fð~vÞd~vR

Fð~vÞ~v�3d~v
ð3:6Þ

where F is the fluorescence emission spectrum. This equation is known as the
Strickler-Berg equation [381], and for nfl = nabs and gex = ggr = 1 often quoted thus:

kr ¼ 2:88� 10�9n2
R
Ið~vÞd~vR

Ið~vÞ~v�3d~v

Z
eð~vÞ
~v

d~v ð3:7Þ

Essentially, the Strickler-Berg equation is a version of the Einstein coefficients
for absorption and spontaneous and stimulated emission [104, 105] but adapted for
molecules with broad absorption and emission spectra, rather than atomic line
spectra. Different models exist for the refractive index dependence of kr [182, 364],
and a more detailed treatment taking into account the transition dipole moment, an
intrinsic property of the molecule, has been devised by Toptygin et al. [413].
Toptygin has also written a detailed review of the subject [412].

The time-dependence of the depopulation of the excited state—the decay of the
excited state—can be explained as follows. After excitation, N fluorophores will
populate the excited state S1 (see Fig. 3.2left). In a time interval dt, the number of
excited fluorophores dN returning to the ground state S0 is given by the following
rate equation:

dN ¼ ðkr þ knrÞNðtÞdt ð3:8Þ

where t is the time.
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Integration of (3.8), and taking into account that the fluorescence intensity F(t) is
proportional to the number of excited fluorophores N(t) yields

FðtÞ ¼ F0e�t=s ð3:9Þ

where F0 represents the fluorescence intensity at t = 0, and τ is the fluorescence
lifetime as defined in (3.3). The decay of the fluorescence intensity thus follows an
exponential decay law [196], schematically shown in Fig. 3.2, right. τ is the time it
takes for the fluorescence intensity to decay from its peak value to e−1 ≈ 37 % of its
peak value. This applies both to repeatedly excited single molecules—where the
fluorescence lifetime represents a measure of the emission probability after a certain
time—and to the fluorescence decay of an ensemble of fluorophores after a single
excitation. Note that on a logarithmic fluorescence intensity scale (y-axis), a mono-
exponential decay conveniently appears as a straight line, as shown in the inset of
Fig. 3.2, right. Plotting decay data this way thus aids simple and rapid visual
inspection of the fluorescence decay behaviour.

3.3 Fluorescence Probes

Some minerals fluoresce, and naturally occurring fluorescent dyes have been known
for a long time [230, 424]. The first synthetic dye was mauve, synthesized by
William Perkin in Manchester in 1856 [469]. It had a low quantum yield, but
shortly afterwards, in 1871, the much brighter dye fluorescein was synthesized by
Adolf von Baeyer. He was awarded the Nobel Prize in Chemistry in 1905, “in
recognition of his services in the advancement of organic chemistry and the
chemical industry, through his work on organic dyes and hydroaromatic com-
pounds”. This work was closely linked to colour chemistry, i.e. the research into
dyes for staining fabrics and other materials [469]. Often, these dyes were not
fluorescent, but they did absorb light, and were of major interest for the textile
industry—not only in the West, but also in China for staining silk, for example.

Today, fluorescence sensing and microscopy can be performed by labelling a
sample with fluorescent dyes, fluorescent proteins, quantum dots [335] or other
nanoparticles [158, 190, 191], including nano diamonds [118, 227, 285, 295] and
nano-ruby [102], as reviewed recently [375], as well as imaging intrinsically
fluorescent molecules naturally occurring within the sample—autofluorescence
[110, 419]. This is endogenous fluorescence from, for example, tryptophan, mel-
anin, keratin, elastin, lipofuscin, nicotinamide adenine dinucleotide (NADH) or
flavin adenine dinucleotide (FAD) or, in the case of plants, chlorophyll. In addition
to fluorescence dyes, quantum dots and other nanoparticles have also recently found
favour in cell imaging applications due to their high fluorescence quantum yield,
low photobleaching susceptibility and narrow, size-dependent emission spectra
which can be excited with a single wavelength [156, 157, 276, 335]. Widely-used
probes in biology are organic fluorophores and genetically encoded fluorescent

3 Fluorescence Lifetime Imaging (FLIM) … 125



proteins [75, 361, 362]. Imaging autofluorescence is also increasingly employed as
discussed in detail in Chaps. 13–16 of this book.

The ratio of radiative and non-radiative decay rates of a fluorophore (Fig. 3.2)—
and thus its fluorescence quantum yield and its fluorescence lifetime—change with
its local molecular environment. There are several mechanisms of lifetime changes:
In the simplest case the lifetime is influenced by the refractive index of the sur-
rounding medium according to (3.5). The fluorophores may also undergo confor-
mational changes or changes in their electronic structure. These changes may
depend on the polarity of the environment, or on the binding to proteins and lipids.
Changes in the electronic structure may also be induced when the fluorophore gets
protonated or de-protonated, or when metal ions bind to it. Substantial lifetime
changes can also be induced by collisional quenching and by electron transfer. A
mechanism especially important to biological research is Förster resonance energy
transfer (FRET), see Chaps. 7 and 8 of this book, and Sect. 3.5.1 of this chapter.

The dependence of the fluorescence lifetime on the local molecular environment
of a fluorophore is the basis for a wide range of molecular sensing applications. The
most common ones are protein interaction measurements by FRET, measurements
of the concentration of biologically relevant ions, and measurements of pH, local
viscosity, polarity, and temperature. Fluorescence lifetime techniques are also used
for determination of the concentration of biologically relevant compounds, like
glucose. Especially promising is the measurement of metabolic activity via the
fluorescence decay parameters of NADH and FAD. The most common lifetime
applications and the fluorescence sensors used are summarised in Table 3.1.

3.4 FLIM Implementations

Ideally, a FLIM technique should record data at high spatial resolution and high
time resolution. It should also achieve the best possible accuracy of the detected
decay data for a given number of photons emitted by the sample, it should resolve
multi-exponential decay profiles, and it should be able to record several wavelength
channels simultaneously. It should do all this in the minimum possible acquisition
time. It is also important that the decay data are recorded from a defined focal plane
to avoid decay data with out-of-focus components.

FLIM can be based on various optical and electronic principles, see Fig. 3.3.
Optical image acquisition can be based on wide-field (camera) techniques or on
point-scanning, Fig. 3.3, top. Point scanning techniques can be further divided into
beam scanning and sample scanning techniques [2]. Electronic acquisition of the
fluorescence decay data can be performed in the frequency domain, or in the time
domain [422], Fig. 3.3, middle: Frequency-domain techniques measure the phase
and the degree of modulation of the fluorescence signal in comparison to the
excitation. Time-domain techniques directly measure the waveform of the fluo-
rescence signal. Time-domain techniques can be further separated into techniques
which scan a time gate over the decay functions, simultaneously recording intensity

126 K. Suhling et al.

http://dx.doi.org/10.1007/978-3-319-14929-5_13
http://dx.doi.org/10.1007/978-3-319-14929-5_16
http://dx.doi.org/10.1007/978-3-319-14929-5_7
http://dx.doi.org/10.1007/978-3-319-14929-5_8


T
ab

le
3.
1

So
m
e
fe
at
ur
es

an
d
pa
ra
m
et
er
s
th
at

ca
n
be

se
ns
ed

w
ith

flu
or
es
ce
nc
e
lif
et
im

e
te
ch
ni
qu

es
,
so
m
e
dy

es
an
d
re
fe
re
nc
es

(n
ot

ex
ha
us
tiv

e)

Fe
at
ur
e
to

be
se
ns
ed

Fl
uo

re
sc
en
ce

pa
ra
m
et
er

yi
el
di
ng

in
fo
rm

at
io
n

Fl
uo

ro
ph

or
e

R
ef
er
en
ce
s

R
em

ar
ks

In
te
r-

or
in
tr
am

ol
ec
ul
ar

in
te
ra
ct
io
ns

H
et
er
o—

FR
E
T

L
if
et
im

e,
sp
ec
tr
um

,
po

la
ri
za
tio

n
M
an
y,

pr
ov

id
ed

th
er
e
is

sp
ec
tr
al

ov
er
la
p,

fl
uo

re
sc
en
t
pr
ot
ei
ns

fo
r

po
la
ri
za
tio

n

[1
,1

00
,1

20
,2

00
,2

65
,

26
6,

31
9,

32
4,

38
9]

C
on

fo
rm

at
io
na
l
ch
an
ge
s
an
d
in
te
ra
ct
io
n

w
ith

ot
he
r
m
ol
ec
ul
es

H
om

o—
FR

E
T

Po
la
ri
za
tio

n
M
an
y,

pr
ov

id
ed

th
ey

ha
ve

a
sm

al
l
St
ok

es
sh
if
t

ne
ce
ss
ar
y
fo
r
sp
ec
tr
al

ov
er
la
p

[1
0,

11
,
33

7,
40

6,
43

2,
43

4,
45

8]
T
he

on
ly

a
w
ay

to
de
te
ct

ho
m
o-
FR

E
T
is
by

po
la
ri
za
tio

n
(w

he
n
th
e
flu

or
es
ce
nt

lif
et
im

es
of

do
no

r
an
d
ac
ce
pt
or

ar
e
th
e
sa
m
e,

se
e

di
sc
us
si
on

in
[3
91
])
.
Fo

r
th
is
ap
pr
oa
ch

fl
uo

re
sc
en
t
pr
ot
ei
ns

ar
e
be
st
,
du

e
to

th
ei
r

la
rg
e
ro
ta
tio

na
l
co
rr
el
at
io
n
tim

e

P
hy
si
ca
l
pa

ra
m
et
er
s

V
is
co
si
ty

Po
la
ri
za
tio

n
M
an
y,

pr
ov

id
ed

th
e

ro
ta
tio

na
l
co
rr
el
at
io
n
tim

e
is
no

lo
ng

er
th
an

10
tim

es
th
e
fl
uo

re
sc
en
ce

lif
et
im

e

[5
3,

78
,
39

3]

V
is
co
si
ty

L
if
et
im

e
of

flu
or
es
ce
nt

m
ol
ec
ul
ar

ro
to
rs
,
in
te
ns
ity

(r
at
io
m
et
ri
c,

us
in
g
a

vi
sc
os
ity

-i
nd

ep
en
de
nt

re
fe
re
nc
e
dy

e)

E
.g
.
B
O
D
IP
Y
-C

12
,
D
C
V
J,

C
C
V
J,
T
hi
ofl

av
in

T
,

D
A
SM

PI
,
C
y
dy

es

[1
4,

14
5,

16
4,

16
8,

18
6,

19
3,

22
2,

22
3,

24
1,

25
3,

30
2,

30
3,

31
6,

34
1,

44
1,

44
2,

46
7]

Po
la
ri
ty

L
if
et
im

e,
sp
ec
tr
um

N
ile

re
d,

la
ur
da
n,

pr
od

an
,

di
-4
-A

N
E
PP

D
H
Q

[1
50
,
31

0,
31

1]

T
em

pe
ra
tu
re

L
if
et
im

e
K
ito

n
re
d,

rh
od

am
in
e
B
,

te
m
pe
ra
tu
re
-s
en
si
tiv

e
po

ly
m
er
s

[2
8,

31
,
15

3,
27

2,
30

8]
T
he

po
ly
m
er
s
ar
e
qu

en
ch
ed

by
w
at
er

at
lo
w

te
m
pe
ra
tu
re
s,
bu

t
at

hi
gh

er
te
m
pe
ra
tu
re
s,
th
ey

sh
ri
nk

,
re
le
as
in
g
w
at
er

m
ol
ec
ul
es
,
in
cr
ea
si
ng

th
ei
r
fl
uo

re
sc
en
ce

qu
an
tu
m

yi
el
d
an
d
lif
et
im

e
[3
08
] (c
on

tin
ue
d)

3 Fluorescence Lifetime Imaging (FLIM) … 127



T
ab

le
3.
1

(c
on

tin
ue
d)

Fe
at
ur
e
to

be
se
ns
ed

Fl
uo

re
sc
en
ce

pa
ra
m
et
er

yi
el
di
ng

in
fo
rm

at
io
n

Fl
uo

ro
ph

or
e

R
ef
er
en
ce
s

R
em

ar
ks

R
ef
ra
ct
iv
e

in
de
x

L
if
et
im

e
G
FP

,
qu

an
tu
m

do
ts
,

na
no

di
am

on
ds
,

fl
uo

ro
ph

or
es

w
hi
ch

ar
e
no

t
se
ns
iti
ve

to
an
yt
hi
ng

el
se

[5
1,

25
8,

32
6,

39
4,

40
9,

41
8,

42
7,

45
3]

D
ef
au
lt
ef
fe
ct

du
e
to

St
ri
ck
le
r-
B
er
g

eq
ua
tio

n

So
lu
te
/fl
uo

ro
ph

or
e
co
nc
en
tr
at
io
n

pH
B
C
E
C
F

[2
6,

65
,
17

2,
18

1,
24

8,
26

4,
30

6,
34

7]

O
2

L
if
et
im

e
C
om

pl
ex
es

of
ru
th
en
iu
m
,

ir
id
iu
m
,
os
m
iu
m
,
rh
en
iu
m

[1
44
,
18

5,
18

9,
44

4]
H
un

dr
ed
s
of

na
no

se
co
nd

s,
m
ic
ro
se
co
nd

s
lif
et
im

e

C
a2

+
In
te
ns
ity

,
lif
et
im

e
C
al
m
od

ul
in

se
ns
in
g
G
FP

,
Q
ui
n-
2,

C
al
ci
um

G
re
en

an
d
de
ri
va
tiv

es

[1
79
,
21

9,
23

5,
28

4,
34

8,
44

9,
45

0]

C
l−

L
if
et
im

e
6-
M
et
ho

xy
-q
ui
no

ly
l

ac
et
oe
th
yl

es
te
r
(M

Q
A
E
)

[1
33
,
14

7,
20

6,
22

9]

C
u2

+
L
if
et
im

e
O
re
go

n
G
re
en

or
G
FP

-
FR

E
T
se
ns
or

[1
87
,
18

8,
27

0]

N
a+

L
if
et
im

e
C
FP

-Y
FP

FR
E
T
,
so
di
um

gr
ee
n

[4
9,

22
9,

40
1]

K
+

L
if
et
im

e
C
FP

-Y
FP

FR
E
T

[4
8]

M
g2

+
L
if
et
im

e
M
ag
-q
ui
n-
2,

m
ag
ne
si
um

gr
ee
n

[3
99
]

PO
43−

(p
ho

sp
ha
te
)

L
if
et
im

e
[3
12
]

N
O

(n
itr
ic

ox
id
e)

L
if
et
im

e
[4
64
]

N
ot

ye
t
em

pl
oy

ed
in

im
ag
in
g

(c
on

tin
ue
d)

128 K. Suhling et al.



T
ab

le
3.
1

(c
on

tin
ue
d)

Fe
at
ur
e
to

be
se
ns
ed

Fl
uo

re
sc
en
ce

pa
ra
m
et
er

yi
el
di
ng

in
fo
rm

at
io
n

Fl
uo

ro
ph

or
e

R
ef
er
en
ce
s

R
em

ar
ks

E
xt
ri
ns
ic

fl
uo

ro
ph

or
e

co
nc
en
tr
at
io
n

L
if
et
im

e
[4
5,

46
,
13

4,
13

5]
E
va
lu
at
io
n
of

flu
or
es
ce
nc
e
in
te
ns
ity

(p
ro
po

rt
io
na
l
to

qu
an
tu
m

yi
el
d
an
d
pr
ob

e
co
nc
en
tr
at
io
n)

an
d
lif
et
im

e
(p
ro
po

rt
io
na
lt
o

qu
an
tu
m

yi
el
d
on

ly
,(
3.
3)

an
d
(3
.4
))
al
lo
w
s

ca
lc
ul
at
io
n
of

re
la
tiv

e
pr
ob

e
co
nc
en
tr
at
io
n

In
tr
in
si
c

fl
uo

ro
ph

or
e

co
nc
en
tr
at
io
n

L
if
et
im

e
N
A
D
H
,
FA

D
[8
6,

14
6,

21
2,

23
4,

35
6,

35
7,

36
8,

45
9,

46
2]

B
ou

nd
/u
nb

ou
nd

ra
tio

G
lu
co
se

L
if
et
im

e
R
ut
he
ni
um

-m
al
ac
hi
te

gr
ee
n
FR

E
T
,
gl
uc
os
e/

ga
la
ct
os
e
bi
nd

in
g
pr
ot
ei
n

(G
B
P)

la
be
lle
d
B
ad
an

[3
53
,
35

4,
41

1]

a
In

th
e
sp
ec
ia
l
ca
se

of
th
e
C
er
ul
ea
n
Fl
uo

re
sc
en
t
Pr
ot
ei
n,

th
e
flu

or
es
ce
nc
e
lif
et
im

e
ha
s
be
en

re
po

rt
ed

to
ch
an
ge

du
e
to

ho
m
o-
FR

E
T
,
bu

t
th
e
re
as
on

re
m
ai
ns

un
cl
ea
r
[2
14
].
T
he

ye
llo

w
fl
uo

re
sc
en
t
pr
ot
ei
n
V
en
us

di
d
no

t
sh
ow

th
is
ef
fe
ct

3 Fluorescence Lifetime Imaging (FLIM) … 129



data into a small number of time windows, or simultaneously recording the data
into a large number of time channels. Finally, the detected signals can be considered
to be analogue (continuous) waveforms or detection events of single photons of the
fluorescence light, Fig. 3.3, bottom.

Almost all combinations are in use, leading to a confusing variety of different
FLIM techniques. Which FLIM technique is best depends partly on the application,
but has to take into account the specific conditions of biological microscopy like
sample-limited emission rates, the need (or not) for lifetime accuracy, imaging
conditions such as pixel numbers, sample size, excitation power, laser repetition
rate, fluorophore concentration, thickness of the layer where the signal originates,
pinhole size, etc.

In addition, it is also very important to note that the performance of an instru-
ment not only depends on its general operating principle, but also on the technical
details of its particular implementation. One example is the idea that frequency-
domain and time-domain techniques are equivalent because they are connected via
the Fourier transform [176, 422]. This may be mathematically correct [422] but not
technically: There are time-domain techniques that record a waveform simulta-
neously into a large number of time channels, but there is no frequency-domain
technique that simultaneously records into a large number of frequency channels.
We will therefore not discuss the technical parameters of the different principles

Fig. 3.3 Different optical and electronic principles used for recording FLIM data. Top Optical
image acquisition. Middle Electronic principles of detecting decay functions or decay times.
Bottom The detected signals may be considered continuous waveforms or single-photon detection
events
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here but only give a non-exhaustive short introduction into the commonly used
technical combinations. For a more detailed discussion please see [18, 116, 143,
155, 321, 387].

3.4.1 Wide-Field Imaging with a Gated Camera

The entire image area is illuminated by a pulsed laser, and the fluorescence light is
detected by a gated image intensifier [98, 358, 445, 446] (Fig. 3.3 upper left and
middle right). An image intensifier is a detector that consists of a photocathode, a
stack of microchannel plates (MCPs) and a phosphor screen for the read-out of the
signal. The phosphor screen is imaged by a camera, and the image intensifier acts as
a shutter—it can be turned on and off within picoseconds, thus providing a gate for
the light to pass through. The gate is shifted sequentially over the decay, and a
series of images for different times after the excitation recorded. Directly gated
CCD cameras have also been developed [282, 283], but their time resolution is
much lower than of gated image intensified cameras and they are more suited to
imaging long lifetime probes.

Gated camera techniques can achieve very short acquisition times: All pixels of
the image are recorded simultaneously. Because there are usually more pixels than
temporal steps of the gate scan the technique is faster than a technique based on
spatial scanning and simultaneous recording in time. The advantage can, however,
only be exploited if the sample is able to emit high fluorescence intensities without
photobleaching or photodamage, which may not necessarily be the case in many
FLIM applications. The photon efficiency of the technique, i.e. the number of
photons to be emitted by the sample for a given accuracy [143, 211, 321] is low
because most of the photons are rejected by the gating. This problem has been
mitigated by recording in only a few time gates simultaneously [111]. This increases
the efficiency but significantly impairs the ability to record the parameters of multi-
exponential decay profiles. However, in biomedical applications the information is
often contained just in these parameters, see Chaps. 8, 13 and 14. Moreover, the
camera technique suffers from the general shortcomings of wide-field imaging:
scattered light is detected from all pixels, not only from a single one, and there is no
inherent depth resolution, see Chap. 2, Figs. 2.1 and 2.3. Depth resolution can be
obtained by structured illumination techniques [80] but this further reduces the
efficiency. Other solutions to the depth-resolution problem are multi-beam multi-
photon excitation scanning approaches [30, 380], or light-sheet techniques [159].

3.4.2 Streak Cameras

Streak cameras can be used with point scanning to record images at a large number
of wavelengths simultaneously [49]. In that case, a spectrum of the fluorescence
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light is projected on the photocathode in perpendicular to the streak direction. A
streak camera can also been used to record a whole line of the scan simultaneously
[49, 216–218, 252, 281, 329]. The line can either be scanned by a single laser spot,
or the whole line can be illuminated simultaneously. The streak camera delivers a
streak of the signal waveform along the fluorescence decay time axis. The signal is
recorded in a large number of time channels with a resolution up to a few ps per
time channel. If the streak camera can work at the full repetition rate of the laser the
photon efficiency is high. A problem can be the nonlinearity of the time axis and the
absolute stability of the time scale. Streak cameras are definitely a high end solution
for FLIM. They are, however, not often used, probably because of the high price.

3.4.3 Wide-Field Imaging with Modulated Camera

The principle is similar to the gated camera. However, the image intensifier is not
gated but modulated with a frequency similar to the modulation of the excitation
light [136, 232, 287, 296, 317, 447]. By changing the phase of the intensifier
modulation, images for different phases are recorded, from which the fluorescence
lifetime is derived. The modulation of both the light source and the detector need
not necessarily be sinusoidal. Also pulsed excitation or rectangular modulation of
the intensifier are possible, for example to avoid aliasing [108, 428] or other
artefacts [171, 429]. The photon efficiency critically depends on these parameters,
and on the modulation depth in the intensifier [321]. The technique has a limited
dynamic range [355] and the signal intensity has to be high enough so its modu-
lation is practical. The scattered light and depth resolution caveats apply, as stated
above in the context of time-gated wide-field FLIM, as do the approaches to tackle
them.

3.4.4 Wide-Field TCSPC

Wide-field Time-Correlated Single Photon Counting (TCSPC) FLIM with pico-
second time resolution can be performed with MCP-based photon counting image
intensifiers [275, 277]. In this case, the image intensifier is operated with a saturated
gain producing a distinct pulse height distribution for individual photon events,
capable of detecting single photons across the field of view [388, 390]. Instead of
using a phosphor as in gated or modulated image intensifiers, an electronic read-out
is employed. Various architectures exist, such as crossed delay line anodes, wedge
and strip anodes or quadrant anodes. Quadrant anode [113, 320, 373, 435, 436] and
delay line anode [274, 278] detectors have successfully been combined with pico-
second timing and fluorescence microscopy. They typically detect one photon per
pulse for the whole field of view, but advanced read-out architectures allowing
multi-photon hits to be detected have been designed [198]. In addition, microsecond
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time-resolution wide-field TCSPC with a Complementary Metal-oxide Semicon-
ductor (CMOS) camera and a photon counting image intensifier with a phosphor
screen readout has also been demonstrated, and applied to imaging europium [360]
and ruthenium [183] containing, long lifetime compounds in living cells. Microwatt
excitation powers are sufficient for this approach, and due to the parallel readout,
acquisition times are in the order of seconds [183]. The advantage of wide-field
TCSPC is that position-sensitive TCSPC can be performed, no scanning is needed,
and the advantages of TCSPC such as single photon sensitivity—important in view
of the limited photon budget available from fluorophores [463]—clearly defined
Poissonian statistics, excellent signal-to-noise ratio, a wide dynamic range and easy
visualization of fluorescence decays are retained. This is important for microscopy
techniques that are difficult or impossible to implement with scanning, e.g. TIRF and
lightsheet microscopy.

3.4.5 Point Scanning with Detection in the Frequency
Domain

The sample is scanned with a focused beam of light, the excitation is either pulsed
or modulated, and the fluorescence is detected by a modulated detector. Normally, a
heterodyne principle is used: the detector is modulated with a slightly different
frequency than the excitation. The result is that the phase shift and the modulation
degree are transferred to low frequency where it can be detected by digital signal
processing techniques. The photon efficiency depends on the temporal shape of the
excitation signal, the temporal shape of the detector modulation, and, critically, on
the depth of the detector modulation [50, 64, 131]. The technique usually does not
aim to explicitly detect lifetimes or lifetime components of the fluorescence decay.
Instead, it delivers a ‘phasor’ which can be considered a signature of the fluoro-
phore or fluorophore combination in the particular pixels [94].

3.4.6 Point Scanning with Analog Detection

The sample is scanned with a pulsed laser beam, and the detector signal is recorded
with a fast digitizer [70]. The technique circumvents the pile-up problem of TCSPC
—should it occur—and is thus able to record with fast acquisition times. The
efficiency of the technique decreases rapidly at low intensities, when the photon rate
drops below one photon per excitation pulse. The time-channel width is on the
order of 150 ps per time channel, which may not be enough to reliably resolve
multi-exponential decay functions with fast components, or the Instrumental
Response Function (IRF).
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3.4.7 Point Scanning with Gated Photon Counting

The technique scans the sample with a pulsed laser beam, detects single photons of
the fluorescence, and counts the photons in a small number of pre-set time intervals
[60]. The fluorescence lifetime is derived from the photon numbers in the time
intervals. The technique delivers excellent photon efficiency [143], and works up to
very high count rates. If the sample is able to deliver high intensities, then short
acquisition times can be obtained. Multi-exponential analysis is, in principle,
possible by using more than two time intervals. However, there is a possible pitfall:
If the decay curve does not start exactly at the beginning of the first interval, or if
the laser pulse shape or the temporal detector response are not known or variable
(they cannot be measured with the same technique) the determination of amplitudes
and lifetimes of fast decay components becomes unreliable.

3.4.8 Point Scanning with Multi-dimensional TCSPC

The technique is based on building up photon arrival time distributions over various
parameters of the detected photons [15, 41, 305]. The technique is described in
detail in Chap. 1, the combination with various optical scanning techniques in
Chap. 2. The principle of a TCSPC FLIM system is shown in Fig. 3.4. The sample
is scanned with a high-repetition rate laser and single photons of the fluorescence
signal are detected. For each photon, the time in the laser period, and the position of
the laser beam in the scan area are determined. The recording process builds up a
photon distribution over these parameters [15]. The result can be interpreted as an
array of pixels, each containing a full fluorescence decay curve. When a photon is
detected it is put into a time channel according to its time in the decay function, and

Pixel Clock
Line Clock

Frame Clock

Detector

SPC FLIM Module

pulsed laser
High-repetition rate

Scanner/

Reference from laser

Sample

X

Y

t

pixels

pixels

Photon Distribution
n (x, y, t)

Sync

Optics

Photons

Sync

t

x

y

Fig. 3.4 Principle of TCSPC FLIM. The sample is scanned at a high rate. For every photon
detected, the TCSPC module determines the time, t, in the fluorescence decay, and the position of
the laser beam, x, y, in the scan area. A photon distribution over x, y, t is built up from the times
and the positions
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a pixel according to the position of the laser beam at the moment of its detection. In
other words, the sample is probed by randomly emitted photons. The digital nature
of photon detection (yes/no) is the underlying reason for the strength of the tech-
nique [15, 41, 305].

The acquisition is continued over a sufficiently large number of frames of the
scan, until the desired signal-to-noise ratio is obtained. The photon efficiency comes
very close to the theoretical value, i.e. the standard deviation of the lifetime is the
reciprocal square root of the photon number [211].

TCSPC FLIM records the decay data into a large number of time channels. As a
rule of thumb, the fastest decay components present in the signal should be sampled
with about 5 time channels to avoid aliasing artefacts. Fast decay components
(e.g. of Flavin Adenine Dinucleotide (FAD)) have lifetimes on the order of 200 ps.
The time channel width should therefore be on the order of 50 ps or less, and 250
time channels are required to cover a recording-time interval of 10 ns. This is no
problem for modern TCSPC FLIM electronics.

A frequent concern against TCSPC FLIM is that, in principle, pile-up errors can
occur. This effect is due to the electronics recording no more than one photon per
excitation pulse [305]. If there are more photons these are lost, and a distorted
waveform is recorded. Pile-up was a serious problem in early TCSPC experiments
with low-repetition rate light sources. Therefore, various schemes have been
devised to avoid pile up. In practice the best solution is to design the experiment in
such a way that pile-up does not occur or its effect on the decay data is negligible.
The best way to do so is to use high-repetition rate excitation [305]. It has been
theoretically shown [15] and experimentally verified [16] that count rates of 10 %
of the laser repetition rate can be used without introducing more than 2.5 % lifetime
error [4], see Chap. 1, Sect. 1.2. For an 80 MHz Ti: Sapphire laser the count rate
would be 8 MHz. Acquisition times as short as 0.5 s per image (128 × 128 pixels)
have been obtained under such conditions [208].

Pile-up errors should not be confused with counting loss. Counting loss means
that photons are lost in the dead time of the internal processing logics of the TCSPC
module. The loss increases with increasing count rate, and thus causes a nonlin-
earity in the intensity scale [392]. Because the intensity information is not normally
used in FLIM experiments the nonlinearity can normally be ignored. The nonlin-
earity problem has recently been solved by introducing an additional counter
channel that bypasses the timing electronics [386]. The intensity information is
derived from the counter channel, the decay information from the TCSPC timing
electronics.

FLIM based on multi-dimensional TCSPC can be extended to record simulta-
neously in several (currently up to 16) wavelength intervals [15, 19] (Chap. 1, Sect. 1.
4.5.2), to record dynamic changes in the fluorescence along a one-dimensional scan
[22] (Chap. 1, Sect. 1.4.6 and Chap. 5), to record at several laser wavelengths
multiplexed at high rate [16] (Chap. 1, Sect. 1.4.5.3) or to simultaneously record
phosphorescence and fluorescence lifetime images [24] (Chap. 1, Sect. 1.4.7 and
Chap. 6). Because TCSPC is based on single-photon timing it can also record
Fluorescence Correlation Spectroscopy (FCS) Curves (Chap. 1, Sect. 1.5.2).
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TCSPC FLIM has obtained a considerable push with the introduction of
computers with 64-bit operating systems. The large memory space available in the
64-bit environment made it possible to record more complex photon distributions.
Arrays of images can be recorded for different scan areas, subsequent times after a
stimulation of the sample, or for different depth of the focal plane [386]. The entire
data are recorded in one large multi-dimensional photon distribution. This not only
avoids that time is wasted for saving operations, it makes it also easier to analyse
the data with global fitting routines.

TCSPC FLIM has also benefited from the introduction of hybrid detectors
[25, 273]. The advantage of these devices over photomultiplier and MCP detectors,
or single photon avalanche diodes [194] is a clean temporal response (IRF),
extremely high sensitivity (quantum efficiency almost 50 % with GaAsP cathodes),
and an absence of afterpulsing. The absence of this signal-induced afterpulsing is
not only an advantage for FCS applications, it also leads to a much lower counting
background than for conventional detectors: it has long been known that a large part
of the background signal in conventional photomultipliers and single-photon ava-
lanche photodiodes (SPADs) comes from afterpulsing [79, 288]. With this part
being absent, the hybrid detectors deliver a much lower background, although their
thermal background count rate is not particularly low [273].

3.4.9 Excitation Sources

Tunable mode-locked solid state lasers such as Ti:sapphire lasers provide pico-
second or femtosecond pulses over a wider tuning range (≈680–1080 nm), are user-
friendly and commercially available as turn-key systems. They can have an average
power up to several watts, a fixed repetition rate of about 80 MHz which corre-
sponds to 12.5 ns between pulses (roundtrip time of a pulse in the laser cavity) and
are often used as excitation sources for TCSPC FLIM, in particular for two-photon
excitation FLIM, but also frequency doubled for single photon excitation FLIM
(≈340–540 nm). The repetition rate can be reduced by pulse pickers or cavity
dumpers, which employ acousto-optical devices to select only a specified fraction
of the pulses in the pulse train, or by long cavity lasers [238]. Alternatively, the
incomplete decay of the fluorophore can be taken into account by suitable fit
models [344]. Small and inexpensive low average power (*1 mW) picosecond
diode lasers at fixed wavelengths with variable repetition rates have also been
employed for TCSPC FLIM [215, 223, 343, 418], and their variable repetition rate
is particularly suited to measuring long fluorescence decays, e.g. those of quantum
dots [455]. Another way to record long-lifetime decays is by modulating a laser of
high repetition rate with a pulse period in the microsecond range. TCSPC FLIM is
then used to determine photon times both within the laser pulse period and within
the modulation period. These times are used to build up fluorescence and phos-
phorescence lifetime images (FLIM and PLIM) simultaneously [24], see Chap. 1,
Sect. 1.4.7 and Chap. 6.
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An innovative development is the use of a photonic crystal fibre as a tunable
super-continuum excitation source for FLIM [101]. Ti:sapphire laser pulses at
790 nm were coupled into a 30 cm long, 2 μm diameter, micro-structured photonic
crystal fibre to produce a continuum of pulses from 435 to 1150 nm. Appropriate
spectral selection allowed the excitation of GFP and autofluorescence in confocal
TCSPC and wide-field time-gated FLIM. The ease and simplicity with which the
tunability is achieved over such a large range is a distinct advantage of this
approach. Synchrotron radiation which has similar spectral broadband features has
also been used for confocal microscopy (as far back as 1995 [431]), but this remains
a specialist application. The optical pulse of these super-continuum sources is
around 10 ps [205], they are now commercially available and have been used for
FLIM [115, 154, 205, 269]. Several excitation wavelengths can be multiplexed and
used simultaneously with such a source, see Chap. 1, Sect. 1.4.5.3.

3.4.10 FLIM Implementation

FLIM techniques continue to be improved, and the relative merits of the various
FLIM implementations are summarized in [387, 389]. Some microscopy techniques
such as TIRF, supercritical angle fluorescence or selective plane illumination (light
sheet) are difficult or impossible to implement with scanning, and image acquisition
has to be performed in wide-field mode with a camera. In combination with FLIM,
this has until recently meant that gated or frequency-domain camera-based FLIM had
to be used, but wide-field TCSPC methods have been improved to take advantage of
the high signal-to-noise ratio available by using this type of FLIM [275, 277].

3.5 FLIM Applications in the Life Sciences

3.5.1 Förster Resonance Energy Transfer (FRET)

One of the most widespread applications of FLIM in cell biology is the identifi-
cation of Förster resonance energy transfer (FRET), see Table 3.1. FRET is a
bimolecular fluorescence quenching process where the excited state energy of a
donor fluorophore is non-radiatively transferred to a ground state acceptor mole-
cule. The mechanism is schematically illustrated in Fig. 3.5.

The phenomenon is based on a dipole–dipole coupling process and was quan-
titatively correctly described by Förster in 1946 [127]. FRET only occurs if the
donor and acceptor fluorophores are within close proximity (typically <10 nm), and
the emission spectrum of the donor and the absorption spectrum of the acceptor
overlap, as indicated in Fig. 3.5b. In addition, the transition dipole moments of the
donor and acceptor must not be perpendicular—otherwise the transfer efficiency is
zero, irrespective of the donor-acceptor distance or the spectral overlap. Finally, the
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multiplicity must be preserved by the transitions, singlet-triplet transitions are
forbidden as they require a spin flip [350]. (In this context, note that the important
singlet oxygen generation in photodynamic therapy [307], or as one of the
photobleaching processes, by energy transfer from the fluorophore’s triplet state
occurs via Dexter-type electron exchange which does not need to conserve multi-
plicities [93].) The critical transfer distance, R0, where FRET and fluorescence
emission are equally likely, can be calculated2 from the spectral overlap integral JF
[96, 99] according to

Fig. 3.5 Förster resonance energy transfer (FRET). a FRET schematic illustrating the use of this
photophysical phenomenon to elucidate protein interaction between protein A, labelled with GFP,
and protein B, labelled with RFP. b The spectral overlap between the GFP donor emission
spectrum (green) and the RFP acceptor absorption spectrum (orange) is indicated in black
(“resonance”). FLIM to identify FRET can be performed by measuring the fluorescence decay of
the donor in the spectral window indicated by the black vertical bars over the donor emission
spectrum. Close proximity of donor and acceptor and favourable orientation of their transition
dipole moments is also required for FRET to occur. The excited donor transfers its energy to the
acceptor, whereupon the donor returns to the ground state, and the acceptor finds itself in the
excited state. Note that no photons are emitted in FRET, it is a non-radiative transfer of excited
state energy from the donor to the acceptor. c FRET effect on donor fluorescence decay. FRET is a
quenching process, i.e. offers an additional non-radiative decay pathway in (3.3) and thus shortens
the donor fluorescence decay. d The distance dependence of FRET. The FRET efficiency varies in
proportion to r−6 where r is the distance between donor and acceptor, idealized as point dipoles

2 Free Photochem-CAD software to calculate R0 from donor and acceptor spectra can be
downloaded from http://photochemcad.com [96, 99].
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which only yields a non-zero value in the region of spectral overlap, shown in black
in Fig. 3.5b. If the fluorophore’s Brownian rotation is slow compared to the energy
transfer rate, then “static averaging” of κ2 in 3 dimensions yields 0.476, whereas
when the donor and acceptor can have all orientations during the transfer time
“dynamic averaging” yields κ2 = 2/3 [88, 97, 107, 425, 437].

The FRET efficiency, E, varies with the inverse 6th power of the distance
between donor and acceptor, and is usually negligible beyond 10 nm, as shown in
Fig. 3.5d. FRET can therefore be used as a “spectroscopic ruler” to probe inter- and
intra-molecular distances on the scale of the dimensions of the proteins themselves
[97, 384, 385]. This is a significant advantage over co-localisation studies with two
fluorophores which is limited by the optical resolution of light microscopy
(approximately 200 nm laterally, 500 nm axially [178]—although for single mol-
ecule co-localisation this resolution limit is somewhat relaxed). Thus if one type of
protein is labelled with a donor and another type of protein is labelled with an
acceptor, the detection of FRET yields proximity information well below the optical
resolution limit that can be achieved by co-localisation imaging of the two fluo-
rophores, and is interpreted as the interaction of the two proteins.

An example is shown in Fig. 3.6. CFP-labelled growth factor receptor–bound
protein 2 (CFP-Grb2) interacts with RFP-tagged wild-type SH2 domain–containing
protein tyrosine phosphatase 2 (RFP-WTShp2) and after stimulation with 20 ng/ml
fibroblast growth factor 9 (FGF9). After 15 min stimulation with FGF9, protein
interaction is induced as indicated by the reduced average fluorescence lifetime of
the CFP donor [1].

In addition, FRET is also frequently used to study conformational changes
within a protein [195], or cleavage of a protein [173], or as a sensor, e.g. for Cu2+

ions [187], or for Ca2+ ions [284]. The chameleon Ca2+ sensor, for example,
consists of cyan fluorescent protein (CFP) and yellow fluorescent protein (YFP) and
induces FRET through a conformational change upon binding of four Ca2+ ions,
whereas in the green fluorescent protein (GFP)-based Cu2+ sensor, the Cu2+ ion
itself acts as the acceptor due to its absorption in the red. The glycosylation state of
cell surface glycoproteins has also been imaged with two-photon excitation FLIM,
using a dye-labelled antibody fragment and FRET [27].

FRET, as a fluorescence quenching process, reduces the quantum yield and the
fluorescence lifetime of the donor according to (3.3) and (3.4). If the acceptor is
fluorescent—which is not a necessary requirement for FRET to occur—FRET can
lead to sensitized acceptor emission. To identify and quantify FRET in biological
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applications, the fluorescence decay of the donor can be measured in the absence
and presence of the acceptor, see Fig. 3.5c. The advantage of time-resolved over
intensity-based measurements is the ability to directly distinguish between effects
due to FRET or probe concentration. For example, a low donor fluorescence
intensity can be caused by either a low donor concentration or efficient quenching
by FRET—but only in the latter case is the fluorescence decay shortened. Indeed,
FLIM is the most reliable method to identify FRET [315, 405]. It only requires
measurement of the donor fluorescence and allows the separation of energy transfer
efficiency and FRET population, independent of local concentration and stoichi-
ometry of donor and acceptor. If the stoichiometry is not known, i.e. the sample
contains both interacting and non-interacting donors, then a bi-exponential donor
fluorescence decay would result. The non-interacting donors do not undergo FRET,
and thus emit fluorescence with the lifetime of the unquenched donor. The donors
undergoing FRET exhibit a shortened fluorescence decay. The ratio of the pre-
exponential factors, or amplitudes, of the bi-exponential decay represents the ratio
of interacting donors undergoing FRET to those not interacting [122, 366]. In
practice, however, note that the complex photophysics of fluorescent proteins
means they have multi-exponential decays even before undergoing FRET [84, 177,
195, 394, 420]. Moreover, donors not undergoing FRET photobleach faster than
those undergoing FRET. This is due to the extra de-excitation pathway via FRET,
which means the donors participating in FRET spend less time in the excited state
(i.e. have a shorter lifetime). The photobleaching is usually associated with the
triplet state, and the probability of populating it is reduced when the fluorescence
lifetime is short. Thus, the photobleaching rate of the donor is slowed down in
FRET. This effect may not only have to be taken into account for quantitative FRET

Fig. 3.6 An example of FRET between CFP-donor-labelled proteins, and RFP-acceptor-labelled
proteins, reproduced from [1]. Interaction of CFP-labelled growth factor receptor–bound protein 2
(CFP-Grb2) with RFP-tagged wild-type SH2 domain–containing protein tyrosine phosphatase 2
(RFP-WTShp2) at basal and after stimulation with 20 ng/ml fibroblast growth factor 9 (FGF9).
a No interaction at basal. b Upon 15 min stimulation with FGF9, protein interaction is induced as
indicated by the reduced average fluorescence lifetime of the CFP donor. c Average fluorescence
lifetime histogram of CFP donor at basal (no interaction) and 15 min FGF9 stimulation, shifted to
shorter lifetimes, consistent with FRET (interaction). The scale bar is 20 μm
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analysis, but can also (and has been) exploited to study FRET, as donor photo-
bleaching FRET [202].

Accurate determinations of molecular separation are rarely quoted in the liter-
ature, due to uncertainty in the real value of R0. However, the principal goal is
usually the detection of FRET to infer proximity of donor and acceptor and thus
interaction of the proteins they are tagged to, or conformational changes, rather than
obtaining precise molecular separation.

While single point FRET-studies on cells were performed through a microscope
well before the development of FLIM [119], imaging FRET can map interactions
between proteins, lipids, DNA and RNA, as well as conformational changes or
cleavage of a protein in a two-dimensional, position-sensitive manner, so that the
FRET signal provides the contrast in the image [200]. The high-resolution and
optical sectioning capabilities of confocal or two-photon excitation scanning FLIM
allows FRET to be mapped with great detail, and protein interactions to be located
accurately within different cell organelles, such as the nucleus, the cytoplasm or the
membrane.

Although FLIM of FRET now often involves fluorescent proteins, this technique
was already performed before their availability. For example intracellular fusion of
endosomes, or the dimerisation of epidermal growth factor (EGF) or the role of the
protein kinase C (PKC) family of proteins in cellular signal transduction was
studied with FLIM of FRET, as reviewed previously [389]. Today, fluorescent
proteins can be used for genetically encoding a fluorescent label [75, 361, 362]. Due
to their large size, the donor and acceptor fluorescent proteins cannot come closer
than 2.5–3 nm and thus their fluorophores do not undergo collisional quenching.
However, this also limits their FRET efficiencies, they cannot therefore reach the
maximum 100 % level, see Fig. 3.5d. The excitation and emission spectra of the
green fluorescent protein (GFP) and its derivatives span the entire visible range
[362], but the photophysics of the fluorescence proteins is complex [468]. The
widely used mutant enhanced GFP (F64L, S65T), for example, has at least two
emitting states [84, 177, 394, 420]. Nonetheless, FLIM of GFP and its spectral
variants [362] with average fluorescence lifetimes in the 2–3 ns region, has proved
extremely valuable to the fluorescence microscopy community.

3.5.2 Mapping Viscosity by Lifetime of Molecular Rotors

Fluorescent molecular rotors are fluorophores whose fluorescence quantum yield /
and fluorescence lifetime τ are functions of the viscosity η of their environment
[166, 167, 220, 221, 421] where

/ ¼ zgx ð3:12Þ
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and

s ¼ z0gx ð3:13Þ

according to a model proposed by Förster and Hoffmann, with x = 2/3 [128] or
later in a more general form with 0 < x ≤ 1 by Loutfy [254]. z and z′ are constants,
and / ≪ 1.

A key characteristic of a fluorescent molecular rotor is that, in the excited state, it
can rotate one segment of its structure around a single bond and thus form a twisted
state. It is this intramolecular rotation which depends strongly on the viscosity of
the environment, so that the radiative de-excitation pathway of fluorescent molec-
ular rotors competes with radiationless decay by intramolecular twisting in the
excited state. This twisting motion is slowed in viscous media. Thus, the fluores-
cence lifetime and fluorescence quantum yield of fluorescent molecular rotors are
high in viscous microenvironments, and low in non-viscous microenvironments.
Fluorescent molecular rotors have been used to measure the microviscosity in
polymers [254], sol-gels [193, 333], microbubbles [186], micelles [236], ionic
liquids [68, 161, 256, 314], blood plasma [168], liposomes [226, 302], membranes
of bacillus spores [253], and biological structures such as tubulin [225] and living
cells [14, 165, 204, 223, 241, 257, 316, 441]. The viscosity measurement can be
accomplished either by ratiometric spectral measurements with a rigid reference
fluorophore whose fluorescence quantum yield and lifetime are independent of
viscosity [145, 164, 222, 302, 316, 441, 442] or by fluorescence lifetime mea-
surements [14, 223, 241, 316]. Switchable fluorescent molecular rotors than can be
activated or locked have also been designed [467].

FLIM of fluorescent molecular rotors has been employed to image viscosity in
living cells, [14, 223, 241, 316] microbubbles [186] and the membranes of bacillus
spores [253]. A double logarithmic plot of τ of the fluorescent molecular rotor in
various solvents versus the viscosity of the solvent should yield a straight line with
a gradient of x, according to (3.13) [128]. Such a plot serves as a calibration graph,
which allows conversion of the fluorescence lifetime into viscosity, as shown in
Fig. 3.7c [166, 167, 223, 241, 255]. A typical example of FLIM of bodipy-C12 in
lipid droplets is shown in Fig. 3.7a, with the corresponding fluorescence lifetime
histogram with contributions from short lifetimes around 1.6 ns in lipid droplets,
and longer lifetimes around 1.8 ns in other locations in the cell in Fig. 3.7b.

The big advantage of time-resolved measurements of fluorescent molecular
rotors is that the fluorescence lifetime is independent of the fluorophore concen-
tration [145, 164, 222, 302, 316, 441, 442]. Thus, FLIM intrinsically separates
concentration and viscosity effects. There is no need to conjugate the fluorescent
molecular rotors to other viscosity-independent fluorophores in order to account for
variations in dye concentrations as in ratiometric intensity imaging [167]. More-
over, fluorescence lifetime measurements can detect heterogeneous viscosity
environments via multi-exponential fluorescence decays, potentially within a single
pixel, and the lifetime calibration does not depend on the spectral sensitivity of the
detection system. Furthermore, FLIM of fluorescent molecular rotors allows not
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only mapping the viscosity in living cells, but also monitoring dynamic cellular
processes in real time. Possible techniques are conventional time-series FLIM
(Chap. 1, Sect. 1.4.5.4) temporal mosaic FLIM (Chap. 2, Sect. 2.4.4), or Fluores-
cence Lifetime-Transient Scanning (FLITS) (Chap. 1, Sect. 1.4.6 and Chap. 5).
Moreover, compared to viscosity imaging with a viscosity-independent reference
fluorophore FLIM-based measurement frees the spectral region occupied by the
reference fluorophore for simultaneous mapping of other parameters, e.g. polarity.
Thus FLIM of suitable fluorescent molecular rotors represents a major advance in
terms of straight-forward calibration and rapid, real-time and ultra-sensitive vis-
cosity mapping [220].

3.5.3 Temperature Mapping

One of the latest advances in the use of FLIM is to use it in combination with
special temperature-sensitive polymers to map the temperature in living cells. While

Fig. 3.7 HeLa cells stained with fluorescent molecular rotor bodipy-C12. a FLIM image, with a
lifetime range of 1 ns (blue) to 2.5 ns (red), indicating viscosity. b The fluorescence lifetime
histogram, with contributions from short lifetimes around 1.6 ns in lipid droplets, and longer
lifetimes around 1.8 ns in other locations in the cell. c A calibration plot of fluorescence lifetime τ
in different methanol/glycerol mixtures versus the viscosity η of these mixtures. m is the gradient
of a straight line fit according to (3.13), and allows the conversion of lifetime into viscosity. In this
case, the gradient is 0.20 in the low viscosity region below 10 cp, and 0.54 above 10 cp

3 Fluorescence Lifetime Imaging (FLIM) … 143

http://dx.doi.org/10.1007/978-3-319-14929-5_1
http://dx.doi.org/10.1007/978-3-319-14929-5_2
http://dx.doi.org/10.1007/978-3-319-14929-5_1
http://dx.doi.org/10.1007/978-3-319-14929-5_5


FLIM of rhodamine B in methanol was used to map the temperature in a glass
microchip from 10 to about 95 °C with a ±3 °C accuracy [31], and FLIM of Kiton
red, a water-soluble rhodamine B derivative, was used to map thermal and solution
transport processes in a microfluidic T-mixer [272], these dyes have a limited
sensitivity to temperature. They may cover a large dynamic range from 10 to
100 °C, but they are not very sensitive to temperature variations around 37 °C.

Novel temperature-sensitive polymers, fluorescent polymeric thermometers,
have been designed that are not very sensitive to temperature over a wide dynamic
range, but rather display a large fluorescence lifetime variation near 37 °C [308]. At
low temperatures, a thermo-responsive polymer assumes an extended configuration,
where a water-sensitive unit can be quenched by water molecules in its vicinity. At
higher temperatures, hydration is weakened and the structure shrinks, releasing
water molecules and thus increasing its fluorescence quantum yield and lifetime.
These sensitive fluorescent polymeric thermometers have been used in combination
with TCSPC-based FLIM to map the temperature in living cells to a fraction of a
degree, as shown in Fig. 3.8. The resulting temperature maps illustrated thermo-
genesis in the mitochondria, showed that the temperature of the nucleus is about
1 °C higher than that of the cytoplasm, and that these observations depend on the
cell cycle [308].

Fig. 3.8 FLIM to map the temperature in living COS7 cells using a temperature-sensitive polymer
probe. a Confocal fluorescence images of the probe (green) and MitoTracker Deep Red FM (red;
upper and left lower) and fluorescence lifetime image of the probe (right lower). The region of
interest, as shown in the square in the upper panel, is enlarged in the lower panels (N is the
nucleus). The arrowheads point to local heat production, i.e. thermogenesis, near the
mitochondria. b The temperature increases near the mitochondria after the inhibition of ATP
synthesis. Confocal fluorescence images of the probe (green) and MitoTracker Deep Red FM (red;
left) and fluorescence lifetime images of the probe (middle and right). c Control experiment for (b).
No significant change in the probe’s fluorescence lifetime was detected without a chemical
stimulus. In (a–c), the temperature of the medium was maintained at 30 °C. The scale bar
represents 10 μm. Reproduced from [308]
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3.5.4 Mapping of the Refractive Index

The fluorescence decay time of GFP is a function of the refractive index of its
environment [394, 417, 418]. A similar observation has been made for CFP and
YFP [51]. The reason for this is that the radiative rate constant, kr in (3.5) and (3.7)
is a function of the refractive index, n [412]. This effect, expressed empirically as a
n2-dependence of the radiative rate constant in the Strickler-Berg formula, has been
predicted theoretically and demonstrated experimentally for fluorescent dyes, lan-
thanides, quantum dots and nanodiamonds over the years, by varying the refractive
index by solvent composition (see Fig. 3.9a, b) or pressure, including supersonic
jet-spectroscopy in vacuum [394]. In the particular case of GFP, the non-radiative
rate constant seems to be insensitive of the environment, as the GFP fluorophore is
tightly bound inside its barrel, protected from solvent effects, oxygen quenching
and other diffusion-controlled collisional quenching effects—influences fluorescent
dyes in solution are generally subjected to. The range over which the GFP decay
senses the refractive index can be large, in the order of the wavelength of the light,

Fig. 3.9 The GFP fluorescence decay is a function of the refractive index of its environment, and
can thus be used to sense it. a FLIM of GFP in mixtures of buffer and glycerol, from [394].
b FLIM of GFP-tagged MHC proteins in fixed cells in buffer and glycerol, from [418]. c FLIM of
GFP-tagged membrane proteins (A—fluorescence intensity, B—fluorescence lifetime) and
cytosolic GFP-tagged proteins (C—fluorescence intensity, D—fluorescence lifetime), from
[427]. The higher refractive index of the cell membrane decreases the average GFP fluorescence
lifetime of the GFP-labelled constructs. d GFP in cells at different stages of the cell cycle with
(e) the corresponding average GFP lifetime histogram, from [326]. The average GFP lifetime has
been proposed to be sensitive to the protein concentration during the cell cycle
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depending on the experimental details [418]. It plays a role in TIRF FLIM, since
GFP in close proximity to a glass water interface has a lower average decay time
than far away from the interface [418], and has been used to study GFP infiltration
into the nanochannels of mesoporous silica particles [258].

In combination with FLIM, this effect has been exploited to show that GFP-
tagged proteins have a faster decay in the cell membrane compared to the cyto-
plasm, owing to the membrane’s higher refractive index [427], as shown in
Fig. 3.9c. In another study, the fluorescence decays of cytoplasmic GFP and also of
tdTomato, a red fluorescent protein, were mapped during mitosis, showing that the
average GFP and tdTomato lifetimes remained constant during mitosis but rapidly
shortened at the final stage of cell division [326], as shown in Fig. 3.9d with the
corresponding average GFP lifetime histograms in Fig. 3.9e. The interpretation of
this observation put forward was that the concentration of proteins—which have a
higher refractive index than the cytoplasm—in the cell changes during the cell
cycle. Furthermore, it has been found that fixation of cells also decreases the
average lifetime of fluorescent proteins [139, 201], and that this can be related to the
refractive index of the mounting solutions [201]. Reports that the average GFP
fluorescence lifetime of maltreated cells changes may be related to this effect too
[293]. Moreover, using flow cytometry and the GFP fluorescence lifetime as the
cytometric parameter, it has been shown that the GFP fluorescence lifetime can be
correlated to changes in the subcellular localization of GFP-LC3 fusion protein to
the autophagosome during autophagy [148].

3.5.5 Metal-Modified Fluorescence

While fluorescence lifetime changes due to the effect the refractive index has on the
radiative rate constant kr are modest [412], metal-induced fluorescence lifetime
modifications can be much stronger [129]. In the presence of a metal, the excited-
state molecular dipole can couple with surface plasmons, i.e. collective electron
oscillations in the metal, creating additional radiative k�r and non-radiative decay
channels k�nr [13, 129, 231].

In such a case, (3.3) for the fluorescence lifetime has to be modified and the
metal-enhanced fluorescence lifetime τ is then given by

s ¼ 1
k�r þ kr þ knr þ k�nr

ð3:14Þ

with the corresponding modified (3.4) for the metal enhanced quantum yield /

/ ¼ kr þ k�r
k�r þ kr þ knr þ k�nr

ð3:15Þ
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The additional de-activation pathways are strongly dependent on the separation
between the emitting fluorophore and the metal; hence, (3.14) and (3.15) predict
that as k�r increases near a metal surface, the fluorescence quantum yield increases
while the fluorescence lifetime decreases. However, within 5–10 nm of the metal,
the additional non-radiative channel k�nr dominates, leading to a strong quenching of
the fluorescence, reducing the quantum yield as well.

This metal-modified fluorescence effect was exploited to study a multilayered
polyelectrolyte film incorporating aluminium tetrasulfonated phthalocyanine (Al-
PcTS), a dye also used as a photosensitiser, and gold nanoparticles. The authors
found that fluorescence enhancement can be tuned by the number of polyelectrolyte
layers separating AlPcTS and the gold nanoparticles [403].

Moreover, FLIM of metal-enhanced fluorescence can provide increased axial
specificity in fluorescence microscopy. After demonstration of the fluorescence
enhancement effect with fluorescently labelled beads on a gold film, a calibration
system that closely mimics a cell imaging geometry, Cade et al. studied mammary
adenocarcinoma cells expressing GFP-labelled membrane proteins grown on a
30 nm gold film [61]. A result is shown in Fig. 3.10.The FLIM image shows a
significantly reduced GFP lifetime in the membrane near the gold film, but the GFP
lifetime is unmodified in parts of the cell further above the gold film. Thus, the GFP
fluorescence lifetime yields information about the proximity of the GFP to the
gold film within the confocal volume without resorting to techniques such as
TIRF, SNOM, [209] or 4Pi microscopy [178, 184]. This was then exploited to
study receptor internalization, i.e. protein redistribution, during receptor-mediated

Fig. 3.10 Metal-modified fluorescence. a The fluorescence lifetime is a function of the distance of
the fluorophore from the gold surface. b Confocal xz-cross-section of mammary adenocarcinoma
cell (MTLn3E) with GFP-labelled CXCR4 in its cell membrane. The vertical scale bar is 5 μm.
c FLIM image of (b), showing a shortened GFP fluorescence lifetime in the vicinity of the gold
surface. Reproduced from [61]

3 Fluorescence Lifetime Imaging (FLIM) … 147



endocytosis [61], a technique which has recently been improved by using a bespoke
plasmonic nanostructure-coated glass substrate [62]. A similar approach was used
to obtain axial distances in tilted microtubules up to 100 nm above a metal surface
[35], and the recent 3-dimensional reconstruction of the position of the basal cell
membrane of various cell types stained with a CellMask Deep Red plasma mem-
brane dye above a gold film [71].

3.5.6 Mapping of Glucose

Among the reporters for fluorescence-based glucose sensing, the glucose/galactose
binding protein (GBP) undergoes a conformational change upon glucose binding
[322]. This can either be detected with FRET, or by labelling with an environ-
mentally sensitive fluorophore such as Badan near its glucose binding site. The
latter path was chosen, and it was found that glucose binding resulted in a large
increase of fluorescence quantum yield and lifetime [354]. Nickel-nitrilotriacetic
acid agarose beads with bound GBP–Badan were imaged by FLIM, and addition of
glucose resulted in a Badan lifetime shift from 2.2 ns at zero glucose to around
2.7 ns in a 100 mM saturated glucose solution [353], as shown in Fig. 3.11.

The authors point out that the fluorescence lifetime is a particularly useful
parameter to perform glucose sensing, since it is relatively independent of light
scattering in tissue, signal amplitude fluctuations and fluorophore concentration.
The fluorescence lifetime is thus a good alternative to electro-chemistry or glucose

Fig. 3.11 Nickel-nitrilotriacetic acid agarose beads with bound glucose/galactose binding protein
labelled with the fluorophore Badan. Left Epi-fluorescence intensity image (λex = 400 nm and
λem = 550 nm). Average fluorescence lifetime images of beads in 10 mM PBS: Middle Zero
glucose. Right 100 mM saturated glucose. The average Badan lifetime shifts from 2.2 ns at zero
glucose to around 2.7 ns in 100 mM glucose solution. Reproduced from [353]
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oxidase methods, which have limited accuracy and impaired responses in vivo,
possibly due to interfering electroactive substances in the tissues, coating of the
sensor by protein and cells and changes in blood flow that alter oxygen access
[353].

3.5.7 Mapping of Ion Concentrations

Ions play a major role in living cells and organisms, and mapping and measuring
ion concentrations and to dynamically observe changes and fluctuations is of great
interest to cell biologists and physiologists [47]. The most important ions are Ca2+,
Na+, K+, and Cl−, and a number of different strategies employing fluorescence-
based ion-sensing exist. Mapping ion concentrations via the fluorescence lifetime
with FLIM in principle offers the advantage of being independent of the fluorophore
concentration. FLIM is also unaffected by variations of illumination intensity, or
photobleaching—provided the probes do not aggregate, and the photoproducts do
not fluoresce. However, in practice, multi-exponential decays and undesirable
photoproducts may hamper applications of some probes [235].

For example, instead of using intensity-based imaging of ratiometric probes, the
fluorescence lifetime of the Ca2+ sensor Quin-2 [233, 235] has been used to image
Ca2+ concentration in cells. Quin-2, excited at 340 nm, unfortunately forms a
photoproduct with a different Ca2+ affinity [235], but calcium crimson [179],
Calcium Green [66], Fluo-3 [348] and Fluo-4 do not suffer from this problem.
However, the lifetime change of Calcium Green upon Ca2+ binding is not as large
as in the case of Quin-2. Fluo-3 and Fluo-4 do not show noticeable lifetime changes
at all. The reason is that these dyes are virtually non-fluorescent when not bound to
Ca2+. As a result, only fluorescence from the Ca2+ bound form is observed, and
there is no change in the average lifetime. Oregon Green BAPTA 1-AM is another
Ca2+ dye which changes its fluorescence lifetime when the stimulation induces a
change in the Ca2+ ion concentration. It is this thus suitable for FLIM-based Ca2+

measurement [22], see Chap. 5 of this book.
The photophysical properties of Ca2+ sensing dyes have been evaluated and their

calcium sensing mechanisms classified into static quenching mechanisms (the
presence of a non-fluorescent unbound and a fluorescent Ca2+-bound form), the
presence of an unbound form and a Ca2+-bound form of different lifetimes, and
collisional quenching (calcium green-1, Oregon Green BAPTA-1, magnesium
green, Oregon Green BAPTA5 N) [449]. Even an effect of the Ca2+ concentration
on the extinction coefficient of the dyes (e.g. fluo-3, calcein, fura-2) has been
considered. This evaluation was performed with a view of selecting appropriate Ca2
+ sensing dyes for two-photon excitation TCSPC-based FLIM in brain slices (where
Oregon Green BAPTA-1 was chosen) [450]. A powerful application of two-photon
excitation FLIM is the imaging of astrocytic calcium homeostasis in living mouse

3 Fluorescence Lifetime Imaging (FLIM) … 149

http://dx.doi.org/10.1007/978-3-319-14929-5_5


models of Alzheimer’s disease, again using the calcium dye Oregon Green
BAPTA-1 [219]. Studying calcium levels under different conditions, the authors
found that although neurotoxicity is observed near amyloid-β deposits, a more
general astrocyte-based network response to pathology also exists.

Ca2+ levels in neurons can change on a time scale in the millisecond range.
Recording such changes with TCSPC FLIM has long been considered impossible.
The changes can, however, be clearly resolved by FLITS, see Chap. 5, and recorded
at least qualitatively by temporal mosaic FLIM, see Chap. 2, Sect. 2.4.4.

The fluorescence lifetime of the Cl− sensing dye N-(ethoxycarbonylmethyl)-6-
methoxy-quinolinium bromide (MQAE) has been used to probe Cl− concentrations
in cockroach salivary acinar cells [229], in mammalian olfactory sensory neurons
[206] and in nociceptors, neurons for pain and temperature, in the dorsal root
ganglion [133, 147]. The dye’s sensitivity to Cl− is due to collisional quenching
which obeys Stern-Volmer kinetics [377], see Fig. 3.12a. The ion concentration can
thus be mapped with FLIM. An example is shown in Fig. 3.12c.

A Cu2+ sensor based on FRET between GFP as the donor and Cu2+ has been
reported [187] and employed for mapping Cu2+ ion uptake and release in plant cells
via FLIM [188]. An Oregon Green-labelled apocarbonic anhydrase II Cu2+ sensor
has also recently been reported, where the Oregon Green fluorescence is quenched
by FRET upon binding of Cu2+ to the apocarbonic anhydrase II [270]. Furthermore,
FRET-based K+ and Na+ probes are important for hypertension measurements in
blood, and fluorescence lifetime measurements for this purpose have been reported
[400], albeit without imaging. A range of Mg2+ lifetime probes has also been tested,
but again without imaging [399]. Phosphate ions have also been mapped in living
cells using FLIM [312], and nitric oxide lifetime probes have been reported, but
without use in FLIM as yet [464].

Fig. 3.12 FLIM of chloride ions in somatosensory neurons. a A Stern-Volmer calibration plot of
relative fluorescence lifetime of chloride ion sensor MQAE versus chloride ion concentration. It
follows a linear relationship, and allows the conversion of lifetime into chloride ion concentration.
b MQAE fluorescence intensity image of the dorsal root ganglion obtained by two-photon
excitation, showing an intense signal from the cytosol and a weak signals from the nuclei. c Two-
photon excitation FLIM image of the same dorsal root ganglion. The fluorescence lifetime, τ, is
colour-coded with warmer colours representing higher chloride ion concentrations. Reproduced
from [147]
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3.5.8 FLIM to Map the pH

Other examples of FLIM are mapping the pH—or H+ ion concentration—in single
cells [65, 181, 248, 347] and skin [26, 172], see Fig. 3.13. Here, the pH sensor 2,7-
bis-(2-carboxyethyl)-5-(and-6) carboxyfluorescein (BCECF) was used to image pH
in the skin stratum corneum. BCECF is present in a protonated and un-protonated
(BCECF−) form, the fluorescence ratio of which depends on pH. The average
fluorescence lifetimes of each form are known from a calibration (2.75 ns for
protonated BCECF and 3.90 ns BCECF− in buffer solution) [172]. Two-photon
excitation FLIM was used to non-destructively obtain pH maps at various depths,
which is difficult to achieve by non-optical methods. Moreover, as the authors point
out, intensity-based fluorescence imaging of the pH probe could not have been used
for their study as the observation of a variation in fluorescence intensity could be
ascribed to either a change in pH or a variation of the local probe concentration
[26, 172].

FLIM of GFP excited at 405 nm where the extinction coefficient is very low and
the neutral fluorophore is predominantly excited, has been reported to be pH sen-
sitive. The average lifetime increases as the pH increases, and this has been applied
to measure the pH between 4.5 and 7.5 in HeLa cells [294]. The same team has
repeated this feat without GFP, using autofluorescence of cells, namely the nico-
tinamide adenine dinucleotide (NADH) fluorescence lifetime, upon excitation at
370 nm. The authors found that the NADH lifetime decreases as pH increases
[306]. Mercaptopropionic acid-capped quantum dots have also recently been
employed as pH sensors in cells, and imaged with FLIM [309]. The advantage here

Fig. 3.13 FLIM of the pH-
sensitive dye BCECF in skin.
BCECF is present in a
protonated and un-protonated
(BCECF) form. The average
fluorescence lifetimes of each
form are known, and the
fluorescence ratio depends on
pH. Courtesy of Theodora
Mauro, University of San
Francisco, reproduced from
[17]
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is that the long fluorescence lifetimes of the quantum dots, from around 9 ns at pH 6
to about 15 ns at pH 8, make it easy to discriminate their signal from short-lived
cellular autofluorescence, as the authors point out.

3.5.9 Lifetime Imaging to Map Oxygen

Metal-ligand complexes of ruthenium, or other metal ions such as iridium, osmium
or rhenium can be used as optical oxygen sensors [444]. The transition metal
complexes can undergo metal–ligand charge transfer to form an excited triplet state,
and the collisional quenching of oxygen and the sensor reduces the luminescence
intensity and lifetime [117, 121, 144, 185]. TCSPC-based FLIM has been used to
detect pericellular oxygen concentrations around isolated viable chondrocytes
seeded in three-dimensional agarose gel, revealing a subpopulation of cells with
spatial oxygen gradients [185]. Furthermore, FLIM of a long-lived ruthenium-based
oxygen sensor with an unquenched decay time of 760 ns has been used to map
oxygen concentrations in macrophages [144]. Lifetime measurements are particu-
larly advantageous, since intensity based fluorescence imaging of oxygen in cells
would require a calibration of the intensity of the probe unquenched by oxygen as
well as knowing its concentration in the cell. This is not practically possible.
Temporal focussing for two-photon wide-field excitation with a frequency-domain
FLIM system has recently been reported to image ruthenium lifetimes in cells [72].
This approach allows rapid optical sectioning with wide-field excitation and camera
detection. Line-scanning multi-photon excitation FLIM where each excitation point
along the line is intensity modulated by a unique frequency generated by a spatial
light modulator has also been used to image microsecond ruthenium lifetimes in the
brain vasculature in living mice [189].

A combined fluorescence and phosphorescence lifetime imaging (FLIM/PLIM)
technique based on TCSPC imaging is described in Chap. 1, Sect. 1.4.7. Appli-
cations are described in Chap. 6. The technique is based on scanning the sample
with a high-frequency pulsed laser that is modulated synchronously with the pixel
scanning [24]. The advantage of the technique is that it simultaneously delivers
FLIM and PLIM images, and that it can be used with two-photon excitation [17].
Please see Chap. 1, Sect. 1.4.7 and Chap. 6.

3.5.10 FLIM of Autofluorescence of Tissue, Eyes and Teeth

FLIM of autofluorescence has recently expanded rapidly [33, 76, 263]. The
advantage of this approach is that no specific labelling is needed, as the fluores-
cence signal is provided by endogenous fluorophores such as NADH or FAD [146].
The fluorescence lifetimes provide a readout of the metabolic state of the samples
under investigation, see Chaps. 13–16. Over 20 years ago it was demonstrated that
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FLIM can map free and protein-bound NADH [234], and is has been known for
even longer that the redox state of mitochondria can be monitored by NADH
fluorescence, as reviewed by the discoverer of this effect, Britton Chance [268].
Breast cancer cells have been studied by FLIM of NADH [44, 83, 328, 402, 459],
and this approach has been extended to include FAD [367, 368]. Autofluorescence
of cardiac myocytes has been studied with FLIM [73, 74], and it has been shown
that FLIM of autofluorescence can distinguish necrosis from apoptosis [443], which
may be relevant for cancer treatment optimization by adapting drug dosage for
maximal apoptotic response and to limit inflammatory reaction and increase the
given therapy efficiency. Employing phasor analysis of the FLIM data, bacteria and
mammalian cells have also recently been studied with this method in real time [382,
383, 414].

FLIM of autofluorescence has potential as a label-free clinical diagnostic tool for
in vivo optical biopsies, in particular for skin [89, 138, 313, 345, 346, 359], see
Chap. 15. An example is shown in Fig. 3.14.

In diagnostic applications it is important to have both morphological information
and fluorescence lifetime information available. FLIM of skin is therefore often
combined with Z-stack imaging. Z stacks can be recorded by TCSPC FLIM by the
traditional record-and-save procedure, or by mosaic FLIM, see Chap. 2, Sect. 2.4.3.
Examples is are shown in Figs. 3.15 and 3.16. Images in two wavelength intervals,
380–480 and 480–600 nm, were recorded simultaneously by a dual-channel

Fig. 3.14 Autofluorescence two-photon excitation FLIM of excised skin, at 75 μm depth, with
basal cell carcinoma. The excitation wavelength of 760 nm excites NAD(P)H and melanin in the
cytosol. The nucleus does not show any autofluorescence. Reproduced from [138]
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TCSPC FLIM system. The sample was excited by two-photon excitation at 800 nm.
A z-stack of lifetime images was recorded with a vertical step width of 5 µm, and an
acquisition time of 25 s per step. The image from 380 to 480 nm interval contains
both SHG from collagen and fluorescence, mainly from NADH. The 480–600 nm
contains only fluorescence, most likely from FAD.

Fig. 3.16 FLIM z-stack of pig skin, detection wavelength 480–600 nm. Two-photon excitation at
800 nm. Zeiss LSM 710 NLO multiphoton microscope with Becker & Hickl Simple-Tau 152 dual-
channel FLIM system. Image depth from 5 to 40 µm, acquisition time per z-plane 25 s. Intensity-
weighted lifetime of triple-exponential fit

Fig. 3.15 FLIM Z stack of pig skin, detection wavelength 380–480 nm. Two-photon excitation at
800 nm. Zeiss LSM 710 NLO multiphoton microscope with Becker & Hickl Simple-Tau 152 dual-
channel FLIM system. Image depth from 5 to 40 µm, acquisition time per z-plane 25 s. Intensity-
weighted lifetime of triple-exponential fit
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3-Dimensional optical biopsies do not require any removal of tissue samples, or
any other mechanical or chemical treatment. They provide information on mor-
phology and metabolism at a subcellular level, and it has been shown that FLIM of
skin autofluorescence can distinguish basal cell carcinoma from the surrounding
skin [138] and benign melanocytic nevi from malignant melanocytic lesions [3]. A
combination of FLIM of autofluorescence with coherent anti-Stokes Raman
Spectroscopy (CARS) could add information about chemical vibrational fingerprint
and also lipid and water content to the optical biopsy [55]. Apart from early
detection of skin diseases, these approaches could also be used to monitor the
progression of wound healing and the effect of cosmetics on the skin [249].

Another application with direct clinical relevance is autofluorescence FLIM of
the eye. The autofluorescence decay of the retina is multi-exponential, and a scatter
plot of short versus long autofluorescence lifetimes appears to be different for
healthy retinas, and retinas at the onset of age-related macular degeneration (AMD)
[356, 357]. This approach may offer the opportunity for early detection and diag-
nosis of this debilitating eye disease. Please see Chap. 16 of this book.

Moreover, the autofluorescence of teeth has also been studied with FLIM
[212, 269, 365], and efforts are underway to use FLIM, possibly combined with
endoscopy, for clinical diagnostics [132, 334] and brain tumour image-guided
surgery [395].

Plant autofluorescence, i.e. FLIM of chlorophyll in algae has recently been used
to study cadmium toxicity. After careful calibration of the chlorophyll fluorescence
under different excitation conditions, it was found that cadmium exposures appear
to lengthen the average chlorophyll fluorescence decay, possibly due to disruption
of the electron transport system in photosynthesis [460]. The authors point out that
the characteristics of the chlorophyll fluorescence decay could serve as a non-
invasive indicator of cadmium toxicity in algae. Autofluorescence of eucalyptus
leaves have also been studied with FLIM, revealing a unique spatial organization of
cavity metabolites whereby the non-volatile component forms a layer between the
secretory cells lining the lumen and the essential oil [180].

Finally, the supra-molecular organization of DNA has been probed with FLIM
[290–292, 430], amyloid beta plaques, relevant for e.g. Alzheimer’s disease, have
been investigated with FLIM [8, 34, 205] and even hematoxylin and eosin staining,
a standard technique in histology, has been subjected to FLIM in a quest for more
information than from the hematoxylin and eosin intensity images alone [83, 160].

3.5.11 Simultaneous FLIM of Fluorophores with Different
Emission Spectra

Modern FLIM systems, in particular TCSPC-based ones, usually have two to four
parallel detection and recording channels to simultaneously record images in sev-
eral wavelength intervals [16]. Signals from several fluorophores can thus be
observed simultaneously. However, to obtain true spectral information, e.g. to
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unmix the signals of fluorophores with overlapping emission spectra, a larger
number of spectral channels is required.

Spectrally resolved FLIM can be obtained by streak camera systems or by multi-
dimensional TCSPC. Multi-dimensional TCSPC uses the wavelength of the pho-
tons as an additional dimension of the recording process of TCSPC FLIM [15, 19],
see Chap. 1, Sect. 1.4.5.2. A typical application of spectrally resolved FLIM is
autofluorescence imaging. The excitation and emission spectra of the endogenous
fluorophores are broad, and usually overlapping. Spectrally resolved FLIM helps to
separate the signals from different fluorophores and fluorophore fractions. Please
see Chap. 13. A multi-wavelength image of pig skin is shown in Fig. 3.17.

Fig. 3.17 Spectrally resolved FLIM of pig skin. One-photon excitation at 405 nm, wavelength
channel width 12.5 nm, centre wavelength from 437.5 nm (upper left) to 625 nm (lower right),
indicated in images. Multi-wavelength TCSPC FLIM, Becker & Hickl DCS-120 system with 16-
channel GaAsP detector. Images 256 × 256 pixels, 256 time channels. Amplitude-weighted
lifetime of double-exponential decay, normalised intensity
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Spectrally resolved FLIM is advantageous also in FRET studies, where the
donor fluorescence lifetime can be monitored in one spectral channel, and the
acceptor fluorescence in another. A shortening of the average fluorescence lifetime
of the donor CFP due to FRET to the acceptor YFP, both linked by a short amino
acid chain, was accompanied by an initial rise of the YFP fluorescence lifetime in
the acceptor channel (acceptor in-growth) due to sensitized emission [20]. Other
spectrally-resolved FLIM applications concern studies where the fluorescence
lifetime of fluorophores emitting in different spectral regions is monitored simul-
taneously [64], including single molecule studies [408]. The spectral resolution in
these cases is really a spectral separation, namely between the two spectral regions
of fluorescence emission. However, true spectrally-resolved FLIM with 10 nm
bandwidth over a wide spectral range has been reported, both in the frequency
domain [169] and the time-domain (e.g. using a 16 anode photomultiplier) [20, 43,
90] or a streak camera [252, 329], allowing sophisticated analysis of multiple
fluorophores sensing multiple biophysical parameters, FRET and possibly multiple
donor-acceptor FRET pairs [154].

3.5.12 Polarization-Resolved FLIM

3.5.12.1 Rotational Depolarisation

In order to maximize the information available from a limited fluorescence photon
budget [463], it is advantageous to record multiple fluorescence parameters—such
as lifetime, spectrum and polarization—in a single imaging experiment [242].
Fluorescence is polarized due to the existence of a transition dipole moment in the
fluorophore, hence the electric dipole characteristics of the emission. Polarization-
resolved fluorescence measurements have been performed since the 1920s [127],
and the use of fluorescence anisotropy in imaging and for single molecule work has
been reviewed recently [67, 152, 199, 415, 457]. When using fluorescence as a
probe, polarization-resolved measurements can yield information on the properties
of a sample that cannot be extracted by intensity and lifetime methods alone [39,
325]. Please see Chap. 12 of this book.

In a polarization-resolved fluorescence microscopy experiment, a fluorescently-
labelled sample is excited using linearly polarized light, and the time-resolved
fluorescence intensity is measured at polarizations parallel and perpendicular to that
of the exciting light [230, 424, 438]. The fluorescence decay parallel to the
polarization of the excitation, Fjj, is given by

Fjj tð Þ ¼ 1
3
F0 exp � t

s

� �
� 1þ 2r0 exp � t

h

� �h i
ð3:16Þ
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and the fluorescence decay perpendicular to the polarization of the excitation, F?, is

F? tð Þ ¼ 1
3
F0 exp � t

s

� �
� 1� r0 exp � t

h

� �h i
ð3:17Þ

where r0 is the initial anisotropy, and θ the rotational correlation time. The differ-
ence between the parallel and perpendicular fluorescence signal is due to depo-
larization of the fluorescence. The fluorescence anisotropy r is then defined as

rðtÞ ¼ F==ðtÞ � GF?ðtÞ
F==ðtÞ þ zGF?ðtÞ ð3:18Þ

where F‖(t) and F⊥(t) are the fluorescence intensity decays parallel and perpen-
dicular to the polarization of the exciting light. The denominator of 3.18 describes
the total intensity emitted in the full space around the sample. If the intensity is
excited and/or detected within a limited solid angle, the detection efficiency is
different for molecules of different orientation, see Chap. 12, Fig. 12.2. This is taken
into account by the factor z. The value of z depends on the NA of the microscope
objective, where 1 ≤ z ≤ 2 (z ≈ 1 for a high NA objective, z = 2 for a collimated
beam) [6, 123–126, 162, 213, 456]. Although a rigorous treatment of the effect of
high NA objectives to ‘‘see around’’ the fluorophore and therefore collect all three
emission components Fx, Fy, Fz leads to a slightly more complex description than
(3.18) [7, 152, 162, 213], this empirical approach is attractive due to its simplicity
and similarity with that of a collimated beam and has worked well in our laboratory
and others [15]. The empirical constant z is a function of the NA of the microscope
objective and is chosen such that (i) a time-resolved fluorescence anisotropy decay
starts at the correct initial anisotropy r0, (as determined by spectroscopic mea-
surements using collimated excitation light) and (ii) the total fluorescence intensity
decay F‖(t) + z F⊥(t) is the same as a decay collected using collimated beams with
magic angle detection such that polarization contributions are removed [15]. The
denominator is proportional to the total fluorescence emission, and G accounts for
differences in the transmission and detection efficiencies of the imaging system at
parallel and perpendicular polarization. If necessary, an appropriate background has
to be subtracted [393]. Due to the nature of the photoselection for absorption and
emission transition dipoles, multiphoton excitation provides a greater dynamic
range for anisotropy measurements than single photon excitation [40].

The depolarization of the fluorescence, i.e. the decay of the anisotropy r as a
function of time, can either be due to the rotational diffusion of the fluorophore in
its excited state before emission of a fluorescence photon, or due to energy-
migration or homo-FRET.

The rotational diffusion of the fluorophore in its excited state before emission of
a fluorescence photon depends on its volume, and the viscosity and temperature of
its environment. For a spherical molecule, r(t) decays as a single exponential and is
related to the rotational correlation time θ according to:
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rðtÞ ¼ ðr0 � r1Þe�t=h þ r1 ð3:19Þ

where r0 is the initial anisotropy (the maximum value is 0.4 for single photon
excitation) and r∞ accounts for a restricted rotational mobility. r∞ = 0 for freely
rotating fluorophores, e.g. in isotropic, homogeneous solution. For a spherical
molecule in an isotropic medium, θ is directly proportional to the viscosity η of the
solvent and the hydrodynamic volume V of the rotating molecule:

h ¼ gV
kT

ð3:20Þ

where k is the Boltzmann constant and T the absolute temperature. Therefore, if the
volume of the fluorophore is known, the rotational correlation time can report on
the viscosity of the fluorophore’s immediate environment. Alternatively, as the
rotational diffusion can be slowed down by binding or sped up by cleavage, θ can
yield information about the size of the tumbling unit. In addition, evidence of a
hindered rotation of the fluorophore due to geometrical restrictions, e.g. in the cell
membrane, can be gleaned from r∞.

Note that the steady-state anisotropy is calculated from the fluorescence inten-
sities, i.e. integrated fluorescence decays, from (3.16) and (3.17) and obeys the
Perrin equation

r ¼ r0 � r1
1þ s

h

þ r1 ð3:21Þ

where τ is the fluorescence lifetime, defined in (3.3) [247]. Whilst the steady-state
anisotropy r is relatively easy to measure, and in particular to image [199] it may
not be unambiguous to interpret in the absence of time-resolved measurements: r
depends on the three parameters τ, θ and r∞, and their respective contribution
cannot be disentangled from steady state measurements alone.

Steady-state fluorescence anisotropy imaging has, for example, been used to
study viscosity or enzyme activity in cells [37, 38, 95, 130, 151, 240, 244, 397],
DNA digestion [63] or to identify FRET between fluorescent proteins [262, 265,
266, 336, 374]. However, it is difficult to obtain information about a hindered
rotational mobility as indicated by a non-zero r∞, and time-resolved measurements
are needed to determine this parameter.

Time-resolved fluorescence anisotropy has been used on cells for single point
measurements [210, 372, 397, 416] and for mapping solvent interactions in
microfluidic devices [29], as well as the viscosity in the cell cytoplasm [78, 247,
393], as shown in Fig. 3.18, and membrane [53].

In the brain, the speed with which neurotransmitters diffuse in the interstitial
space contributes critically to the shaping of elementary signals transferred by
neural circuits [342]. Indeed, experimental alterations of extracellular medium
viscosity could reveal a clear impact of the interstitial diffusion rate on neural signal
formation, both inside and outside the synaptic cleft [280, 301, 318, 323, 351, 352].
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Furthermore, it has been suggested that medium micro-viscosity could influence
rapid movements of protein domains during ion channel opening: in the squid giant
axon, a 30–40 % increase in the local viscosity slows down the gating time of
sodium channels by more than two-fold [224]. Similarly, rapid intracellular diffu-
sion of molecular messengers in the protein-crowded microenvironment of small
cellular compartments sets the rates of diffusion-limited cellular signalling cascades
throughout the central nervous system. Cytosolic mobility and protein crowding
have been demonstrated to play an important role in controlling the intracellular
spread of molecular signals generated by synaptic signal exchange [36, 289, 349,
396]. In the context of neural coding mechanisms, it would seem reasonable to
suggest that understanding the mobility of small signalling molecules in the
microenvironment of functional connections in the brain bears as much importance
as deciphering their rapid reaction kinetics per se.

Fig. 3.18 a Fluorescence lifetime and b rotational correlation time map of the fluorescein
derivative carboxyfluorescein diacetate succinimidyl ester (CFSE) in a B cell. c The fluorescence
anisotropy decay curve averaged over the entire cell. A mono-exponential fit yields 1.48 ± 0.15 ns
at 20 °C, which, assuming an effective hydrodynamic radius of 0.62 nm for CFSE, corresponds to
an average cytoplasmic viscosity of 6.0 cp. Reproduced from [393]
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Measurements of bulk extracellular diffusion in the brain have a long history. An
important advance came with the point-source iontophoresis technique [299], which
has been used extensively in various brain areas (reviewed in [398]). It was subse-
quently complemented by imaging methods which analyze profiles of fluorescence
indicators ejected from a point source [192, 300, 351, 454, 466] also employing
quantum dots as a diffusing probe [407]. Recent developments in the spot-imaging of
extracellular fluorescent probes using microfibre optics have improved spatial res-
olution of such methods to just a few microns [260, 461]. However, these approaches
deal with the apparent diffusion speed which incorporates steric hindrance, or tissue
tortuosity, arising from geometric obstacles such as cell walls and membranes of
cellular organelles. Molecular mobility on the scale of local biochemical reactions,
i.e. within the range of several nanometers, remains poorly understood.

One way of measuring translational diffusion coefficients is FCS [112]. This
technique relies on the fluctuation of the fluorescence signal from fluorophores
diffusing through the focal spot of the microscope objective, and requires a low
fluorophore concentration [21]. FCS can be obtained from TCSPC data as shown in
Chap. 1, Sect. 1.5.2. Perhaps the most well-established experimental approach to
gauge intra-cytosolic diffusion has been fluorescence recovery after photobleaching,
or FRAP (recently reviewed in [91, 439]). Combining FRAP and real-time imaging
of photo-activated molecular probes has been highly instrumental in unveiling
spatiotemporal aspects of molecular reactions in small dendritic compartments of
neurons in situ [36, 87, 289, 349, 396]. A sufficiently fast image acquisition rate can
be obtained by TCSPC FLIM via conventional time-series recording or by temporal
mosaic FLIM, see Chap. 1, Sect. 1.4.5.4 and Chap. 2, Sect. 2.4.4. The spatial
resolution of this method could be as good as the diffraction-limited resolution in
the optical imaging system. Even at this resolution level, however, estimated dif-
fusion will incorporate the effect of macromolecular obstacles, intracellular
organelles and membrane geometry features, potentially masking the speed at
which small molecules shuttle within nanoscopic cellular compartments. Time-
resolved fluorescence anisotropy imaging (TR-FAIM) [78, 393] is ideally suited to
enable diffusion monitoring at the molecular scale, or in other words to gauge quasi-
instantaneous molecular mobility [465].

In the case of severely restricted or even absence of rotational diffusion,
polarization-resolved measurements can be used to elucidate the orientation of
fluorophores, e.g. in the membrane [32, 332], muscle fibres [54] or in DNA [286].
In these cases, neither the depolarization due to Brownian rotational motion nor
homo-FRET is measured, but rather the angle between the electric vector of the
light exciting the sample, and the transition dipole moment of the static fluorophore,
thus yielding its orientation.

3.5.12.2 Homo-FRET

FRET can occur if the absorption spectrum of the acceptor overlaps with the
emission spectrum of the donor, the fluorophores are in close proximity and their
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orientation is favourable (i.e. orientation factor κ2 ≠ 0 [88, 97, 425], see (3.10)), as
extensively discussed in reference [200]. These conditions can apply to fluoro-
phores with a small Stokes shift and hence lead to the donor and acceptor being the
same type of fluorophore. Thus resonance energy transfer between the same type of
fluorophore can take place, known as energy migration or homo-FRET. This
phenomenon depolarizes the fluorescence emission (see Chap. 12, Sect. 12.7.3)
[127]. It has been exploited in single-point measurements and imaging, e.g. to
monitor the proximity of iso forms of the glycosyl phosphatidylinositol (GPI)-
anchored folate receptor bound to a fluorescent analogue of folic acid to study lipid
rafts [363, 432], to monitor actin polymerisation [434], or to image the aggregation
of protein α-synuclein, relevant for Parkinson’s disease [426].

Time-resolved fluorescence anisotropy measurements to identify homo-FRET
have be carried out to study conformational changes in G-protein coupled receptors
[376], dimerisation [140], and quantification of protein cluster sizes [9–11, 458]. It
has also been used to show that a neuronal iso form of Venus-tagged calcium-
calmodulin dependent protein kinase-II alpha (CaMKIIa) holoenzyme forms cata-
lytic domain pairs, and that glutamate receptor activation in neurons triggered an
increase in anisotropy consistent with a structural transition from a paired to
unpaired conformation [297, 406]. Moreover, time-resolved fluorescence anisot-
ropy measurements have been employed to study the homodimerization of amyloid
precursor protein at the plasma membrane, relevant for Alzheimer’s disease [92]. In
these cases, it is advantageous to have negligible rotational diffusion (a small τ/θ
ratio), so that homo-FRET can be identified.

For homo-FRET involving two or more fluorophores, and in the absence of any
rotational diffusion, r(t) decays as a single exponential and is related to the homo-
FRET transfer rate ω according to [10, 11, 140, 458]

rðtÞ ¼ ðr0 � r1Þe�2xt þ r1 ð3:22Þ

where r0 is the initial anisotropy in the absence of rotation or energy transfer, as
defined above, and r∞ is the anisotropy at a long time after the excitation.3 In the
specific case of two fluorophores, r∞ = r0/2 and (3.22) reduces to

rðtÞ ¼ r0
2
e�2xt þ r0

2
ð3:23Þ

While hetero-FRET between different donors and acceptors to identify protein
interaction can routinely be imaged with FLIM, mapping energy migration or
homo-FRET to identify protein dimerisation requires polarization-resolved FLIM,
i.e. TR-FAIM. The only way to detect homo-FRET where the fluorescence lifetime
of the two fluorophores is the same, is by polarization measurements, because
homo-FRET does not normally affect spectra or fluorescence lifetime [438]. If the
fluorescence lifetimes of the two fluorophores are different, however, then FRET

3 Equation (3.5) in [391] should be the same as (3.22) here.
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can be identified by fluorescence lifetime measurements [327, 451]. This has, for
example, been done in the case of tryptophan to tryptophan homo-FRET in barnase,
where the tryptophans are located in different environments yielding different
fluorescent lifetimes [448].

Homo-FRET studies are best done with fluorescent proteins, as their rotational
diffusion during the excited state lifetime is negligible, especially when tethered to a
protein of interest. The energy transfer can be extremely fast (a 2 ps transfer time
has been quoted for YFP [203]), is an indicator of protein dimerisation or oligo-
merisation, and polarization-resolved techniques can image it.

Anisotropy imaging can be performed as steady-state or time-resolved mea-
surements in the time-domain or frequency-domain using scanning or wide-field
methods [242, 387, 389], and has been combined with spectral imaging [115].
Photon counting approaches are particularly attractive because of their excellent
signal-to-noise ratio and single photon sensitivity [116, 155, 315, 321, 405].

The combination of TIRF with time-resolved fluorescence anisotropy allows
excitation with s- and p-polarized light and provides spatial information on the
fluorescence depolarisation processes near an interface. This has, for example,
facilitated the observation of the rotation of membrane dyes in- and out-of-plane
[142, 371]. TIRF has indeed been combined with TR-FAIM, [57, 92] but time-
resolved anisotropy imaging with s- and p-polarization of the excitation has not yet
been demonstrated.

3.5.13 Phasor Analysis and Bayesian Analysis

Conventional FLIM data analysis in the time domain relies on Levenberg-Mar-
quardt fitting algorithms to fit the experimental data to a mathematical model, i.e.
compare data and theory [41]. This is a standard procedure that has been used in
fluorescence spectroscopy for many decades [305]. However, improvements can be
made, depending on the experimental conditions of the data acquisition, by max-
imum-likelihood-estimator fitting. This approach has been reported to have a better
performance for low photon counts than least square fitting (which in this case tends
to underestimate the decay time) [267, 304, 404]. This is particularly relevant for
time-resolved single molecule work [267]. Another way to obtain shot-noise limited
lifetime accuracy down to extremely low photon numbers is to use the first moment
of the photon distribution [16].

The recent development of phasor analysis [77, 170, 330] for FLIM [94] allows
the visualization of the decay data without a specific mathematical model (but it
does require a calibration measurement with a known reference sample). Although
originally developed for data analysis in the frequency domain, it is equally well
applicable for data recorded in the time domain, in particular for TCSPC FLIM.
Essentially, the fluorescence decay is Fourier transformed at the frequency of the
excitation modulation (laser repetition rate in time domain or modulation frequency
in frequency domain), and the real part is plotted versus the imaginary part for each
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pixel. The resulting data cloud (or clouds) is on the universal semicircle for single
exponential decays, and various quenching processes result in trajectories within (or
even outside) this universal semicircle.

The recent development of Bayesian analysis is particularly relevant for fluo-
rescence decays with a low number of photons [12]. The Bayesian approach allows
a decay time estimation with a much narrower confidence limit than Levenberg-
Marquardt or maximum likelihood estimator fitting if low photon numbers are
involved [340]—as is the case more often than not in many FLIM experiments. If
the photon numbers are high enough, then Bayesian fitting does not offer any
advantages over conventional Levenberg-Marquardt fitting.

3.6 Summary and Outlook

The power of fluorescence-based optical imaging to drive major discoveries in cell
biology is universally recognized. It offers two principal advantages: light
microscopy allows the observation of structures inside a living sample in real time,
and cellular components or compartments may be observed through specific fluo-
rescence labelling. The key point of FLIM lies in the ability to monitor the envi-
ronment of a fluorophore independent of its concentration—so in addition to the
position of the fluorophore, its biophysical environment can be sensed via the
lifetime.

There are various implementations of FLIM, and, depending on the application,
each has its advantages and drawbacks. The ideal fluorescence microscope would
acquire the entire multidimensional fluorescence emission contour of intensity,
position, lifetime, wavelength and polarization in a single measurement, with single
photon sensitivity, maximum spatial resolution and minimum acquisition time
(Fig. 3.1). Needless to say, there is presently no technology with this unique
combination of features, and to build one remains a challenge for instrumentation
developers.
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Chapter 4
Determination of Intracellular Chloride
Concentrations by Fluorescence Lifetime
Imaging

Thomas Gensch, Verena Untiet, Arne Franzen, Peter Kovermann
and Christoph Fahlke

Abstract Fluorescence microscopy with membrane-permeable ion-sensitive fluo-
rophores allows the non-invasive determination of intracellular ion concentrations.
Chloride is the major anion of intra- and extracellular fluids influencing a great
number of physiological processes. The dysfunction of chloride transporters and
channels leads to disturbance in chloride homeostasis that can result in diseases of
different parts of the body. The different existing chloride sensitive fluorophores
and their usefulness in fluorescence lifetime imaging are put forward in this chapter.
Fluorescence lifetime imaging of a chloride sensitive quinolinium dye (MQAE) has
been established as an elegant tool to determine intracellular chloride concentra-
tions of different cells in living biological tissue. Details of the experimental pro-
cedure are described and two case studies—chloride transport by a chloride
transporter (KCC2) across the cell membrane and determination of intracellular
chloride concentration in glia cells (EAAT1-positive astrocytes)—are presented.
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4.1 Introduction

Chloride is the main physiological anion with great impact on the properties of
biological fluids. This is true for both intracellular (cytosol and subcellular com-
partments) as well as extracellular (gastric and pancreatic juices, sweat, urine)
fluids. Chloride transport across the plasma membrane of cells is an essential part of
many physiological processes like synaptic transmission, pH and cell volume
regulation, or transport processes in epithelial tissues. A considerable number of
chloride channels, pumps and (co-)transporter proteins do exist in nature permitting
regulation of the intracellular chloride concentration ([Cl−]int). Patch clamp and
microelectrode based techniques have contributed a great deal to investigate
chloride transport and chloride accumulation or deprivation in cells. However,
fluorescence microscopy using chloride sensitive fluorophores has proven to be
even more versatile to study such processes. This technique is non-invasive and
allows fast excess to tissues as well as cells making it suitable for high-throughput
screening. In particular, fluorescence microscopy in combination with multi-photon
excitation—to a lesser extent also fluorescence confocal microscopy with one-
photon excitation—permits addressing physiological questions not just in cultured
cells but also in living tissue under native conditions. In the past 10 years fluo-
rescence lifetime imaging microscopy (FLIM) has been established to study
absolute chloride concentrations as well as relative changes in neuronal and other
biological tissues. This chapter gives an overview on the methodology of FLIM and
fluorophores, which are suitable for physiological investigations. Furthermore it
contains examples from literature and presents some investigations using FLIM for
the determination of chloride concentrations in glial cells.

4.2 Importance of Chloride Ions in Disease-Relevant
Physiological Processes

Chloride is the major anion in intra- and extra-cellular solutions of multicellular
organisms. Effective salt and solute transport requires the simultaneous movement
of cations and anions. Therefore, chloride ion movement is crucial for the regula-
tion of cellular salt content and volume. Chloride channels play an important role in
synaptic transmission. Activation of ligand-gated anion channels such as GABA or
glycine receptors inhibit neurons by increasing the membrane conductance and
causing membrane hyper-polarization. Moreover chloride is co-transported in
multiple secondary-active transporters, and there are classes of neurotransmitter
transporters that exhibit associated chloride conductance [95]. Nature seems to
utilize this potential of chloride ions. There are marked differences in the cyto-
plasmic chloride concentrations of diverse cell-types, fine-tuning the effects of such
chloride channels and chloride co-transporters. Furthermore, chloride is not uni-
formly distributed over different cell organelles. In particular organelle acidification
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is associated with increased [Cl−]int [26], and proper endo- and exo-cytosis seems to
require defined chloride transport processes.

Changed chloride concentrations will result in altered transport rates or transport
directions of chloride channels or Cl−-coupled co-transporters. Even slight changes
in [Cl−]int might impair inhibitory synaptic currents or change neurotransmitter
release significantly. Volume regulation processes and the steady-state concentra-
tions of other cellular constituents will be affected significantly as well. The physi-
ological importance of regulated intracellular chloride concentration is highlighted
by human diseases that are caused by changes in chloride transport proteins and
altered chloride concentrations in the cytoplasm or in certain cellular organelles.
Examples are disease states like hypertension, hepatic encephalopathy, neuropathic
pain, and epilepsy [43, 65, 78, 100].

The high physiological importance of chloride concentrations is in marked dif-
ference to our understanding of the regulation of this important cellular parameter.
There is still a lively debate about the processes involved in setting cellular chloride
concentrations. For many intracellular organelles we have only rough estimates of
their [Cl−]int. A prerequisite for studying this biological process is the availability of
accurate techniques to determine steady-state as well as dynamic chloride concen-
tration. Such techniques must leave physiological concentrations unaffected and
work at high spatial resolution. Thus, optical methods seem to be uniquely suited for
measuring [Cl−]int [37, 55, 68, 92]. However, whereas multiple optical techniques
have been developed for measuring the concentrations of all types of substrates this
task appears to be difficult to solve for anions for reasons described below.

4.3 Fluorescence Imaging of Chloride—Historical

Fluorescence microscopy in cells relies on the excitation of a fluorophore and the
detection of the emitted light. A good signal-to-noise ratio is only achieved if the
excitation and emission probability of the fluorophore organic is high assuring that
the detected signal is well above the thermal background signal of the detector. The
emission signal (autofluorescence) generated by the excitation of endogenous
fluorophores of the cell needs to be small compared to the signal of the fluorescent
chloride sensor. Such imaging conditions can be achieved by choosing a specific
excitation wavelength (laser wavelength, LED peak wavelength or lamp in com-
bination with a bandpass filter) with high excitation probability and suitable optical
filters for the emission optical pathway. The fluorescent sensor needs to be enriched
within the cell to obtain sufficiently high fluorescence signals. Care has to be taken
that scattered excitation light is well suppressed by optical filters.

A huge variety of fluorescence microscopy modalities have been developed
since the invention of the first fluorescence microscope more than a 100 years ago
[41, 66]. A number of readout modes do exist, which use different parameters of the
emitted light to obtain contrast as for example: Fluorescence intensity, fluorescence
intensity decay time, fluorescence anisotropy, fluorescence anisotropy decay or
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fluorescence correlation time [13, 27, 84, 85]. Some popular readout modes are
secondary physical quantities, e.g. amplitudes of multi-exponential fluorescence
intensity decay analysis (or their ratios) as well as ratios of fluorescence intensities
using either two excitation and one emission wavelengths or one excitation and two
emission wavelengths. In case of fluorescent chloride imaging three methods are of
relevance: intensity, decay time and ratio.

Two different classes of fluorescent chloride sensors have been developed—
organic fluorescent dyes based on collisional quenching and genetically encoded
sensors based on fluorescent proteins (FP) with chloride-sensitive fluorescence or
absorption properties. While both sensor types have been used in intensity-based
fluorescent chloride imaging, the ratio approach is nearly exclusively applied for the
latter type of sensors. In contrast, the fluorescence intensity decay analysis is almost
solely usedwith organic fluorescent dyes. These different approaches have their origin
in the sensing process and the resulting signal contrast one can achieve with the best
and most commonly used fluorescent chloride sensors from each class (see below).

4.3.1 Genetically Encoded Fluorescent Sensors
for Chloride Based on FPs

FP-based Cl− sensors have a long history. A recent review gives a nice overview
about the different sensors and their applications [16]. Early on in the generation of
spectral variants of wt-GFP, a mutant with red-shifted absorption and emission
spectra was generated (YFP T203Y/S65G/V68L/S72A; [94]), which is nowadays
widely used as acceptor in FRET applications with CFP as donor. It was found that
YFP was strongly pH and halide sensitive both affecting its performance as a FRET
partner. Soon, pH- and halide-insensitive variants of YFP were produced. In par-
allel, the development of genetically encoded Cl− sensors had been started [33, 48,
93]. In all those variants, binding of the Cl− anion leads to a shift of the protonation
equilibrium of the YFP chromophore toward the non-emissive, neutral form. The
concentration of the anionic form with absorption around 515 nm is decreased upon
Cl− binding and the sensor gets dimmer. These sensors found great applications, for
instance, in screening mutants of Cl− transporters and channels. The Cl− binding,
however, can be described like a static quenching, and therefore, does not influence
the fluorescence lifetime, which makes these sensors unsuitable for FLIM.

A FRET-based genetically encoded ratiometric fluorescent sensor for Cl− has
been described by Kuner and Augustine in 2000 [61], which they refer to as a
“Clomeleon.” To make their sensor ratiometric, they fused YFP with another, Cl−-
insensitive GFP analogue CFP in order to create a FRET pair, whereby a ratio
between the FRET-dependent emissions can be analyzed in presence as well as in
absence of Cl− ions. Some impressive examples of imaging physiological processes
in vital brain or retina slices of transgenic “Clomeleon” mice have been reported
[11, 24, 25, 37]. The group of Kuner produced other variants with different linkers
or other YFP mutants, but without significant improvement.
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While fluorescence lifetime contrast was observed in cultured neurons, no such
application in neuronal or other tissues has been reported. Besides the relatively
small dynamic range of “Clomeleon” near physiological pH, the very complicated
fluorescence decay and the pH dependence of its donor (CFP) [35, 51, 76, 91] may
be responsible for the lack of such studies. In 2008, an improved FRET-based Cl−-
sensor named “Cl-sensor” has been introduced with a higher Cl− affinity compared
to “Clomeleon” [71]. It is much more chloride sensitive at physiological pH and
shows a good performance in neuronal tissue [75, 96]. While the dynamic range
appears to be good enough, it still uses CFP as a donor and no FLIM application
has been performed until now.

Recently, Augustine and coworkers published a new “Clomeleon” variant
(“SuperClomeleon” [40]) enhancing the Cl−-affinity almost by a factor of six (from
119 to 22.6 mM) by introducing four point mutations and a shorter linker. The
replacement of the original donor (ECFP) by a less pH-dependent cyan GFP variant
(Cerulean) lowers the pH sensitivity of this sensor. “SuperClomeleon” outperforms
the original “Clomeleon” by far. Using “SuperClomeleon” inhibitory synaptic
transmission of single neurons could be observed with good signal to noise ratio,
which was non-detectable by “Clomeleon”.

The major deficit all GFP-based Cl− sensors have in common is that their
fluorescence is chloride as well as pH dependent. In fact, the fluorescence properties
of the FP are not influenced by Cl− itself but rather by its protonation state, which is
also affected by the environmental pH. As a consequence, all sensors have high pH-
dependence of their Cl− affinity. For quantitative measurements, the intracellular pH
has to be determined independently in every single cell to calculate the Cl− con-
centration. Beltram and coworkers generated an elegant sensor, which might cir-
cumvent this problem. They fused a dual-colour fluorescent GFP (E2GFP) that
shows a pH-dependent fluorescence [2] in a range, where neutral and anionic forms
are both fluorescent, to a red emitting FP whose fluorescence is neither pH nor Cl−

dependent [3]. In addition to its pH dependence, the fluorescence of E2GFP (neutral
and anionic) is also statically quenched by Cl− without changing the protonation
state of the E2GFP chromophore [2]. In this case, intracellular pH and intracellular
Cl− concentration can be determined simultaneously. Unfortunately, the static
quenching mechanism does not lead to fluorescence lifetime contrasts.

It has to be concluded that the currently available Cl− sensors are not suitable for
relative or absolute Cl− concentration measurements based on FLIM, neither in
cultured cells nor in tissue. The FRET-based sensors need to be improved to get a
larger dynamic range and a less complicated fluorescence decay of the FRET donor
to allow FLIM. The pH dependence, however, will remain a problem.
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4.3.2 Fluorescent Organic Dyes Sensing Chloride
Based on Quinolinium Dyes

For most of the quinolinium dyes like SPQ, MEQ or MQAE, the fluorescence
lifetime has been determined and is very long (up to 25 ns, see, e.g. [90] and
Fig. 4.1a) compared to the fluorescence lifetime of classical fluorophore families
(fluoresceins, rhodamines, oxazines, porphyrines, flavins, or cyanines). However,
only one of these dyes (MQAE) is used in FLIM studies to determine [Cl−]int.
Details of the properties and applications of the quinolinium dyes are well docu-
mented [14, 15, 34, 45, 46, 47, 49, 54, 81, 88, 89].

While the extinction coefficient is rather low, for both one- and two-photon
excitation (2800 cm−1 M−1 [350 nm] and 1.05 GM [750 nm]; hence 30 times smaller
than those of fluorescein), the fluorescence quantum yield is high [42, 69, 90]. The
fluorescence lifetime in the absence of Cl− is extremely long (25 ns; [54, 90]).
Noteworthy, the intracellular Stern–Volmer constant of MQAE determined in dif-
ferent cell types differs by almost one order of magnitude (see Table 4.1). Altogether,
MQAE is a well-suited fluorescent dye for FLIM studies.

Fig. 4.1 a Chemical structure of MQAE; b fluorescence decay curves of MQAE (100 µM)
dissolved in bi-distilled water in the presence of 0 mM (green), 20 mM (pink), and 100 mM (cyan)
Cl− (λexc = 380 nm; λem = 450 nm); c Stern–Volmer plot for MQAE in bi-distilled water for Cl−

(green circles; KSV = 172 mM−1) and a solution simulating intracellular ion concentrations (0–
150 mM KCl, 150–0 mM Kalium gluconate, 2 mM MgCl2, 20 mM HEPES buffer pH 7.2, 2 mM
Na2ATP, red circles; KSV = 40.2 mM−1). The straight lines are fits through the data points using
(4.1), the slope equals KSV
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Only two research groups have been investigating Cl− concentrations by FLIM in
biological tissues so far—in neuronal tissue of rodents (Frings/Gensch) and in insect
salivary glands (Dosche/Hille). In all studies, the Cl− sensitive dye MQAE was used.
The neuronal tissues contain neuron types (olfactory epithelium: olfactory sensory
neurons (OSNs); dorsal root ganglion: nociceptors (DRG neurons)) for which ele-
vated Cl− concentrations have been proposed (based, e.g., on results of electro-
physiological experiments). For the dendritic knobs in rat OSNs, values of 54 mM
(50 mM extracellular Cl−) and 69 mM (150 mM extracellular Cl−) have been deter-
mined as well as a Cl− gradient from the knob down the dendrite for high extracellular
chloride concentration [55]. The knobs of OSNs in mice olfactory epithelium showed
slightly lower resting Cl−concentrations (37 at 50 mM extracellular Cl−).

The Cl− concentration in DRG neurons [36] was very high in dorsal root ganglia
from newborn mice (P1–P4, 77 mM) and lower in DRG neurons from mice in the
third postnatal week (62 mM). These results represent a nice visualization of a
physiological phenomenon in neuron maturation named the “chloride switch”.
Closer inspection revealed three groups of neurons with high, medium, and low
intracellular Cl− concentrations in the third postnatal week. The group of neurons
with low Cl− concentration cannot be found in dorsal root ganglia of newborn mice.
It has to be noted that an intra-tissue calibration was not possible. Instead, the
Stern–Volmer constant was determined in primary cultures of DRG neurons. In a
follow-up study, the influence of inflammatory mediators on the Cl− concentration
of DRG neurons in intact, vital dorsal root ganglia was investigated [30]. An
increase in a subset of DRG neurons was proven, but no absolute Cl− concentra-
tions are given due to the lack of intra-tissue calibration of MQAE.

The salivary gland system of insects serves as a model system to study the ion
transport in epithelial tissue of higher organisms like mammals. Hille et al. [42]
determined a high [Cl−]int of 59 mM in duct cells of the cockroach salivary glands.
Later, the same group observed an increase in [Cl−]int after raising the extracellular
chloride concentration [57] and determined [Cl−]int of a second cell type (acinar

Table 4.1 Stern–Volmer constant KSV and fluorescence lifetime τ0 at 0 mM [Cl−] from
intracellular calibrations of the fluorescent Cl− sensor MQAE

Cell type KSV (mM−1) τ0 (ns) References

Phosphate buffer 185 25.1 [54]

Rat dorsal root ganglion (DRG) neurons 9.1 6.8 [54]

Perineuronal satellite cells from rat DRG 29.1 9.1 [54]

Rat olfactory sensory (OSN) neurons in olfactory
epithelium

18 6.5 [55]

Mouse olfactory sensory (OSN) neurons in olfactory
epithelium

13 4.9 [55]

Mice DRG neurons 3.05 3.9 [36]

Cockroach salivary duct cells 9.6 5.8 [42]

Cockroach salivary acinar peripheral cells 5.8 5.5 [63]

Cultured mice astrocytes (GLAST positive) 6.8 3.6 [87]
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peripheral cells, 49 mM) of the salivary gland lobes [63]. The authors unwantedly
highlighted the need for an intracellular calibration of the indicator dye sensitivity
in the cell of interest. They first used the Stern–Volmer constant of MQAE and the
fluorescence lifetime at 0 mM Cl− determined in duct cells (reasoning that those
cells are from the same tissue and serving a similar function) and calculated a too
high [Cl−]int [62], which was corrected in a later publication [63]. Based on the
intracellular Cl− concentration determined by FLIM, the Cl− transport in acinar
peripheral cells is characterized with respect to blocking of anion transporters and
dopamine stimulation.

4.4 Fluorescence Lifetime Imaging of Chloride—Practical

4.4.1 General Principle

As outlined above, fluorescence lifetime imaging of quinolinium dyes like MQAE
(see Fig. 4.1a) has been established for the determination of absolute chloride con-
centrations in biological tissue. The fluorescence decay of MQAE in aqueous solu-
tions of varying Cl− concentrations is large (in Fig. 4.1b the examples for 0, 20 and
100 mM chloride concentration in bi-distilled water are shown). The fluorescence
lifetime can change by more than 40-fold for physiological Cl− concentrations.

The determination of Cl− concentrations is based on the mechanism of
quenching of MQAE fluorescence by Cl− ions, namely the physical (also named
dynamical) quenching. Quenching occurs upon collisions of Cl− ions and excited
MQAE molecules that lead to an inverse proportionality dependence of the fluo-
rescence lifetime to the Cl− concentration. The same dependence exists for the
fluorescence intensity. Still, the fluorescence lifetime is the preferred readout
parameter, since it is an intensive physical quantity that does not depend on e.g. the
number of MQAE molecules or the power of the excitation light as it is true for the
fluorescence intensity:

s=s0 ¼ 1þ KSV Cl�½ � ð4:1Þ

KSV (Stern–Volmer constant) and τ0 (fluorescence lifetime in the absence of Cl−)
are parameters specific for MQAE depending on the surrounding environment (e.g.
composition of solution or cell type). If possible, both parameters should be
determined in that particular environment, although only KSV is necessary. In
Fig. 4.1c KSV is determined for MQAE in bi-distilled water as well as in a solution
mimicking intracellular conditions. The fluorescence lifetimes, τ, of MQAE
obtained from analysis of fluorescence decays at different Cl− concentrations are set
in relation to τ0 and are plotted as a function of the chloride concentration. The
slope of a linear fit through the data points yields KSV.
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The determination of the Stern–Volmer constant KSV is a crucial step for
intracellular chloride concentration measurements using FLIM of MQAE filled
cells.

For the most commonly used method, the two-ionophore method, a Cl−/OH−

antiporter, tributyltin, and a K+/H+ antiporter, nigericin, adjust the intra- and
extracellular chloride concentration in presence of high potassium [59]. This
method has been used for all experiments applying MQAE or SPQ. A number of
other methods have been suggested and applied to calibrate genetically encoded
sensors (Clomeleon and Cl-sensor), either by dialyzing different chloride concen-
trations through a patch pipette directly into the cell [24, 61] or by applying dif-
ferent detergents (Triton X-100 [32]; β-escin [96]). The only direct comparison of
two calibration methods is found for the Cl− sensor in CHO cells, where the KSV

values found by two-ionophore method or β-escin were almost identical [71, 96].
Table 4.1 summarizes all intracellular KSV values of MQAE known from lit-

erature for different cell types. It is obvious that KSV of MQAE is much smaller
than the one in pure water, but six to sixties times lower depending on the different
cell types. KSV vary almost by a factor of 10—highlighting the necessity of a proper
intracellular calibration of MQAE for every cell type studied. Once determined, the
individual KSV can be used to transform any measured MQAE fluorescence lifetime
of the corresponding cell type into a Cl− concentration using (4.1). The general
procedure is shown with the example of GLAST-positive cultured astrocytes from
mouse brain (Sect. 4.6 and Fig. 4.3).

Careful analysis of the fluorescence intensity decay of MQAE shows that even in
pure bi-distilled water it cannot be described by a single mono-exponential function
(data not shown). When using a bi-exponential function, both decay times are Cl−

dependent. An explanation on molecular scale for this behaviour might be two
different interaction sites for collisions with Cl−. However, if one limits the number of
counts to typical values in FLIM experiments on cells (going from 500,000 to
5,000,000 counts in solution experiments to 50,000 or less in a fluorescence decay in
a pixel of a FLIM image of cells, see Fig. 3 in [54]) a mono-exponential analysis is
sufficient. Nevertheless, often there is the need to use a bi-exponential function for the
analysis of MQAE FLIM images in cells. At least three possible explanations exist:

1. MQAE shows self-quenching in the low mM range [54].
2. Many other negatively charged small molecules or protein domains do quench

the fluorescence of MQAE.
3. The hydrolyzed form of MQAE (much less membrane permeable) has a twofold

lower KSV compared to MQAE [54].
4. Inhomogeneous distribution of MQAE or the quenching entities as well as

incomplete hydrolysis of MQAE [58] may therefore lead to the often observed
multi-exponential nature of the fluorescence decay that usually can be described
with a bi-exponential model function. In such cases, the amplitude weighted
average fluorescence lifetime [8] is used for analysis (see e.g. [63]).
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4.4.2 FLIM Measurement Setup

In fluorescence lifetime images the contrast is generated by plotting the fluores-
cence lifetime of the excited fluorophore (here MQAE) in spatial coordinates
(x- and y-, more rarely also in z-direction). Since the fluorescence lifetime of suitable
fluorophores is in the range of a few picoseconds to 10 ns one needs a fluorescence
detection scheme with a picosecond time-resolution. To date, different measurement
principles have been used to monitor the fluorescence decay data in combination with
imaging: Gated image intensifiers [1, 23], streak cameras [12, 60], modulated image
intensifiers [31, 64], modulation techniques with point scanning [29], scanning with
analog-signal recording by fast digitisers [20], gated photon counting in several
parallel time gates [18], conventional TCSPC with slow scanning [17], and multi-
dimensional time correlated single photon counting (TCSPC) with fast point scan-
ning [4, 5, 8]. The techniques differ in their time resolution, capabilities of resolving
multi-exponential decay profiles, possibility of optical sectioning, multi-wavelength
capabilities, photon efficiencies, acquisition times, and intensities they can be used at,
see [10, 39, 84] and Chap. 3 for a comparison of different techniques. It is well
accepted that TCSPC delivers the highest photon efficiency and thus the most
accurate results at lower signal intensities. This fact is very important in biological
experiments, since it allows the use of lower excitation intensities leading to less
phototoxicity and longer observation times.

TCSPC-based FLIM requires an ultra-short pulsed excitation laser (50 fs–50 ps
pulse width) with high repetition rate (10–80 MHz) that is scanned over the sample
in x- and y-direction. Excitation can be obtained by the classic one-photon exci-
tation process or by multi-photon excitation.

One-photon excitation excites fluorescence in a double-cone extending through
the full depth of the sample. To obtain clear images from the focal plane (and thus
avoid contamination of the fluorescence decay data with out-of-focus components)
confocal detection is used. The fluorescence light passes back through the scanner
and is focused into a pinhole on the upper focal plane of the microscope lens. Only
light from the focal plane can pass the pinhole efficiently, out-of-focus light is
suppressed. The principle is shown in Chap. 2, Fig. 2.6. The disadvantage of one-
photon excitation is that emission light scattered on the way out of the sample does
not pass the pinhole. One-photon excitation with confocal detection is therefore not
suitable for thick-tissue imaging. Nevertheless, the suppression of scattered light
and out-of-focus light is a huge advantage over wide-field imaging, see Chap. 2,
Fig. 2.3.

Multiphoton excitation uses the simultaneous absorption of several (usually two)
photons to excite the sample [38]. The use of multiphoton excitation in laser
scanning microscope has been suggested by Wilson and Sheppard [98] and prac-
tically introduced by Denk et al. [21].

To obtain reasonable multiphoton absorption high spatial and temporal photon
densities are required. Multiphoton microscopes therefore use femtosecond lasers as
excitation sources. The most commonly employed lasers are Titanium-Sapphire
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lasers which have the additional advantage of being tuneable. The peak power of
the pulses is high enough to obtain multiphoton excitation without the need of
excessively high average power. Due to the nonlinearity of multiphoton absorption
noticeable excitation is obtained only in the focus of the laser. Multiphoton exci-
tation has several advantages over one-photon excitation: The excitation wave-
length is in the near infrared where the (one-photon) absorption and scattering
coefficients are lower than in the visible and ultraviolet range. Multiphoton exci-
tation therefore penetrates deeper into biological tissue, see Chap. 2, Fig. 2.6. It also
causes less phototoxicity: There is virtually no direct absorption of the laser light by
tissue constituents, and no absorption outside the focal plane. This is an advantage
especially for Cl− imaging by MQAE. One-photon excitation would require a
wavelength 350–400 nm which is strongly absorbed by NAD(P)H and FAD. The
equivalent two-photon excitation wavelength (700–800 nm) is far less harmful to
cells. Live samples can therefore be imaged for many minutes without impairing
viability [54].

Another advantage of multiphoton excitation is that it does not require a pinhole to
suppress out-of-focus light. The fluorescence can therefore be diverted from the
excitation beam directly behind the microscope lens and transferred to a large-area
detector. This ‘non-descanned detection’ (NDD) principle enables to record also
photons which are scattered on the way out of the sample and assign them to the
correct pixel of the image. The result is high detection efficiency even in deep layers
of a tissue sample. Multiphoton excitation with non-descanned detection is described
in Chap. 2, Fig. 2.7. An overview on FLIM applications is given in Chap. 3.

The combination of TCSPC with laser scanning is described in Chap. 1, Sect. 1.4.
5, and Chap. 2. TCSPC-based FLIM uses the multi-dimensional features of advanced
TCSPC: The photon distribution is recorded not only over the times of the photons in
the fluorescence decay but also over the coordinates of the scan [5, 8, 10]. The result
can be interpreted as an array of pixels, each containing a full fluorescence decay
curve in a large number of time channels. The recording process is independent of the
scan rate. In particular, it works at the fast scan rates of modern laser scanning
microscopes. The recording is simply continued over as many frames of the scan as
necessary to obtain a sufficient signal-to-noise ratio of the result. At high scan rates
the pixel rate can even be higher than the photon rate. The recording is than rather a
probing of the sample by randomly detected photons than a point-by-point acqui-
sition of decay data. The high scan rate has also other advantages: A fast preview
function is available to adjust sample position and focus, and heat generation and
excessive triplet accumulation in the illuminated spot are avoided.

TCSPC FLIM can be used to record more complex photon distributions, e.g.
multi-wavelength FLIM data [5, 6], Z stack data, spatial mosaic data, time-series
data [83], and fast temporal changes in the fluorescence decay functions [9], see
also Chaps. 2 and 5.

TCSPC FLIM can be used with various photon counting detectors. Early systems
used fast PMTs orMCP PMTs [4, 5]. Single-photon avalanche photodiodes (SPADs)
have been introduced later but are limited to confocal detection systems because of
their small area. Recent TCSPC FLIM systems almost exclusively use hybrid
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detectors. The advantage of these detectors is that they have high detection efficiency,
clean instrument response functions, no afterpulsing, FCS capability, and an area
large enough for non-descanned detection in multiphoton microscopes [7]. For multi-
wavelength recording multi-anode PMTs with routing electronics are used [5, 6], see
Chap. 1, Sect. 1.4.5.2, Chap. 2, Sect. 2.4.2, and Chap. 3, Sect. 3.5.11.

A frequent concern against TCSPC FLIM is that pile-up can occur at high count
rates. TCSPC is based on the assumption that, on average, less than one photon is
detected per excitation pulse. The detection of a possible second photon in the same
pulse period must be small enough that it can be neglected. Pile up was a severe
problem in early TCSPC systems working at pulse repetition rates in the kHz range.
With excitation rates in the 50–80 MHz range as it is commonly used for FLIM
pile-up is no longer a real problem. The pile-up error as a function of the count rate
is shown in Fig. 1.5, Chap. 1. The lifetime error induced by pile up remains smaller
than 2.5 % up to a detection rate of 10 % of the laser repetition rate [5, 8]. For a
titanium-sapphire laser running at 80 MHz this corresponds to 8 MHz detection
rate. This is far more than the count rates normally obtained from live samples [8].

TCSPC FLIM data are usually analysed by fitting the decay data with a single,
double, or triple-exponential decay model. The fit procedure delivers the lifetimes
and the amplitudes of the decay components, or amplitude or intensity-weighted
lifetimes. Also the first moment of the decay data in the pixels can be used to
determine the lifetime of a single-exponential approximation. A second way of data
analysis is the ‘Phasor’ method. The phasor method transforms the data into the
frequency domain and determines the phase and the modulation degree. These
numbers are used as a signature of the fluorescence decay. Time-domain data
analysis is described in detail in [8], phasor analysis in [22]. A brief description of
TCSPC FLIM data analysis can be found in Chap. 15, Sect. 15.4.

4.5 Reversible Change of [Cl−]int in a KCC2
Stable Cell Line

Chloride channels and transporters are broadly expressed in brain, kidney or lung
and appear to play an important role in regulating [Cl−]int. KCC2 [77, 80] is a
member of the SLC12 gene family. These cation-chloride co-transporters play an
important role for the functioning of the central nervous system (CNS) [73]. A rare
variant of KCC2 was recently shown to increase the risk of epilepsy [44, 53, 79]. In
neurons, its expression is age dependent. KCC2 facilitates an electro-neutral ion
transport with K+ and Cl− in a 1:1 stoichiometry. The sum of the ion gradients
determines the ion transport direction. KCC2 (see Fig. 4.2a) exists as monomer as
well as oligomer, but its functional form has not been identified unequivocally.

We decided to generate a cell line that expresses a chloride transporting protein
constitutively by stably transfecting HEK293 cells (see e.g. [86]; source: European
Collection of Cell Cultures) with the cDNA encoding the potassium-chloride
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co-transporter KCC2 by a modified CaPO4 co-precipitation method according to
Chen and Okayama [19]. The cell line was dubbed KCC2-HEK293. Notably,
HEK293 cells do not express KCC2 endogenously [32].

The fluorescence intensity and lifetime micrographs depicted in Fig. 4.2b–f have
been acquired with two-photon excitation of MQAE-filled KCC2-HEK293. The
series demonstrates a nearly reversible Cl− import and subsequent export governed
by the K+ and Cl− ion gradients between intracellular space and extracellular
medium. Since the calibration of MQAE in KCC2-HEK293 has not been performed
the following data are discussed quantitatively by using the fluorescence lifetime as
a relative measure for [Cl−]int. Fluorescence decays had to be fitted with a bi-
exponential function and the average fluorescence lifetime was used as readout
parameter for internal chloride concentrations (see section General principle and
[63]). Notably, the MQAE intensity signal was inhomogenously distributed in
KCC2-HEK293 cells—especially at the beginning of the experiment—as it is the
case for many other cell types studied so far. These organelle structures as well as
the apparent differences in lifetime in the nucleus compared to the cytosol are not
further discussed.

Fig. 4.2 a Schematic illustration of the potassium-chloride symporter KCC2; b–f FLIM image
(left) and fluorescence intensity image (right) of HEK293 cells (two-photon excitation;
λexc = 750 nm; λobs < 500 nm) expressing KCC2 (KCC2-HEK293) in aqueous solutions of
140 mM Na+, 1 mM Mg2+, 2 mM Ca2+, 5 mM HEPES (pH 7.2) and varying K+, Cl−, Na+ and
gluconate concentrations: b 140 mM Na+, 4 mM K+, 150 mM Cl− and 0 mM gluconate; c 0 mM
Na+, 144 mM K+, 150 mM Cl− and 0 mM gluconate (2 min incubation); d 0 mM Na+,
144 mM K+, 150 mM Cl− and 0 mM gluconate (10 min incubation); e 0 mM Na+, 144 mM K+,
10 mM Cl− and 140 mM gluconate (20 min incubation); f 0 mM Na+, 144 mM K+, 10 mM Cl−

and 140 mM gluconate (60 min incubation)
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Under physiological conditions (4 mM K+/140 mM Na+/150 mM Cl−) the
fluorescence lifetime is long (>3.8 ns) corresponding to a low chloride concentra-
tion (Fig. 4.2b). Due to the high intracellular K+ concentration (140 mM) KCC2
acts as Cl− exporter and keeps [Cl−]int around 4 mM [13, 67]. This is manifested by
the long fluorescent lifetime measured under physiological conditions in Fig. 4.2b.

In the next step the composition of the extracellular solution was changed to high
K+ and Cl− (144 mM K+/150 mM Cl−; Fig. 4.2c, d; cation concentration was kept
constant by removing Na+). Within 2 min the fluorescence lifetime decreased by
around 1 ns (2.2–3 ns) with an inhomogeneous distribution (Fig. 4.2c). Obviously,
the inversed Cl− gradient drives the transport of Cl− through KCC2 into the cells,
due to the disappearance of the K+ gradient. Within 8 min the fluorescence lifetime
distribution became uniform with an average fluorescence lifetime of 2.7–3.1 ns
(Fig. 4.2d).

At that point, the extracellular solution was replaced again, keeping the extra-
cellular K+ concentration high and lowering extracellular Cl− concentration to
10 mM (144 mM K+/10 mM Cl−; Fig. 4.2e, f; osmolarity was kept constant by
adding 140 mM gluconate). Again, as shown in Fig. 4.2e, f, the direction of ion
transport through KCC2 was inverted, i.e., Cl− and K+ were transported out of the
cell. This happened much slower compared to the first solution exchange. After
20 min the fluorescence lifetime is between 2.8 and 3.4 ns (Fig. 4.2e). In the next
40 min ion transport out of the cell has continued and [Cl−]int reached values in the
same range as at the beginning of this measurement with values from 3.4 to 4 ns
(Fig. 4.2f). The K+ concentration was kept high in the third solution so that no K+

gradient but only the inversed Cl− gradient would act on the KCC2-HEK293 cells.
The observed reversed change of the fluorescence lifetime is a strong hint that
indeed Cl− concentration changes are observed in the experiment depicted in
Fig. 4.2. The somewhat shorter fluorescence lifetimes of MQAE at the end of the
experiment (Fig. 4.2f) compared to the beginning (Fig. 4.2b) is reasonable, since
the minimal intracellular Cl− concentration should not under-run that of the
extracellular solution (10 mM Cl−) applied in Fig. 4.2e, f. The K+ ions that are
transported over the plasma membrane by KCC2 at the various stages of the
experiment will be presumably transported fast in the opposite direction by various
endogenous (e.g. voltage-gated) K+ channels of the KCC2-HEK293 cells [50, 101],
so that most likely the intracellular K+ concentration stays throughout the experi-
ment near the value of 144 mM known from unperturbed mammalian cells [67].

The reversible change of [Cl−]int presented in Fig. 4.2 is a good training example
of how time-resolved fluorescence microscopy with two-photon excitation of
MQAE can be used to monitor different [Cl−]int that are varied by manipulating
extracellular ion concentrations (here due to the action of the K+/Cl− co-transporter
KCC2). It proves the usefulness of the method for observing such intracellular Cl−

changes and absolute concentrations occurring in more complicated physiological
processes in cells where many Cl− channels and transporters are active. On the
other hand, the KCC2-HEK293 cell line is a good tool to study the intracellular
behaviour of different Cl− sensitive fluorescent dyes, since it offers the opportunity
to control [Cl−]int.
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4.6 Intracellular Cl− Concentration
in GLAST-Positive Astrocytes

The family of excitatory amino acid transporter (EAAT) is broadly expressed in the
central nervous system. Its different subtypes can be found in brain neurons
(EAAT3 and 4) and glial cells (EAAT1 and 2) and the retina as well as in peripheral
tissue (EAAT5). Their major role is the clearance of glutamate from the synaptic
cleft; thereby they allow for rounds of synaptic transmission and at once keep the
extracellular glutamate concentration below a neurotoxic level. EAATs are sec-
ondary active transporters but they function as anion channels as well [74]. While
the glutamate transport is well described the physiological impact of the associated
anion channel function is still unknown.

For in vitro investigations of EAAT1 anion channel function primary cell culture
from whole brain was used. Astrocytes were isolated from this cell culture by
magnetic-beads using an anti-GLAST (the mouse homologue of the human
EAAT1) antibody as described by Jungblut et al. [52]. These cells—from now on
named pc-antiGLAST-AC—were cultured in serum-free media with heparin-
binding epidermal growth factor [28].

Primary cell cultures are often used as model systems to study physiological
properties. These cells mimic the in vivo situation better than stable cell lines.
EAAT1 (GLAST) and many other Cl− transporting membrane proteins are
expressed in astrocytes and the [Cl−]int may vary considerably compared to other
cells. In the following the determination of [Cl−]int of pc-antiGLAST-AC cells
loaded with MQAE is described using fluorescence microscopy with two-photon
excitation and FLIM readout.

The calibration of pc-antiGLAST-ACs is shown in Fig. 4.3. It uses the two-
ionophore method described before. As in the case of the KCC2-HEK293 cells, the
fluorescence intensity decays as a function of time were fitted satisfactorily with a bi-
exponential function. A mono-exponential function was not sufficient to describe the
data (see section General principle and [63]). The average fluorescence lifetime
changed (see Fig. 4.3, top) from around 3.5 ns at the lowest Cl− concentration (4 mM)
to about 2 ns at the highest Cl− concentration (100 mM). Around 10 pc-antiGLAST-
ACs were measured for each Cl− concentration, and the mean value was calculated.
Figure 4.3, bottom left, shows the Stern–Volmer plot generated from these τaverage
values (see 4.1) that displays an evidently linear relationship. From the slope the KSV

of MQAE in pc-antiGLAST-ACs hs been calculated (6.8 mM−1).
Using this value, the FLIM images of a large number of pc-antiGLAST-ACs

were transformed into chloride images as the one depicted in Fig. 4.4. The distri-
bution of [Cl−]int (shown in Fig. 4.3, bottom right) determined in pc-antiGLAST-
ACs is relatively broad with arithmetical mean and median values equal to 22.8 and
17.4 mM, respectively. The asymmetry of the distribution may arise from mea-
suring different types of GLAST-expressing astrocytes.

4 Determination of Intracellular Chloride Concentrations … 203



4.7 Outlook

While fluorescence lifetime imaging of MQAE loaded cells and cell tissue has great
opportunities and works in principle well (as shown in the examples and in the
literature studies discussed in this chapter) there are a few limitations that prevented
until now a more general usage of the method in physiological measurements both
in the chloride-sensitive fluorescent sensors as well as in technical aspects of the
method.

A complication is the long fluorescence lifetime of MQAE. Under physiological
conditions, lifetimes on the order of 5 ns are obtained. Compared to the laser pulse
period (12.5 ns) this is relatively long. The result is that the fluorescence does not
entirely decay within the pulse period of the laser. One way to avoid this would be a
reduction of the laser repetition rate by a pulse picker. However, lower repetition
rate increases possible pile-up errors an thus reduces the maximum count rate the
system can be used at. It is therefore better to run the laser at its full repetition rate

Fig. 4.3 Top FLIM images (two-photon excitation; λexc = 750 nm; λobs < 500 nm) of astrocytes
loaded with MQAE in two-ionophore calibration solution (140 mM K+, 10 mM Na+, 10 mM
HEPES, 4–140 mM Cl−, 10–146 mM gluconate, 10 µM nigericin, 10 µM tributyltin, pH 7.4
adjusted with KOH) and varying Cl− concentrations. Astrocytes are a primary culture from whole
brain, isolated by antiGLAST (mouse EAAT1) magnetic-beads and cultured in serum-free media
with heparin-binding epidermal growth factor. Bottom left Stern–Volmer analysis of average
fluorescence lifetimes determined from intracellular calibration data of MQAE in cultured
astrocytes (KSV = 6.8 mM−1). Bottom right Histogram of [Cl−]int determined for 89 pc-
antiGLAST-AC (DIV 5–DIV 26; isolated from two wild-type C57 B6 mice (10 to 16 days after
birth): arithmetical mean = 22.8 mM; median = 17.4 mM. The box-whisker plot at the top
visualizes that the central 50 % of [Cl−]int values are within the box (range 14.8–28.48 mM) and
the central 80 % of [Cl−]int values are within the whiskers (range 9.7–44.4 mM)
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and account for the incomplete decay by using an appropriate fit model in the data
analysis [8].

One of the most severe constrictions of our system is the relatively long
acquisition time of FLIM (typically 1–3 min). The acquisition speed can probably
be reduced by using hybrid detectors [7]. Hybrid detectors typically have a 5–8
times higher photon detection efficiency, and deliver a better timing accuracy than
conventional PMTs. As a result, the acquisition time can be reduced, usually by a
factor of 10, even if the count rate is kept below the critical level of 5–8 MHz to
avoid pile-up errors (see Chap. 1, Sect. 1.2). For a general discussion of the ac-
qusition time of TCSPC FLIM see Chap. 2, Sect. 2.2.4.

Other ways to speed up the acquisition are scanning with lower pixel numbers
[56], avoiding read-out times during subsequent measurements [56, 83], scanning
only regions of interest [97] (which avoids wasting of time by scanning dark pixels)
or intelligent binning in the data analysis, i.e. by using the binning function of
SPCImage [8] or the inherent binning features of phasor analysis [22, 32, 82]. Other
lifetime estimation techniques than nonlinear least-square fitting, like maximum
likelihood estimation [72, 102] or the average photon arrival time histogram [70]
have been applied successfully for the analysis of fluorescence decay with 50–300
photons. Such methods may allow faster acquisitions since they need less photons
compared to least square fitting. However, for fluorescence data with more than a
few 100 photons per pixel least-square fitting comes close to the theoretical
accuracy of 1/N1/2 [8], so that possible improvements by these techniques are
limited.

The problem of recording transient changes in the Cl− concentration can be
solved by advanced FLIM techniques which include the experiment time (the time

Fig. 4.4 Fluorescence intensity image (left) Cl− map (right) of three pc-antiGLAST-AC with
intracellular Cl− concentrations of 17.5 mM (cell I), 17.7 mM (cell II) and 12.7 mM (cell III)
derived from a FLIM image using the intracellular KSV (6.8 mM−1) determined in Fig. 4.3
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after a stimulation) in the buildup of the photon distribution. Temporal mosaic
imaging records transient changes with a resolution down to the frame time of the
scanner. This is in the range of 40 ms to a few 100 ms. FLITS records transient
changes along a line scan with a resolution down to the line time of the scanner,
which is on the order of 1 ms. For both techniques, the total acquisition time is
decoupled from the time resolution: The experiment is simply continued until
enough photons have been recorded. Please see Chaps. 1, 2 and 5 of this book.

Another problem is the limited depth in a MQAE-stained biological tissue,
where one can acquire FLIM images due to too low MQAE concentrations. Two-
photon excitation allows to record FLIM images from regions 250 μm and deeper in
the tissue, but MQAE staining is limited to the upper 50 μm to—at best—100 μm.
Genetically encoded chloride sensors on the other hand do not have this limitation,
but are not yet suited for FLIM imaging (see section Genetically encoded fluo-
rescent sensors of chloride). Future chloride sensor development should take into
account this issue and develop improved fluorophores solving this issue.

The determination and comparison of intracellular chloride concentrations will
be relevant for solving pathomechanisms of diseases related to impaired or
enhanced chloride transport (in e.g. brain, kidney, lung, muscle). Using cells and
tissues of disease models and pharmacological blocking FLIM-based chloride
concentration measurements helps not only understanding malfunctions occurring
in diseases like ataxia or epilepsy (see e.g. [99]), but also could lead to the
development of new therapeutic approaches.
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Chapter 5
Calcium Imaging Using Transient
Fluorescence-Lifetime Imaging
by Line-Scanning TCSPC

Samuel Frere and Inna Slutsky

Abstract We present a technique that records transient changes in the concen-
tration of free Ca2+ in live neurons with spatial resolution along a one-dimensional
scan. The technique is based on recording fluorescence lifetime changes of a Ca2+

probe by multi-dimensional TCSPC. The sample is scanned with a high-frequency
pulsed laser beam, single photons of the fluorescence light are detected, and a
photon distribution over the distance along the scan, the arrival times of the photons
after the excitation pulses and the time after a periodical stimulation of the sample is
built up. The maximum resolution at which lifetime changes can be recorded is
given by the line scan period. Transient lifetime effects can thus be resolved at a
resolution of about 1 ms.

5.1 Calcium Imaging

Calcium ions serve as an intracellular signalling pathway that regulates a large
spectrum of cellular functions such as intracellular transport, membrane potential,
muscle contraction, gene expression, cell shapes, cell differentiation and cell death.
Under resting condition, cytoplasmic calcium concentration is kept low (<150 nM)
and calcium signalling is initiated by a change in calcium permeability at the
plasma membrane or at the membranes of organelles such as the endoplasmic
reticulum or the mitochondria, which contain high levels of calcium (several
hundreds of μM, compares to few mM in the extracellular medium). The elevations
in cytoplasmic calcium levels is temporally and spatially controlled by calcium
homeostatic systems composed of calcium buffers (ex: calbindin, parvalbumin,
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calretinin) and calcium transporters (plasmalemmal Na+\Ca2+ exchanger and cal-
cium pumps, endoplasmic Ca2+ pumps) [1].

In neuronal tissue, calcium functions are particularly important at the synapses
with two main mechanisms controlling calcium permeability.

Presynaptically, the opening of transmembrane voltage-gated calcium channels
(particularly of N- and P/Q-types) is triggered by the arrival of axonal action
potentials from the cell body to the presynaptic terminal. Calcium induces the
fusion of synaptic vesicles with the plasma membrane and the release of neuro-
transmitter (such as glutamate, GABA or acetylcholine) in the synaptic cleft.
Notably, calcium dynamic is one of the main parameter that controls the probability
of synaptic vesicle release and short-term plasticity [2].

Postsynaptically, activation of calcium-permeable NMDA receptors following
binding of glutamate, D-serine and membrane depolarization. Calcium influx via
NMDA receptors has been shown to be crucial for the induction of some forms of
long-term synaptic plasticity and, therefore, critically affects memory formation [3].
In somato-dendritic compartments, calcium permeability is also controlled by
voltage-gated calcium channels and can be used to monitor cell activity qualitatively.

According to this primordial role of calcium in cell physiology, fluorescent
probes have been developed to measure the concentration of free Ca2+ as early as in
the 70s. In the 80s, Roger Y. Tsien’s group developed several calcium indicators
that are still in use nowadays [4–7]. In addition, the repertoire of calcium mea-
surement tools has been enriched by the recent development of calcium-sensitive
proteins (genetically-encoded calcium indicators or GECIs, also pioneered by
Tsien’s group among others) with variable affinities to calcium, emission spectra or
with specific cell-type or organelle/subcellular targeting.

Chemical calcium probes can be classified as ratiometric and non-ratiometric
probes. They are characterized by dissociation constant ranging from *100 nM to
100 µM, by UV or visible excitation wavelengths and by emission spectra ranging
from 400 to 600 nm. The choice of the calcium probes will depend on the cell type,
the dynamics of the calcium signal studied and the equipment availability (for UV-
excited probes). In neuronal cells, non-ratiometric dye such as Oregon-green
BAPTA1 (OGB-1) is suitable for low activity or single-action potential studies due
to its high affinity (*170 nM). For highest evoked or spontaneous activities, Fluo-3
or -4 would be preferred since they are characterized by a lower Kd (*350–
390 nM). As a general rule, calcium indicators should be used in the extreme range
from 0.1 to 10 times the Kd of the probe.

While absolute calcium levels are evaluated by the measure of the intensity (or
intensity ratio) of the probes, it is also possible to measure the effect of calcium
binding on the fluorescence lifetime of the fluorescent probes. Indeed, several
calcium probes have been tested for FLIM measurements such as Quin-2 [4], indo-
1 [8, 9], calcium green [10], fura-2 [11]. Lifetime measurements of OGB-1 with
2-photon microscopy and TCSPC systems were used to get absolute calcium
concentration in active neurons in acute brain slices [12] and in the astrocytes of a
mouse brain in vivo [13]. The fluorescence lifetime of a fluorophore depends on its
molecular environment but, within reasonable limits, not on its concentration
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[5, 14]. Several problems, such as dye loading efficiency, cell volume changes, dye
compartmentalization and extrusion, which are inherent to some calcium probes are
therefore deviated using fluorescence lifetime (FL) measurements.

In addition to the calcium affinity of the dye or the quantum yield, other factors
are required to perform lifetime imaging and obviously, fluorescence lifetime
change upon calcium binding is a prerequisite [4]. Wilms and Eilers tested several
calcium probes for FLIM [15]. The authors found that calcium orange, calcium
green-1, magnesium green, Oregon green-2 and -5 N showed large Ca2+-dependent
lifetime changes while fura-2, Fluo-3, BTC and calcein displayed intensity changes
but no change in the lifetimes. The authors concluded that calcium binding to the
first group of indicators results in a change in the extinction coefficient, but does not
affect the quantum yield and thus the fluorescence lifetime of the fluorophore. The
authors also describe the presence of impurities in the commercially available dyes,
which can represent up to 20 % of the total fluorescence and complicate the
evaluation of FL parameters [15].

A more likely reason why the second group of probes does not show lifetime
changes has been stated by Lakowicz [4]: The dyes have a fluorescence Ca-bound
form and a non-fluorescent unbound form. Only fluorescence from the bound form
is observed, therefore the lifetime does not change.

For recording the fluorescence lifetimes of Calcium probes a number of different
FLIM techniques are around. FLIM can be classified into time domain and fre-
quency domain techniques, analog and photon counting techniques, wide-field and
scanning techniques. Almost all combinations are in use. Different techniques differ
in their photon efficiency, i.e. in the number of photons required to obtain a given
lifetime accuracy, their ability to resolve multi-exponential decay profiles, and their
compatibility with optical sectioning techniques, especially confocal and multi-
photon laser scanning techniques [16].

The technique with the highest photon efficiency is the combination of laser
scanning with multi-dimensional TCSPC [17], see Chaps. 1 and 2 of this book. FLIM
by multidimensional TCSPC is based on raster-scanning a sample with a high-fre-
quency pulsed laser beam, detecting single photons of the fluorescent light emitted,
and building up a photon distribution over the coordinates of the scan area, x and y,
and the arrival times, t, of the photons after the laser pulses. The results can be
interpreted as an array of pixels, each containing photons in a large number of time
channels for consecutive times after the excitation pulses [17, 18]. The recording
process delivers near-ideal efficiency and extremely high time resolution, and
resolves multi-exponential decay functions. Moreover, multi-dimensional TCSPC
solves the problem that the pixel rates in scanning microscope are often higher than
the photon detection rates. Nomatter of how fast the scanner is moving the acquisition
process simply assigns the photons to the right pixels and time channels. The accu-
mulation is continued over as many frames of the scan as needed to obtain the desired
signal-to-noise ratio.

To record transient effects in the fluorescence lifetime a time series of FLIM
recordings can be performed, and the data saved into consecutive data files [18, 19].
Time-series of FLIM data can be recorded at surprisingly high rate, especially if
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readout times are avoided by dual-memory recording [18, 19], see Chap. 1,
Sect. 1.4.4, Fig. 1.21, or by temporal mosaic FLIM, see Chap. 2, Sect. 2.4.4. Nev-
ertheless, each step of a time series requires at least one x–y scan of the sample to be
completed. With the typical frame rates of galvanometer scanners lifetime changes
can be recorded at a maximum resolution of 40–100 ms. Intensity and fluorescence-
lifetime changes depend on the endogenous change of the calcium concentration (by
diffusion, buffering and slow uptake/extrusion) and on the dissociation rate of the dye,
with higher affinity resulting in lower dissociation rate. The rising phase is very
sharp. In the case of single-pulse stimulation of neurons, calcium signals rise in a few
ms and decay in several hundreds of ms. An acquisition rate of 40 ms per image is
therefore sufficient to show the presence of the Ca2+ transient but not to accurately
record its function of time. An example is shown in Chap. 2, Fig. 2.30.

The usual way in laser scanning microscopy to resolve effects faster than the frame
time is line scanning. Typical galvanometer scanners easily reach line times around
1 ms, therefore transient effects can be recorded at a resolution on the order of
milliseconds. Below we will show how multi-dimensional TCSPC can be combined
with line scanning and how it can be implemented in existing TCSPC FLIM systems.

5.2 Principles of Fluorescence Lifetime-Transient
Scanning (FLITS)

Figure 5.1, left, shows the photon distribution built up by TCSPC FLIM. It is a
distribution of photon numbers over the scan coordinates, x, y, and the arrival time
within the laser pulse period, t. Figure 5.1, right, shows the photon distribution built
up by line-scanning TCSPC. The difference is that one spatial coordinate (y) has
been replaced with a second time axis, the ‘experiment time’, T. T is the time after a
stimulation of the sample, or after any other event that is temporally correlated to a
lifetime change in the sample. X is the distance along a spatially one-dimensional
scan. The result is a data array that contains fluorescence decay curves for the pixels
along the line of the scan for different times after the stimulation (Fig. 5.1).
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FLIM: n (x, y, t)

X

Y

t

Distance

Distance
(pixels)

Time

FLITS: n (x, T, t)

X

T

t

Experiment

Distance
(pixels)

Fluorescence Lifetime Transient ScanningFluorescence Lifetime Imaging

(milli-
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Fig. 5.1 Left Photon distribution built up by standard FLIM. Right Photon distribution built up by
fluorescence lifetime-transient scanning
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In principle, the result is the same as for a consecutive recording of the data of
subsequent line scans. However, there is an important difference: Fluorescence
Lifetime-Transient Scanning (FLITS) keeps the decay data for all times, T, and all
distances, x, in the memory. Thus, the recording process can be made repetitive: The
sample would be stimulated periodically, and the start of the recording along the T
axis triggered by the stimulation. The recording then runs along the T axis periodi-
cally, and the photons are accumulated into one and the same photon distribution.
With ‘triggered accumulation’, it is no longer necessary that each T step acquires
enough photons to obtain a clear decay curve in each pixel. No matter when and from
where a photon arrives, it is assigned to the right location in x, the right time, T, in the
stimulation period, and the time, t, in the laser pulse period. The effect is the same as
for FLIM at high scan rate: It is no longer necessary to wait in one x–y position (in one
x–T position for FLITS) until enough photons have been recorded. A desired signal-
to-noise-ratio is obtained by simply running the acquisition process for a sufficiently
long time. Thus, the resolution of FLITS is only limited by the period of the line scan,
which is about 1 ms for the commonly used scanners

FLITS can be performed in the commonly used FLIM modes of the Becker &
Hickl (bh) TCSPC modules [18]. The synchronisation with the experiment is
accomplished the usual way, via the pixel clock, line clock, and frame clock pulses.
However, different than for FLIM, the frame clock for FLITS does not come from
the scanner but from the stimulation of the sample. Switching between the two
clock sources is controlled by the data acquisition software. The principle is
illustrated in Fig. 5.2.

The SPC module thus records a photon distribution n (x, T, t) the coordinates of
which are the distance, x, along the scanned line, the transient time, T, after the
event that stimulates the sample, and the time, t, of the photon after the laser pulse.
The transient-time, T, is given in multiples of the line time. The time scale of T can
be varied either by varying the scan rate, or by defining ‘line clock divider’ values
larger than one in the scan parameter section of the TCSPC system parameters [18].

The experiments described in this chapter were performed in a Zeiss LSM 7 MP
multiphoton microscope with a Becker & Hickl Simple Tau 150 system and an
HPM-100-40 hybrid detector. The general timing diagram of the FLITS experiment
is shown in Fig. 5.3.
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Fig. 5.2 Principle of recording transient lifetime effects by line scanning
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5.3 Procedure

Hippocampal cultures were prepared from newborn rats, plated on coated cover
slips and kept for 12–18 days in an incubator (37°, 5 % CO2) in B-27 supplemented
medium. For the loading of the cells with the calcium probes, two methods are
routinely used. Permeant probes are commercially available (via acetoxymethyl
ester or AM molecule). After 30–60 min incubations, this should result in a higher
intracellular concentration of the probes compare to the concentration of the
incubating solution. The AM-ester group is hydrophobic and allows the molecular
complex to cross the lipidic plasma membrane. Once within the cell, the ester group
is cleaved by endogenous esterases, which trap the probe inside the cells. In our
experiments, primary neurons were loaded by an incubation of 30 min in Tyrode
solution implemented with glutamatergic receptor blockers and containing 3 μM of
cell-permeant OGB-1 AM [4] and Fluo-4 AM [6, 20]. Both dyes were prepared
from 1 mM stocks diluted in DMSO. OGB-1 and Fluo-4 are two green fluorescent
probes that are activated by a single wavelength in visible light (generally at 488 nm
in one-photon microscopy). They present a broader absorption curve for two-
photon microscopy and we used 920 nm as excitation wavelength. Alternatively,
single neuron can be filled using an invasive method via passive diffusion of the dye
from a filled patch-clamp pipette, which can take 20–30 min after that whole-cell
configuration is obtained. Dye microinjection is not suitable for small cells such as
cortical neurons.

After the incubation time, cover slips were first washed and kept for 10 min in
the incubator to allow complete esterification of the dyes. Loaded cells were then
transferred into a recording chamber (Warner Instruments, RC-49MF), placed on
the stage of the microscope and imaged through a Zeiss 63×, NA = 1.0 water-
immersion objective lens. The neurons were constantly perfused by Tyrode solution
(for brain slices, oxygenated artificial cerebrospinal fluid is used). Optionally, the
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Fig. 5.3 Timing diagram for measurement of Ca2+ transients
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solution can be implemented with ionotropic glutamatergic blockers to prevent
recurrent activation of the neuronal cultures and to record calcium dynamics in
presynaptic compartments. Extracellular calcium and magnesium concentrations
are generally in the range of 1.2–2.5 mM (1.2 mM here).

The experiment procedure was as described below:

1. To find an appropriate location of the line scan in the sample, an intensity image
was taken first. Within this image, the location of the line scan was defined.
Then the LSM 7 was put in the line scan mode. The line scan time was 1 ms,
each two lines were combined by the line binning function of the FLIM system.
The timing diagram shown in Fig. 5.3 presents the following steps of the life-
time measurements.

2. The scanning in the microscope and the measurement in the TCSPC system
were started. This puts the TCSPC system in a state where it waits for a ‘Frame
Sync’, which is, in this case, a pulse from the stimulation device.

3. The measurement by the TCSPC starts when it receives the CMOS signal
provided by 1 of the 8 digital outputs of the Digidata 1440A (1440A, Molecular
devices) commanded by the clampex software (line 1 of Fig. 5.3). The recording
was performed over a total acquisition time of typically 2 min, i.e. photons from
about 40 stimulation periods were accumulated.

4. Single stimulation or 50 Hz bursts of 5 stimulation pulses were applied to the
cells periodically in intervals of 3 and 5 s, respectively. The pulses were 1 ms
long and were applied 60 ms after the start of each FLITS cycle to get the
baseline fluorescence (30 lines on the FLIM images). Electric stimulations were
applied to the cells by an electric field created between two parallel platinum
cylindrical electrodes connected to a stimulation unit (A385, World Precise
Instruments). The stimulation unit was triggered by a CMOS signal provided by
a different digital output of the Digidata (line 2 of Fig. 5.3).

5.4 Results

A result obtained with Oregon Green BAPTA 1-AM is shown in Fig. 5.4. The
FLITS image is shown in Fig. 5.4, left. It can clearly be seen that the fluorescence
lifetime changes when the stimulation induces a change in the Ca2+ concentration.
The rise in the Ca2+ concentration occurs almost instantaneously. The concentration
returns to resting concentration within the next 600–800 ms. A FLIM image taken
after the FLITS experiment is shown in Fig. 5.4, right. The location of the line scan
is indicated by a red line. The FLIM image shows that the fluorescence lifetime, and
thus the Ca2+ concentration, after the FLITS experiment had returned to the resting
level. No permanent lifetime changes or photobleaching were induced along the
scanned line.

Time traces of the fluorescence lifetime and the fluorescence intensity extracted
from the FLITS data are shown in Fig. 5.5.
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Fig. 5.4 Cultured neurons incubated with Oregon Green BAPTA 1-AM. Left FLITS image. Right
FLIM image taken after the FLITS experiment. Lifetime analysis by bh SPCImage, amplitude-
weighted lifetime of triple-exponential decay model

Fig. 5.5 Fluorescence intensity and fluorescence lifetime over time in the stimulation period
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Results obtained for neurons incubated with Fluo-4 AM are shown in Figs. 5.6
and 5.7. Fluo-4 AM [20] has a similar structure as Fluo-3AM [6] but has two
chlorine atoms substituted with fluorine. This results in a higher absorption coef-
ficient and higher fluorescence intensity. As can be seen from Figs. 5.6 and 5.7
Fluo-4 AM displays a large change in fluorescence intensity but virtually no change
in the fluorescence lifetime. At first glance, this may be surprising: The mechanisms
of the Ca2+ response are closely the same for Oregon Green and the Fluo family
dye, both deriving from fluorescein as the fluorophore and BAPTA as the Ca2+

chelator [5, 7]. Both fluorophores have a Ca2+ bound form and an unbound form.
The bound form has a higher fluorescence quantum yield, and thus a longer fluo-
rescence lifetime than the unbound one. However, there is one difference: The ratio
of the quantum efficiencies of the two forms is 10 for OGB-1 but 40 for Fluo-3 AM
[5, 7]. It is possibly even larger for Fluo-4 AM [20]. That means the Ca2+-free form
of Fluo-4 AM is virtually non-fluorescent and, within the Ca2+ concentration range
of interest, does not contribute to the emission. The detected fluorescence therefore
comes essentially from the bound form. Consequently, also the fluorescence life-
time is that of the bound form, and does not change noticeably. The problem has
already been stated by Lakowicz et al. [4]: A probe suitable for lifetime-based Ca2+

sensing must have detectable emission for both forms.

Fig. 5.6 Neurons incubated with Fluo-4 am. Left FLITS image. Right FLIM image taken after the
FLITS experiment. Lifetime analysis by bh SPCImage, amplitude-weighted lifetime of triple-
exponential decay model
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5.5 Conclusions

FLITS is able to record transient changes in the fluorescence-lifetime of calcium
probes at millisecond time resolution with spatially one-dimensional resolution.
Technically, FLITS is obtained by line scanning and replacing the ‘frame clock’ of
a TCSPC FLIM system with a trigger pulse that is synchronous with the event that
stimulates the lifetime change in the sample. The technique can thus easily be
implemented in confocal or multiphoton laser scanning microscopes, provided
these are able to run a fast line scan. The technique works both with single-shot
stimulation, or with periodic stimulation. For a given photon detection rate, the
lifetime accuracy for single-shot stimulation decreases with decreasing time-chan-
nel width along the transient-time axis. This is not the case for periodic stimulation:
Here the accuracy depends on the total acquisition time. Periodic stimulation is thus
the key to high fluorescence-transient resolution. In the case of synaptic calcium
imaging, caution should be taken that the frequency of stimulation does not result in
some synaptic plasticity, which will affect calcium output along the experiments.

The advantage of lifetime detection over intensity measurement is that the result
is independent of the unknown, and possibly variable, number of fluorescent
molecules. Changes in the decay rates of the fluorophore can therefore be separated
from changes in its concentration. Ca2+ imaging via the fluorescence lifetime has
the additional advantage that absolute Ca2+ concentrations are obtained with non-

Fig. 5.7 Fluo-4 am, Fluorescence intensity and fluorescence lifetime over time in the stimulation
period
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ratiometric sensors after calibration [13]. In addition to OGB-1, Indo-1, which is
excited by a single wavelength but present a shift in the wavelength of emission
upon calcium binding (from 485 to 405 nm) would be suitable for multiphoton
imaging and lifetime imaging [9]. One issue with Indo-1 is that over-excitation (at
least in UV spectra) can lead to the formation of calcium-insensitive dyes but that
are still able to emit photons, which will affect the correct amplitudes of bound- and
unbound-dyes. This problem has not been described in the case of OGB-1.

It requires, however, that the sensor displays a clear lifetime change with the Ca2+

concentration. Lifetime changes occur only when both the Ca2+ bound and the Ca2+

unbound form of the sensor contribute to the sum fluorescence signal or when
quantum yield is altered by binding calcium. This was found to be the case for OGB-1
AM but not for Fluo-4 AM and other Fluo family dyes.
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Chapter 6
Imaging Cell and Tissue
O2 by TCSPC-PLIM

James Jenkins, Ruslan I. Dmitriev and Dmitri B. Papkovsky

Abstract We describe a technique of imaging tissue oxygen using phosphorescence
based probes and TCSPC-PLIM method. Included is a brief overview of the
significance of biological oxygen imaging, the theory behind the phosphores-
cence quenching method, the main O2 sensitive probes (mostly intracellular, cell-
permeable) and imaging modalities currently available, highlighting their merits and
limitations. In the practical part, the live cell microscopy imaging and TCSPC-PLIM
hardware and software are described, along with the detailed experimental proce-
dures of preparation of tissue samples, their staining with intracellular O2 probes,
acquisition of PLIM images and their processing to produce 2D and 3D maps of O2

concentration. Several examples demonstrate practical use of O2 imaging with dif-
ferent models of mammalian tissue, including cell mono-layers (2D model), multi-
cellular spheroids, scaffold structures and tissue slices (3D models). Physiological
experiments and multi-parametric analysis of these samples with some other fluo-
rescent imaging probes are also presented.
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6.1 Introduction

6.1.1 Tissue O2: Simple Molecule, Complex Functions

Molecular oxygen (O2) is a small, non-polar gaseous molecule essential for cell
viability while simultaneously being capable of inducing detrimental effects upon
living cells through energy stress, the creation of reactive oxygen species (ROS),
hypoxia or hyperoxia [19]. O2 is directly and indirectly involved in numerous cell
functions inclusive of cell growth and differentiation [54], the production of ATP
via oxidative phosphorylation [41], and it regulates the expression of proteins,
necessary for the production of various metabolic and signalling molecules [49, 55].
In healthy mammalian tissues O2 levels are maintained within specific physiolog-
ical limits [63]. Deviations above or below the norm may result in drastic effects
upon cell functions and behaviour such as perturbations of metabolism, changes in
cell viability and growth rate, development of cancer, hypoxia induced resistance to
cancer treatment and cell death through necrosis and apoptosis. Involvement of O2

in a diverse range of cellular processes makes it a useful (though not very specific)
indicator of many pathological conditions such as stroke, metabolic and neuro-
logical disorders and responses to drug stimulation [27, 34, 36, 52, 61].

From the analysis of cell and tissue O2, the following parameters can be
determined: local oxygenation state, the oxygen consumption rate, the oxygen
gradients in respiring cells/tissue, changes of these parameters upon drug treatment
or cell stimulation [12]. When combined with other relevant markers of cellular
function, these measurements can provide a comprehensive picture of the physio-
logical state of respiring samples.

6.1.2 2D and 3D Tissue Cultures

2D and 3D tissue cultures are used to model cell and tissue behaviour in their natural
environment in vivo. They help reduce the use of animal or human material and
problems of its availability, associated ethical issues and applicability of many
experimental techniques [18]. 2D cultures (cell mono-layers) are widely used as
simple models in basic mechanistic studies with cells, drug action and toxicity assays
[25], but the limitations are unnatural flattened morphology of cells in such struc-
tures, lack of cell-to-cell interactions, paracrine action and signal transduction [18].

3D tissue models are more advanced as they mimic more closely tissue envi-
ronment with prominent concentration gradients, diffusion limitations (O2, nutri-
ents, growth factors, drugs), heterogeneous populations of cells and their responses.
Examples include scaffolds made of natural or synthetic polymers with seeded cells,
multi-cellular spheroids and tissue slices [38]. These models are simpler than live
animals and therefore more preferred for microscopy imaging [65].
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Scaffolds aid the growth of cells in a 3D space, providing them support of
varying stiffness and feeding components. Protein-derived scaffolds can function
similar to the extracellular matrix (ECM), while rigid synthetic scaffolds promote
cell invasion into the pores, interaction between neighbouring cells and formation
of clusters, along with efficient gas exchange (O2, CO2) and access of nutrients to
the cells [29]. Thus, microporous polystyrene-based scaffolds AlvetexTM (Amsbio)
have pores of 35–40 µm and thickness of approximately 200 µm.

Spheroids comprise self-assembled clusters of cells with naturally formed ECM
which is not present in 2D cultures. Free-floating spheroids can be formed in
cultures of suspension cells, using serum-free media with growth factors which
force the cells to aggregate. Although simple, this method is not very consistent and
produces spheroids of variable size [26]. The hanging drop method uses specialized
plates in which cells suspended in a 35–50 µL drop of media aggregate under
gravity force at the bottom and form a spheroid. Although more expensive, this
method produces individual spheroids of similar size and structure [60].

Excised slices are pieces of live tissue with native cyto-architecture, they can be
cultured for some time (days to weeks) and used in model physiological experi-
ments. Once detached from the vasculature, transfer of oxygen and nutrients to the
whole tissue is greatly impeded (especially for deep regions), while the surface is
exposed to high atmospheric O2. Significant thickness of slices (hundreds of
microns) complicates O2 measurement, but also necessitates control of their oxy-
genation [65].

6.1.3 Phosphorescent Probes for O2 Sensing and Imaging

Optical detection usually relies on dynamic quenching by O2 molecules of long-
lived excited states of certain photo-luminescent dyes or derived sensor materials.
Luminescent signal relates to O2 concentration as follows:

I0
I
¼ s0

s
¼ 1þ Ksv½O2� ð6:1Þ

O2½ � ¼ s0 � s
s � ½Ksv� ¼

I0 � I
I � Ksv½ � ð6:2Þ

where I, I0, τ and τ0 are the luminescence intensity and lifetime values with and
without the quencher respectively, Ksv is the Stern–Volmer quenching constant [51].

The phosphorescent Pt(II)- and Pd(II)-porphyrins, which have strong and
characteristic absorption bands (370–420 and 500–550 nm regions), emission at
around 630–700 nm, and lifetimes 20–100 µs for Pt(II)-porphyrins and
400–1000 µs for Pd(II)-porphyrins, are at the fore of oxygen sensing chemistry [12]
(Table 6.1). Probes based on Pt-porphyrins are better suited for the whole physi-
ological range (0–200 µM or 0–21 kPa O2), while Pd-porphyrins—for the low O2
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range (<5 kPa). Phosphorescent tetrapyrrols with long wave spectral characteristics
are represented by Pt-and Pd-benzoporphyrins, which are excitable at 590–650 nm
and phosphoresce at 730–900 nm. Another important group is fluorescent com-
plexes of Ru(II), which have shorter lifetimes (1–5 µs), reduced quenching and
lower brightness. They allow for the more rapid signal acquisition rates but their
low sensitivity to O2 may be problematic [12]. Table 6.1 outlines some common
O2-sensitive dyes currently in use.

For biological applications and particularly imaging experiments, the sensor
material is usually prepared in a soluble form as a probe. The probe can be a small
molecule (free dye or its derivative), a supra molecular structure (e.g. dendrimer,
protein or peptide conjugate) or nanoparticle formulation [31, 57]. The last two
options allow the introduction of additional functionalities, such as two-photon
antennae, vectors for targeted delivery, reference dye for ratiometric detection, as
well as tuning of O2 sensitivity and more specific delivery of the probe into the cell
or tissue. The two main types of O2 probes are cell-impermeable (or extra-cellular)
and cell-permeable (intracellular or peri-cellular). Depending on the type and
measurement task, the probe can be introduced in bulk to the respiring sample (e.g.
cultured cells, tissue or spheroid), directly inside the cells or in live animal tissue.

Extra-cellular probes are useful for the measurement of oxygen consumption rate
(OCR) in small biological samples, adding them to the media and analyzing the
effects of drugs, culture conditions or cell metabolic state [12]. Such probes are also
used in in vivo imaging via local or systemic intravenous administration [33],
designed to remain in the vasculature, have low toxicity on cells (though organ
toxicity and systemic effects can occur due to high doses used) [12]. However,
extra-cellular probes are not very suitable for in vitro studies with respiring objects
such as 3D tissue models as they do not stain the cells within tissue.

The measurement of O2 in tissue samples with sub-cellular level of detail requires
a probe that is capable of penetrating into the cells and across cell layers. Old
methods for introducing probes into the cells (e.g. microinjection, electroporation,
gene gun [21, 46]), are invasive, stressful, time consuming and poorly reproducible.
Modern approaches use small molecule and nanoparticle probe structures which

Table 6.1 Phosphorescent characteristics of some common dyes used in O2 sensing

Indicator dyea Excitation
optimum (nm)

Emission
optimum (nm)

Lifetime
τ0, µs

Quantum
yield/solvent

References

PtTFPP 392 650 70 0.36/CHCl3 [11, 53]

PtTBP 416, 609 745 50 0.50/DMF [22]

PdTPCPP 415, 524 690 *800 *0.1/water [17]

PdTCPTBP 442, 632 790 240 0.12/water [17]

[Ru(bpy)2(picH2)]
2+ 460 607 0.7–0.9 0.07/water [32, 43]

a PtTFPP Pt(II)-tetrakis(pentafluorophenyl)porphine; PtTBP Pt(II)-meso-tetrabenzoporphyrin, butyl
octaester; PdTPCPP Pd(II)-meso-tetra-(4-carboxyphenyl)porphyrin; PdTCPTBP Pd(II)-meso-tetra-(4-
carboxyphenyl)tetrabenzoporphyrindendrimer; [Ru(bpy)2(picH2)]

2+ [Ru(bpy)2(2-(4-carboxyphenyl)
imidazo-[4,5-f] [28, 41] phenanthroline)H2)]

2+
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contain in their structure specific delivery vectors, such as cell penetrating/targeting
peptides, carbohydrates, cationic polymers, chemical groups [16, 21, 35]. Such
probes allow for efficient and passive self-loading, with minimal toxicity or effects
on cellular function. Nanoparticle probes show promise due to their high brightness
and photostability, stable calibration insensitive to the environment due to shielded
reporter dye(s) [21]. Some cell-penetrating phosphorescent O2 probes currently in
use are presented in Table 6.2. Their luminescence spectra are shown in Fig. 6.1. The
PtTFPP-based probes are normally excited with 405 nm laser (excitation at 532 or
546 nm can also be used), and emission is collected at 635–675 nm.

The choice of probe will depend upon the sample to be stained, detection mode
and available measurement equipment. As can be seen, some probes can provide
deep staining of tissue samples, while others are compatible with several different
imaging modalities. The differences in brightness and photostability should also be
considered when choosing appropriate probe for a particular experiment.

The Stern–Volmer equation predicts a linear relationship between the lifetime/
intensity values of the probe and O2 concentration in a homogeneous environment.
However in many practical cases the indicator dye has heterogeneous micro-
environment, which leads to non-linear Stern–Volmer plots. These effects can be
accounted for with appropriate mathematical or physical models, such as the “two-
site” model [20] and corresponding formula (6.3):

IO=I ¼ 1=ðfða1Þ=ð1þ Ksv1 Q½ � þ fa2=ð1þ Ksv2 Q½ �ÞÞ ð6:3Þ

where fα1 and fα2 are the two fractions, and Ksv1 and Ksv2—their quenching con-
stants [10].

6.1.4 O2 Imaging Modalities

Phosphorescent O2 probes allow for different detection modes: intensity, ratiometric
and lifetime based detection, under one- or two-photon excitation. Simple intensity
based imaging can be used to monitor relative changes in sample oxygenation,
however, measured signal is a function of O2, probe concentration and geometrical
alignment. This brings disparities due to uneven probe loading, photo-bleaching,
focusing, variations in the illumination strength across the sample and at different
depths, and results in unstable calibration. Unless O2 calibration is included in the
experiment, this mode usually allows qualitative or semi-quantitative measure-
ments. In ratiometric measurements the intensity signals of two spectrally distinct
indicator dyes embedded in the probe (one being O2-sensitive and another
O2-insensitive reference dye) are monitored simultaneously. This enables to
account for many of the above instability factors and quantify the O2 concentration
from the ratio (Iref/IO2). Still this method cannot compensate for all the variables and
interferences [51], and the system must be calibrated in a separate experiment and
then re-checked frequently [20].
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Phosphorescence lifetime imaging microscopy, PLIM (also called microsecond
FLIM, phosphorescence quenching microscopy, PQM or two-photon phosphores-
cence lifetime microscopy, 2PLM) brings true quantitative context to O2 imaging,
since lifetime does not depend upon intensity values and geometrical alignment.
Lifetime calibration is generally stable and minimally affected by measurement
artefacts [56].

Luminescence lifetime measurements can be performed in the frequency domain
or in the time domain, by wide-field or point-scanning techniques, and by analog or
photon counting techniques. An overview can be found in [4] or [9].

The frequency domain method involves the excitation of the sample with
intensity-modulated light (sine, square wave or pulsed) and the measurement of the
delay of the probe emission signal (i.e. phase shift). The measured phase shift is
then used to calculate the lifetime [51]:

s ¼ tan
u
2pf

where f is the modulation frequency of excitation and u is the emission phase shift
(degrees angle). Commercial frequency-domain FLIM systems use a heterodyne
principle in combination with a single-pint detector and scanning (e.g. ISS) or with
wide-field detection and a modulated image intensified camera (e.g. Lambert
Instruments). The advantage of the camera is that it records the whole image
simultaneously and thus has no problems with interference between the scan rate
and the phosphorescence decay. However, wide-field imaging does not deliver any
intrinsic depth resolution. To enable 3D imaging, the camera can be coupled with a
confocal spinning disc accessory. However, this does not entirely solve the problem
of light scattering inside the sample (see Chap. 2). Moreover, the photon efficiency
for lifetime detection is less than ideal [50]. Accurate determination of lifetime
values can be difficult, especially with low specific signals, multi-exponential
decay, and significant optical and electronic background (mainly scattering, auto-
fluorescence which bring additional phase shift components) [48].

Time-domain FLIM systems use short-pulse excitation and analysis of the decay
of emission signal. Two different techniques are in use. Gated image intensifiers use
wide-field excitation and detection. A gate is shifted over the decay curve, and a
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Fig. 6.1 Excitation (green) and emission (red) spectra of some commonly used O2 probes
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series of images is taken for consecutive gate delay. Time-gated detection can also
be used suppress optical background (scattering, autofluorescence) and increase the
S:N ratio and image contrast [51]. The disadvantage is that there is no intrinsic
depth resolution, and a large influence of scattering inside thick samples, see
Chap. 2, Fig. 2.1. Moreover, gating rejects most of the photons and thus results in
poor photon efficiency. The problem has been addressed by employing a Rapid
Lifetime Determination (RLD) method, whereby two intensity signals D1 and D2
are measured at two different delay times, t1 and t2, and the lifetime is calculated
from the equation as follows [51]:

s ¼ t2 � t1

ln D1D2

The main drawback is that only the lifetime of a single-exponential approxi-
mation of the decay function is obtained. Moreover, on imaging platforms with low
signal-to-blank ratio (e.g. significant dark counts on the camera, long-lived optical
background or poly-exponential emission decay), correct lifetime determination
requires the collection and processing of multiple intensity frames with different
delay times [21].

TCSPC-FLIM (Time Correlated Single Photon Counting) is arguably the most
advanced and sensitive method for fluorescence and phosphorescence lifetime
measurements in time domain. The system analyses individual photons emitted
after a short surge of excitation, determines their arrival times, and re-constructs a
complete decay curve from the times of the individual photons [39, 45], see Chap. 1
of this book. For FLIM and PLIM, TCSPC is combined with confocal or multi-
photon laser scanning. A multi-dimensional TCSPC process is used which includes
the position of the laser spot in the sample in the moment of the detection of a
photon [2]. The result is an array of pixels, each containing a full fluorescence or
phosphorescence decay curve in a large number of time bins. Operating with high-
speed, large area photon counting detectors, the technique provides high detection
sensitivity, high accuracy of lifetime determination, and optical sectioning capa-
bility. It does have some drawbacks such as a need for fast excitation sources, high-
speed detectors and special TCSPC hardware, the increased time to scan the whole
sample [51]. However, off-the-shelf TCSPC systems are quickly becoming com-
mercially available. Importantly, TCSPC allows for simultaneous detection of
FLIM and PLIM (see Chap. 1, Sects. 1.4.7 and 6.2 of this chapter) and multiplexing
of O2 imaging with measurement of other important fluorescent probes, cell bio-
markers, auto-fluorescence (NADH and FAD), pH.

With the development of advanced O2 probes and needs in tissue imaging, two-
photon excitation systems are becoming increasingly popular, whereby a sample is
excited by simultaneous absorption of two photons of lower energy. The excitation
wavelength (approximately twice the wavelength of one-photon microscopy) is
provided by a high-power femtosecond NIR laser (tunable range 650–900 nm). In
result, two-photon microscopy enables deeper penetration of excitation into tissue,
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while excitation volume is restricted by the focal point, minimizing sample and
probe photodamage, providing higher contrast and signal-to-noise ratio than one-
photon microscopy [8, 42]. Standard two-photon imaging platforms usually rely on
photon counting detectors, so they can be readily coupled/upgraded with TCSPC-
FLIM hardware [8, 56], see Chap. 2, Sect. 2.2.2, Multi-Photon Microscopes.

6.2 Set-Up for O2 Imaging by TCSPC-PLIM

Standard TCSPC-FLIM hardware (e.g. from Becker & Hickl GmbH) is compatible
with conventional laser-scanning microscopes as well as with multi-photon exci-
tation systems based on near-infrared femtosecond lasers [9]. For routine ex vivo
work with cell and tissue models one-photon confocal PLIM systems are appro-
priate. Our confocal FLIM/PLIM system (Fig. 6.2) consists of an upright micro-
scope (Axio Examiner Z1) with a motorized Z-stage and temperature-control (Carl
Zeiss), to which a DSC-120 confocal scanner, TCSPC hardware and detectors
(Becker & Hickl) are connected [7, 8]. The scanner has two optical channels for
excitation, to which a 6 W picosecond super-continuum laser model SC400-4

B

C

A

D

E

F G

Fig. 6.2 Photograph of the confocal TCSPC-PLIM system for live cell imaging. A Upright
microscope Axio Examiner Z1 with motorized heated stage (Zeiss) and Nikon D3100 digital
camera for transmission light images (top). B Microscope and temperature controllers.
C Picosecond 405 nm laser. D DCS-120 confocal scanner attached to the microscope with
E Detector(s) connected from the back of scanner. F TCSPC and laser synchronization hardware.
G Computer with instrument control software
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(Fianium, UK) and a BDL-SMC 1 mW 405 nm picosecond diode laser (Becker &
Hickl) are connected. The super-continuum laser provides tuneable excitation in a
broad range of excitation wavelengths from 400 to 650 nm. However, it has low
output power below 430 nm. The ps diode laser provides high excitation power at
405 nm. The Fianium laser is used for excitation of Pd- and Pt-benzoporphyrins
(these have strong bands at around 440 and 614 nm), and a variety of standard
fluorophores including GFP variants, rhodamines, Alexa Fluor, Cy dyes. The
405 nm ps diode laser is used to excite the Pt-porphyrins via their Soret bands, see
Fig. 6.1. The excitation power is regulated manually by neutral density filter wheels
in the DSC-120 scan head.

The DCS-120 scan head scans the excitation and detection beam by two fast
galvanometer mirrors. Please see Chap. 2, Sect. 2.2.1 for details. The fluorescence
and phosphorescence signals from the sample are collected back through the
microscope lens, descanned by the galvanometer mirrors, split in two spectral or
polarisation components, and focused into confocal pinholes. Each emission channel
has individually selectable pinhole sizes and long pass and/or bandpass filters [7].

The two optical outputs of the DSC-120 scanner are connected to high-speed,
high-sensitivity photon-counting hybrid detectors [5] (HPM-100-40 and -50,
Becker & Hickl) These detectors are based on Hamamatsu R10467U-40 and -50
hybrid detector tubes which operate in the visible to red (400–700 nm, -40 version)
and red to near-infrared (500–900 nm, -50 version) spectral regions. In addition to
the high sensitivity and high speed, the advantage of the hybrid detectors is that
they are virtually free of afterpulsing. Weak phosphorescence signals following a
strong fluorescence signal are therefore not contaminated by afterpulsing.

The TCSPC FLIM technique used in the instrument is described in Chap. 1 of
this book. It is based on detecting single photons of the light received from the
sample, and determining the detection times of the photons with respect to the laser
pulses. In addition to the detection times, the TCSPC module also determines the
spatial position of the laser beam in the scan area in the moment of the photon
detection. The recording process builds up a photon distribution over these
parameters. The result is an image that contains a full fluorescence decay curve in
each pixel [1, 2, 8, 9]. The process can be extended to record multi-wavelength
FLIM data [3].

PLIM recording simultaneously with FLIM is achieved by on-off modulating the
laser at the microsecond time scale synchronously with the scanning of the pixels,
Chap. 1, Sect. 1.4.7, ‘Phosphorescence Lifetime Imaging (PLIM)’. During the
laser-on phases fluorescence is obtained, and phosphorescence built up. During the
laser-off phases a pure phosphorescence decay is observed. FLIM and PLIM images
are obtained by measuring the photon times both with respect to the laser pulses and
with respect to the modulation period. The times in the laser pulse period deliver a
FLIM image, the times in the modulation period a PLIM image [6, 8]. Except for
the different time range, the data structure of PLIM is the same as for FLIM: Each
pixel contains photon numbers in a large number of consecutive time channels, i.e.
a full phosphorescence decay curve, see Fig. 6.3. With its two parallel TCSPC
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channels, the system can record two FLIM and two PLIM images simultaneously
for different wavelength. Please see Chap. 1, Sect. 1.4.7 for details.

The data acquisition software is able to repeat the measurement in different focal
planes and thus record Z stacks of FLIM and PLIM images (see Chap. 2, Sect. 2.4,
Mosaic FLIM). Time-lapse measurements can also be performed to study kinetic
changes related to treatment with a drug or changing condition in the sample.

Importantly, throughout the whole imaging experiment respiring samples with
cells and tissue must be maintained in a healthy and viable state, as close as possible
to their natural functioning in vivo. Therefore, the imaging system must have stable
and accurate temperature control at physiological levels (normally 37 °C for
mammalian cells and tissues). Significant fluctuations of temperature, which affect
probe calibration, respiration activity of cells and focusing of microscope optics,
must be avoided. The media should also ensure normal physiological conditions,
pH 7.2–7.4, necessary nutrients, serum and growth factors), through use of CO2-
bicarbonate or 10–20 mM HEPES buffer system [24]. Atmospheric control is
highly desirable to establish physiological normoxia in the sample, or to modulate
sample oxygenation and study cellular responses to hypoxia. Humidification of

Fig. 6.3 Data processing window in the SPCImage data analysis software. PLIM-TCSPC
measurement performed with a phosphorescent Alvetex O2 scaffold at 21%O2: intensity image (top
left) and PLIM image (top right). Phosphorescence decay (bottom left) and its fitting parameters
(bottom right). Blue Photon numbers in subsequent time channels, green Instrument response
function for PLIM, identical with laser-on phase. The fitting was restricted to the laser-off phase to
exclude fluorescence components. The phosphorescence-lifetime colour range was set to 20–30 µs
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sample compartment minimizes evaporation of media during long-term imaging
experiments. Such environmental control is usually achieved through the use of a
mini-incubator on the microscope stage and controllers which maintain stable
environment (temperature, O2, CO2, relative humidity).

Generated PLIM images can be used to assess oxygenation state of the sample
and its different parts: higher lifetime values are indicative of reduced oxygen levels
and vice versa. To convert measured lifetime values into O2 concentration, cali-
bration function (available from literature or experimentally [48]) should be
applied. Such pixel-by-pixel conversion of the PLIM images allows generation of
2D and 3D maps of O2 concentration for test samples. With ordinary biological
specimens such as spheroids and brain tissue slices, this confocal PLIM-TCSPC
system provides high sensitivity, light penetration depth of up to 100–300 μm and
low photo-damage of the probe and cells during measurement [14, 16].

6.3 Experimental Procedure

A typical O2 imaging experiment includes preparation of cells or tissue samples,
staining them with a cell-permeable O2 probe (or culturing them on O2-sensitive
scaffold—see below), assembling the sample on the microscope stage (equilibra-
tion, focusing the optics, pre-scans and selection of regions of interest, ROIs),
image acquisition in TCSPC-PLIM mode and processing the data.

6.3.1 Sample Preparation

For high-resolution imaging live cells or tissue in the sample must be immobilized for
duration of the measurements, to exclude any movement of objects being imaged.
This can be achieved by cell attachment to coated surfaces (e.g. collagen,MatrigelTM,
poly-lysine), physical trapping inmicrofluidic biochips or growth on porous scaffolds
such as AlvetexTM or Millipore. Cultures of adherent cells do not require additional
preparatory procedures, while multi-cellular spheroids and organoids grown in sus-
pension for several days or even weeks, can be immobilized and prepared for imaging
in about 2–6 h. The O2 sensitive probe is selected based on its cell and tissue
specificity, staining procedure (passive loading by simple addition to the media is
preferred), acceptable doses and incubation times, achievable phosphorescent sig-
nals, sensitivity to O2 in the studied range, overall performance of PLIM images and
O2 concentration maps produced. Importantly, the probe should have minimal cyto-
and photo-toxicity and impact on cell and tissue function and metabolism. Pre-
liminary optimization of staining with the O2 probe (concentration added and incu-
bation time) is usually required for each new type of cells or tissue.

O2 imaging can also be combined with other fluorescence based probes and
assays, e.g. molecular probes, fluorescent protein constructs, labelled antibodies.
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Spectrally similar fluorescent probes which produce lifetime response to their
analyte can be measured in the same spectral window simultaneously by nano-
second FLIM and PLIM [9]. Alternatively, spectrally different fluorescent dyes can
be imaged in a different spectral channel in intensity mode (wavelength discrimi-
nation with appropriate filter and laser wavelengths). To facilitate visualization of
cells, their morphology and sub-cellular compartments, test samples can be counter-
stained with appropriate fluorescent probes, such as nuclear (e.g. Hoechst 33342),
cytosolic (Calcein Green) and mitochondrial (TMRM) stains, fluorescent antibodies
or fluorescent protein constructs delivered by transfection. Such probes for multi-
parametric imaging should be tested in preliminary experiments, to ensure their
compatibility and minimal cross-talk with the O2 probe.

6.3.2 Measurement

O2 imaging procedure by PLIM-TCSPC is described in more detail in [48, 56]. The
sample is equilibrated at measurement conditions, scanned in preview mode and
then imaged. The DCS-120 based confocal FLIM system requires manual setting of
the neutral density filter and confocal aperture, and selection of either super-con-
tinuum or 405 nm diode laser. The other parameters, including scan rate, size of
scanned region, pixel number (e.g. 128 × 128, 256 × 256, 512 × 512), time per
pixel, PLIM time scale, and FLIM/PLIM data acquisition time, are controlled from
the SPCM software [8] (Becker & Hickl). As the phosphorescence lifetime can vary
over a very wide range these parameters may require optimization for the individual
luminophores [14]. PLIM and FLIM intensity images (i.e. temporally integrated
signals) can either be displayed directly or extracted from FLIM/PLIM data files.
Transmission images are obtained with a standalone digital camera on the micro-
scope port. For single-channel TCSPC systems multi-parametric imaging is per-
formed by sequential scanning of sample (two or more scans). For a region
256 × 256 pixel scanning time in PLIM mode usually takes 1–2 min. The relatively
long acquisition time is, in part, a result of the fact that the pixel time has to be
longer than the phosphorescence decay time [8]. Nevertheless, the image acquisi-
tion time is kept as short as possible to prevent photodamage of the sample and
probe, and to facilitate analysis of rapid changes in O2 concentration over time. The
laser power is selected as high as, but no higher than, to obtain a sufficient number
of photons within the acquisition time dictated by the pixel number and phos-
phorescence decay time.

6.3.3 Data Analysis and Processing

Measured TCSPC-PLIM images are imported and processed in SPCImage software
(Becker & Hickl), where decay fitting and precise calculations of fluorescence and
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phosphorescence lifetimes are carried out (Fig. 6.3). Importantly, photon distribu-
tions should be analyzed or at least inspected immediately after measurement, to
verify that the image acquisition parameters, PLIM time scale, and laser-on time
were optimal and ensure generation of sufficient quality decay curves which are
easy to process and extract accurate lifetime values. After selecting an appropriate
ROI and fitting parameters (shift, decay function order, offset and other parameters),
lifetimes are calculated for the whole image (pixel-by-pixel transformation) and
exported as a matrix. Binning can be used to improve photon distributions; however
this reduces spatial resolution of the lifetime information [7, 8]. By applying O2

calibration function (see below), lifetime images can then be converted into O2

concentration images and used for graphical or numerical representation.

6.3.4 O2 Calibration

When using a new PLIM set-up, probe, or imaging O2 under non-standard con-
ditions (temperature, sample type), it is necessary to calibrate the system to enable
quantitative readout of O2 concentration. This is achieved by loading cells or tissue
sample with the probe, blocking respiration (e.g. with a mitochondrial inhibitor
Antimycin A) to bring sample O2 levels to atmospheric levels. Then the sample is
exposed to different O2 levels in the atmosphere, and after its equilibration PLIM
images are acquired. Processing PLIM data and determining average lifetime values
enables to work out the calibration function for given temperature. For the estab-
lished O2 probes calibrations are provided by vendors or can be found in literature
[13, 14].

6.4 Practical Uses of 3D O2 Imaging

6.4.1 Staining of Various Cell and Tissue Models
with O2 Probes

Cell-penetrating O2 imaging probes provide efficient labelling of all cells in the
sample and allow monitoring of local O2 levels with sub-cellular spatial resolution.
Different cell types and tissues differ in the structure. composition and fluidity of
plasma membrane and transport mechanisms used for probe internalisation. For
simple cultures of adherent cells (2D models) nanoparticle and small molecule
probes (e.g. Pt-Glc, NanO2, MM2, see Table 6.2) usually provide good staining
efficiency. Figure 6.4a shows intracellular staining with a small molecule probe,
Pt-Glc (2.5 µM in the medium, overnight incubation), which localizes diffusely in
the cytoplasm with partial enrichment in the lysosomes [16].
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At the same time, 3D tissue models, even simple and relatively small multi-
cellular aggregates and neurospheres, are more difficult to stain with fluorescent
probes, expression constructs and antibodies, as such specimens possess strong
diffusion limitations [37, 40]. For their efficient staining the probe should penetrate
or bind to cell membrane, penetrate deep into tissue (which may contain cells of
different type) and distribute across its volume. Only a few O2 probes have been
demonstrated to stain efficiently such 3D tissue models [16]. Thus nanoparticle
based probes MitoImageTM NanO2 and MM2 show efficient staining of HCT116
cell spheroids (Fig. 6.4), however they do not stain well pre-formed neurospheres
[14]. Figure 6.4b–e, show different staining patterns for the different 3D tissue
models and O2 probes.

Organ and tissue explants (e.g. brain slices) are usually analyzed soon after
isolation, but they can be maintained in culture for several days retaining their cyto-
architecture and physiological behaviour. Staining of such samples is more

50

250

10050

MM2X CTX

250

Low High

125

(a) (b) (c)

(d) (e) (f)

Fig. 6.4 Staining of various cell and 3D tissue models with the phosphorescent O2 probes. a Live
human colon cancer HCT116 cells stained with Pt-Glc probe (2.5 µM, 16 h incubation). Cell
bodies are shown in grey scale and O2 probe in red. b Live PC12 cell aggregates stained with Pt-
Glc (2.5 µM, 16 h). c Live human colon cancer HCT116 tumor spheroids stained with NanO2
(5 µg/mL, 16 h). d Live neurospheres produced from rat primary cortical embryonic E18 cells
stained with Pt-Glc (1 µM, 72 h). e 3D reconstruction (20 sections, 2 µm each) of fixed
neurosphere stained with Pt-Glc (1 µM, 16 h). The intensity of probe staining is shown in false-
colour scale provided on the top. f Live embryonic E16 rat brain slice (400 µm thick) stained with
PA2 (25 µg/mL, red) and Cholera toxin-Alexa 488 conjugate (1 ng/mL, green) for 2 h. Sections a–
d, f represent single optical sections (0.5–1 µm thick). Scale bar is in µm
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challenging, as the continuous staining method used with spheroid cultures cannot
be used. Many O2 probes do not work with 3D tissue explants, but some are being
developed specifically for such models [47, 62]. Figure 6.4f demonstrates efficient
staining of embryonic brain slices with a new probe PA2 [16]. The small molecule
Pt-Glc probe also provides very good staining of spheroids and tissue samples and
allows mapping of O2 concentration with sub-cellular spatial resolution.

Besides their staining efficiency, O2 imaging probes must be evaluated for their
effects on cell function and viability. Minimal probe doses should be used and
possible toxicity effects evaluated prior to the start of complex physiological
experiments. Non-specific and late markers of cell death such as propidium iodide
(membrane integrity) are not sufficient, and preference should be given to more
specific viability stains, such as the mitochondrial membrane potential, Ca2+, OCR
and ECA assays, tissue-specific and functional markers (see e.g. our recent study
[14]). Overall, each tissue model requires careful selection of an O2 imaging probe.

6.4.2 Analysis of Spheroid Oxygenation at Rest
and upon Metabolic Stimulation

Until recently analysis of tissue O2 was conducted with indirect or semi-quantitative
markers of hypoxia, such as pimonidazole staining, HIF stabilization, protein
markers (reviewed in [49]). The use of cell-penetrating phosphorescent O2 probes
and TCSPC-PLIM method allows the direct, quantitative and more detailed analysis
of spatial and temporal heterogeneity of O2 in tissue samples. It also provides
valuable information on physiological status and metabolic activity of tissue and
function of individual cells within.

Hypoxic regions of tumors have been shown to resist treatments by promoting
angiogenesis and tumor progression and suppressing apoptosis [58, 64]. Many
physiological conditions experienced by tumor cells, including the formation of
cancer stem cells, can be modelled with tumor spheroids [40]. We analyzed spher-
oids produced from human colon cancer cells HCT116 with NanO2 probe efficient
distribution of which across the spheroid allows the production of high quality PLIM
images (see Fig. 6.5a, b). Line profiles across the spheroid (Fig. 6.5e, f) reveal clear
trends for lifetime and O2 concentration (though intensity signals are not changing
much), and the presence of hypoxic core (approximately 60 µM O2) inside the
spheroid. These measurements were carried out in air atmosphere (21 % O2).

In order to investigate cell death/viability within spheroids, we counter-stained
them with CellTox Green (membrane integrity probe, binds to DNA in dead cells)
and TMRM (stains polarized mitochondria of healthy cells) and analysed by multi-
parametric imaging. Another spheroid was immunostained with BrdU to track
proliferating cells [58]. The results in Fig. 6.5c, d, show that proliferating cells
(BrdU-positive) and cells with active mitochondria (TMRM staining) resided at the
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periphery, while dead cells (CellTox Green positive) were located mainly in
spheroid hypoxic core regions where practically no cell division occurred.

In another experiment, we analysed neurospheres which comprise heterogeneous
multi-cellular structures produced from embryonic neural tissue [14, 15]. Unlike
tumor spheroids, hypoxic core of the neurosphere promotes survival and prolifer-
ation of neural stem cells, while its periphery is enriched with differentiating
neuronal and glial cells. We stained neurospheres with Pt-Glc probe and analyzed
them upon treatment with excitotoxic stimulant sodium glutamate which affects cell
respiration and induces neuronal cell death [44]. Figure 6.6a, b, prove that gluta-
mate reduces O2 consumption in neurosphere core and increases its oxygenation.
This effect can be attributed to direct toxic effect of glutamate on mitochondrial
function of neural stem cells.

With another model, aggregates of PC12 cells [16], we performed stimulation
with two model drugs [23]: mitochondrial uncoupler FCCP and inhibitor rotenone.
Line profiles presented across the 100–200 µm aggregates (Fig. 6.6c) show average
basal oxygenation level of 140 µM which quickly decreased to 20–40 µM by
FCCP, but then reversed back by treatment with rotenone.

Fig. 6.5 Confocal TCSPC-FLIM based O2 imaging of HCT116 tumor spheroids. a Intensity
image of spheroid cross-section. b PLIM lifetime image which corresponds to a (the colour palette
presents the lifetime range). c Fluorescent staining of HCT116 spheroids with TMRM (green) and
Cell Tox green (red). d Fluorescent staining with calcein (green) and BrdU (red). e Lifetime values
of the NanO2 probe (red line) and corresponding O2 concentrations (blue line) for the cross-
section shown in (b) as a rectangle. f Intensity values for the cross-sections shown in (c)
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Altogether, these examples show how TCSPC-PLIM can be used for quantita-
tive monitoring of in situ oxygenation of spheroids and other 3D tissue models.
This can be combined with drug treatments and multi-parametric analysis using
other common probes and markers of cellular function, which require either live or
fixed and immunostained cells.

6.4.3 Monitoring of Oxygenation of Cells Grown
on Phosphorescent O2-Sensitive Scaffolds

As an alternative to cell-penetrating probes, solid-state phosphorescent O2-sensitive
coatings and scaffold materials can also be used to study cell oxygenation [28, 49].

Fig. 6.6 a Responses to glutamate of live neurospheres (samples 1–2) stained with Pt-Glc (1 µM,
72 h). Left Intensity images of Pt-Glc (red) and Cholera Toxin (green). Right Time-lapse PLIM
images. b Calculated O2 for selected ROI in different samples. c O2 line profiles of PC12 multi-
cellular aggregates, at rest and upon stimulation with FCCP (4 µM) and rotenone (2.5 µM). Red
dashed line indicates air-saturated O2 levels. Scale bar is in µm

242 J. Jenkins et al.



Thus, Alvetex scaffolds made of biocompatible porous polystyrene and having
pores and voids of 36–40 μm, provide rigid support and efficient gas exchange for
cultured cells and tissue slices. These scaffolds, which mimic natural cell envi-
ronment in the tissue, can be converted into an O2-sensitive material by impreg-
nation with a phosphorescent dye such as PtTFPP. Figure 6.7a, shows confocal
PLIM-TCSPC images of such scaffolds, their 3D reconstruction and response to
changes in O2 (Fig. 6.7b). The magnitude of lifetime changes for the scaffolds
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Fig. 6.7 Oxygenation of cells grown in phosphorescent scaffolds AlvetexTM and analysed by
TCSPC-PLIM. a Top (XY) and side (XZ) projections of reconstructed 3D image of the scaffold.
b PLIM images of the scaffold at different O2 levels. c, d Colon cancer cells (c, HCT116) and
multi-cellular aggregates (d, PC12) in the scaffold imaged at different depths. Mean lifetime and
O2 values in selected ROI are shown underneath. Scale bar is 50 µm
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(20–55 µs) is similar to NanO2, Pt-Glc probes based on the same dye, and response
is fast due to their microporous structure and thin walls.

We applied suspensions of HCT116 cells on such phosphorescent Alvetex
membranes and analyzed their oxygenation. At low cell density such cultures form
monolayer structures which did not affect significantly the phosphorescent lifetimes
of the scaffold, up to a depth of *30 µm (Fig. 6.7c). However, the more dense
aggregates of PC12 cells were seen to invade deep into the scaffold and deoxygenate
surrounding areas, as reflected by increased lifetime values (Fig. 6.7d). This shows
the usability of phosphorescent scaffolds for analysis of O2 distribution and local
gradients in cultured tissue-like structures. These materials are easy to make and use
for the analysis of O2 in any types of cells and tissues cultured on them. They possess
high brightness and reproducibility resulting in high quality PLIM and O2 images,
do not require cell staining. O2 imaging on scaffolds can also be coupled with other
imaging probes and cell markers. Their drawback is variable and uncontrolled dis-
tance between the biological material and solid-state extracellular sensor.

6.5 Conclusions

Standard measurement set-up and experimental procedures for imaging O2 con-
centration in 2D and 3D tissue models by TCSPC-PLIM were described. An
overview of cell-permeable O2-sensitive phosphorescent probes currently available
and their main performance characteristics were provided. The use of these probes
and imaging method were demonstrated in case studies with several different tissue
models including spheroids, neurospheres and tissue slices. These examples pro-
vide a comprehensive guide for inexperienced users, to familiarize themselves with
PLIM-TCSPC based O2 imaging method and set it up on their own imaging
platform. The on-going development of O2 probes with improved bio-distribution
in 3D tissue samples and compatibility with two-photon excitation, and technical
advances in TCSPC and FLIM systems will further enhance the capabilities of this
method, which has long-ranging applications in life and biomedical sciences.
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Chapter 7
FRET Microscopy: Basics, Issues
and Advantages of FLIM-FRET
Imaging

Ammasi Periasamy, Nirmal Mazumder, Yuansheng Sun,
Kathryn G. Christopher and Richard N. Day

Abstract Förster resonance energy transfer (FRET) is an effective and high
resolution method to investigate protein–protein interaction in live or fixed speci-
mens. The FRET technique is increasingly employed to evaluate the molecular
mechanisms governing diverse cellular processes such as vesicular transport, signal
transduction and the regulation of gene expression. For FRET to occur, protein
moieties should be close together within 10 nm, the dipole moment of the fluo-
rophore targeted to the proteins should have an appropriate orientation, and the
spectral overlap of the donor emission with the acceptor absorption should be
>30 %. FRET can be used to estimate the distance between interacting protein
molecules in vivo or in vitro using light microscopy systems. Visible fluorescent
proteins (VFPs) have been widely used as a FRET pair in addition to organic dyes.
Light microscopy techniques including wide-field, confocal and multiphoton
microscopy systems provide spatial information of the interacting proteins with
nanometer resolution. For better interpretation and quantitation of the FRET signal
the contaminations—also called spectral bleedthrough (SBT)—have to be removed.
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Another imaging approach, fluorescence lifetime imaging microscopy (FLIM)
also provides quantitative information with spatial and temporal details of protein-
protein interactions. No algorithm is required here to remove any contamination, as
in FLIM-FRET only the change in lifetime value of the donor without and with
the acceptor molecules is monitored. The lifetime of the donor decreases at the
occurrence of FRET. FLIM is sensitive to the local microenvironment of the
molecule but insensitive to the change in fluorophore concentration or excitation
intensity. The FLIM-FRET technique is ideal for dark acceptors and the investi-
gation of NADH molecules such as NADH, FAD, Tryptophan, etc. FLIM-FRET
techniques provide high temporal resolution of protein-protein interactions in live
specimens.

7.1 Introduction

The historical precursors for the theory of Förster resonance energy transfer (FRET)
date back to the 19th and beginning of 20th century with emerging understanding of
electromagnetic and quantum mechanics. The first quantum mechanical theories of
FRET were developed concurrently with the new theories of Heisenberg, Schrö-
dinger and Dirac [1]. In the 1920s Jean-Baptiste Perrin and his son Francis Perrin
explained the energy transfer process between two identical molecules in solution
involving dipole-dipole intermolecular interactions. Perrin was the first to note that
energy transfer is distance dependent and would occur over a specific range, which
he calculated to be 150–250 Å—much larger than Förster’s estimation [1, 2]. It was
T. Förster in 1946 who established the correct distance (10–100 Å) over which the
incoherent energy transfer (named FRET) would happen and provided the quan-
titative means to measure molecular distances with his now well-known equations.
Förster’s first paper on FRET was published in 1946 [3, 4]. More historical
background about FRET is discussed in the literature [1].

The impact of great scientific insights can very often only be measured decades
later. Even though the FRET technology is well established in cell biology and
other research areas, Förster’s FRET contribution is still evolving, still expanding
and still offering new challenges in applying this great theory in the broader bio-
medical sciences. Understanding the physics of FRET is important to implement it
appropriately for various biological or clinical applications. FRET measurements
typically require the donor and acceptor to be different fluorophores (called hetero-
FRET), although the acceptor need not be fluorescent (e.g. dark quenchers) for
measuring FRET based on the donor. FRET can also occur between identical
fluorophores, called homo-FRET which can be measured by fluorescence anisot-
ropy imaging [5]. Many FRET microscopy and spectroscopy techniques have been
developed [6–12]—in this chapter we provide briefly the importance of microscopy
techniques for FRET, intensity based FRET imaging and the issues associated with
these techniques. We then discuss the advantages of the lifetime imaging FRET and
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it’s calibration with FRET standards. We also talk about the time-correlated single
photon counting (TCSPC) methodology to investigate protein-protein interactions
in biological specimens.

7.2 Basics of FRET

FRET is a process by which radiationless transfer of energy occurs from a fluo-
rophore molecule in the excited state to a molecule in close proximity in the ground
state. The molecule donating the energy is called ‘Donor’ (D) and the molecule
accepting the energy is called ‘Acceptor’ (A). When this occurs, the donor is said to
be quenched and the acceptor is sensitized and the event becomes inter alia the basis
for calculating proximities between molecules, providing a non-invasive approach
to visualize the spatio-temporal dynamics of the interactions between protein
partners in living specimens [1–3, 5–13]. There are three important conditions for
FRET to occur, see Fig. 7.1. These are:

(i) The spectral overlap: FRET can only occur when the emission spectrum of a
donor fluorophore significantly overlaps (>30 %) the absorption spectrum of
an acceptor.

(ii) The distance between fluorophores attached to the molecules: The proximity
between the donor and acceptor molecule should be within 10–100 Å
(1–10 nm). The efficiency of energy transfer is inversely proportional to the
sixth power of the radius, where the radius is the distance between the centres
of the donor and acceptor dipoles.

(iii) Dipole moment orientation: The emission dipole of the donor and the
acceptor absorption dipole must be oriented to each other. The magnitude of
the relative orientation of the dipole-dipole coupling range is from 1 to 4.
There is no FRET if it is oriented perpendicular to each other (κ2 = 0). If the
spectra are overlapped, the donor’s oscillating emission dipole will look for a
matching absorption dipole of an acceptor to oscillate in synchrony. The
probability of these oscillations is higher if more acceptor molecules sur-
round the donors. Each of the above three conditions have to be met; there is
no FRET if any one of these conditions is not satisfied. Moreover, the
maximum FRET signal occurs in the acceptor emission channel when the
donor molecule is excited at peak absorption and the signal is collected at
peak emission.

The energy transfer efficiency (E)—an expression of distance (in Angstrom)
between interacting labelled molecules (r)—can be calculated using (7.1)

E ¼ R6
0= Ro6 þ r6
� � ¼ 1� IDA=IDð Þ or r ¼ R0 1=Eð Þ � 1½ �1=6 ð7:1Þ
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where R0 is the Förster distance at which half of the excited-stated energy of the
donor is transferred to the acceptor (E = 50 %); IDA and ID are the donor intensities
in the presence and the absence of acceptor, respectively. The characteristic Förster
distance (R0) can be estimated based on (7.2).

Ro ¼ 0:211 � fk2 � n�4 � QD � Jg1
6; where J ¼ 2A

R1
0 fDðkÞfAðkÞk4dkR1

0 fDðkÞdk
ð7:2Þ

where κ2 (dimensionless, ranging from 1 to 4) is the relative orientation between the
dipoles of the donor emission and the acceptor absorption. For the calculation, the
assumed dipole orientation for the random movement is κ2 = 2/3 (see Fig. 7.1c); n is
the medium refractive index; QD is the donor quantum yield; J (in units of
M−1 × cm−1 × nm4) expresses the degree of the overlap between the donor emission
and the acceptor absorption spectra (see Fig. 7.1b). In detail, εA (in units of
M−1 × cm−1) is the extinction coefficient of the acceptor at its peak absorption
wavelength; λ is the wavelength in nanometer; both fD(λ) (donor emission spec-
trum) and fA(λ) (normalized acceptor absorption spectrum) are dimensionless.

Fig. 7.1 Basic concepts of FRET. a FRET is the non-radiative energy transfer from an excited-
state donor (D) to an acceptor (A) in close proximity (1–10 nm), via a long-range dipole-dipole
coupling mechanism. The energy transfer efficiency (E) from D to A is dependent on the inverse of
the sixth power of the distance between them (r), subject to the Förster distance (Ro) of the FRET
pair, at which E is 50 %. Other than the D–A distance, FRET also requires two other conditions:
b a significant spectral overlap between the donor emission and the acceptor absorption spectra; c a
favourable dipole moment orientation κ2 ranging from 1 to 4 (most favourable for FRET)
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7.3 FRET Pairs

Suitable fluorophore FRET partners are one of the keys for a successful FRET
application [14–18]. FRET pairs can be selected from exogenous and endogenous
fluorophores, the former being organic dyes, visible fluorescent proteins and
quantum dots. An important criterion for the FRET pair selection is the Förster
distance (Ro); a larger Ro will increase the likelihood of a FRET event. Additional
positive factors are donors with a higher quantum yields, acceptors with a larger
extinction coefficients, and FRET pairs with a larger spectral overlaps. On the other
hand the acceptor molecule need not be fluorescent for FRET to occur and the
donor to be quenched. Choosing an appropriate fluorophore depends on the target
proteins or biological system under investigation. For example, visible fluorescent
proteins (VFPs) may not be useful to investigate RNAs. A few selected FRET pairs
are shown in Table 7.1.

7.3.1 Organic Fluorophores

The development of novel organic dyes that exhibit improved photo and pH stability,
as well as excellent spectral characteristics, provides additional choices for FRET
imaging. These organic dyes can be conjugated to ligands for live imaging to follow
receptor-mediated cellular internalization [19]. Other applications use labelled anti-
bodies to establish interactions between cellular components with FRET microscopy
—albeit almost exclusively in fixed specimens [20]. Photophysical properties and
Förster distances (Ro) of the FRET pairs can usually be obtained from manufacturers,
e.g. Invitrogen (www.invitrogen.com) and Amersham Biosciences (www.
gelifesciences.com). Nevertheless, the final selection of the right donor-acceptor

Table 7.1 Selected FRET pairs for FLIM

FRET pair Donor lifetime
(Unquenched) ns

Donor Ex/Em (nm) Donor quantum yield

mCeruleun-EYFP 2.8 433/475 0.62

EGFP-mRFP1 2.4 488/525 0.77

EGFP-mCherry 2.4 488/525 0.77

mTurquoise-Venus 3.6 434/474 0.84

EGFP-EYFP 2.4 488/525 0.60

mCerulean-Venus 2.8 433/475 0.62

mCerulean-mCitrine 2.8 433/475 0.87

mTFP-Venus 2.65 462/492 0.85

mTFP-sREACH 2.65 462/492 0.85

mTFP-mKO2 2.65 462/492 0.85

Venus-tdTomato 2.8 514/530 0.65
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pair should also include the actual biological question to be addressed, the type of
biological specimen to be imaged and the instrument available to measure FRET.

7.3.2 Visible Fluorescent Proteins (VFPs)

Many visible fluorescent proteins (VFP) have been employed in combination with
FRET microscopy to visualize dynamic protein interactions under physiological
conditions [16]. After transfection, VFPs are directly expressed with the proteins of
interest in live cells. The natural diversity of VFPs has provided scientists with a
rich palette of variants with different biochemical and spectral characteristics, which
represent a sizeable source of potentially powerful molecular tools for numerous
applications in the study of complex biological systems. VFPs have provided
dramatic new insights including contradicting previously used fluorescent tech-
niques, however, as with all investigative approaches, any particular assay or
experimental setup requires a specific choice or optimization of a VFP [14–18].
A few frequently used VFP FRET pairs are listed in Table 7.1.

After deciding to use FRET to study a protein of interest, fluorescent donor-
acceptor pairs need to be generated. The most common approach is to obtain
commercially available vectors with multiple cloning sites (e.g., BD Biosciences
Clontech, Stratagene, Qbiogene, and other companies) to generate in-frame fusions
with the VFP’s genes. For example, GFP-type fusions can be generated at the N- or
C-terminus of proteins of interest, or even internally, with the VFP being inter-
spaced between domains of a protein coding sequence. It is generally a good idea to
simultaneously prepare both N- and C-terminal fusions, hoping that at least one of
these chimeras retain functional activity. However, to confirm the construction of
functional GFP chimeras [17] certain functional tests are critical. After DNA
sequencing to verify the constructs, DNA for mammalian cell transfections needs to
be prepared with great care. In general, commercial kits (e.g., QiagenMaxiprep)
work well. Many transfection reagents are routinely used to introduce plasmid DNA
into living cells. Cerulean-Venus or mTFP-Venus is widely used FRET pairs for
many biological applications and mTFP has an even better photo-stability and
higher quantum yield than Cerulean [21].

Although the newer semiconductor nanocrystal quantum dots are still in the
early application phases of biomedical FRET imaging, they have been successfully
used as donors for in vitro FRET biological assays [22]. By utilizing the long-
lifetime lanthanide chelates such as europium as the donor probe, time-resolved
FRET approaches have been used for in vitro drug screening studies [23], where
FRET significance is often quantified by the ratiometric FRET method. Since the
europium probe has a much longer lifetime (microseconds to milliseconds) than
organic compounds (nanoseconds), imaging in a time-resolved manner can easily
eliminate background fluorescence from most compounds and dramatically increase
the sensitivity of FRET signals [24].
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The concentration (or the DNA amount) of the donor with respect to the acceptor
has to be evaluated for a particular FRET pair. Most of the FRET pairs could work
with equal amount of concentration but in many cases the acceptor concentration
(or DNA amount) should ideally be higher than the donor; a higher level of
acceptor may improve the probability of a favourable donor emission orientation
dipole to the acceptor absorption dipole. It is also important to avoid over
expression of the proteins of interest; over expression can cause homo FRET, i.e.
donor-donor or acceptor-acceptor interactions.

7.4 Intensity-Based FRET Microscopy,
Its Issues and Data Analysis

Monitoring protein-protein interactions using light microscopy techniques provides
high spatial and temporal resolution. Even though the theoretical limitation of the
microscopy is about 0.2 μm, one can image single molecule protein to ensemble of
protein interactions using light microscopy by using appropriate optical configu-
ration and detector. Any microscopy system including wide-field, confocal, two-
photon and spectral imaging units can be used for FRET measurements by selecting
appropriate filters and the excitation wavelengths for the selected FRET pairs. Here
we compare and contrast some of the features available with the intensity based
FRET microscopy systems.

Even though wide-field microscopy has successfully been used in FRET
imaging over the last 30 years, the fluorescence signal in this system originates
above and below the focal plane, which reduces the contrast due to the out-of-focus
signal. This out-of-focus signal can be removed by using a digital deconvolution
methods. This is a two-step process and it may not be useful in real time data
collection from live specimens.

Laser scanning confocal microscopy is used to improve the signal to noise ratio
and both, lateral and axial resolution. More importantly, the out-of-focus signals are
rejected using a pinhole at the detector plane, which allows collecting time-lapse
imaging at various optical sections of the specimen. Confocal microscopy allows
imaging protein molecules at a distance of about 50–100 μm deep inside the
specimen.

2-photon laser scanning microscopy is applied to imaging as deep as 1 mm or
more inside the specimen. It uses infrared light for excitation, and the fluorophores
are excited by a two-photon process [25]. Due to the nonlinearity of the excitation
process efficient excitation is only obtained in the focal plane. Thus, no confocal
pinhole is required to reject out-of-focus signals. The fluorescence photons can be
sent directly to a non-descanned detector. Non-descanned detection results in high-
efficiency detection from deep sample layers. In comparison to 1p confocal scan-
ning, 2p microscopy produces high contrast images with less autofluorescence and
photobleaching.
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7.4.1 What Are the Issues Including Signal Bleed-Though
in Intensity-Based FRET?

Intensity based microscopy systems are widely available and are used for FRET in
many biomedical laboratories. The FRET signal obtained from these systems fre-
quently contains several signal contaminations, listed below [26–28].

(i) Background signal—Background signals are generated by the biological
specimen, detector noise, and light scattering. Usually, the level of these
noise signals can be determined by using unlabeled biological specimens for
subsequent subtraction.

(ii) Donor spectral bleedthrough or cross-talk—As shown in the Fig. 7.1b for the
Cerulean- Venus FRET pair, the donor spectral bleed-through is due to the
spectral overlap of donor emission and the acceptor absorption. To improve
energy transfer efficiency, a > 30 % spectral overlap is desirable, which will
increase the energy transfer efficiency at the price of increased spectral
bleedthrough.

(iii) Acceptor spectral bleedthrough—The FRET signal is collected in the
acceptor channel by exciting the donor molecule. While exciting the donor
molecule, a certain percentage of the acceptor molecule can also be excited,
due to the acceptor’s absorption spectrum overlapping the donor excitation
wavelength, undistinguishable from the FRET signal in the acceptor channel.
Therefore, the contaminated FRET signal in the acceptor channel contains
three components: the true FRET signal and the donor and acceptor bleed-
through signals, which must be removed.

7.4.2 Processed FRET: PFRET Data Analysis

As mentioned above, FRET is distance-dependent event and a wealth of available
information will be missed in a qualitative analysis. However, before proceeding to
evaluate the data quantitatively, the above data correction steps have to be imple-
mented: elimination of background noise and removal of donor and acceptor
spectral bleedthrough (DSBT and ASBT). Another major problem with qualitative
analyses is the fact that they do not differentiate random from controlled interac-
tions. In contrast, quantitative analysis can discriminate between the two and
confirms or otherwise controlled interactions of the molecules, dimerization,
complex formation and extensive information of the molecular interaction with
sensitivities as close as 5 % energy transfer efficiency. In the qualitative analysis
approach, it is quite possible that one could miss a larger distance between the
donor and acceptor molecules. How are the contaminations removed to extract the
wealth of information provided by FRET microscopy techniques? The background
signal due to optical light scattering, autofluorescence and detector noise signal is
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removed by background subtraction. The two types of spectral bleed-through
(DSBT and ASBT) require some mathematical algorithm to remove the contami-
nations to isolate the FRET signal [10, 27–31].

There are various methods to assess the spectral bleed-through (SBT) contam-
ination in FRET image acquisition [27–32]. Donor bleed-through can be calculated
and corrected using the percentage of the spectral area of the donor emission spill-
over into the acceptor emission spectrum or FRET channel using a single-label
donor. In the case of acceptor bleed-through it is difficult to determine the fraction
of excitation of the acceptor by the donor wavelength and its emission in the
acceptor or FRET channel [29]. Moreover, some of the available methods for FRET
data analysis in the literature do not correct for any variation in the expression or
concentration of the fluorophore labelled to the cells.

As described in the literature the PFRET [27] and spectral FRET (sFRET)
[29, 32] algorithm approach works on the assumption that the double-labelled cells
and single-labelled donor and acceptor specimens, imaged under the same condi-
tions, exhibit the same SBT dynamics. This PFRET algorithm follows fluorescence
levels pixel-by-pixel to establish the level of SBT in single-labelled cells, and then
applies these values as a correction factor to the appropriate matching pixels of the
double-labelled specimen. Two examples are shown in Fig. 7.2.

All these corrections are required for wide-field, confocal, and multiphoton
microscopy systems. It is advantageous to use FRET standards (www.addgene.org)
to verify the optical configuration of any system [33]. Figure 7.2 clearly demon-
strates the FRET signals before (Panel FRET) and after correction (PFRET) in
wide-field and confocal FRET. Using the PFRET algorithm the FRET signals are
further interpreted by plotting the FRET data to show whether the protein inter-
actions are a dimerized or random interaction [12, 19].

Fig. 7.2 Wide-field (a) and Confocal (b) FRET microscopy. PFRET image demonstrates that the
PFRET algorithm removed the contamination in the FRET signal. The contamination includes
donor and acceptor bleedthrough signals and the uneven expression in the cells. The Cerulean-
Venus-C/EBPα protein is dimerized in the GHFT1 live cell nucleus. The colour bar indicates the
energy transfer efficiency (E%)
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In contrast, the above mentioned contamination correction is not required if
fluorescence lifetime imaging microscopy is used to investigate protein-protein
interactions by FRET [6, 8, 34]. Please see section below.

7.5 FLIM Microscopy

The fluorescence lifetime refers to the average time the molecule stays in its excited
state before emitting a photon, which is an intrinsic property of a fluorophore.
Fluorescence lifetime is sensitive to the local environment including pH, refractive
index, temperature and insensitive to change in concentration and laser excitation
intensity. There are different ways for measuring the fluorescence lifetime of a
fluorophore: frequency domain (FD) and time domain (TD). Both methods can be
combined with different optical imaging techniques and with different electronic
signal recording principles. The techniques differ in time resolution, photon effi-
ciency, [35–37], time resolution, capability to resolve multi-exponential decay
profiles, the intensity range they can be applied to, acquisition speed, optical sec-
tioning capabilities, and compatibility with different microscopy techniques. Please
see [38, 39] for an overview.

Fluorescence lifetime measurements are performed both in single photon exci-
tation and multiphoton excitation. Multiphoton microscopy provides several
advantages in autofluorescence imaging than a single photon confocal microscopy,
such as no photobleaching outside the focal plane [40, 41], less photodamage [42],
and larger penetration depth for live cell and tissue imaging. Step-by-step
instructions how to collect TD and FD FLIM images, advantages and disadvantages
of TD and FD FLIM imaging are given in the literature [6–8, 39, 43–48]. Here we
briefly describe some of the lifetime techniques used for FRET.

7.5.1 Frequency-Domain FLIM

Both TD and FD FLIM techniques are suitable for measuring the lifetime in wide-
field or scanning mode, but the acquisition and analysis of the images differ. FD
FLIM, the fluorophores are excited with periodically intensity-modulated light to
determine the modulation in the emission signal [6–8, 48]. The fluorescence emits
at the same modulation frequency but phase shifted due to the delay caused by the
lifetime of the fluorophore relative to the excitation time. This delay is measured as
a phase shift (ϕω), where ω is the modulation frequency in radian/sec. The lifetime
of the fluorophore also causes demodulation to the modulated excitation by a factor
mω, as a function of the decay time and light modulation frequency. Suppose the
modulation of the excitation is given by b/a, where ‘a’ is the average intensity and
‘b’ is the peak height of the incident light and the modulation of the emission is also
defined as B/A. The modulation of the emission relative to the excitation is
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measured as, m = (B/A)/(b/a). The phase angle (ϕω) and the modulation can be
employed to calculate the lifetime using (7.3) and (7.4).

tan/ ¼ xs/ s/ ¼ x�1 tan/ ð7:3Þ

m ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ x2s2m

p sm ¼ 1
x

1
m2 � 1

� �1
2

ð7:4Þ

Note that, if the decay is a single exponential, both (7.3) and (7.4) yield the same
and correct lifetime. If the decay is multi-exponential, then the apparent lifetimes in
(7.3) and (7.4) represent a complex weighted average of the decay components [7].
Time-domain and frequency-domain are related to each other through Fourier
transform. Time-domain data have intensity values in subsequent time channels,
whereas, frequency-domain translate into amplitude and phase values at multiples
of the signal repetition rate [6–8, 48].

7.5.2 Time-Domain FLIM

The time domain category includes FLIM based on gated cameras [8, 43, 46, 47],
streak cameras [44, 45, 49], and FLIM by multi-dimensional time correlated single
photon counting (TCSPC) [50–55], see Chap. 1 of this book.

7.5.2.1 Gated Camera

Ultrafast-gating image intensifiers coupled to a CCD camera is used to acquire time-
resolved images of proteins in living cells. This camera allows operating the gate
width from 300 ps to 1 ms and a repetition rate from single shots to 110 MHz
(LaVision, Germany; Princeton instruments, USA). This gated image intensifier
camera is synchronized with high-speed excitation laser pulses to trigger the camera
gating pulse via a time-delay unit and synchronizing electronics. This gated camera
can be coupled to any epi-fluorescence microscopy to implement FLIM-FRET
imaging [43, 46]. A rapid lifetime determination (RLD) method is used for the gating
camera-based FLIM imaging. RLD is a family of data analysis techniques for fitting
experimental data that conform to single and double exponential decays with or
without baseline contribution [47]. This allows us to calculate the decay parameters
using the areas under different regions of the decay rather than recording a complete
multipoint curve and analyzing the decay by the traditional least square methods. For
quantitative analysis, it is important to estimate measurement precision in the
presence of noise. The performance is evaluated over a wide range of experimental
conditions in order to assess the optimum conditions and the theoretical limitations
for contiguous and overlapped gating procedures for single- and double-exponential
decay using Monte Carlo simulations [47].
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7.5.2.2 Streak Camera

The principle the streak camera, its operation, and its application to FLIM-FRET
measurements are explained in the literature [44, 45, 49, 56]. Briefly, the streak-
scope consists of a photocathode surface, a pair of sweep electrodes, a micro-
channel plate (MCP) to amplify photoelectrons coming off the photocathode and a
phosphor screen to detect this amplified output of MCP. The streak camera operates
by transforming the temporal profile of a light pulse into a spatial profile on a
detector, by causing a time-varying deflection of the light across the width of the
detector. The resulting image forms a “streak” of light, from which the duration of
the light pulse can be inferred. An optical 2D image with spatial axes (x, y) is
converted into a streak image with temporal information and with the axes (x, t).
When a synchronous y-scanning is carried out on the region of interest, the above
streak imaging process gives a complete stack of (x, y, t) streak images. This stack
contains the complete information of optical intensity as well as the spatial and
temporal information from the optical image. Numerical processing of all these
streak images gives the final FLIM image. Every pixel in the FLIM image now
contains the lifetime information.

7.5.2.3 TCSPC

TCSPC FLIMmodules are widely used to acquire FLIM images for various biological
applications [6–8, 51, 55, 57–62], please see [53] for more references. Technical
details are described in Chaps. 1 and 2 of this book. The TCSPC FLIM board can be
installed in a PC, or in an extension box of a laptop computer, as suggested by the
manufacturer. The board receives the single-photon pulses from the detector, timing
reference pulses from the laser, and scan synchronisation pulses from the scanner.

For every photon detected, the TCSPC module determines the time in the laser
pulse period, t, and the location of the laser beam, x, y, in the scan area. The TCSPC
module builds up a photon density histogram over these parameters, which repre-
sents an array of pixels, each containing fluorescence decay data in the form of
photon numbers in consecutive time channels, see Chap. 1, Sect. 1.4.5. The pro-
cedure does not require that the scanner stays in one pixel until enough photons are
recorded. The data can be acquired at any scan speed, by just running the acquisition
over as many frames as needed to obtain the desired number of photons in the pixels.

The time resolution (the width of the instrument-response function, IRF) of the
technique is given by the width of the laser pulse (which is negligible in a multi-
photon microscope) and the transit time spread in the detector. The transit time
spread is much smaller than the width of the single-photon response of the detector,
see Chap. 1, Fig. 1.4. Therefore TCSPC FLIM reaches an excellent time resolution:
Typical IRF widths are 25–30 ps for MCP PMTs [63], 120 ps for hybrid detectors
[26], and 300 ps for conventional high-speed PMTs. Thus, the IRF width can be
made much smaller than the decay times of the fluorophores, resulting in high
lifetime accuracy and reproducibility.
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TCSPC FLIM can be combined with multi-spectral detection [52]. The principle
is described in Chap. 1, Sect. 1.4.5.2. Multi-spectral FLIM has been used to
improve the reliability of FLIM-FRET measurements [64], to track the photocon-
version of photosensitisers for PDT [65], and to obtain metabolic information from
NADH/FAD fluorescence [66]. Please see also Chap. 13 of this book.

Data analysis software allows multi-exponential curve fitting of the acquired
data on a pixel-by-pixel basis using a weighted least-squares numerical approach
[53]. The sum of all time bins is equivalent to the intensity image and this is
displayed to an image, pseudo-coloured according to the curve fit results. Therefore,
each image can be easily displayed in a meaningful way to compare lifetimes within
one or between different images.

7.5.3 Advantages of FLIM-FRET Imaging

As previously described, intensity based FRET methods are used for investigating
the protein-protein interaction in biological systems. These techniques inherently
have several disadvantages because of local probe concentration dependency and
requirement of spectral bleedthrough corrections. Therefore, an alternative pixel by
pixel analysis is FLIM which overcomes the problems of intensity-based FRET
methods and make FLIM FRET an accurate method for FRET measurements. In
FLIM-FRET measurement, only the fluorescence lifetime of donor molecule is
determined. In case of FRET, the energy is transferred from donor to acceptor, and
the donor fluorescence is quenched due to the interaction with the acceptor.
Because the donor is losing its energy more rapidly its fluorescence lifetime
decreases.

The energy transfer efficiency ðE ¼ 1� ðsDA=sDÞÞ can be calculated by
comparing the fluorescence lifetime of the donor in presence (τDA-the quenched
lifetime) and in absence of acceptor (τD-unquenched lifetime) [6]. Note that τDA
must be the amplitude-weighted lifetime [53] (7.7) to obtain accurate FRET effi-
ciencies, see Sect. 7.6.2.

7.5.4 FLIM-FRET Standards

Appropriate selection of optical configuration (lens, excitation light, and detector)
and the excitation or emission filter, based on FRET pair are essential to be suc-
cessful in FRET imaging. It is difficult to calibrate or verify the optical configu-
ration or filters in any FRET imaging system using a biological specimen.
A corresponding FRET- standard pair can be created to calibrate both intensity and
FLIM based FRET imaging system before using the same FRET pair for an
experiment. For example, measurement of energy transfer efficiency for Cerulean
linked by 5 amino acids with Venus (C5 V) should provide about 43 % energy
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transfer efficiency. It is possible that the measurement will be within 3 % error.
In Fig. 7.3 we have shown the FLIM-FRET measurements of various FRET
standards prepared by the Vogel laboratory [33] see also www.addgene.org.

7.6 Instrumentation for FLIM-FRET Image Acquisition
and Processing

7.6.1 FLIM-FRET Imaging System, Acquisition
and Analysis

The imaging system is described in the literature [32, 48, 59]. Briefly, lifetime
measurements in this study were made using a Zeiss(observer) epi-fluorescence
microscope equipped with a 63x NA1.4 oil IR objective lens. This microscope was

Fig. 7.3 FRET Standards. The data was collected using Becker &Hickl SPC 150 and HPM
100-40. FRET standards are available from www.addgene.org. E% for the following FRET
Standards are C5 V-43 %; C17 V-38 %; C32 V-31 %; CTV-7 % [57, 61]
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coupled to a Zeiss780 confocal/multi-photon system and a ChameleonVision II
auto tuneable, (680–1080 nm) mode-locked ultrafast (80 MHz) pulsed (150 fem-
tosecond) laser (Coherent, Inc.) with dispersion compensation. The Zeiss 780
system is controlled using the Zen software, and was configured to use the multi-
photon laser to scan specimens. Emitted photons were collected using a bandpass
emission filter by a fast hybrid PMT with a response time (IRF width) of
approximately 120 picoseconds [26] (HPM-100-40, Becker &Hickl GmbH, Berlin,
Germany). The usage of the photon-counting module board (SPC-150, Becker &
Hickl GmbH) with a minimum temporal resolution of <4 ps rms records FLIM data
with typically 256 × 256 or 512 × 512 pixels and 256 or 1024 time channels in each
pixel [53]. Please see Chap. 1 of this book.

7.6.2 TCSPC FLIM Data Analysis

Lifetime calculation from the multi-exponential decay was implemented by fitting
the experimental data to a mathematical convolution function of a decay model and
the instrument response function (IRF) [53]. For example, the measured composite
decays of two species can be modelled by convolution of an IRF (Iinstr), with a
double-exponential model function, defined in (7.5), with offset correction for the
ambient light and/or dark noise (I0), as shown by Ic(t) in (7.6)

FðtÞ ¼ a1e
�t=s1 þ a2e

�t=s2 ; ð7:5Þ

IcðtÞ ¼
Z1

�1
IinstruðtÞfIo þ FðtÞgdt ð7:6Þ

where a1e
−t/τ1 and a2e

−t/τ2 denote the contributed fluorescence decays from short
and long lifetime components, respectively; τ1 and τ2 represent their corresponding
lifetime constants; and a1 and a2 refer to the corresponding initial amplitudes at zero
time. The instrument response function, Iinstr, can be estimated from the data itself
[53] or measured experimentally depending upon the system (see Sect. 6.1.1). The
average lifetime is calculated as an amplitude-weighted average of the two lifetime
components:

sm � a1s1 þ a2s2
a1 þ a2

: ð7:7Þ

The model parameters (i.e. ai and τi) are typically derived by iteratively fitting
the measured data Ia(t) to Ic(t), given by (7.6), while minimizing the goodness-of-fit
function defined in (7.8), using the Levenberg-Marquardt algorithm,
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v2R ¼ ½
Xn
k¼0

½IaðtÞ � IcðtÞ�2=IaðtÞ�=ðn� pÞ; ð7:8Þ

where n denotes the number of data (time) points, and p represents the number of
model parameters. A good fit is characterized by an χ2 close to 1 and residuals
showing no noticeable systematic variations. Both lifetimes (τ1 and τ2) and
amplitudes (a1 and a2—population sizes of molecules with the different decay rate)
were obtained from fitting optimization software.

It is sometimes objected that the amplitude weighted lifetime, τm, is the ‘wrong’
lifetime to represent the ‘apparent’ lifetime of a multi-exponential decay, and the
intensity-weighted lifetime,

si � a1s21 þ a2s22
a1s1 þ a2s2

ð7:9Þ

should be used. This is only correct if the closest approximation to the lifetime of a
single-exponential fit is wanted. For obtaining FRET efficiencies from donor decays
a lifetime definition has to be used that is proportional to the net quantum efficiency,
or the net intensity of the donor. This is clearly (7.7), not (7.9). Interestingly, the
fact that the amplitude-weighted lifetime has to be used for FRET calculation is
rarely mentioned in the literature, although it has been correctly stated in [7].

The fact that (7.9) does not deliver the correct FRET intensity has consequences.
Donor decay functions in presence of FRET are always multi-exponential [53]: Not
all donor molecules have the correct orientation to interact with an acceptor, the
acceptor labelling may be incomplete, or, in protein-interaction experiments, not all
proteins may interact. If the FRET intensity under these circumstances is derived
from a lifetime calculated by (7.9) or from an ‘apparent’ lifetime delivered by a
FLIM technique unable to detect the double-exponential decay the FRET efficiency
is determined too low. This may be one of the reasons of the discrepancies in the
FRET efficiencies determined by different techniques and instruments.

7.6.3 Measuring the Instrument Response Function (IRF)

For time-domain FLIM measurements, fluorescence lifetimes are frequently com-
parable to both the excitation pulse width and the instrument response function
(IRF) of a FLIM system. Therefore, to obtain fluorescence decays free from the
instrumental distortions that result from the finite rise time, the width (changes due
to optics) and the decay of the excitation pulse, and the detector and timing
apparatus [32, 48, 51, 58], a deconvolution technique must be applied to extract the
undistorted fluorescence decays that are convolved with the IRF. The IRF can either
be estimated from fluorescence decay data or experimentally measured. The IRF
should be representative of the experimental conditions, and thus is ideally
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measured under the same conditions used for the biological experiments. Con-
ventionally, scattering nondairy coffee creamer can be used to record the IRF of a
FLIM system for visible light excitation [46].

However, this does not work for the laser scanning microscope: Scattered
excitation light is blocked by filters, and, in the case of a multiphoton microscope,
the detector may not be sensitive to the laser wavelength.

In this study, we measured the IRF of the FLIM system through collecting the
second-harmonic generation (SHG) signals emitted from urea crystals [53, 58].
SHG is an ultrafast nonlinear process that delivers a signal at one half of the
excitation wavelength. To verify the utility of the measured IRFs, we used Cou-
marin6 dye dissolved in ethanol as a standard. This sample yields a single expo-
nential decay and its fluorescence lifetime with measured IRF at room temperature
is about 2.47 ns and a mean χ2 of 1.01. In comparison, we also used the same
routine to fit the data with the estimated IRF produced by the SPCImage software
and obtained an average lifetime of about 2.38 ns and a mean χ2 of 1.19. Although
the excitation and emission wavelengths of the coumarin 6 sample were little
different than those in the IRF measurements, it still produced better fitting results.
Therefore, we used the measured results for all of our data processing. As shown in
Table 7.2 the IRF was measured with 63x NA1.4 lens with dispersion adjustment.
The IR beam pulse width expands about 10–20 % when it passes through micro-
scope optics which influences the IRF. As shown in Table 7.2 we did not notice any
difference in IRF with dispersion and without dispersion adjustment in our system.

7.7 Applications

The number of publications on FRET-FLIM has been increasing in the past few
years [2, 6–8, 67]. The interaction and dynamics between SNAP 25 (donor) and
rabphilin (acceptor) proteins were investigated during exocytosis in intact neuro-
endocrine cells [68, 69]. Protein interaction in sodium channels has been described
in [70], interaction of SNARE proteins in [71].

There is a number of FRET applications which are directly related to clinical
research [72]. The use of FRET to investigate the mechanism of infection of HeLa

Table 7.2 Comparison of lifetime values for the measured and estimated IRF for different
objective lens and the dispersion adjustment in the 2-photon excitation laser line

Objective Process With dispersion Without dispersion

20X Estimated IRF 2.31 ± 0.07 χ2 = 1.16 2.35 ± 0.06 χ2 = 1.15

Measured IRF 2.48 ± 0.10 χ2 = 1.03 2.49 ± 0.08 χ2 = 1.01

63X Estimated IRF 2.38 ± 0.11 χ2 = 1.19 2.36 ± 0.12 χ2 = 1.17

Measured IRF 2.47 ± 0.05 χ2 = 1.01 2.49 ± 0.05 χ2 = 1.03

The dispersion adjustment helps to reduce the pulse width expansion due to the microscope optics
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cells with enterovirus 71 was demonstrated by Ghukasyan et al. [73]. Bacskai et al.
described the implementation of FLIM techniques for a spatially resolved FRET
pair with senile plaques obtained from transgenic mouse brains of Alzheimer’s
disease [57]. Mechanisms of Huntington disease (a progressive neuro-degenerative
disorder) were investigated in [74] and [75]. Please see [53] for more references.

In cancer research, gene expression profiling has provided information to
determine the specific target in cancer therapies. Advanced in vivo two-photon
excited fluorescence imaging with high spatial resolution and optical contrast
investigates protein-protein interaction using FLIM-FRET technique [76]. Intravital
FLIM was adopted for GFP and mRFP1 interactions by FRET in cancer cell in an
animal model. FLIM-FRET analysis is well established not only for animal cells but
also for plant cells and whole plants. In vivo protein interactions in plant cells were
investigated by Boutant et al. [77] Christoph et al. showed that protoplast is
expressed with mTurquoise-Venus FLIM/FRET pair and fitted with a bi-expo-
nential model [54]. The fluorescence lifetime of donor (mTurquoise) is decreased
from 3.6 to 2.6 ns after FRET events. In another study, Bucherl et al. reported the
formation of BRI1 and SERK3 in the plasma membrane of epidermal cells tagged
with GFP-mCherryas a FLIM/FRET pair [78]. It is even possible, and in some cases
beneficial, to utilize non-fluorescent acceptors to measure FRET–FLIM [79–81].
The use of ‘dark’ acceptors in FLIM measurements allows a wider detection range
for donor emission.

7.7.1 FRET with Dark Acceptor

For FLIM-FRET, we measure only the change in lifetime for the donor molecule.
Selected FRET pairs are listed in Table 7.1. Recently, a non-fluorescent chromo-
phore(non-radiative YFP variants) called resonance energy-accepting chromopro-
tein (REACh) has been used as an acceptor with matching donors, such as eGFP
[79–81]. This non-radiative (quantum yield 0.04) REACh is a strong absorber and
overcomes the problem of acceptor back-bleedthrough emission into the donor
channel. On the other hand the absence of fluorescence from REACh means that the
spectral window occupied by the acceptor is available for the detection of another
fluorophore. As shown in Fig. 7.4 the sensitized emission is clearly shown in the
acceptor channel in the case of Venus compared tosREACh. This indicates that
there is no photon emission from sREACh. More importantly, REACh is a good
acceptor for the FLIM-FRET microscopy since only the lifetime of the donor
molecule is monitored and provides better signal-to-noise ratio of FLIM-FRET
images.

Here we describe the usage of REACh as an acceptor with mTFP (Teal) as a
donor. Teal is linked with 5 amino acid to sREACh (super-REACh). This FRET
pair is expressed in GHFT1 live cells for FLIM-FRET imaging. Cells expressing
Teal (mTFP)alone were used to determine the unquenched donor lifetime, while
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cells expressing the Teal-5aa-sReach construct were used to determine the quen-
ched donor lifetime (Fig. 7.5).

The laser was tuned to 840 nm (the peak excitation of Teal) for multi-photon
excitation and the emission signal from Teal was collected using a 475–503 nm
emission filter. The laser power at the specimen plane was measured using a power
meter (SSIM-VIS-IR, Coherent, Inc.) and was within the range of 0.7–1.5 mW. The
data was typically acquired over 10–30 s, resulting in the accumulation of enough
photon counts on the PMT for the analysis by either single or double exponential
fitting. The lifetime results were then analyzed using the SPCImage software
(Version 2.9.2.2989, Becker &Hickl GmbH), which allows multi-exponential curve
fitting on a pixel-by-pixel basis using a weighted least-square numerical approach
[53]. Please see Table 7.3.

Fig. 7.4 The spectra of Torquoise-5aa-Venus and Teal (mTFP)-5aa-sREACh. The sREACh
spectrum did not show any sensitized emission in the acceptor channel. The intensity peak in the
acceptor channel is due to the donor spectral bleedthrough and no acceptor (sREACh) emission.
Zeiss 780 NLO spectral imaging system; Ex 840 nm; Coherent Chameleon Vision II

Fig. 7.5 Comparison of E% of sREACh(55 %) (the non-fluorescent acceptor) versus the
fluorescent acceptor mKO2 (39 %). Donor for both acceptors is Teal (mTFP). As shown in
Table 7.3, the E% value for sREACh is higher than the mKO2 acceptor. This may be due to the
strong absorption property of sREACh
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7.7.2 Live Versus Fixed Cells for FLIM-FRET Imaging

Fluorescence lifetime is sensitive to the probe environment and so it is advisable to
use live cells for FLIM imaging. In the case of RNA-protein interaction, one has to
use antibody-based probes to label RNA [82] with the requirement to fix cells. To
explore the usage of fixed cell in FLIM-FRET imaging we used the FRET stan-
dards, cerulean-5aa-Venus (C5V) and compared the fitting analyses of the decay
data sets obtained from the C5A (Cerulean-5aa-Amber) and C5V constructs
expressed in live cells versus fixed (4 % para-formaldehyde) cells. We tested cells
at different time duration post-fixing. The lifetime changes for fixed cells after
2–3 weeks post-fixation (Fig. 7.6).

Results showed that fixed cells kept in the refrigerator for at least a week show
no change in lifetime. The cell line we used in our test is GHFT1 pituitary cells and
we do not have further data on other cell lines, but believe that this may hold true
for other cell lines, too. It is advisable for the user to test their own cell line and
experiment protocol including the fixative.

Table 7.3 Comparison of E% for the selected FRET pair for measured and estimated IRF

Donor mTFP Donor-acceptor

mTFP-sREACh mTFP-mKO2

Fluorescence lifetime (ns) (Measured IRF) 2.61 ± 0.03 1.15 ± 0.02 1.60 ± 0.03

E% 55 ± 3 39 ± 2

Fluorescence lifetime (ns) (Estimated IRF) 2.56 ± 0.08 1.29 ± 0.04 1.75 ± 0.09

E% 49 ± 2 33 ± 3

Fig. 7.6 Cerulean alone C5A construct (donor) had a shorter lifetime in the fixed (1.73 ns) cells
than in the live (2.55 ns) cells; however, Cerulean lifetime in the double labelled (C-5aa-V) fixed
cell was 1.2 ns compared to the live cells (1.33 ns). The difference in E% between the fixed
(30.42 %) versus live (47.72 %) cells were about 17 % (Fixed cells were used after 2 weeks)
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7.7.3 Homo-Dimerization of the CCAAT/Enhancer Binding
Protein Alpha (C/EBPα) Transcription Factor

The biological model used here as an example is the basic region-leucine zipper
(bZip) domain of the CCAAT/enhancer binding protein alpha (C/EBPα) tran-
scription factor. The bZip family proteins form obligate dimers through their leu-
cine-zipper domains, which positions the basic region residues for binding to
specific DNA elements. Immuno cyto chemical staining of differentiated mouse
adipocyte cells showed that endogenous C/EBPα was preferentially bound to
satellite DNA-repeat sequences located in regions of centromeric heterochromatin
[83–86]. When the C/EBPα bZip domain is expressed as a fusion to a fluorescent
protein in cells of mouse origin, such as the pituitary GHFT1 cells used here (see
Fig. 7.7), it is localized to the well-defined regions of centromeric heterochromatin
in the cell nucleus.

Fig. 7.7 Homo-dimerization of CCAAT/enhancer-binding protein alpha (C/EBPα) in live mouse
pituitary cell nucleus using TCSPC FLIM-FRET microscopy. Cerulean-C/EBPα (Donor) and
Venus-C/EBPα (Acceptor) were co-expressed in GHFT1 cell nucleus. In FLIM-FRET, the
quenched (τDA) and unquenched (τD) donor lifetimes were measured from the doubly-expressing
and the donor-alone singly-expressing cells, respectively, and the E% was determined by [1−(τDA/
τD)] Each image’s pixel was plotted on the phasor plot [56, 87], demonstrating that the donor
lifetimes decrease from the donor-alone to the double-label. The distribution of the donor alone is
centred on the universal semicircle of the phasor plot, indicating that it has a single lifetime
component. However, the phasor distribution of the double-label is located inside the universal
semicircle of the phasor plot, indicating that it has more than one lifetime component
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FRET microscopy has been demonstrated to be a perfect tool for detecting the
homo-dimerization of C/EBPα in living cells [88]. A FRET system for this bio-
logical model can be built by fusing the C/EBPα bZip domain to two fluorescent
proteins of a good FRET pair separately, e.g. Cerulean (FRET donor) and Venus
(FRET acceptor) as used here. In FLIM, the donor fluorescence lifetimes are
measured from cells co-expressing the donor (Cerulean-bZip) and the acceptor
(Venus-bZip) as well as cells that only express the donor (Cerulean-bZip). Here, the
Cerulean lifetimes in live GHFT1 cells expressing only Cerulean-bZip or both
Cerulean-bZip and Venus-bZip (transfected by FuGENE 6) are measured by the
TPE TCSPC FLIM approach, to demonstrate the quenching of Cerulean in doubly-
expressed cells due to FRET between Cerulean-bZip and Venus-bZip (Fig. 7.7).

7.7.4 Endogenous Fluorophores for FRET
(NADH-Tryptophan Interaction)

The most important autofluorescent constituents of cells and tissues are amino
acids, the essential building blocks of proteins and enzymes, such as NADH and
FAD, which regulate cell metabolism. The mitochondria are responsible for the
energy supply of cells. Moreover, they are the main electron donor and acceptor in
the biochemical process of oxidative phosphorylation, which is the main metabolic
pathway used by biological systems to produce energy. This important feature
enables the use of NADH fluorescence not only to investigate cellular morphology,
but also to provide functional information about cellular metabolism, which can in
turn be related to pathologies, e.g. cancerous or pre-cancerous conditions. It has
been reported in the literature by biochemical methods that the tryptophan degra-
dation was linked to breast cancer. A FRET assay using the autofluorescent
properties of NADH and tryptophan can track the degradation of tryptophan as an
alternative to biochemical methods.

The average prevalence of tryptophan (TRP) in 2000 proteins is about 1.4 %.
Therefore, imaging tryptophan fluorescence in vivo can provide a new way to
visualize cellular and subcellular protein contents at the molecular level. The dis-
tinction in lifetime between a free and protein bound NADH forms the basis of almost
all fluorescence lifetime imaging techniques aimed at NADH. To avoid oxidation
stress on cells caused by high-energy (365 nm) one-photon lifetime imaging, a three-
photon excitation (740 nm) technique with a femtosecond Ti-sapphire laser has been
used to image the interaction between TRP and bound NADH. The use of much
milder irradiation minimizes the modification of cellular redox states and cell mor-
phology. It also allows non-destructive fluorophore detection with high spatial and
temporal resolution. To discriminate between free and protein-bound NAD(P)H, bi-
exponential fluorescence lifetime imaging maps of cellular metabolism are typically
generated (Fig. 7.8). However, many unresolved questions remain to be elucidated to
fully understand this important metabolic pathway and to translate this knowledge
into designing novel therapeutic strategies for diseases.
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7.8 Summary

FRET microscopy techniques have been used for more than 30 years to provide
spatial and temporal information of the protein molecules. FLIM is a unique
technique with huge potential and application in biomedical field. Although, FLIM-
FRET technique reveals the protein-protein interaction far beyond the limitation of
optical resolution, imaging each protein molecule is still a challenge. On the other
hand, the development of new fluorescent probes, advanced imaging techniques,
detectors, optics and software, advanced FRET microscopy techniques to investi-
gate protein-protein interactions in living specimens. For example, with high sen-
sitivity detectors at *40 % quantum efficiency, lifetime time-lapse imaging can be
implemented with few seconds of data acquisition time compared to a few minutes,
see Chap. 2, Sect. 2.2.4. The acquisition time will also vary depending on cellular

Fig. 7.8 Three-photon (3P) FLIM-FRET imaging of TRP-NADH interactions: a The represen-
tative lifetime images of TRP, free and protein bound NADH. b The corresponding protein bound:
free NADH ratio image. c Effect of the average laser power [Log P] dependence on the emission
intensity [Log I] of Tryptophan. d Averages and standard deviations of the TRP fluorescence
lifetimes (filled circles) and the protein bound: free NADH ratios (open circles) as a function of
perturbation with 5 mM glucose in live HeLa cells. e Scatter plot of 300 selected ROI’s from both
the absence [NG] and the presence [G] of glucose, clearly shows the decreased TRP lifetime with
the increased protein bound: free NADH ratio in the presence of glucose in HeLa cells. Adapted
from [89]
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labelling. The phasor plot, a new algorithm for the FLIM data analysis, helps to
detect different fluorophores at each pixel in the image frame. Application of the
phasor plot approach helps to analyze the lifetime decay in great detail even if the
number of fluorophores exceeds two, where the photon count level is not a serious
issue. With the new invention of techniques and algorithms, FLIM can be a
potential tool in clinical diagnosis, such as wound healing and cancer detections.
Multimodality of FLIM-FRET with other imaging techniques, for example total
internal reflection fluorescence microscopy (TIRF) and scanning near-field optical
microscopy (SNOM) will provide new insights into protein-protein interactions at
the cell surface. Additionally, the combination of high resolution microscopy
systems such as stimulated emission depletion microscopy (STED), stochastic
optical reconstruction microscopy (STORM), and photo-activated localization
microscopy (PALM) will be added tools to investigate single molecular
interactions.
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Chapter 8
Monitoring HIV-1 Protein
Oligomerization by FLIM FRET
Microscopy

Ludovic Richert, Pascal Didier, Hugues de Rocquigny
and Yves Mély

Abstract The majority of the human immunodeficiency virus type 1 (HIV-1)
proteins are able to self assemble into oligomers. Since these oligomers generally
exhibit functions that differ from those of their monomeric counterpart, the regu-
lation of the monomer-oligomer equilibria plays a central role in the viral cycle. To
characterize the oligomerization of these proteins in live cells, the combination of
fluorescence lifetime imaging microscopy (FLIM) with Förster resonance energy
transfer (FRET) has proven to be very powerful. In this review, we illustrate the
application of FRET-FLIM on the characterization of the oligomerization of the
Vpr, Vif and Pr55Gag proteins of HIV-1 in fusion with eGFP and mCherry. For Vpr
and Pr55Gag proteins, very high levels of FRET leading to strong decreases in eGFP
fluorescence lifetime are obtained, as a consequence of the rather small size of the
viral proteins, the strong packing of the protomers and the presence of multiple
acceptors for one donor. Analyzing the time-resolved decays by a two-component
analysis further provides the possibility to discriminate monomers from oligomers
and to monitor the spatiotemporal evolution of both populations in the cells.
Though FRET-FLIM unambiguously reveals the oligomerization of a given
protein, it hardly discloses the oligomer stoichiometry (number of protomers per
oligomers). This parameter can be obtained by fluorescence correlation spectros-
copy, which allows further interpreting the FRET-FLIM data. FRET-FLIM is also
highly useful to identify the determinants of the oligomerization process and to
investigate its regulation by other HIV-1 proteins and host proteins.
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8.1 Introduction

8.1.1 HIV-1 Proteins

The human immunodeficiency virus type 1 (HIV-1) is the causative agent of AIDS
(acquired immunodeficiency syndrome). Its spherical viral particle has a diameter of
100–120 nm with an outer envelope originating from the lipid bilayer of the host cell
membrane [91]. The two viral envelope glycoprotein subunits, the surface SUgp120
and the transmembrane TMgp41 proteins in the form of trimers, are anchored in the
virion envelope [68]. The inner virion structure is filled by the matrix protein (MA) and
contains the capsid protein (CA) organized as a conical core that contains the viral
ribonucleoparticle (vRNP) [93]. This vRNP is composed of the genomic RNA of 9.6
kbases, in a dimeric form, coated by about 2000 copies of the nucleocapsid protein
(NCp7) together with the viral protein R (Vpr) and viral enzymes, namely reverse
transcriptase (RT), integrase (IN), and protease (PR). In addition, the virus contains also
viral cofactors such as Tat and Rev, aswell as the helper factors Vif, Vpr, Vpu, andNef.

During viral infection by the human immunodeficiency virus type 1 (HIV-1),
most of these viral proteins are in equilibrium between monomeric and various
oligomeric forms. The latter exhibit frequently functions that differ from those of
their monomeric counterpart, so that oligomerization appears as an optimized way
for the virus to circumvent the limited size of its genome. For instance, viral enzymes
such as proteases [33], integrases [3] and reverse transcriptase [56, 59] are generally
active under their oligomeric form. Moreover, structural proteins, such as the capsid
and the matrix proteins auto-assemble to form higher order multimers [7]. In addi-
tion, envelope proteins as well as accessory proteins are also concerned [66, 108].
The regulation of these monomer-oligomer equilibria plays a central role in the
function of these proteins during the viral cycle. Therefore, drugs able to modulate
these equilibria appear as potential therapeutic candidates in viral infections.

Significant progress was made on the understanding of the structures and
properties of protein oligomers. NMR, Cryo-TEM and X-ray crystallography were
extensively used to solve the structures of viral proteins in different oligomeric
states (see reviews: [91, 97]). Moreover, the thermodynamics and kinetics of
oligomerization were characterized by a number of biophysical techniques,
including exclusion chromatography (SEC), analytical ultracentrifugation (AUC)
and single molecule methods [27, 48, 61, 70]. However, these techniques are not
well-suited to characterize protein oligomerization in live cells, and notably to
monitor in real-time the dynamic properties of oligomer formation and disassembly.

8.1.2 FLIM-FRET Technique

In contrast, these questions can be addressed by FRET-based techniques that can be
combined with both widefield and confocal microscopes. This allows the study of
subcellular compartments, which can be particularly advantageous to separate the
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oligomerization that occurs during biosynthesis (in the endoplasmic reticulum (ER)
and the Golgi) from that on the cell surface. However, several factors complicate
the interpretation of FRET studies. First, the light used to activate the donor mol-
ecule may directly excite the acceptor as well. Second, the donor emission may leak
into the channel used to detect the acceptor emission. Third, the FRET efficiency is
affected by the expression levels of the donor and acceptor molecules, while
autofluorescence and photobleaching can further complicate the measurements. To
overcome these problems, appropriate correction factors must be used, which are
obtained from separate measurements. However, this method is prone to errors,
requiring multiple images of the same sample collected with various combinations
of excitation and emission wavelengths, as well as measurements with model
systems [49, 81, 88].

A much more convenient approach to monitor FRET is to use fluorescence
lifetime imaging microscopy (FLIM) [10, 12, 14, 22, 78, 95]. This technique
measures the fluorescence decay function of the FRET donor at each pixel of the
FLIM image. From the decay functions, either an average fluorescence lifetime or
the lifetimes and amplitudes of several decay components are derived. In contrast to
fluorescence intensities, these parameters do not depend on the probe concentration,
excitation intensity and, in first approximation, photobleaching. Therefore, they
unambiguously and directly report on the amount of FRET between the donor and
the acceptor, through a decrease of the fluorescence lifetime of the donor [11, 13, 16,
17, 23], see Chap. 7 of this book. There is also another advantage: there may be a
non-interacting and an interacting fraction of the donor. The reason may be the
orientation-dependence of FRET, or more interestingly, the presence of non-inter-
acting and interacting protein fractions. There may be also donor populations with
different FRET efficiency. Different donor fractions can be identified in the FLIM
data by multi-exponential analysis of the decay functions. Multi-exponential decay
analysis does, of course, require the decay functions to be recorded at high temporal
resolution and in a large number of time channels. It also requires a large number of
photons. At the same time, photoconversion or photobleaching of the donor or the
acceptor must be avoided. Photoconversion changes the fluorescence decay times,
photobleaching of the donor acts differently on the interacting and on the non-
interacting donor fraction, and photobleaching of the acceptor decreases the apparent
FRET efficiency [52]. That means high recording efficiency is required. These
requirements are almost perfectly met by TCSPC FLIM [10, 12, 13, 17, 19]. The
technique is based on scanning the sample with a high-frequency pulsed laser beam,
detecting single photons of the fluorescence light, determining their times in the
excitation pulse period and the location of the laser beam in the scan area in
the moment of photo detection, and building up a three-dimensional histogram of the
photon number over these parameters. Please see Chaps. 1 and 2 for details.

For the experiments described in this chapter we used a two-photon laser
scanning microscope based on home-made confocal scanner optics, an Olympus
IX70 microscope, a Spectra Physics Tsunami Ti: Sapphire laser, a Perkin-Elmer
SPCM-AQR-14-FC SPAD detector, and a Becker & Hickl SPC-830 TCSPC FLIM
module [13]. Mainly live-cell samples were used for the experiments. FLIM data

8 Monitoring HIV-1 Protein Oligomerization by FLIM FRET Microscopy 279

http://dx.doi.org/10.1007/978-3-319-14929-5_7
http://dx.doi.org/10.1007/978-3-319-14929-5_1
http://dx.doi.org/10.1007/978-3-319-14929-5_2


were acquired for typically 30 s per sample. The data were analysed by Becker &
Hickl SPCImage FLIM data analysis software [13].

To monitor the oligomerization of viral proteins by FRET-FLIM, the most
common approach is to transfect cells with two plasmids in order to co-express the
viral protein of interest tagged with a fluorescent protein (FP) acting as a FRET
donor (plasmid 1) together with the viral protein tagged with a FP acting as an
acceptor (plasmid 2). To increase the probability to observe the FRET process, viral
proteins tagged with acceptor FP should be in excess over those tagged with the
donor FP.

The observation of FRET through a decrease of the fluorescence lifetime of
the donor critically depends on the distance between the donor and the acceptor
[37, 38], see Chap. 7. Usually, FRET can be observed if the distances are below
10 nm. Since FPs exhibit a barrel-like shape with a diameter of 2 nm and a length of
4 nm, their size is comparable to the values of the Förster distance R0, which
prevents observing high FRET efficiencies and biases the determination of the
distances between the oligomer sub-units. Moreover, due to steric hindrance
between the labelled proteins, the possible orientations of the two FP dipoles
involved in FRET are limited, which also impacts the determination of the inter-
protein distances in the oligomers. Indeed, the orientations between the FPs affect
κ2, the orientation factor which is used to calculate the Förster distance. The values
of κ2 range between 0 and 4, and are assumed to be 2/3 in the case of dynamic
isotropic averaging. In oligomers, due to steric constraints, only a limited range of
κ2 values is likely accessible, so that a significant deviation from the 2/3 value can
be expected.

8.1.3 FRET to Multiple Acceptors

The stoichiometry of donors and acceptors in a molecular complex can also dra-
matically alter the FRET efficiency [86]. Each additional acceptor incrementally
increases the FRET efficiency (Fig. 8.1a), so that the fluorescence lifetime of the
donor will depend both on the number of acceptors and their relative arrangement in
respect to the donor in the oligomer (Fig. 8.1b).

Other factors, such as the total concentration of fluorophores and the donor/
acceptor ratio can influence the measured FRET efficiencies (Fig. 8.2). As mod-
elized by Monte-Carlo simulations, high concentrations (mM range) in the cyto-
plasm, notably at high acceptor/donor ratios, will produce FRET signals as a result
of random acceptor distributions [26]. Indeed, at these high acceptor concentrations,
randomly placed donor will have a significant probability of being within 10 nm of
at least one acceptor.

If donors and acceptors are confined in subcellular regions, such as in mem-
branes, as few as 100 acceptors per µm2 can result in “random FRET”. Generally,
any pair of integral membrane proteins labeled with a donor and an acceptor will
generate approximately a 5 % random FRET efficiency when coexpressed in the
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same membrane under normal imaging conditions. Therefore, determination of the
fraction of FRET signal arising from specific protein-protein interactions as com-
pared to that arising from random interaction due to overcrowding requires thus
knowledge of the local abundance of acceptors in the sample.

To illustrate the use of FRET-FLIM in characterizing HIV-1 protein oligomer-
isation and obtaining key information on the viral life cycle, we will discuss its
application for the investigation of the oligomerization of Vpr, Vif and Pr55Gag

proteins of HIV-1.

8.2 Vpr Oligomerization

8.2.1 Vpr Protein

Vpr is a 96 amino acid regulatory protein of HIV-1 that impacts the survival of the
infected cells by causing a G2/M arrest and apoptosis [40, 80]. Its N-terminal
domain plays a role in virion incorporation, nuclear localization and oligomeriza-
tion, while its C-terminal domain is involved in the G2/M cell cycle arrest [46, 58]
and apoptosis [57, 105]. The 3D structure of Vpr peptides and of full length Vpr in
hydrophobic solvents or in the presence of micelles was solved by NMR [72, 90,
103]. However, the characterization of these 3D structures was tedious, as a con-
sequence of the ability of Vpr to oligomerize via its leucine zipper like motifs

Fig. 8.1 Effect of multiple acceptors on FRET efficiency. a Pathways by which an excited donor
can lose its electronic excitation when associated with multiple acceptors. i and j, counting indices
for donors and acceptors, respectively; Γ denotes the rate constants of de-excitation; superscript
r denotes a radiative process; superscript nr denotes a nonradiative process other than transfer to
the acceptor. b Apparent FRET efficiencies for different sizes and configurations of oligomers. Ep

corresponds to the energy transfer efficiency between a single donor and a single acceptor.
Adapted from [86]
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[20, 74]. This oligomerization is thought to constitute an intrinsic property of Vpr,
since it was shown to be required for nuclear localization [17, 29, 40, 47, 48]. To
further investigate and characterize Vpr oligomerization in cells, HeLa cells were
transfected with plasmids coding for eGFP- and mCherry- tagged Vpr proteins, and
monitored by two-photon FLIM measurements at 24 h post transfection. The eGFP
tag was selected as a FRET donor, due to its high quantum yield (0.6) and its
monoexponential time-resolved fluorescence decay. The mCherry tag was used as
an acceptor due to the strong overlap between its absorption spectrum and the eGFP
emission spectrum, resulting in a large Förster distance, R0 (about 54 Å) [62, 69,
100]. The labeled Vpr proteins were found to accumulate mainly at the nuclear
envelope, though some proteins were also expressed in the cytoplasm and the
nucleus. By comparison with non labeled Vpr proteins, it was observed that fusion
of eGFP or mCherry to the C-terminus of Vpr has a limited effect on Vpr locali-
zation in the cell. In contrast, fusion of these FPs to the N-terminus of Vpr induced
a cellular redistribution, indicating that the FPs in this case may perturb the inter-
action of Vpr with the nuclear membrane [17, 29, 40, 67].

8.2.2 Fluorescence Lifetimes of Vpr-eGFP Fusion Proteins

We first analyzed the time-resolved decays obtained with our two-photon FLIM
set-up [5, 25] using one-component decay analysis (Fig. 8.3 and Table 8.1).

The fluorescence lifetimes (τ) shown for the eGFP alone or linked to the N- or
C-terminus of Vpr are the average values (± standard deviation) for 10–35 cells. For
each cell, measurements were performed at the nuclear envelope, in the nucleus and
in the cytoplasm. The FRET efficiency (E) is given by

Fig. 8.2 Influence of donor/
acceptor ratio and total
fluorophore concentration on
the FRET efficiency for
fluorophores randomly
distributed in solution.
Adapted from [26]
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E ¼ 1� sDA=sD;

where τDA is the lifetime of the donor in the presence of the acceptor, and τD is the
lifetime of the donor in the absence of the acceptor (see Chap. 7). The whole-cell
FRET-efficiency (E) and the lifetime (τ) values represent the average values cal-
culated over the entire cell.

Comparison with free eGFP (Fig. 8.3, panel A1) indicated that the eGFP fluo-
rescence lifetime (2.4–2.5 ns) was not altered when fused to Vpr (Fig. 8.3, panels
A2 and A3). Moreover, the fluorescence lifetime of eGFP-labeled Vpr was not
affected by the co-expression of free mCherry (Fig. 8.3, panels B1 and B2), indi-
cating that no short range interaction occurred with free mCherry [79, 95]. In sharp
contrast, co-expression of eGFP-labeled Vpr and mCherry-labeled Vpr induced a
sharp decrease in the eGFP lifetime, indicating that Vpr oligomerizes. The largest
decrease in the eGFP lifetime (from 2.4 to 1.72 ns, Table 8.1) was observed at
the nuclear rim when the C-terminally labeled Vpr proteins (Vpr-eGFP and

eGFP Vpr-eGFP

Vpr-eGFP/mCherry

Vpr-eGFP/mCherry-VprVpr-eGFP/Vpr-mCherry

eGFP-Vpr

eGFP-Vpr/mCherry eGFP-Vpr/mCherry-Vpr

eGFP-Vpr/Vpr-mCherry

1.5

(a)
(1) (2) (3)

(b)

(c)

2 2.5 3

Fig. 8.3 FRET-FLIM monitoring of Vpr oligomerization. HeLa cells were transfected with
plasmids coding for eGFP or eGFP-tagged Vpr alone or in combination with mCherry-tagged Vpr.
The lifetimes (in ns) are represented using an arbitrary colour scale ranging from blue to red.
Panels A1–A3 show the FLIM images of cells expressing eGFP or eGFP-tagged Vpr alone. Panels
B1 and B2 show cells co-expressing eGFP-tagged Vpr and mCherry; Panels B3 and C1–C3
correspond to cells co-expressing eGFP- and mCherry-tagged Vpr. Reprinted from [40]
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Vpr-mCherry) were co-expressed in the same cell (Fig. 8.3, panel B3), which
corresponded to an apparent FRET efficiency of about 30 %. Vpr oligomerization
was also observed in the cytoplasm and the nucleus, as shown by the 1.86 and
1.95 ns lifetimes (corresponding to 23 and 17 % apparent FRET efficiencies)
measured in these compartments. Somewhat lower apparent FRET efficiencies
(≤15 %) in all cell compartments were observed when a FP was at the N-terminus
in one of the interacting partners (Fig. 8.3, panels C1–C3). Finally, co-expression of
the two N-terminally labeled proteins (eGFP-Vpr and mCherry-Vpr) induced only a
8 % apparent FRET efficiency, suggesting that the N-terminal labelling of Vpr may
alter its oligomerization.

8.2.3 Two-Component FRET Analysis

The lower lifetime values at the nuclear membrane compared to the cytoplasm and
the nucleus suggests that either the eGFP and mCherry tags are closer to each other
in the oligomers (giving a higher FRET efficiency) or that a higher fraction of Vpr
proteins are in oligomeric form at the nuclear membrane. To address this question,
we analyzed the time-resolved decays of Vpr-eGFP ± Vpr-mCherry with a two
component analysis, using the model function [13]:

F tð Þ ¼ a1e
�t=s1 þ a2e

�t=s2

As we transfected the plasmids coding for the eGFP- and mCherry-tagged Vpr at
a 1:1 ratio and as a large fraction of Vpr proteins form dimers (see below), it is
likely on a statistical basis that a significant number of eGFP-tagged proteins are not
associated with mCherry-tagged proteins, and thus show a 2.4 ns lifetime, corre-
sponding to the lifetime of free Vpr-eGFP. Therefore, we fixed the long-lived
lifetime τ2 at 2.4 ns in our two-component analysis. The result is shown in Fig. 8.4.

We found that the lifetime of the fast decay component, τ1, was homogeneous all
over the cell, with a mean value of 1.5 ns, that corresponds to a FRET efficiency of
37.5 % (Fig. 8.4a). In contrast, the amplitude, α1, of the fast decay component was
found to be much higher at the nuclear envelope (70 %) than in the cytoplasm or the
nucleus (40 %) (Fig. 8.4a). Thus, the two component analysis clearly revealed the
presence of two populations, one where eGFP-tagged Vpr proteins were associated
with mCherry-tagged protein(s) and another one where eGFP-tagged Vpr proteins
were either monomeric or associated with other eGFP-Vpr proteins. Moreover, as
the FRET efficiency, and thus the value of τ1, are expected to strongly depend on
the size of the oligomers (Fig. 8.1), the homogeneity of the τ1 values all over the
cell suggests that the same oligomers are distributed all over the cell. Since the
FRET efficiency is also dependent on the configuration of the oligomers and
notably on the relative proportion of donor and acceptor in each oligomer
(Fig. 8.1b), we repeated the FLIM-FRET experiments on cells transfected with an
increased relative concentration of Vpr-mcherry (1:4 ratio) (Fig. 8.4). The decay
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curves were again analyzed using a two-components model with a τ2 value fixed at
2.4 ns. As observed for the 1:1 ratio, the τ1-component was homogenously dis-
tributed all over the cell, but with a decreased average value of 1.3 ns (FRET
efficiency of 46 %). Moreover, the amplitudes α1 of the fast decay component at the
nuclear envelope and in the remaining part of the cell (Fig. 8.1b) were fully
comparable to those observed at a 1:1 ratio (Fig. 8.1a).

8.2.4 Determination of Oligomer-Size by FCS

Though FLIM-FRET is highly useful to demonstrate Vpr oligomerization, it cannot
be used to determine the number of protomers in the oligomers. To further char-
acterize Vpr oligomerization in cells and interpret the data of the two components
analysis by FRET-FLIM (Fig. 8.4), fluorescence correlation spectroscopy (FCS)

Fig. 8.4 Two-component analysis of FRET-FLIM experiments performed on HeLa cells
transfected with DNA constructs encoding Vpr-eGFP and Vpr-mcherry in a 1:1 (a) and 1:4 ratio
(b). The fluorescence decays were measured at each pixel and analysed by using a bi-exponential
model with a long-lived component τ2 fixed to the value of free eGFP (2.4 ns). In this case, the
floating parameters were τ1, α1 and α2 = 1−α1. The τ1 and α1 values were converted into a colour
code ranging from blue (1 ns, 0 %) to red (2.4 ns, 100 %). All images were acquired using a
50 × 50 µm scale and 128 × 128 pixels
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was performed. This technique measures the fluctuations of the fluorescence
intensity in the femtoliter volume defined by the focal volume of a confocal or a
two-photon microscope [32, 87], see also Chap. 1, Sect. 1.5.2. These fluctuations
mainly characterize the translational dynamics of the fluorescent molecules that
diffuse through the focal volume. FCS can be performed in live cells, which allows
the determination of several physical parameters, such as diffusion time, local
concentration, and molecular brightness. The last parameter corresponds to the
average number of photons emitted by a diffusing particle per second and increases
proportionally with the number of fluorescent molecules inside a particle, so that the
stoichiometry of the oligomers can be accessed.

Since no FCS measurement was possible at the nuclear envelope, as a result of
strong eGFP photobleaching, FCS measurements were carried out in the cytoplasm
and the nucleus. The diffusion time of eGFP (Fig. 8.5b) displays a narrow distri-
bution centred around 0.4 ms [8]. Moreover, its anomalous diffusion coefficient α
that accounts for the concentration, size, mobility and reactivity of the obstacles
encountered by the diffusing species was around 1 (Fig. 8.5a), suggesting that eGFP
freely diffuses as monomers in the cell [24, 96]. The distribution of the apparent
diffusion time τA of Vpr-eGFP is shifted to 4 ms (Fig. 8.5e). As τA varies as the cubic
root of the molecular mass of the diffusing species, this 1000-fold increase in the
molecular mass of Vpr-eGFP oligomers as compared to eGFP, suggests that Vpr
fusion proteins form large complexes in cells. Moreover, the α values of Vpr-eGFP
are distributed around 0.75 showing that such complexes do not freely diffuse in the
cell but interact with cellular components (Fig. 8.5d). While the brightness of eGFP
monomers displays a narrow distribution centred at 1 kHz/particle (Fig. 8.5c), the
brightness of Vpr-eGFP shows a major population around 2–3 kHz/particle and a
minor population with a large distribution of brightness (Fig. 8.5f).

This suggests that Vpr-eGFP mainly forms dimers and trimers, as well as a
smaller fraction of higher order oligomers. These small oligomers do not explain
the aforementioned differences between the molar masses of eGFP and Vpr-eGFP
complexes, indicating that Vpr oligomers probably interact with cellular proteins
[80].

In light of the FCS results, the lifetime of the fast decay component measured in
the two-component analysis (Fig. 8.4) may correspond to the mean value of the
lifetimes exhibited by dimers containing Vpr-eGFP and Vpr-mCherry in a 1:1 ratio,
and trimers containing both proteins at 2:1 and 1:2 ratio. In line with this
hypothesis, the decrease in the lifetime of the fast decay component, τ1, observed in
Fig. 8.4b, as compared to Fig. 8.4a, could be explained by the increase in the
proportion of trimers having two acceptors for one donor, as a result of the
increased relative concentration of Vpr-mCherry. As shown in Fig. 8.1, these tri-
mers are expected to be endowed with a higher FRET efficiency, and thus, with a
lower lifetime value as compared to trimers having only one acceptor. Furthermore,
as identical short-lived lifetime values were observed at the nuclear envelope and
the remaining part of the cell for a given ratio of expressed Vpr-mCherry to Vpr-
eGFP proteins (Fig. 8.4), we may reasonably conclude that the same oligomers are
distributed all over the cell. Therefore, the increased α1 value systematically
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Fig. 8.5 Distribution histograms of anomalous diffusion coefficients, diffusion times and
brightness of eGFP, Vpr-eGFP and ΔQ44 Vpr-eGFP. The anomalous diffusion coefficient
(coefficient that accounts for the obstacles encountered by the diffusing species), diffusion times
(average time needed to cross the focal volume) and brightness (count rates/species) determined by
FCS are expressed as a function of the number of occurrences. a–c correspond to eGFP;
d–f correspond to Vpr-eGFP; g–i correspond to ΔQ44 Vpr-eGFP. Reprinted from [40]
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observed at the nuclear envelope as compared to the cytoplasm or the nucleus
clearly indicates that dimers and trimers show a preferential binding to the nuclear
envelope.

8.2.5 Mapping of Vpr Domains

In order to map the domains of Vpr involved in its oligomerization, point mutants
of Vpr-eGFP and Vpr-mCherry were designed. Amino acids (L23, Q44, I60 and
L67) located in the Vpr α-helices were changed to F (L23F) or A (I60A, L67A) or
deleted (ΔQ44). Moreover, amino acids Q3, W54, R77 and R90 located outside of
the α-helices were changed to R, G, Q and K, respectively. FLIM images obtained
with these mutants are shown in Fig. 8.6.

The FLIM images of the Vpr-eGFP mutants expressed in the absence (Fig. 8.6,
ColumnA) and in the presence of the correspondingVpr-mCherry (Fig. 8.6, ColumnB)
show that the four mutants in the α-helices (L23F, ΔQ44, I60A and L67A) have lost
their ability to accumulate at the nuclear envelope. The very low transfer efficiency
associated to these four mutants further indicated that they have lost their ability to
oligomerize, indicating that the α-helices are involved in Vpr oligomerization and
accumulation at the nuclear envelope. Noticeably, a small but significant FRET effi-
ciency (6–7 %) was observed with the I60A mutant, indicating that this mutation is
slightly less detrimental for Vpr oligomerization than the other three mutations. Inter-
estingly, the brightness of ΔQ44 Vpr-eGFP measured by FCS is around 1.2 kHz

Fig. 8.6 Mapping of Vpr oligomerization by FRET-FLIM. HeLa cells were co transfected with
point mutants of Vpr-eGFP and Vpr-mCherry. FLIM was carried out 24 h post transfection.
Column A FLIM images of the Vpr-eGFP mutants alone. Column B FLIM images of cells co-
expressing Vpr-eGFP and Vpr-mCherry mutants. A drastic reduction of Vpr oligomerisation is
observed upon mutating residues L23, Q44, I60 and L67 (column B). Reprinted from [40]
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(Fig. 8.5i), close to the value obtained for eGFP (Fig. 8.5c), confirming that the ΔQ44
Vpr-eGFP does not form oligomers. The diffusion coefficient τA for the Vpr ΔQ44
mutant is about 2 ms (Fig. 8.5h), a value in between that for eGFP (0.4 ms) and that for
Vpr-eGFP (4 ms), suggesting that this Vpr mutant also interacts with host proteins. In
sharp contrast with these mutants, the extrahelical Q3R, W54G, R77Q and R90K
mutants showed an accumulation at the nuclear envelope and FRET efficiency levels
comparable to those of the wild-type fusion protein. Thus, the Q3, W54, R77 and R90
residues located outside the α-helices appear to be not critical for Vpr intracellular
localization and oligomerization.

Taken together, our data show that (i) Vpr oligomerizes when expressed in HeLa
cells, (ii) Vpr oligomerization is required for its accumulation at the nuclear
envelope, and (iii) Vpr oligomerization critically relies on the hydrophobic core
formed by the three α helices, while the residues outside the helices are dispensable.

8.2.6 Interaction with Pr55Gag

In a next step, our objective was to determine if Vpr oligomerization is required for
its interaction with the Pr55Gag polyprotein precursor, which plays a critical role in
the recruitment of Vpr into the virus [6, 42, 65, 67]. This recruitment is thought to
be mediated through interactions between Pr55Gag and the first two α helices of Vpr
[6, 60, 65]. To characterize the oligomerization state of Vpr on interaction with
Pr55Gag, eGFP- and mCherry-tagged Vpr proteins were coexpressed with non
labeled Pr55Gag (Fig. 8.7). Interestingly, the FRET signal provided by Vpr oligo-
mers was observed mainly at the plasma membrane (Fig. 8.7A, image d), indicating
that interaction with Pr55Gag caused a relocation of Vpr oligomers at the plasma
membrane. In addition, the relocation of Vpr oligomers was accompanied by a
significant FRET increase (compare Fig. 8.7A, panels b and d; Fig. 8.7B), sug-
gesting a Pr55Gag-induced compaction of Vpr oligomers and/or a structural rear-
rangement of Vpr oligomers.

To further investigate the role of Vpr oligomerization for Pr55Gag interaction,
Vpr was mutated at the level of its non structured N- and C-termini (Q3R and
R77Q) or in its hydrophobic α-helical core (L23F, ΔQ44, and L67A) (Fig. 8.8). For
the Q3R and R77Q mutants that do not alter Vpr oligomerization, a high FRET
efficiency was observed at the plasma membrane, indicating that these mutations
marginally affect the interaction with Pr55Gag (Fig. 8.8a, line 2 and Fig. 8.8b).

In contrast, mutations in the α helices (L23F, ΔQ44 and L67A), which abolish
Vpr oligomerization and localization at the nuclear envelope (Fig. 8.8a, lines 3, 4
and 5 and Fig. 8.8b) were found to result in a loss of interaction with Pr55Gag and
redistribution at the PM. Thus, our data show that (i) Vpr proteins interacts with
Pr55Gag in their oligomeric form and (ii) Vpr oligomers are required for the redis-
tribution of Vpr at the PM and probably, its incorporation into nascent viral particles.
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8.3 Oligomerization of Vif Proteins

8.3.1 Self Association

The HIV-1 viral infectivity factor (Vif) is a small basic protein essential for viral
fitness and pathogenicity [31]. Vif allows productive infection in non permissive
cells, including most natural HIV-1 target cells, by counteracting the cellular
cytosine deaminases APOBEC3G (apolipoprotein B mRNA-editing enzyme cata-
lytic polypeptide-like 3G [A3G]) and A3F. In vitro, Vif was shown to self-associate
in order to form dimers, trimers, and tetramers [4, 106]. Vif oligomerization is
thought to be mediated by the region from positions 151 to 164, encompassing the
conserved proline-rich region 161PPLP164 [106, 107] that is involved in the
binding to A3G and is crucial for Vif function and viral infectivity [92, 106]. To
check and characterize Vif oligomerization in living cells, eGFP- and mCherry-
tagged Vif fusion proteins were expressed in HeLa cells and characterized by
FRET-FLIM and FCS.

To investigate Vif multimerization, FLIM measurements were performed 24 h
post transfection on cells co-expressing Vif proteins N-terminally labelled by eGFP
and mCherry. Results are shown in Fig. 8.9.

Fig. 8.7 FRET-FLIM investigation of the interaction of Vpr oligomers with Pr55Gag. A FLIM of
HeLa cells expressing eGFP-Vpr alone (a), eGFP-Vpr and mCherry-Vpr (b), eGFP-Vpr and
Pr55Gag (c), and both eGFP-Vpr/mCherry-Vpr and Pr55Gag (d). B Histograms representing the
FRET efficiencies between eGFP-Vpr and mCherry-Vpr in the absence or the presence of non-
labelled Pr55Gag. The FRET efficiency was calculated using the average lifetime values from at
least 30 cells. Note that the darker blue in image d compared to the blue in image b corresponds to
a significantly higher FRET efficiency between fluorescent proteins as determined by one-way
ANOVA and Tukey’s HSD test (*** P < 10−3). Reprinted from [42]
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Control experiments (Fig. 8.9a, c) showed that the average lifetimes of eGFP-Vif
expressed alone (2.53 ± 0.04 ns) or co-expressed with mCherry (2.48 ± 0.05 ns)
were similar to the lifetime of eGFP alone [40, 79, 95], indicating that the eGFP
fluorescence was not altered when fused to Vif and no interaction takes place
between eGFP-Vif and free mCherry. In contrast, the eGFP-Vif fluorescence life-
time dropped to 2.21 ± 0.11 ns, when it was co-expressed with mCherry-Vif
(Fig. 8.8b, c). This corresponded to a FRET efficiency of 12.2 % (Fig. 8.9d), that
was substantially lower than that observed with Vpr (Fig. 8.3, Table 8.1). Never-
theless, as a threshold value of 5 % for FRET efficiency is generally considered to
validate an interaction between two partners [102], the observed efficiency clearly
supported the oligomerization of Vif proteins in living cells. To confirm this
oligomerization, FLIM-FRET experiments were further performed on a mutant of
Vif in which the 160PPLP164 motif was substituted for an oligomerization-
defective AALA motif. The eGFP-Vif AALA mutant displayed an intermediate
fluorescence lifetime of 2.35 ± 0.08 ns (Fig. 8.9c). The corresponding FRET effi-
ciency of 6.6 % (Fig. 8.9d) indicated that the mutation reduced but not fully
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Fig. 8.8 Role of Vpr oligomerization in its interaction with Pr55Gag. a FLIM experiments were
carried out on cells expressing wild-type or mutant eGFP-Vpr alone (column A); wild-type (wt) or
mutant eGFP-Vpr and their equivalent counterparts fused to mCherry (column B); wild-type or
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Vpr and mCherry-Vpr derivatives in the cytoplasm, at the nuclear envelope, at the plasma
membrane, in the nucleus, and over the whole cell. The FRET efficiencies were calculated using
the average lifetime values from at least 30 cells in three independent experiments. Multifactorial
ANOVA and post hoc Dunnett tests were performed to compare the FRET efficiencies (* P < 0.05;
*** P < 10−3; n.s. nonsignificant). Reprinted from [42]
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prevented Vif oligomerization. Interestingly enough, mutation of the PPLP motif of
only one of the tagged Vif species was sufficient to reduce oligomerization, giving
FRET efficiencies similar to the one observed when the mutation was present on
both Vif partners.

Due to the rather low FRET values close to the 5 % FRET threshold, a careful
statistical analysis was needed to strengthen our conclusions. Bayesian analyses of
fluorescence lifetimes showed a 20–25 % reduction of Vif oligomerization when
the PPLP motif was replaced by AALA. The distribution of the fluorescence life-
time of eGFP-Vif in the presence of mCherry-Vif was more dispersed than the one

Fig. 8.9 FRET-FLIM investigation of the oligomerization of Vif and Vif AALA mutant. HeLa
cells were transfected with 0.5 µg of plasmid coding for eGFP- and mCherry-labelled Vif proteins
and were imaged by two photon FLIM 24 h post transfection. a and b Representative cells
expressing eGFP-Vif or eGFP-VifAALA by fluorescence microscopy (left; greyscale) or by FLIM
(right) using an arbitrary colour scale for the lifetimes. c Lifetime distribution of all analysed cells.
Measurements were performed on more than 70 cells from at least 3 independent transfections.
Black bars indicate the mean values. d Box plots depicting the FRET efficiency distributions. The
mean FRET efficiency is represented by the white diamonds. Whiskers (vertical dotted lines)
represent the interval containing 95 % of the FRET efficiencies. Reprinted from [9]
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observed for eGFP-Vif alone or eGFP-Vif AALA (Fig. 8.9c), suggesting that
wild-type Vif oligomers may be heterogeneous in the cell.

Thus, our data indicate that Vif oligomerizes in living cells and that the PPLP
motif is involved in this oligomerization. Nevertheless, since oligomerization was
not completely abrogated by mutation of the PPLP motif, other domains of Vif may
also participate.

To determine the number of protomers in Vif oligomers, fluorescence correlation
spectroscopy (FCS) was performed. The stoichiometry of the oligomers can be
obtained through the determination of the molecular brightness that increases
proportionally with the number of fluorescent molecules inside a particle. In the
case of free eGFP in the cytoplasm of transfected HeLa cells, a Gaussian distri-
bution centred at 0.16 kHz per particle was observed, reflecting a monomeric
protein population (Fig. 8.10a, solid black circles). Using Vpr-eGFP as a positive
control, we observed a major population presenting a twofold-higher brightness
than free eGFP (0.35 kHz per particle) and a minor one showing a threefold higher
brightness (about 0.55 kHz per particle), confirming that Vpr was able to form
mainly dimers and trimers in cells (Fig. 8.10a, red triangles). The distribution curve

Fig. 8.10 FCS analysis of eGFP-Vif wild-type (WT) and AALA mutant. a Brightness distribution
of free eGFP (black circles), Vpr-eGFP (red triangles), eGFP-Vif WT (green squares), and eGFP-
Vif AALA (yellow diamonds). FCS measurements were performed 24 h post transfection in HeLa
cells. Distributions were calculated from 100 autocorrelation curves. b Table with the brightness
median for each condition, together with the values at the two quartiles. Reprinted from [9]
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of eGFP-Vif was somewhat different, exhibiting a main broad population centred at
0.20 kHz per particle (as free eGFP) (Fig. 8.10a, green squares) and two minor
populations centred at *0.4 kHz per particle and *0.8 kHz per particle. This
distribution suggests that Vif exists as a mix of monomers and oligomers in cells,
likely explaining the large distribution of eGFP-Vif lifetimes observed by FLIM
(Fig. 8.9c). Finally, eGFP-Vif AALA exhibited a single population similar to the
one obtained for free eGFP (Fig. 8.10a, yellow diamonds), suggesting that this
mutant remains largely monomeric. Thus, the FCS results confirm that Vif oligo-
merizes in cells and confirm the involvement of the PPLP motif in the oligomeri-
zation process.

8.3.2 Interaction with Pr55Gag

Next, we tested whether Vif oligomerization was required for its interaction with
Pr55Gag. FLIM data obtained on HeLa cells transfected with Vif fusion proteins and
Pr55Gag are shown in Fig. 8.11.

Figure 8.11a, left panels, shows that Pr55Gag partially re-localizes Vif to the cell
membrane, irrespective to the presence of the PPLP motif. Thus, it may be con-
cluded that oligomerization of Vif is not critical for Pr55Gag recognition. Moreover,
the FRET efficiency (10.7 %) measured for eGFP-Vif in the presence of Pr55Gag

(Fig. 8.11b) was similar to the one observed in the absence of Pr55Gag (12.2 %)
(Fig. 8.9d), suggesting that Vif oligomerization is not affected by binding to
Pr55Gag. As in the absence of Pr55Gag, the distribution of the fluorescence lifetime
of eGFP-Vif was highly dispersed, confirming that Vif oligomers are heterogeneous
in cells. By performing the same experiments using eGFP-Vif AALA and mCherry-
Vif AALA mutants (Fig. 8.11a, b), we observed that in the presence of Pr55Gag, the
FRET efficiency of Vif AALA at the plasma membrane was decreased compared to
that of wild-type Vif (Fig. 8.11d). Thus, our data show that Pr55Gag proteins interact
with Vif proteins and redistribute them at the plasma membrane. This interaction
likely mediates Vif incorporation into nascent virions.

8.3.3 Binding to A3G

In a last step, our objective was to investigate whether the binding of A3G protein to
Vif affects its oligomerization (Fig. 8.12a, b). Interestingly, the FRET efficiency
between eGFP-Vif and mCherry-Vif dropped from 12.2 to 5.7 % (Fig. 8.12b) in the
presence of A3G. In contrast, the FRET efficiency (10.4 %) in the presence of an A3G
D128K mutant defective in Vif interaction [18, 89, 104] is similar to that observed in
the absence of A3G. Furthermore, expression of Pr55Gag was found to not affect the
decrease in FRET efficiency induced by A3G. Thus, our data clearly show that A3G
affects Vif oligomerization, independently of the presence of Pr55Gag.
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8.4 HIV-1 Assembly: Pr55Gag Oligomerization

HIV-1 assembly is largely governed by Pr55Gag. This polyprotein is formed of four
structural domains that are from the N- to the C-terminus, the matrix (MA), capsid
(CA), nucleocapsid (NC) and p6, which upon processing by the viral protease (PR)
during virion maturation gives rise to MAp17, CAp24, NCp7 and p6 structural
proteins present in infectious virions [71]. Pr55Gag orchestrates HIV-1 virion for-
mation [1, 7, 15] likely by initially undergoing oligomerization upon its binding to
the genomic RNA acting as a scaffold [39, 61, 77]. The process of Pr55Gag olig-
omerization is driven by series of homotypic interactions, involving the CA and
SP1 regions and additionally, the MA region [28, 44, 45, 51, 73, 83, 84, 101]. Once
Pr55Gag oligomers are formed, the N-terminus of MA with its myristate becomes

Fig. 8.11 FRET-FLIM investigation of Vif oligomerization in the presence of Pr55Gag protein.
a Effect of Pr55Gag expression on eGFP fluorescence intensity (greyscale) and eGFP lifetime
(arbitrary colour scale). b Lifetime distribution of all analyzed cells. The horizontal black bars
indicate mean values. Controls in the absence of acceptor are in green, the Vif WT in blue, and the
Vif AALA mutant in red. c Box plots of FRET efficiency distributions in the presence of Pr55Gag.
Mean FRET efficiency is represented by the white diamonds. Whiskers correspond to the interval
containing 95 % of the FRET efficiencies. Reprinted from [9]
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accessible, which allows the anchoring of the Pr55Gag oligomers to the plasma
membrane (see recent reviews: [1, 77]). To investigate Pr55Gag oligomerization,
pairs of Pr55Gag proteins labelled at their C-terminus by eGFP and mCherry were
first used [82]. Though these proteins were useful to monitor Pr55Gag assembly by
FRET [53, 63, 64], they lead to virus particles with aberrant morphology [50]. This
drawback could be avoided by inserting the fluorescent proteins between the MA
and CA domains [54, 55, 75] and expressing the chimeric proteins in the presence
of an excess of non labelled Pr55Gag. This protocol resulted in production of
particles with wild-type morphology and infectivity [75].

Fig. 8.12 FRET-FLIM analyses of the effect of A3G protein on Vif oligomerization. a Effect of
A3G expression on eGFP fluorescence intensity (greyscale) and eGFP lifetime (arbitrary colour
scale). b Box plots of FRET efficiency distributions in the absence (white diamonds) or presence
(black dots) of Pr55Gag. Whiskers represent the interval containing 95 % of the FRET efficiencies.
P values for the different assays are indicated. ** <0.01. Reprinted from [9]
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In a first series of experiments, cells were transfected with Pr55Gag/Pr55Gag-eGFP

to determine the intrinsic fluorescence lifetime of eGFP fused to Pr55Gag

(Fig. 8.13a). A single fluorescence lifetime of 2.4 ns was obtained (Fig. 8.13b),
indicating that the fusion to Pr55Gag did not modify the photophysical properties of
eGFP.

Next, cells expressing Pr55Gag/Pr55Gag-eGFP/Pr55Gag-mCherry in a 7/1/2 ratio were
imaged by FLIM at 12 and 24 h post transfection. In a first attempt, a mono-
exponential model was used to analyse the fluorescence decays in each pixel. At
12 h post transfection, Pr55Gag polyproteins were found in the cytoplasm as well as
at the plasma membrane (Fig. 8.13c). Moreover, the lifetime distribution showed
clearly a bimodal distribution with peaks centred at 1.9 and 2.4 ns (Fig. 8.13d).
While the 1.9 ns clearly evidenced the existence of Pr55Gag oligomers, the 2.4 ns
peak suggested that a fraction of Pr55Gag proteins remained monomeric or was
engaged in small oligomers where Pr55Gag-mCherry was absent. In contrast, at 24 h

Fig. 8.13 One component analysis of FLIM images of cells expressing Pr55Gag/Pr55Gag-eGFP (a,
b) and Pr55Gag/Pr55Gag-eGFP/Pr55Gag-mCherry (c, d). The fluorescence decays were measured in
each pixel and analysed with a mono-exponential function. The eGFP lifetime was then converted
into a colour code ranging from blue (1.7 ns) to red (2.5 ns). The fluorescence lifetimes display an
uni- (2.4 ns) and a bi-modal (1.9 and 2.4 ns) distribution for Pr55Gag/Pr55Gag-eGFP and Pr55Gag/
Pr55Gag-eGFP/Pr55Gag-mCherry, respectively. All images were acquired using 50 × 50 µm scale and
128 × 128 pixels

298 L. Richert et al.



post transfection, Pr55Gag molecules were found to accumulate at the plasma
membrane with a lifetime distribution displaying a single peak centred at 1.9 ns
(data not shown).

As the FLIM images at 12 h post transfection indicated a clear heterogeneity in
the lifetime distribution, we then analysed the fluorescence decays with a two
component model, where the long-lived lifetime τ2 was fixed at the lifetime of free
eGFP (2.4 ns). Through this analysis, it was possible to determine the distribution of
the lifetime of the fast decay component, τ1, and its respective population, α1, giving
thus access to the population of Pr55Gag oligomers undergoing FRET. As depicted in
Fig. 8.14, at 12 h post transfection the distribution of τ1 value was centred at 1.45 ns
(corresponding to a FRET efficiency of 41 %) and homogeneously distributed within
the cell as shown by the regular green staining [34]. These data indicated that

Fig. 8.14 Two component analysis of FLIM images of cells expressing Pr55Gag/Pr55Gag-eGFP/
Pr55Gag-mCherry in a 7/1/2 ratio at 12 h or 24 h post transfection. The fluorescence decays in each
pixel were analysed using a bi-exponential model, with a long-lived component τ2 fixed to the
lifetime of free eGFP (2.4 ns). The τ1 and α1 values were converted into a colour code ranging from
blue (0.1 ns, 0 %) to red (2 ns, 100 %). All images were recorded using 50 × 50 µm scale and
128 × 128 pixels
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Pr55Gag oligomers already form in the cytoplasm. Moreover, as the FRET efficiency
is very high, it is likely that the Pr55Gag protomers are closely packed together in the
oligomers, so that eGFP and mCherry can come in close contact. Interestingly,
the amplitude of the short-lived component increased from 20 to 70 % from the
cytoplasm to the plasma membrane, indicating that the concentration of Pr55Gag

oligomers progressively increased from the cytoplasm to the plasma membrane. At
24 h, the τ1 component of Pr55Gag-eGFP was distributed around 1.2 ns and was thus,
slightly below to that measured at 12 h post transfection, suggesting a further
compaction of the Pr55Gag protomers within the oligomers occurs with time.
Moreover, the high amplitude (up to 75 %) of the short component showed that
almost all Pr55Gag-eGFP proteins undergo FRET at the plasma membrane, in line with
the well reported polymerization of Pr55Gag polyproteins at the plasma membrane
required to form new viral particles [30, 42, 53, 55].

To better evidence the gradient of Pr55Gag oligomer concentration within the
cytoplasm at 12 h post transfection, we increased the image sampling with a
decreased field of view (256 × 256 pixels and 20 × 20 µm). In line with the data of
Fig. 8.14, the lifetime of the fast decay component was homogeneously distributed
within the cell, with an average value of 1.2 ns (Fig. 8.15). Due to the increased
sampling, the increase in the concentration of Pr55Gag oligomers from the cyto-
plasm (20 %) to the plasma membrane (75 %) was more clearly visible. In addition,
bright internal dots characterized by a τ1 lifetime of 1.1 ns with high amplitude
could be clearly observed in the cytoplasm, suggesting that local assembly of a
large number of Pr55Gag proteins could occur in the cytoplasm.

Fig. 8.15 Visualization of the gradient of Pr55Gag oligomer concentration within the cytoplasm at
12 h post transfection. The FLIM image of a cell expressing Pr55Gag/Pr55Gag-eGFP/Pr55Gag-mCherry

in a 7/1/2 ratio was recorded with increased sampling and decreased field of view (256 × 256
pixels and 20 × 20 µm). Analysis of data and colour code are as in Fig. 8.14. Taken together, our
data indicate that formation of Pr55Gag oligomers is initiated in the cytoplasm. The concentration
of oligomers progressively increases from the cytoplasm to the plasma membrane, but without
major changes in the organization and compaction of the Pr55Gag protomers within the oligomers
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8.5 Conclusion

Data on Vpr, Vif and Pr55Gag proteins of HIV-1 in fusion with fluorescent proteins
show that FRET-FLIM is a very powerful and sensitive tool to monitor their
oligomerization in live cells. With both Vpr and Pr55Gag proteins, very high levels
of FRET were obtained, as a consequence of the rather small sizes of the viral
proteins, the strong packing of the protomers and the presence of multiple acceptors
for one donor. In the case of Vif, lower levels of FRET were observed, likely as a
result of the less efficient oligomerization of this protein. For Vpr, the position of
the fluorescent protein was found to be critical, with much higher levels of FRET
being obtained when the fluorescent proteins are fused at the C-terminus of Vpr. In
the case of Vpr and Pr55Gag proteins, a two-component analysis could be used to
analyze the time-resolved decays, giving the possibility to discriminate monomers
from oligomers and monitor the spatiotemporal evolution of both populations in the
cells. Though FLIM FRET can unambiguously reveal the oligomerization of a
given protein, it can hardly be used to disclose the oligomer stoichiometry. The
information on the number of protomers per oligomer can ideally be obtained by
fluorescence correlation spectroscopy, by analyzing the brightness of the diffusing
species. Moreover, FRET-FLIM was found to be also highly useful to identify the
structural determinants of protein oligomerization, by using point mutants of the
fluorescently labelled HIV-1 proteins. In addition, FRET-FLIM can be easily used
to investigate the modulation of protein oligomerization by other HIV-1 proteins
and host proteins. Of course, FRET-FLIM approaches are not limited to oligo-
merization of HIV-1 proteins and were already used to monitor the oligomerization
of a number of other viral proteins [2, 19, 35, 76, 94] or mammalian proteins
[14, 21, 36, 43, 85, 98, 99].
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Chapter 9
Unraveling the Rotary Motors
in FoF1-ATP Synthase by Time-Resolved
Single-Molecule FRET

Michael Börsch

Abstract Detection of single fluorophore molecules was reported 25 years ago, at
first in a crystalline matrix at cryogenic temperatures but quickly followed by
single-molecule studies of biological machines at physiological conditions. Today,
the Nobel Prize in Chemistry 2014 was awarded for ‘breaking the resolution limit
of optical microscopy’, i.e. for super-resolution methods that are based on active
control of the photophysical properties of single fluorophores. In this chapter, the
development of conformational analysis of a single rotary double-motor FoF1-ATP
synthase at work is reviewed. Analyzing single-molecule Förster resonance energy
transfer (smFRET) in combination with confocal fluorescence lifetime (FLIM)
recording of single enzymes has revealed stepsize and direction of the two distinct
but coupled rotary motor parts, reversible elastic deformations for conformational
energy storage within protein domains, and an internal mechanical regulatory
mechanism to control the activity of the bacterial enzyme. TCSPC enabled the duty-
cycle optimized multiplexed laser excitation schemes to control and correct the
smFRET data analysis of this marvelous nanomachine which provides the cellular
energy currency ATP.

9.1 Detecting Single Molecules for Two Decades

Counting single photons had been established more than 50 years ago. Precise
correlation with high-frequency signals like the time of the exciting laser pulse
enabled fluorescence lifetime spectroscopy with picosecond time resolution. Since
then, enormous technical progress has been achieved. The excitation lasers became
small, stable, ‘turnkey’-like instruments offering a huge variety of wavelengths at
affordable prices. Optical filters with very high transmission for fluorescence
photons but nearly complete rejection of scattered laser light were developed.
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Avalanche photodiodes and CCD cameras for single photon counting with high
quantum efficiencies for photon detection were designed, and bulky recording
electronics changed into computer cards which are controlled by software and store
the photon time traces for subsequent analysis.

Optical detection of single molecules like fluorescent organic dyes in a crys-
talline matrix at low temperatures was reported 25 years ago [78, 79]. Nowadays,
single-molecule detection is made easy by technological improvements. A variety
of commercial microscopes is available that include different kinds of lasers, optics,
detectors and data analysis software. Importantly, the research subjects have
changed—from quantum phenomena of single impurities in solid state systems to
the dynamics of individual biological machines at work in living cells and tissue.

Why are we interested in studying individual biomolecules? Single-molecule
detection is the ultimate analysis approach at the lowest concentration limit. Spe-
cialized to identify very rare events, the optical signal of a single molecule has to
overcome the background noise, for example autofluorescence and Raman scat-
tering of solvents or the cytosol inside cells. Then, counting individual molecules is
possible yielding quantitative numbers not only for a distribution maximum or
mean values, but also for the complete description of a distribution, i.e. its width
and shape. Diffusion properties of single molecules can unravel spatial heteroge-
neities in cells and also time-dependent fluctuations. Thereby, association phe-
nomena like dimerization or oligomerization of biomolecules are revealed, even as
short transient events. The control of photophysical properties of single fluoro-
phores, for example using laser light for photoswitching molecules between fluo-
rescent and non-fluorescent states [34], paved the road for ‘breaking the resolution
limit of optical diffraction’ [1, 51] and resulted in the Nobel Prize in Chemistry
2014 awards to W.E. Moerner, E. Betzig and S.W. Hell (see www.nobelprize.org).
With the introduction of single-molecule based superlocalization microscopies in
2006 [8, 53, 91], these imaging approaches allow to bridge the optical resolution
gap between Förster resonance energy transfer (FRET) usable for distances less
than 10 nm and the diffraction-limited resolution for two objects in an optical
microscope in the range of 200 nm.

Biomedical applications of single-molecule microscopy are, for example,
ultrasensitive pathogen detection or drug screening approaches. However, strong
and rapidly increasing research areas are quantitative biophysical investigations on
structure and function of molecular machines. This is the focus of the chapter which
will review main aspects and possibilities of time correlated single photon counting
(TCSPC) for single molecule analyses using examples from the author’s research.
For more than 15 years, we concentrate on experiments using confocal microscopes
with point-like detectors which are used for fluorescence lifetime imaging (FLIM)
with high time resolution. Widefield and total internal reflection (TIR) imaging of
single biomolecules using EMCCD cameras are not discussed here. Because point-
like detection with a confocal microscope has the disadvantage of being slow for
imaging and cannot follow freely diffusing molecules for long time, novel exper-
imental setups will be explained that aim at overcoming the limitations of a small,
femtoliter-sized detection volume for a single biomolecule at work.
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9.2 Binding and Diffusion of Single Molecules Through
a Confocal Detection Volume

Aromatic amino acids like tryptophan or tyrosine are endogenous fluorophores in
proteins. They cannot be used for single-molecule detection because low fluores-
cence quantum yields, limited photostabilities as well as absorbance in the UV or
blue spectral range do not provide an appropriate signal-to-background ratio [72].
Instead endogenous fluorophores in proteins like chlorophylls in light harvesting
complexes or allophycocyanines are bright enough to be detected in single proteins
[46, 104]. Therefore, external labeling of the biological targets is required, either
with organic dyes like rhodamines, the widely used fluorescent proteins directly
fused to proteins of interest, or nanocrystals like Qdots or luminescent nanodia-
monds [105]. Additional possibilities to attach fluorophores include specific protein
tags, engineered cysteines and non-natural amino acids, and the chemistries for easy
and quantitative reactions in aqueous solution to avoid non-specific labeling have
been developed.

The principle of detecting a single molecule in a confocal microscope requires
the knowledge of the size of the excitation and detection volume and the appro-
priate dilution of the molecule of interest. Given the wavelength-dependent reso-
lution limit of about λ/2–200 nm [1], the likely threedimensional Gaussian intensity
distribution of the exciting laser focus generated by the microscope objective has
lateral dimensions of about 300 nm and an axial length of about 1 µm (Fig. 9.1a). In
the emission pathway of the confocal microscope (Fig. 9.1b), a pinhole restricts the
detection of fluorescence photons to a similar-sized detection volume. Accordingly,
the confocal volume can be calculated. Depending on the wavelength, the laser
beam diameter, the microscope objective parameters and the size of the pinhole, this
volume can be adjusted between 0.2 and up to 10 fl. Relating this volume to the
Avogadro constant NA = 6.022 × 1023 mol−1 yields an upper concentration limit for
the mean of a single-molecule in the detection volume at any time. As a rule of
thumb, concentrations around 1 nM correspond to the confocal detection conditions
in solution for a single molecule.

On the other hand, methods for getting a background-free buffer or “dark”
cellular environment had to be found and are developed further to obtain the highest
possible signal-to-noise ratio (SNR). In the confocal detection volume, the fluo-
rescence signal of one single fluorophore has to overcome the background contri-
butions of many water molecules and impurities. For example, a 1 nM rhodamine
110 solution in water corresponds to 1 fluorophore molecule in a 1 fl (=10−15 L)
volume surrounded by *5.5 × 1010 water molecules. Due to the high fluorescence
quantum yield of the dye, its fluorescence signal clearly exceeds the background as
seen in Fig. 9.2a. In this time trajectory, recorded photons are binned to 1 ms
intervals. The arbitrary Brownian motion of each dye molecule through the detection
volume results in photon bursts from single molecules with different maximum
intensities. The peaks in Fig. 9.2a reach about 40–55 counts/ms. In contrast, the
background is found at 1–2 counts/ms, resulting in a SNR = 45/1.5 = 30.
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Using picosecond-pulsed laser excitation with high repetition rates (here
80 MHz, or 12.5 ns between the pulses, respectively) allows to extract the fluo-
rescence lifetime of a single dye molecule during the transit time in the detection
volume. Shown as an inset b in Fig. 9.2, the monoexponentional decay fit to the
photon histogram yields a lifetime τ *4.2 ns. This is in agreement with published

Fig. 9.1 a Principle of confocal single-molecule detection in solution. The fluorescence-labeled
membrane protein FoF1-ATP synthase is reconstituted in a 120-nm liposome which diffuses freely
through the laser focus. b Setup for confocal single-molecule FRET and FLIM. Two ps-pulsed
lasers PicoTa490 and LDH 635B and the TCSPC electronics SPC153 are triggered by an arbitrary
waveform generator Tektronix AWG 2041 with 1 ns time resolution. Two single-photon counting
avalanche photodiodes APDs detect fluorescence of the FRET donor between 497 and 567 nm and
of the FRET acceptor for wavelengths λ > 647 nm

Fig. 9.2 a Time trace of single rhodamine 110 molecules freely diffusing in pure water. Excited
with 488 nm, maximum count rates were 40–50 counts/ms with 1 ms binning time. b Fluorescence
decay of a single rhodamine 110 molecule with simple monoexponential decay fit (grey curve)
upon pulsed excitation with 80 MHz repetition rate at 488 nm. The single-molecule lifetime was
τrh = 4.2 ns. c Autocorrelation function (FCS) of the rhodamine 110 solution in water. The mean
diffusion time was *80 µs indicating a 2-fold extended detection volume compared to the
standard diffraction-limited confocal volume
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data considering the simple fitting approach without appropriate deconvolution of
the instrument response function (in the range of 600 ps).

The same TCSPC data with ns time resolution for each photon can be used to
calculate the autocorrelation function for fluorescence correlation spectroscopy
(FCS, see Chap. 1, Sect. 1.5.2 for calculation from TCSPC data). The autocorre-
lation function of the recorded time trace of rhodamine 110 in Fig. 9.2a is plotted in
Fig. 9.2c. The prominent feature of the curve is a sigmoidal decay with a mean
correlation time of*80 µs. This is the average diffusion time of the small molecule
rhodamine 110 through the confocal detection volume. Larger proteins or vesicles
exhibit a right-shifted FCS curve towards longer correlation times. For example, the
soluble F1 part of FoF1-ATP synthase shows a *10 times longer diffusion time
compared to rhodamine 110 [14], and proteoliposomes with 120 nm diameter show
*100 time longer diffusion times than a single fluorophore molecule [16].

An extended autocorrelation function can be calculated—from ps to any times, as
a so-called ‘full correlation’ function, see Chap. 1, Sect. 1.5.2. Then, all types of
photophysical parameters are accessible within one single curve: fluorescence life-
time from ps to ns, rotational correlation times (or fluorescence anisotropies) from
ten to hundreds of ns, photophysical processes including triplet state formation in µs,
excited state protonation/deprotonation reactions, or cis/trans photoisomerization
[48]. These fluorescence parameters can be exploited to measure biological and
chemical reaction data, equilibrium constants and kinetics [52]. For example,
binding of fluorescent small molecules like ligands or inhibitors to proteins will
change their translational and rotational diffusion constants. Binding of ligands to
enzymes might also change the effective hydrodynamic radius or shape of the
protein by conformational changes which can be measured by FCS. Protein oligo-
merization and other aggregation phenomena are detectable by changes in diffusion
properties and unravel binding or dissociation constants. Confocal measurements of
photophysical properties in solution as well as in living cells by FCS might report
local pH or pH changes, respectively, and triplet state dynamics can be used to
monitor spatiotemporal O2 concentration fluctuations. Reversible quenching of
fluorescent reporters by photoinduced electron transfer (PET) can reveal confor-
mational dynamics of proteins or nucleic acids, and averaging over many individual
molecules in FCS might yield accurate time constants for these dynamics [95].

9.3 Analyzing Conformations of Single Molecules by FRET

A direct method of measuring bound versus unbound ligands to a single protein is
based on Förster resonance energy transfer (FRET). FRET is known as a distance
ruler for an approximate range between 2 and 10 nm [44]. One fluorescent reporter
molecule is called the FRET donor which can transfer energy in its excited state to a
nearby secondary reporter molecule called the FRET acceptor. Energy transfer
results in an average loss of fluorescence intensity of the FRET donor molecule
accompanied by a possible increase in fluorescence intensity of the FRET acceptor.
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The dipole-dipole interaction depends strongly on the distance between the two dye
molecules, orientational dynamics of transition dipoles, as well as their spectral
properties. A more detailed description of the dependencies is reviewed elsewhere
[27]. Energy transfer affects the lifetime of the excited FRET donor molecule, and
shortening of FRET donor lifetime is distance-dependent. Three fundamental
equations relating the FRET efficiency EFRET to an intra- or intermolecular distance
are given in the following:

EFRET ¼ IA=ðID þ IAÞ ð9:1Þ

EFRET ¼ 1�sDA=sD ð9:2Þ

EFRET ¼ R6
0=ðR6

0 þ r6DAÞ ð9:3Þ

In (9.1) experimental fluorescence intensities of FRET donor (ID) and acceptor
(IA) have to be corrected for background and spectral crosstalk from one to the
other detection channel, as well as for relative quantum yields of the two dyes and
detection efficiencies of donor and acceptor channel of the confocal microscope
setup. To obtain the FRET efficiency EFRET according to (9.2) the excited state
lifetime of the donor fluorophore τD in the absence of an acceptor is measured
independently from the actual single-molecule lifetime of a donor fluorophore in
the presence of an acceptor τDA.

Once EFRET is determined, the distance rDA between donor and acceptor fluo-
rophores is calculated based on the Förster radius R0, i.e. the distance for 50 %
energy transfer. The Förster radius comprises the spectral parameters of the fluo-
rophores (‘spectral overlap integral’) and can be varied using different combinations
of fluorophores. Typical values of R0 are in the range of 5–6 nm for pairs of
spectrally distinct rhodamine or cyanine dyes, or 3–4 nm for fluorescent proteins
due to smaller absorption coefficients and lower quantum yields. Because the FRET
distance dependence scales with the 6th power in (9.3), accurate distance mea-
surements with sub-Å precision [7] are possible especially around distances similar
to R0.

Typical fluorophore spectra exhibit broad absorption and emission bands, with
average spectral widths of tens of nm. For fluorophores with a small difference of a
few nm between absorbance maximum and emission maximum, ‘homo-FRET’
between two identical fluorophores can occur. In this case, FRET donor and acceptor
dyes cannot be discriminated spectrally. However, the mean fluorescence anisotropy
of the two dyes can change due to homo-FRET, and, therefore, anisotropy mea-
surements can be applied to identify co-localization of two labeled molecules within
distances shorter than 10 nm [83]. Please see Chap. 12, Sect. 12.7.3.

Co-localization using FRET between two spectrally different fluorophores has
become a standard approach, because simultaneous ratiometric measurement of the
two intensities is easily possible, and necessary corrections for a quantitative dis-
tance calculation are feasible [56, 90]. Position-specific labeling with FRET donor
and acceptor dyes within one protein is achievable in vitro using orthogonal
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labeling strategies. For example, fluorophore maleimides for attachment to intro-
duced single cysteine residues can be combined with a genetic fusion construct of a
fluorescent protein to another protein domain, or with other genetic fusion proteins
like SNAP-, CLIP- or Halo-tags. Alternatively, reversible disassembly/assembly
preparation procedures might exist for multisubunit proteins so that cysteines can
be introduced to different residue positions and labeled specifically in the same
protein. Strong binding of fluorescent ligands or inhibitors with nM dissociation
constants are required for a FRET-based co-localization of these small molecules to
the respective protein binding sites. However, specifically FRET-labeling single
proteins in vivo is much more difficult to achieve.

Recently, the use of two fluorophores to monitor conformations by FRET was
extended to multi-color FRET measurements [55, 71, 88, 101]. Thereby, ligand
binding-induced conformational changes or changes in their respective dynamics in
single proteins or nucleic acid complexes can be interpreted more accurately. Or the
conformational changes of one protein/nucleic acid in a complex as induced by the
interaction with another partner, can be simultaneously monitored its conforma-
tional changes. However, the accessible spectral range for multi fluorophore single-
molecule FRET is limited by possible cross talk. In general, FRET between more
than two dyes like in photonics wires, dendrimers or linear polymeric fluorophores
[6] becomes more difficult to analyze quantitatively, and limits the use of these
approaches.

Finally, the single-molecule FRET tool box can be combined with other single
particle manipulation analysis techniques for further detailed insights or controlled
changes in conformations, for example, by mechanical [49] or electrical stimulation
[94], by electrochemically induced changes [13], and other options.

In the following our favorite membrane protein for single-molecule FRET
studies, i.e. FoF1-ATP synthase from Escherichia coli and other bacteria, will be
introduced and the single-molecule FRET experiments will be reviewed which
revealed its conformational changes during catalysis, the suggested inhibitory
control mechanisms, and transient elastic deformations of this highly efficient,
rotary double-motor.

9.4 The Membrane-Bound Enzyme FoF1-ATP Synthase

Adenosine triphosphate (ATP) is the major “chemical energy currency” in bio-
logical systems. Upon hydrolysis of ATP, the standard free energy ΔG0′ (ATP) of
−30 to −60 kJ mol−1 [5] can be used in the cell for a variety of transport and
metabolic processes, and, as the result, adenosine diphosphate (ADP) and inorganic
phosphate (Pi) are produced. The reversed process of ATP synthesis from ADP and
Pi is accomplished by ubiquitous large membrane enzymes called ATP synthases,
i.e. FoF1-ATP synthases in the bacterial plasma membrane, in the thylakoid
membranes of chloroplasts or in the inner membrane of mitochondria, respectively.
According to the ‘chemiosmotic hypothesis’ [77] (P.D. Mitchell, Nobel Prize in

9 Unraveling the Rotary Motors in FoF1-ATP Synthase … 315



Chemistry 1978) ATP synthesis is driven by the proton-motive force, PMF (or a
sodium-motive force in some organisms [109]), comprising a concentration dif-
ference of protons, ΔpH, and an electric potential, ΔΨ, across the membrane.

The architecture, enzymatic rates and basic mechanistic properties of FoF1-ATP
synthases have been reviewed [22, 24, 117, 121]. Crystallographic studies on FoF1-
ATP synthase structure initially focused on the F1 part from bovine heart mito-
chondria [2], but recently also the structure of the F1 part from E. coli has been
solved [26]. Bacterial FoF1-ATP synthases are composed of 9 different subunits.
The F1 part with subunit stoichiometry α3β3γδε is located outside the membrane and
is housing three catalytic nucleotide binding sites. The membrane-embedded Fo part
with subunit composition ab2cn (with n = 10 for the E. coli enzyme [65]) contains
the proton translocating sites.

The mechanism by which proton translocation through Fo drives the catalytic
reaction cycle within F1 is yet to be defined at the atomic level. However, P. Boyer
initially postulated a mechanism for this process in 1981 prior to the availability of
structural information (reviewed in [22]). He suggested that FoF1-ATP synthase
operated according to a ‘binding change mechanism’ where two of the three
nucleotide binding sites within the α/β-subunit interface in F1 either bind ADP and
Pi, or generate ATP (see Fig. 9.3a). He also suggested that these reactions were both
synchronized and dependent upon the position of a central asymmetric γ-subunit in
F1, which can change its orientation by rotation. Since chemical cross-linking data
have shown a clear association between the γ-subunit (and the ε-subunit) of F1 and
the c-subunit ring in Fo [106], proton translocation through the Fo complex is the
driving force behind the coupled γ-subunit rotation. Accordingly, a ‘rotor’ portion
is formed in FoF1-ATP synthase by the rotating c-ring in Fo together with the γ- and
ε-subunits in F1. The ab2-subunits of Fo together with the α3β3δ-subunits of F1 then
stabilize this stepwise-moving ‘rotor’ by acting as a non-moving ‘stator’, or
external stalk, respectively.

9.4.1 Single-Molecule Methods to Monitor Rotary Catalysis
of FoF1-ATP Synthase

Since the first partial structure of mitochondrial F1 supporting this hypothesis of
rotary catalysis was published in 1994 [2] resulting in the Nobel Prize in Chemistry
1997 to J.E. Walker and P.D. Boyer (and J.C. Skou for the distinct Na+/K+-
ATPase), several research groups have attempted to reveal the molecular mecha-
nisms of FoF1-ATP synthase function by applying a variety of biochemical [23, 36,
128] and spectroscopic techniques [92]. However, as the orientation of the rotary
subunits cannot be synchronized with respect to the asymmetric peripheral stalk by
subunits ab2δ in FoF1-ATP synthase (Fig. 9.3a), only single-molecule techniques
provide the ability to observe sequential conformational changes of the rotor as a
function of time in individual enzymes. Fortunately, the bacterial FoF1-ATP
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synthase also catalyzes the opposite chemical reaction, i.e. ATP hydrolysis, which
can be monitored more easily without the need for generating and maintaining a
PMF required to synthesize ATP. Therefore, the experimental approaches to verify
the rotary catalysis mechanism concentrated on the ATP hydrolysis reaction first.

In 1997, H. Noji, R. Yasuda, K. Kinosita Jr and M. Yoshida achieved this goal
and reported the direct observation of subunit rotation in single F1 parts driven by
ATP hydrolysis [84]. They attached a fluorescent actin filament to the γ-subunit as
the marker of rotation in the α3β3γ sub-complex of the Bacillus PS3 F1 part. F1
molecules were immobilized to a cover glass. In the presence of millimolar [ATP],
these actin filaments rotated specifically in one direction, but stopped rotation after
addition of azide N3

−, an inhibitor of ATP hydrolysis. This spectacular

Fig. 9.3 aModel of FoF1-ATP synthase. Rotary subunits γ and the c-ring are shwon in cyan and ε
in blue, stator subunits α3β3δ-ab2 are colored orange. During ATP synthase, the rotary subunits
move unidirectionally according to the arrow. For smFRET measurements, the donor fluorophore
(green) is bound to and the acceptor (red) is bound to b2. b Typical smFRET time trajectory
showing photon bursts with three different but constant proximity factors P (upper panel)
calculated from donor intensity (blue trace) and acceptor intensity (green trace). c Typical
smFRET time trajectory showing photon bursts with three different but stepwise changing
proximity factors P within each burst (upper panel) calculated from donor intensity (blue trace)
and acceptor intensity (green trace). d FRET efficiency distribution from those FRET-labeled
FoF1-ATP synthases showing FRET level fluctuations during ATP hydrolysis. e Dwell time
distribution for the medium FRET level of FoF1-ATP synthases during ATP hydrolysis as shown
in (d) (d, e [122], with permission)

9 Unraveling the Rotary Motors in FoF1-ATP Synthase … 317



demonstration of γ-subunit rotation in F1 during ATP hydrolysis was followed up
by similar experiments using E. coli F1 [85], as well as for the other rotary subunit ε
[69] and the c-ring [87, 93]. In addition, using magnetic beads instead of actin
filaments allowed to manipulate—and even counterrotate—the attached subunit in
individual F1 parts by applying external magnetic fields [64, 89].

The tremendous success of these single-molecule observations is summarized in
many reviews on the biophysical properties of γ-subunit rotation in the α3β3
fragment of the Bacillus PS3 and of the E. coli F1 parts [4, 9, 19, 61, 82, 115]. The
findings include: unidirectional rotation of γ, 120° rotary steps at high [ATP]
corresponding to stops at each of the three catalytic binding sites, 80°/40° substeps
of γ at low [ATP] revealing that catalysis and substrate binding occur at different
rotary angles [9, 120], product release of ADP and Pi at different angles in the full
cycle [113], and the motor properties like [ATP]-dependent speed profiles [73, 81],
torque [70, 85] and transient elastic properties [25, 67]. However, µm-long actin
filaments or large beads represent a viscous load on the γ-subunit that dampen the
details of rotational dynamics. Significantly smaller reporters have to be attached to
minimize this load. Accordingly, the F1 motor has been subsequently investigated
using 40 nm gold nanobeads [9, 120] or 80 nm gold nanorods [73, 100] for light
scattering, or the fluorescence anisotropy of single 1-nm-sized fluorophores [3, 47].
Most recently, subunit rotation in human mitochondrial F1 revealed the existences
of revealed two distinct substeps, one at 65° and the second one at 90° [102].

9.4.2 The TCSPC Approach to Monitor FoF1-ATP Synthase
by Single-Molecule FRET

We have developed a single-molecule enzymology approach to investigate subunit
rotation and individual catalytic rates by Förster resonance energy transfer within
single FoF1-ATP synthases, starting in 1997 at the University of Freiburg in the
group of P. Gräber. We prepared single FoF1-ATP synthases from E. coli recon-
stituted in freely diffusing lipid vesicles and monitored the orientation of the γ-
subunit with respect to the peripheral stalk, i.e. the dimeric b-subunits [15–17].
Briefly the rotor subunit γ of FoF1 was labeled specifically with tetramethylrhod-
amine (TMR) to a genetically introduced cysteine residue as the FRET donor to
yield F1-γ106C-TMR. A bisfunctional cyanine 5 maleimide (Cy5bis) was synthe-
sized as FRET acceptor in order to crosslink the dimeric stator subunits b2, using
two introduced cysteines and resulting in Fo-b64C-Cy5bis. To attach the fluoro-
phores specifically to the enzyme, F1 parts were purified and labeled as the first step
[14]. Fo parts in liposomes were prepared separately, starting with from FoF1
enzymes that were labeled and reconstituted in liposomes. Selectivity of subunit
labeling was examined by gel electrophoresis and showed that approximately 90 %
of the two b-subunits in the Fo part were cross-linked by Cy5bis. Then, after
biochemical removal of the F1 part without any label, the labeled F1-γ106C-TMR
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was reattached in the presence of Mg2+ on the remaining labeled Fo-b64C-Cy5bis
parts. These FRET-labeled enzymes were embedded in lipid vesicles of about
120 nm in diameter. Biochemical measurements showed that the labeled enzymes
were functional, with a mean turnover time tS *50 ms to synthesize one ATP
molecule in one binding site of the enzyme, and tH *20 ms for the hydrolysis of
one ATP molecule at room temperature.

Fluorescence of FRET donor and acceptor were measured with a confocal
microscope setup for single-molecule detection. In the first experiments, a fre-
quency-doubled continuous-wave Nd:YAG laser at 532 nm was attenuated to about
105 μW and focused into the buffer solution by a water immersion objective
(UPLAPO, 40x, 1.15 N.A., Olympus). Fluorescence was measured in two spectral
ranges for FRET donor and acceptor after passing the dichroic mirror (DCXR 540):
TMR was measured in the range between 540 and 610 nm, and Cy5bis was
measured at wavelengths above 665 nm. A 100-μm pinhole was used in the con-
focal detection pathway to reject out-of-focus fluorescence. Single photons were
detected by two avalanche photodiodes (APD, SPCM AQR-15, Perkin Elmer) and
counted by a multichannel scaler PC-card (PMS 300, Becker & Hickl, Germany)
with a pre-defined time resolution of 1 ms/bin [15]. The signals were fed in parallel
into a hardware correlator for fluorescence correlation spectroscopy (FCS). Visu-
alization and analysis of the two-channel time trajectories were performed with the
program ‘BURST_ANALYZER’ that was developed by N. Zarrabi at the Uni-
versity of Stuttgart since 2003 [122] (the latest version of the software is now
available from Becker & Hickl, Berlin, Germany).

9.4.3 Different FRET Levels in Single FoF1-ATP Synthases

Typical time trajectories of FRET-labeled FoF1-ATP synthases traversing the
confocal detection volume of a few femtoliters are shown in Fig. 9.3b, c. In the
presence of 1 mM AMPPNP, a non-hydrolyzable ATP derivative, the rotor subunits
γ or ε are expected to be locked into one of three orientations. Accordingly, three
different FRET efficiencies can be expected, if the stopping positions of the label on
the rotor are non-symmetrical with respect to the second fluorophore on the stator.
In Fig. 9.3b lower panel, three photon bursts can be identified with fluorescence
intensities for the FRET donor dye (blue trace) up to 65 counts/ms, for the FRET
acceptor dye (green trace) up to 60 counts/ms, and a background noise of about 2–4
counts/ms. From these intensity data points per ms, a FRET efficiency EFRET value
is calculated for each time bin and plotted using (9.1). This trace is often called
‘proximity factor’ trace, because corrections for different detection efficiencies in
the setup for the two fluorophores and their respective fluorescence quantum yields
are not yet applied.

Luckily we had chosen the right positions for cysteine residues in either the rotary
γ- or the ε-subunit in F1 to enable an unambiguous discrimination of the three
different FRET efficiencies or proximity factors. In the time trace in Fig. 9.3b, the first
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FRET-labeled FoF1-ATP synthase exhibits a medium FRET efficiency of P *0.5
corresponding to equal intensities of FRET donor and acceptor. The second photon
burst shows a low FRET state around P*0.3 characterized by higher count rates for
the FRET donor (blue) than the FRET acceptor (green). In contrast, the last photon
burst has higher count rates for the FRET acceptor, i.e. revealing a high FRET
efficiency of P*0.7. These different FRET efficiencies were clearly distinguishable.

During catalysis, the rotor will sequentially change its orientation with respect to
the stator, and FRET efficiencies within a photon burst are expected to change
sequentially as well. Shown in Fig. 9.3c are two typical photon bursts with stepwise
changing FRET levels for active FoF1-ATP synthases. Whereas both fluorescence
intensities fluctuate strongly due to Brownian motion of the proteoliposomes
through the detection volume, the resulting proximity factor trace is simpler to
analyze and displays FRET levels with stepwise changes. In the first photon burst,
the active FoF1-ATP synthase starts with a very short high FRET level (H; prox-
imity factor P *0.8) followed by low FRET (L; P *0.2) and medium FRET
(M; P *0.5), subsequently switching to L, then to H, and finally to the M level
before leaving the detection volume. The second photon burst exhibits a more
pronounced unidirectional sequence of FRET levels, i.e. in the order M → H →
L → M → H → L.

At the beginning of our single-molecule FRET time trace analysis of FoF1-ATP
synthases we assigned FRET levels within photon bursts manually. This approach
was facilitated by the clear stepwise changes of FRET levels within less than 1 ms
(switching time *200 µs [130]) and the large differences between the discrimi-
nated proximity factors, and apparently constant proximity factors within each of
the FRET levels. Assigned FRET levels were added to histograms. The FRET level
distributions showed three maxima (or four in the presence of FoF1-ATP synthases
without an FRET acceptor dye). Distributions were fitted by Gaussians. In Fig. 9.3d
FRET efficiency histograms are shown for FRET-labeled FoF1-ATP synthase
actively hydrolyzing ATP (i.e. 1 mM, in the presence of 2.5 mM MgCl2). The
enzyme was labeled with TMR on the rotary ε subunit and with Cy5bis crosslinking
the static b2 subunits. The fluorescence quantum yield ΦD = 0.38 for TMR bound at
ε56C was measured relative to sulforhodamine 101; for the FRET acceptor Cy5bis
the quantum yield ΦA = 0.32 was determined. The Förster radius was calculated
R0 = 6.4 nm assuming randomly distributed transition dipole moments, i.e. using an
orientation factor κ2 = 2/3. In the FRET distribution shown in Fig. 9.3d, a low-
FRET level L corresponded to a FRET efficiency of EFRET = 0.23, or a mean
fluorophore distance of rDA = (7.9 ± 0.2) nm (mean ± SD), respectively. The
medium-FRET level was characterized by EFRET = 0.52 or a fluorophore distance of
rDA = (6.3 ± 0.2) nm, and the high-FRET state exhibited EFRET = 0.86 or a
fluorophore distance of rDA = (4.3 ± 0.3) nm, respectively [129]. Because we still do
not know the exact position of the axis of rotation within the γ-ε-c10 rotor subunits
and we do not know the position of the Cy5bis on the b2 dimer (Fig. 9.3a is only a
model based on partial information of structural details for the E. coli enzyme),
these three FRET distances appeared plausible, assuming that the TMR fluorophore
is located about 2–3 nm off-axis, and b64C positions for Cy5bis are located slightly
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outside and above the plane of TMR rotation. Then, a shortest TMR-Cy5bis dis-
tance of less than 2 nm and a maximum distance of up to 9 nm could be estimated
for the rotating ε subunit.

9.4.4 Dwell Time Analysis of FRET Levels

Relevant information about catalysis is obtained from the analysis of the duration,
or dwell time distribution, of the assigned FRET levels as shown in Fig. 9.3e. All
FRET levels of FoF1 with proximity factors P between 0.15 and 0.39 were sorted to
the L level, those with P between 0.4 and 0.69 comprised the M level, and those
with P between 0.7 an 1.0 were assigned the H level. Note that FoF1 labeled with
TMR but not Cy5bis, or with a photobleached Cy5bis, showed an apparent prox-
imity factor P between 0.0 and 0.14. This level was assigned ‘donor-only’ and was
omitted from analysis. Furthermore, the first and the last FRET level in a photon
burst cannot be used because the real durations of these levels for FoF1 while
entering or leaving the detection volume remain unknown. Therefore only the
intermediary FRET levels were sorted by their FRET efficiency and binned in 2-ms
intervals for the histogram of the M level in Fig. 9.3e. Dwell times were analyzed
for L, M and H separately and slight differences were found. Fitting each distri-
bution with a monoexponential decay resulted in dwell times for L *17.6 ms, for
M *12.7 ms (Fig. 9.3e) and for H *15.8 ms. In these dwell time histograms, a
rising component at very short dwell times could not be analyzed due to a minimum
duration of 4 ms for manually assigning a specific FRET level.

The dwell time differences indicated a small influence of the asymmetrically
positioned peripheral stalk on the catalytic activity of the adjacent nucleotide binding
sites in the F1 part. Currently the structure of the bacterial FoF1-ATP synthase is not
available at atomic resolution. However, the structure of the F1 part of the mito-
chondrial enzyme has been solved at 2.8 Å resolution [2], and many details of the
conformations of the three β-subunits with the catalytic nucleotide binding sites are
known. Electron microscopic images of the bacterial [21] enzyme showed the shape
of the ATP synthase and helped to establish the three-dimensional arrangement of
the different subunits of FoF1. Biochemical cross-linking data improved the locali-
zation of the b2-dimer at a non-catalytic interface between one α- and one β-subunit
[75]. Thus, the conformational dynamics of two catalytic nucleotide binding sites
could be affected by the attached b2-dimer, and, because of the asymmetric nature of
the subunits, could be affected differently. These dwell time differences were used
later to identify the rotary orientation of the ε-subunit with respect to a new fluo-
rophore position on the stator, i.e. to locate the C-terminus of the proton-translo-
cating a-subunit of the Fo part by single-molecule FRET triangulation [37–39].

Dwell time analysis of FRET levels in photon bursts of single enzymes is a
strong tool to discriminate conformational changes of protein domains from fluo-
rophore movements [7] along the linker to the protein or the photophysics of the
dyes. The ATP concentration dependence for dwell times of the rotary subunits of
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FoF1-ATP synthase and F1 parts have been analyzed in great details at high time
resolution using the light scattering nanobeads or nanorods. For the FRET-labeled
enzyme freely diffusing in solution, dwell time analysis is limited by both
assignment of the shortest dwell time of a few ms due to limited photon counts, and
by the maximum observation time of the enzyme in the detection volume. So far,
single-molecule FRET was used to study rotation in FoF1 at maximum speed, i.e. at
saturating high [ATP] for ATP hydrolysis or at very high PMF (with a starting ΔpH
of *4 and a large membrane potential) for ATP synthesis.

However, dwell time analysis can unravel the mechanism of competitive and
non-competitive inhibitors or modulators, respectively. Single-molecule FRET
measurements of FoF1 during ATP hydrolysis in the presence of aurovertin B, which
likely binds to F1 outside of the nucleotide binding sites [107], revealed that this non-
competitive inhibitor did not affect the stopping angles of the rotor but prolonged the
dwell times by an additional rising time component [66]. In the presence of ADP or
Pi, products of ATP hydrolysis and competitive inhibitors, the rotor stopping angles
differed and were identical to the stopping positions in the absence of any ATP
[129], and fluctuations of FRET levels within single photon bursts were not found
(and dwell times could not be measured). Using the single-molecule FRET approach
to study other ATP-driven membrane transporters like P-glycoprotein (Pgp) we
found that the competitive inhibitor VO4

3−, which prevents ATP hydrolysis in
biochemical assay and mimics Pi, did not suppress the conformational movements of
the nucleotide binding domains completely, but altered and prolonged the dwell
times [108, 127]. Similarly, the bacterial K+ transporter KdpFABC, a P-type
ATPase, showed ongoing conformational movements of the nucleotide binding
domain in the presence of VO4

3−, but much slower dynamics [50, 125].
The mechanism of another membrane transporter protein, the bacterial translo-

case YidC, which inserts a hydrophobic transmembrane α-helix into the lipid
bilayer, was investigated by FRET between single YidC molecules in liposomes
and its protein substrate and substrate mutants [40]. Dwell time analysis of FRET
traces of the transiently associated substrates unraveled the fast kinetics in ms for
this protein insertion process [119].

9.4.5 FRET Transition Density Plots for Sequential
Conformational Changes

The strength of single-molecule biophysics is not only the possibility to resolve
several distinct FRET levels of a single biomolecule, but also to disentangle the
sequential order of its conformational transitions. For FoF1-ATP synthase, our first
goal was to identify the direction of γ- and ε-subunit rotation during ATP synthesis
with respect to ATP hydrolysis. As the chemical reaction was reversed, also the
direction of rotation changed to the opposite [17, 35, 129]. These results were
obtained by comparison of the sequences of manually assigned FRET levels, and
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the conclusions were based on predominances in the range of 80 % for the uni-
directional sequence for each of the two contrary catalytic modes.

A different, more general approach for this FRET data analysis and a better way
of finding rare conformational states is pattern recognition in the two dimensional
histogram of FRET level transitions. This FRET transition density plot [74] relates
FRET level i to level i + 1 and does not require additional a priori knowledge, for
example the likely number of FRET levels (i.e. the three-stepped rotation in FoF1)
or symmetries in sequential changes. In this histogram, major transitions appear
more often, but also rare events and even missing conformational steps due to fast
dynamics can be identified. We used the FRET transition density plot to reveal the
step size of the proton-driven c-ring rotation in FoF1 during ATP synthesis [39]. For
a three-stepped unidirectional rotation we had expected only three major popula-
tions in the FRET transition density plot, but we found more and with smaller
differences between the subsequent FRET efficiencies or FRET levels. This
strongly supported a step size of 36° for a c-subunit, or, in other words, a proton-
driven rotation of the c-ring in an one-after-another mode. Please see Chap. 1,
Sect. 1.5.3, Fig. 1.59.

In addition, plotting FRET level i versus level i + 2 allows to identify how often
conformations swivel back and forth. Especially for those single-molecule FRET
data sets without well-defined FRET levels and with high uncertainties about the
total number of conformations to be discriminated, the unbiased two dimensional
plotting of assigned FRET levels is a recommended first step to begin the analysis.
Currently we study the regulatory mechanism of bacterial FoF1-ATP synthase to has
to prevent wasteful ATP hydrolysis in a living cell. Our goal is to monitor the
mobile C-terminus of the rotating ε-subunit by single-molecule FRET [12, 20]. As
the numbers of transitions, the FRET distances and the dwells are not known,
unbiased methods to visualize FRET levels are required to observe the proposed
mechanism of the C-terminus moving in an ‘up’/‘down’ mode [60] and blocking
ATP hydrolysis in an ‘up’ conformation as found in the X-ray structure of E. coli F1
[26]. These methods include software-based searches in the time traces to find
change-points [116] in intensities or in FRET efficiencies, or variable model-based
approaches (for example, hidden Markov models, HMMs [74, 123, 127]).

9.4.6 Advanced TCSPC Methods for Time-Resolved
and DCO-ALEX FRET

Additional controls are required to discriminate fluorophore photophysics and
positional fluctuations from the conformational dynamics of the biomolecules. The
alternative way to determine FRET efficiencies is based on measuring the FRET
donor fluorophore lifetime in the presence of the acceptor rDA according to (9.2).
Picosecond-pulsed laserdiodes operating in the spectral range between 400 and
800 nm at fixed or adjustable repetition rates up to 80 MHz exist and can be easily
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integrated into confocal microscopes for single-molecule FRET measurements. For
the single FoF1 data shown in Fig. 9.4 we used laser pulses of *50 picoseconds at
530 nm provided by a frequency-doubled amplified laserdiode at 80 MHz [122].
Gaussian intensity distribution in the focus was achieved by passing the laser pulses
through a polarization preserving single-mode fiber. Pulses were attenuated to an
average power of 150 μW, and focused into the buffer solution by a water
immersion objective (UPLANAPO, 60x, 1.2 N.A., Olympus). The fluorescence of
FRET donor and acceptor was measured in two spectral regions by single photon
counting APDs using the same filters, optics, and a 100-μm pinhole in the confocal
detection pathway as described above. Photons were recorded in the parameter-tag
mode of a TCSPC card with picosecond time resolution (SPC 630, Becker & Hickl,
Germany) and channel-separated by a router (HRT-82). Data analysis including
variable binning of the detected photons and the calculation of the autocorrelation
functions was performed with the program ‘BURST_ANALYZER’. The instru-
ment response function of the setup was measured by the APD using back-scattered
laser light, and resulted in a full-width-half-maximum instrument response function
of 500 ps. This pulse shape was used for the deconvolution of the single-molecule
lifetime data with a monoexponential decay function. As a reference, the fluores-
cence lifetime of single rhodamine 6G molecules (*100 pM) in water was mea-
sured yielding τR6G = 3.6 ± 0.1 ns (see Fig. 9.2b).

Shown in Fig. 9.4a, the FoF1 molecule exhibited a TMR lifetime of τDA = 2.1 ns.
A proximity factor P = 0.26 was calculated from the fluorescence intensities
resulting in a L FRET level classification for this photon burst. Calculation was

Fig. 9.4 a AMPPNP-trapped FoF1 in liposomes [122]. In the upper diagrams, the distribution of
FRET donor TMR photons in the microtime interval between the laser pulses (80 MHz) is shown.
The lower diagram shows the time trajectories of the fluorescence intensities of the FRET donor
TMR, ID (black area), and FRET acceptor Cy5, IA (gray line), using 1 ms binning. The middle
trace is the corresponding proximity factor P = IA/(ID + IA) calculated from the uncorrected dye
intensities per 1 ms time bin. a Low-FRET state of FoF1, b medium-FRET state of FoF1, c high-
FRET state of FoF1
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started at 52 ms and stopped at 113 ms. In Fig. 9.4b, a TMR lifetime of τDA = 1.4 ns
was measured for the FoF1 photon burst, and a proximity factor P = 0.48 was
calculated starting at 41 ms and stopping at 78 based on intensities, corresponding
to a M FRET level. The FRET-labeled FoF1 shown in Fig. 9.4c had a short TMR
lifetime τDA = 0.5 ns. From the fluorescence intensities in the photon bursts a
proximity factor P = 0.85 was calculated starting at 9 ms and stopping at 103 ms.
This is the H FRET level orientation of the ε-subunit in FoF1.

In Fig. 9.5a, the FoF1 exhibited a longer TMR lifetime τD = 2.48 ns, and
fluorescence intensities resulted in an apparent proximity factor P = 0.07, calculated
with photons from 26 to 112 ms. Presumably, this FoF1 was labeled with TMR
only. Therefore this fluorescence lifetime represented the FRET donor lifetime in
the absence of an acceptor, τD (9.2). Accordingly, the TMR lifetime-based FRET
efficiencies of the FoF1 in Fig. 9.4a–c were EFRET = 0.15 for the L state, and
EFRET = 0.44 for the M state. For the H state a FRET efficiency EFRET = 0.8 was
found. The lifetime-based FRET efficiencies shown here were found in good
agreement with the intensity-derived FRET efficiencies, supporting FRET causing
the relative intensity changes and excluding photophysical artifacts.

Pulsed laserdiodes lasers can be easily combined by alternating excitation
schemes to confirm the existence of the FRET acceptor dye on a single FoF1-ATP
synthase, or to identify spectral shifts of the FRET donor in the absence of an
acceptor, see Fig. 9.5b, c. These schemes are often called ‘pulsed interleaved
excitation’ (PIE) [80] or ‘alternating laser excitation’ (ALEX) [68], with laser
wavelength switching in ns oder µs. Since the first experiments 25 years ago,

Fig. 9.5 a Donor-only state of FoF1 without FRET acceptor [122]. (a–d [122]). b Laser pulse
scheme DCO-ALEX for two lasers to probe transient elastic deformation within the rotor subunits
ε and c and simultaneous detection of rotational movement of the rotor with respect to a third label
on the static a-subunit in a single FoF1-ATP synthase. Three pulses at 488 nm excite FRET donor
EGFP an the stator (blue decays, and blue time trace in (c), lower panel) and FRET acceptors
Alexa532 on ε and Cy5 on c (green decays, and green time trace in (c), lower panel), followed by
a single AOM-switched 532 nm pulse to excite Alexa532 as new FRET donor on ε (turquois decay
and time trace in (c)) and Cy5 on c as FRET acceptor in red (b, c [42], with permission)
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single-molecule spectroscopy has revealed that fluorophores can switch their
spectral properties [79], i.e. absorbance and emission spectra, quantum yield and
fluorescence lifetime [112]. Using EGFP as the FRET donor in single FoF1-ATP
synthase we showed that this fluorophore fused to the a-subunit exhibited different
lifetimes of 2.8 and 2.1 ns, with the shorter lifetime corresponding to a red-shifted
emission spectrum [37]. Therefore, alternating excitation to excite the FRET
acceptor with a single ns pulse helped to exclude photon burst with apparent
‘FRET’ caused by transient spectral shifts of the donor fluorophore.

Simply alternating the two laser pulses in order to probe the existence of a FRET
acceptor fluorophore by direct excitation with a second laser and to measure FRET
by exciting the FRET donor with primary laser results in 1:1 division of the
FRET-related photon recording, or a 50 % duty cycle. To improve the duty cycle of
FRET recording, we apply different laser excitation schemes called duty-cycle
optimized alternating laser excitation (DCO-ALEX) [124, 126]. An arbitrary
waveform generator (AWG) with 1 ns time resolution and 8 programmable digital
outputs is employed for sequential triggering the primary FRET laser with a
sequence of up to six 12-ns-delayed pulses, followed by triggering a single pulse of
the laser for direct acceptor test, and to synchronize the TCSPC recording elec-
tronics. Using the freely adjustable AWG, slower switching behavior of an acousto-
optical modulator (AOM) with rise and decay times of about 5 ns for the direct
FRET acceptor test can be compensated, and a FRET duty cycle of 75 % can still be
achieved.

Single-molecule FRET [39] and gold nanorod imaging [63] revealed the
10-stepped rotation of the c-ring of Fo in FoF1-ATP synthases from E. coli during
ATP synthesis as well as ATP hydrolysis. The 10 steps per full rotation are coupled
to 3-stepped rotation of γ- and ε-subunits in the F1 part. Accordingly, twisting of
elastic protein domains within the rotor subunits has to occur to compensate this
symmetry mismatch and to maintain the coupling of the two rotary motors [25, 98,
99, 110]. To observe this elastic deformation within the rotary subunits and to
ensure a catalytically active enzyme we labeled a single FoF1-ATP synthase with
three fluorophores. The static a-subunit was labeled specifically by fusing the EGFP
to its C-terminus, serving as the primary FRET donor fluorophore. When excited
with a 488 nm pulse in a three-laser DCO-ALEX scheme, fluctuating FRET
changes to either of two acceptor dyes, i.e. on the rotary ε- and on one rotary
c-subunit, indicated an active enzyme [42, 126]. Simultaneously, i.e. by exciting the
secondary FRET donor Alexa532 on the ε-subunit with an AOM-switched 532-nm
laser pulse of about 10 ns, we measured FRET distance changes to the final FRET
acceptor Cy5 on the c-ring. A final, single pulse of a 635-nm laserdiode in the
AWG-controlled laser sequence enabled direct testing of the Cy5 dye being present
in this FoF1-ATP synthase. However, in order to optimize the FRET duty cycle,
the direct test of bound Cy5 could be omitted. A twisting within the rotary ε- and
c-subunits of single active enzymes was shown, and the observed maximum
twisting angles of more than 100° covered the necessary degree of elastic defor-
mations required for the compensation of the two distinct rotary stepsizes [41].

326 M. Börsch



9.4.7 Single-Molecule FRET Imaging of Immobilized
FoF1-ATP Synthases

The dwell times of the rotary motors of FoF1-ATP synthases in liposomes deter-
mined in confocal smFRET experiments in solution were directly comparable to the
cuvette experiments of the biochemical catalytic rates. However, experiments were
limited by short observation times of a few hundred ms due to Brownian diffusion
and the fluctuating sum of fluorescence intensities within a photon burst. Therefore,
immobilizing the FRET-labeled enzyme was evaluated to prolong smFRET
observation times. At first we incorporated a small amount of biotin-lipids to the
proteoliposomes with FoF1 for subsequent surface attachment to streptavidin-
modified cover glass [124]. After binding, the liposomes with a single FRET-
labeled FoF1-ATP synthase remained as stable vesicles and did not spread out on
the surface.

Scanning the surface using a x, y, z-piezo scanner (see Chap. 2, Sect. 2.8)
resulted in single-molecule images with three different FRET efficiencies compa-
rable to those obtained from freely diffusing enzymes in liposomes. However, after
adding 1 mM ATP for ATP hydrolysis, only very few enzymes showed stepwise
FRET efficiency fluctuations [18]. We concluded that the enzyme quickly diffuses
all over the lipid bilayer of the proteoliposome within few ms, and eventually might
contact the surface resulting in either denaturation or another inactivation process of
the enzyme. Alternatively, restricted educt and product diffusion due to the local
geometry of a thin buffer layer between glass surface and the curved liposome
membrane might change the effective local concentrations of both ATP educt and
ADP plus Pi products, resulting in a very slow turnover. To avoid these geometrical
constraints we also tried surface attachment of FRET-labeled FoF1-ATP synthase in
detergent to the cover glass via Histags on the β-subunits in F1. Using a maleimide-
modified quantum dot bound covalently to the c-ring in Fo, we measured changing
fluorescence anisotropies of a quantum dot as a marker to report c-ring rotation
during ATP hydrolysis [45].

In collaboration with R. Iino and H. Noji (Tokyo University, Japan), we eval-
uated alternative labeling strategies for future in vivo smFRET measurements.
Briefly, a CLIP-tag was fused to a shortened C-terminus of the rotary ε-subunit and
labeled with FRET donor Alexa488 (or TMR for in vivo smFRET imaging), and a
SNAP-tag was fused to the C-terminus of the a-subunit carrying the FRET acceptor
Alexa647 [97]. Specificity of labeling the two fusion proteins was controlled by
SDS-PAGE. Single-molecule FRET recording during ATP hydrolysis revealed
three distinguishable FRET efficiencies, and mean dwell times of 12 ± 2 ms for all
intermediary FRET levels indicated that these fusion constructs did not severely
affect catalytic turnover of the liposome-reconstituted enzyme. However, many
enzymes exhibited FRET changes oscillating between two FRET levels only.

Next, using this ε-CLIP/a-SNAP modified FoF1-ATP synthase we recorded
smFRET/FLIM. Figure 9.6a shows the experimental setup of the surface-attached
FRET-labeled FoF1 in detergent. Using piezo-driven sample scanning and pulsed

9 Unraveling the Rotary Motors in FoF1-ATP Synthase … 327

http://dx.doi.org/10.1007/978-3-319-14929-5_2


excitation at 488 nm, intensity and lifetime-based FRET efficiencies of single
enzymes on the surface were calculated. The false-colored, normalized intensity
images of FRET donor Alexa488 in Fig. 9.4b and FRET acceptor Alexa647 in
Fig. 9.4c revealed single FoF1 molecules on the surface, assured by spontaneous
‘blinking’ of the dyes as characterized by dark lines in the diffraction-limited image
spot of the fluorophores. The width of individual fluorescence spots was found *8
pixel in the 256 × 256 pixel images, corresponding to a FWHM of *300 nm. The
maximum photon count rates per pixel of FRET donor and FRET acceptor differed
by a factor of 2.5, reflecting the different fluorescence quantum yields of Alexa488
(*0.85 according to the supplier) and Alexa647 (*0.3). FRET efficiencies in each
pixel were calculated and shown in false-color coding in Fig. 9.4d. Dark blue
single-molecule FRET spots correspond to a ‘donor only’ labeled FoF1, cyan pixels
in the spots represent low FRET efficiency, green to yellow pixels indicate medium
FRET, and orange to red pixels are related to high FRET efficiency values, or three
rotary ε-subunit orientations with respect to the static a-subunit.

Fig. 9.6 a Setup for smFRET/FLIM to monitor subunit rotation in single surface-attached FoF1 in
detergent. FRET donor Alexa488 was bound via a CLIP-tag fused to ε and FRET acceptor
Alexa647 via a SNAP-tag fused to the a-subunit. Pulsed excitation at 488 nm with 60 ps and
80 MHz repetition rate for 4 ms/pixel. b, c False-colored fluorescence intensity images of FRET
donor (b) and acceptor channel (c), with intensities in counts per s (scale: 256 pixel for x and y
axis correspond to 20 × 20 µm2). d FRET efficiency image as calculated from intensities in (b) and
(c) per pixel. e False-colored FLIM image of the same area for individual FoF1-ATP synthases
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The corresponding fluorescence lifetime image of the FRET donor dye
Alexa488 is shown in Fig. 9.4e. The lifetime information in the FLIM image is also
false-colored. Pixels representing a ‘donor only’-labeled FoF1 were characterized by
lifetimes τD *3.5 ns in blue, cyan pixels indicate τDA *3 ns representing low
FRET efficiencies, green pixels indicate τDA *2.5 ns or medium FRET, and orange
to red pixels with τDA <1.5 ns are related to high FRET efficiency values. A
reasonably good agreement between the intensity-based FRET efficiency assign-
ment of single FoF1-ATP synthases and the lifetime-based FRET efficiencies was
found. However, as the enzymes were bound directly to the glass surface, precise
single-molecule lifetime determination was obstructed by additional background
photons from the glass. As a consequence and stated for our smFRET/FLIM
measurements in solution before [35, 37, 122], the lifetime information of the FRET
donor fluorophore can be used as a support for the intensity-based FRET inter-
pretation. Long-lasting FRET levels are more suitable for lifetime-based FRET
efficiency calculation, as shown recently for the P-type ATPase SERCA using two-
photon excitation and FRET lifetime trajectory analysis in vitro and smFRET/FLIM
in vivo [86].

9.5 Perspectives

‘Single-molecule active control microscopy’ (SMACM [103]) has been phrased by
W.E. Moerner (Stanford) as a basis of single-molecule super-localization micros-
copy to resolve cellular structures beyond the optical diffraction limit and related to
other acronyms like STORM or PALM. Here, laser light is used to switch single
fluorophores ‘on’ and ‘off’ reversibly, i.e. into a fluorescent or a non-fluorescent
photophysical state.

Mechanical active control of individual F1 motors of ATP synthase bound to a
surface has been achieved since 10 years using a magnetic bead bound to the rotary
γ-subunit [54, 62, 64, 89, 114, 115]. Changing the external magnetic fields allowed
to counteract and stall the ATP-driven rotation at arbitrary angles, to push the rotary
subunits backwards, and to mechanically drive the rotor in ATP synthesis direction
for the first ‘man-made’ ATP molecules from ADP and Pi in the F1 part of the
enzyme. Thereby torque profiles of the motor and the angle-dependent catalytic
steps of ATP binding, ATP hydrolysis and ADP and Pi release could be unraveled
and quantitatively measured for a very detailed understanding of this part of the
enzyme.

Single-molecule active control can be related also to keep an individual fluo-
rophore at an arbitrarily chosen spatial position. A.E. Cohen and W.E. Moerner
have developed such a control device called the ‘Anti-Brownian electrokinetic trap’
(ABEL trap [28–31, 33, 43]) to study single molecules in solution. This micro-
fluidic device restricts diffusion to two dimensions in a less than 1 µm shallow
transparent structure, and uses the position-dependent fluorescence of a single dye
molecule to calculate its position and to push back the molecule to the center of the
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ABEL trap. A combination of electrophoretic and electroosmotic forces is applied
to compensate the Brownian motion with µs feedback, resulting in a apparently
non-moving single molecule in solution.

Time-correlated single photon counting can be used to record several thousands
of photons from a single molecule kept in solution by the ABEL trap and to observe
conformational dynamics of intrinsically fluorescent proteins or specifically labeled
proteins and nucleic acids, respectively, for long times of several tens of seconds
[10, 11, 32, 46, 96, 111, 112]. So far, fluorescence lifetime analysis of freely
diffusing single molecules in solution (see Fig. 9.4) were limited to a few tens or
hundreds of photons, and observation times did not exceed a few hundred ms.
However, with active position control we are enabled to measure single-molecule
lifetimes much more precisely and to record long time trajectories of fluorescent
lifetimes from a single biomolecule in solution without surface interference. In
addition, keeping the single fluorophore at a given z-position and achieving
homogeneous excitation in x and y allows to use the intensity information quan-
titatively. Transient changes of the photophysical properties of a single dye are
identified as stepwise changes in the otherwise constant intensity, and single
fluorophores can be cleary distinguished from multiple fluorophores.

In collaboration with A.E. Cohen and W.E. Moerner we have started to study the
rotary motors of FoF1-ATP synthase in the ABEL trap. At first we studied the
conformation of the regulatory ε-subunit in single FRET-labeled F1 parts of the
E. coli enzyme [12]. Labeling the moving C-terminus with Atto647N as the FRET
acceptor and a rigid part of the γ-subunit with Atto488 as FRET donor, we could
trap the 10 nm small soluble F1 in buffer for several hundred ms instead of a mean
transit time of 2–5 ms without the trap. Constant FRET levels but also switching
between different FRET levels indicated conformational dynamics, and the FRET
distance analysis confirmed the previous biochemical hypothesis, that in the pres-
ence of ATP most F1 part have to be in an inactive conformation to prevent wasteful
ATP hydrolysis. This finding is in agreement with the 10-fold stimulation of ATP
hydrolysis rates in the presence of the detergent LDAO. LDAO activation is
thought either to cause complete dissociation of ε from F1 and to remove the
mechanical blocking of γ-subunit rotation, or to somehow affect the C-terminus of ε
so that it cannot insert back to the rotary axis. Single-molecule FRET of F1 in the
ABEL trap did not show any remaining double-labeled F1 parts in the presence of
LDAO, which supports a complete dissociation of ε rather than a conformational
change.

We evaluated an electrochemical active control for single FoF1-ATP synthases
[13]. Using a small Pt-electrode and reducing H20 for H2 and OH

− generation at the
tip of the electrode, we intended to establish a stable local pH gradient in the
vicinity of the tip, so that freely diffusing FoF1 in liposomes should experience a pH
change only while diffusing through the socalled ‘chemical lens’ created by the
buffer around the electrode tip. After calibrating the tip-distance-dependent pH,
placing the confocal excitation volume exactly in an area of pH > 8 in an otherwise
acidic buffer at pH 5 for the proteoliposomes allowed to continuously record
smFRET during ATP synthesis conditions. The data suggested that in the presence
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of ADP and Pi this approach could be used to detect single FoF1 rotating in ATP
synthesis direction.

To overcome technical difficulties with this local electrochemistry approach like
laser back scattering from the tip of the metallic electrode, light scattering due to H2

gas bubble generation and luminescence from the glass capillary around the
microelectrode, we now aim to apply confocal detection for smFRET/FLIM
imaging of individual FoF1 enzymes in a planar, free-standing lipid bilayer (‘Black
Lipid Membrane’, BLM). Novel microfluidic chips are commercially available
which allow to position the BLM *100 µm away from the cover glass. This stable
z-position of the BLM enables precise single-photon counting applications like
lipid and membrane protein diffusion measurements by either single-molecule
tracking with EMCCD cameras [58, 59], or by confocal dual-focus FCS [118]. If
this z-confinement is combined with a x, y-confinement within the BLM, confocal
detection of FRET-labeled FoF1 using a fast laser focus pattern for homogenous
illumination of a small 3 × 3 µm2 area will enable constant intensities of single
fluorophores like in the ABEL trap. In addition, electrophysiology controls and
adjustable buffer compositions on both sides of the membrane will allow to control,
maintain and change the driving force PMF for ATP synthesis, and to vary con-
ditions over all parameters. The x, y confinement of FoF1 is achievable without
hampering its rotational mobility within the membrane using the annexin V net-
work which is built on top of the BLM [57]. Single-molecule localization,
smFRET/FLIM and active control of individual enzyme activity will be merged.

Finally, one wants to obtain single-molecule active control for the analysis of
FRET-labeled FoF1 in a living bacterium. At first the number of fluorescent ATP
synthases has to be kept very low. Only one or two diffusing FRET-labeled FoF1
molecules can be followed at the diffraction limit and per time interval in a single
small bacterium of 500 nm in diameter and 2 µm length. Future labeling strategies
might involve photoactivatable fluorescent protein tags in combination with other
bioorthogonal labeling strategies, or photobleaching down to single FRET-labeled
molecules is required [97]. Microfluidics for stable attachment of bacteria to the
cover glass and for simultaneous, continuous support with new growth media have
to be used to actively control the physiological conditions of the cells. Thus we
expect to continue our challenging endeavor to monitor single FoF1-ATP synthases
at work by smFRET and FLIM, and to keep this extraordinary fundamental bio-
logical nanomachine [76] in focus.
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Chapter 10
Partitioning and Diffusion
of Fluorescently Labelled FTY720
in Resting Epithelial Cells

Dhanushka Wickramasinghe, Randi Timerman,
Jillian Bartusek and Ahmed A. Heikal

Abstract Sphingosine-1-phosphate (S1P) is a bioactive signalling molecule that
mediates important cellular functions such as cell proliferation, cytoskeletal rear-
rangement, angiogenesis, mobilization of intracellular calcium, and immune cell
trafficking. 2-Amino-2-[2-(4-octylphenyl) ethyl] propane-1,3-diol hydrochloride
(also known as FTY720 or Fingolimod), a synthetic analog of sphingosine that has
immunosuppressive properties, is the first oral drug approved by the U.S. FDA for
treatment of multiple sclerosis. It is hypothesized that FTY720 is phosphorylated by
sphingosine kinase 2 (SphK2) prior to binding to S1P receptor 1 (S1PR1) followed
by internalization and degradation of the receptor. Here we examined the cellular
uptake, partitioning, and diffusion of two fluorescent analogs of this drug (namely,
Bodipy-FTY720) in cultured C3H10T1/2 cells, derived from mouse embryos.
Multichannel imaging and co-localization with the endoplasmic reticulum (ER)
tracker (Glibenclamide-Bodipy-FL) indicates that Bodipy-FTY720 resides in the
ER of C3H10T1/2 cells, where it is expected to be phosphorylated by SphK2, and
is excluded from the nucleus. This conclusion is supported by the rotational and
translational diffusion measurements of this FTY720 analog in the ER membrane of
the cells. Our results also indicate a heterogeneous environment of the cellular
Bodipy-FTY720 as revealed by two-photon fluorescence lifetime imaging. These
studies represent a step forward towards elucidating the effects of Bodipy moiety on
the action mechanism of FTY720 at the single-cell level.
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10.1 Introduction

Sphingosine-1-phosphate is a bioactive signalling molecule that mediates important
cellular functions such as cell proliferation, cytoskeletal rearrangement, angiogen-
esis, mobilization of intracellular calcium, and immune cell trafficking [21, 30].
Sphingosine-1-phosphate is derived from the phosphorylation of Sphingosine,
which is prevalent in mammalian cellular membranes. De novo biosynthesis of
sphingolipids is initiated at the outer leaflet of the endoplasmic reticulum, ER, [17].
The first and rate-limiting step is catalyzed by serine palmitoyltransferase (SPT) to
produce 3-ketodihydrosphinganine, which is then reduced rapidly to form dihyd-
rosphingosine (DHS). Following N acylation, dihydroceramide is formed and then
converted to ceramide, which can be further hydrolyzed by acid ceramidase to form
sphingosine. Sphingosine can be phosphorylated and dephosphorylated by kinases
and phosphatases, respectively. The phosphorylation of sphingosine, an ATP-
dependent process, is carried out by sphingosine kinase 1 (SphK1) or sphingosine
kinase 2 (SphK2) to produce sphingosine-1-phosphate (S1P). Dephosphorylation of
S1P by Sphingosine phosphatase 1 or 2 (a magnesium dependent process) regulates
the level of S1P in the cell. Another mechanism of S1P regulation is the irreversible
degradation by sphingosine-1-phosphate lyase, which yields hexadecenal and
phosphoethanolamine.

Sphingosine-1-phosphate acts as a ligand for five sphingosine-1-phosphate
receptors (S1PR1–5), which belong to the endothelial differentiation gene (EDG)
family of G protein coupled receptors, GPCR, [32]. Sphingosine-1-phosphate acts
as a bioactive metabolite in various cellular processes on the cell surface (e.g.,
binding to the five receptors S1PR1–5) and uncharacterized intracellular targets. S1P
is also transported to the extracellular milieu via ATP-binding cassette family
transporters (ABC transporters), namely ABCC1 and ABCA1 [25, 29]. These
S1PR1–5 receptors have been discovered in almost every tissue tested with different
expression levels, which suggest their importance in biological functions [17]. The
phosphate group and the C3 hydroxyl group of S1P are believed to be significant
for the binding affinity to Sphingosine-1-phosphate receptors [24]. Furthermore, the
D-erythro configuration of S1P is essential for the high binding affinity to these
receptors. However, in recent computational studies, it has been shown that the
hydroxyl group of S1P has the least contribution in S1P binding recognition to
these receptors except in S1PR3 [28].

Sphingosine-1-phosphate has recently gained a lot of attention for its relation to
the novel immunomodulator, FTY720, which is used to treat multiple sclerosis
(MS). S1P plays a crucial role in MS-related processes that include inflammation
and repair. During inflammation, S1P is released by platelets and can also be found
in the serum at significant levels [9]. S1PR1 is known to be widely expressed in
lymphocytes and regulates the normal egress from the lymph nodes [17].
During such egress, T lymphocytes migrate across the S1P gradient between lymph
nodes and the afferent lymph. Under a normal immune response, activation of T
cells in the lymph nodes causes an internalization of the S1P1 receptor. After
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activation of T cells, S1PR1 is recycled and re-circulated by the T cells to peripheral
sites. In patients with MS, circulating auto aggressive T cells cross the blood brain
barrier into the central nervous system (CNS) causing inflammation. This leads to
the destruction of the myelin sheath that surrounds the axons as well as the loss of
oligodendrocytes in great numbers causing demyelination, which will ultimately
cause the loss of axons and neurons. Although the CNS damage is usually self-
repaired, the probability of recovery after repeated inflammation episodes is
reduced and can lead to tissue damage and the development of MS.

FTY720 (Fingolimod) is an immunomodulator (Fig. 10.1) that is highly effective
in animal model systems for transplantation and autoimmunity [10]. FTY720, a
sphingosine analog [7, 8, 9], is a member of the sphingosine-1-phosphate receptor
(S1PR) modulators [2] and the first oral drug to be approved by the US Food and
Drug Administration (FDA) for MS treatment. Similar to sphingosine, FTY720 is
also believed to be phosphorylated by SphK2 [27]. However, FTY720 is not
phosphorylated by sphingosine kinase 1 and is believed to bind to S1PR1 (highest
affinity), S1PR3, S1PR4, and S1PR5 of the GPCRs [11]. The biologically active
form of FTY720 is found to be the (s)-enantiomer [1]. The phenyl ring between its
polar head and the lipophilic tail has been shown to increase the agonism in S1PR5,
decrease of activity in S1PR2 and loss of stereo-specificity in S1PR1,3 [13]. The
lipophilic tail of FTY720 (Fig. 10.2) is important for binding to the hydrophobic
pocket of these receptors.

In a pharmacokinetics study, FTY720 is found in blood when administered
intravenously; but not FTY720-P [31]. However, a higher level of FTY720-P was
found in blood when administered orally. Since SphK2 is highly expressed in the
liver, this suggests that the first-pass metabolism generates FTY720-P [31].

Fig. 10.1 Schematic sketch of the hypothesized mechanism of S1P-analog, FTY720. Following
the cellular uptake, FTY720 is phosphorylated by SphK2 in the endoplasmic reticulum (ER). The
FTY720-P is then transported to the extracellular milieu by an ABC transporter. The irreversible
internalization of FTY720-P then takes place via S1P receptors (S1PR1,3–5)
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Eventually, FTY720 is metabolized in the liver by the cytochrome P450 CYP4F
enzyme with a half-life of 5–6 days [20]. Although the phosphorylated FTY720 is
an agonist to the S1P receptors, it induces internalization and degradation of the
S1P receptor [32]. This interferes with the normal egress of the lymphocytes from
the lymph nodes, thus inducing a prolonged state of immune system suppression.
It takes about 2–8 days for full recovery to the normal expression levels of the
S1P1, 3–5 receptors. As a result, the activities of FTY720 due to short-term exposure
lead to a prolonged immunosuppressant action.

Here we investigate the biophysical properties of two fluorescent analogs of the
immunosuppressor FTY720, namely Bodipy-labelled FTY720 I and II (Fig. 10.2)
at the single-cell level. Bodipy is a relatively hydrophobic fluorophore with a large
extinction coefficient and fluorescence quantum yield [3, 14, 23, 33], which makes
it ideal for fluorescence-based studies. The two Bodipy-FTY720 analogs are gen-
erous gifts from Dr. Robert Bittman (Queen’s College, NY) and the synthesis was
described elsewhere [23]. Our working hypothesis is that the fluorescence labelled
Bdp-FTY720 (hereafter, Bdp-FTY720) is likely to follow the same mechanism as
of the parent immune modulator (FTY720) as described in Fig. 10.1. To test this
hypothesis, we employed multi-parametric fluorescence micro-spectroscopy
methods of Bdp-FTY720 in adherent mouse embryo fibroblast C3H10T1/2 cells.

Fig. 10.2 The chemical structure of FTY720 and the two fluorescent analogs used in these
studies, namely, Bodipy-FTY720-I and Bodipy-FTY720-II [7, 22]. In both Bdp-FTY720
derivatives, the Bodipy moiety is separated from the phosphorylation site of FTY720 [22], which
is believed to be phosphorylated by SphK2 for the subsequent binding site to S1P receptors. The
steady-state spectroscopy of Bdp-FTY720 (ethanol) reveals a maximum absorption and emission
at 498 and 508 nm, respectively (data not shown). The corresponding maximum extinction
coefficient at 500 nm is ε = 72,000 M−1 cm−1. Similar spectra were observed for LZ570 under the
same conditions with a negligible spectral shift
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10.2 Materials and Methods

10.2.1 Sample Preparation

Stock solution of Bdp-FTY720 analogs were prepared in ethanol (1 mg/mL) and
stored at 4 °C [23]. The steady-state spectroscopy of Bdp-FTY720 (ethanol), using
Beckman spectrophotometer (DU800) and Fluorolog spectrofluorimeter (FL1000),
reveals a maximum absorption (ε = 72,000 M−1 cm−1) and emission at 500 and
508 nm, respectively.

ER Tracker RedTM Dye (Molecular Probes) was used to label the endoplasmic
reticulum [12] in adherent mouse embryo fibroblasts (C3H10T1/2 cells, CCL-
226™) for co-localization studies. The cells were cultured in Eagle’s Basal Medium
(BME) Media (ATCC) containing 2 mM L-glutamine supplemented with 10 % heat
inactivated Fetal Bovine Serum (FBS), 7.5 % w/v% Sodium Bicarbonate and
Penicillin (100 U/mL medium)-Streptomycin (100 mg/mL medium). Cells were
then plated in glass-bottom Petri dishes (MatTek) and incubated overnight before
imaging. Bdp-FTY720 was added (*3 μM or 20 nM based on the type of
experiments) to the cell culture media (10-min incubation), followed by three
washes with Tyrode’s buffer (135 mM NaCl, 5 mM KCl, 1 mM MgCl2, 1.8 mM
CaCl2, 20 mM HEPES, and 5 mM glucose) prior to imaging.

10.2.2 FLIM System

The optical principle of the FLIM and micro-spectroscopy setup [18, 33] is shown
in Fig. 10.3. The laser scanning microscope consists of an Olympus IX80 inverted
microscope with an Olympus FV300 scan head. The excitation source is a Coherent
Mira 900F femtosecond titanium-sapphire laser. For FLIM and anisotropy decay
measurements, two photon (2P) excitation at the fundamental wavelength of the
laser (950 nm, 76 MHz) was used. Alternatively, the second harmonic of the laser
wavelength (475 nm, 4.2 MHz, Mira 9200, Coherent) can be used for comple-
mentary one-photon (1P) experiments.

The 2P-excited fluorescence signals are detected via a non-descanned (NDD)
beam path. The fluorescence light is separated from the excitation light by a
dichroic beamsplitter in the filter carousel of the microscope. The fluorescence light
is projected out of a side port of the microscope. A field lens projects an image of
the back aperture of the microscope lens on the detectors. Residual laser light is
removed by a Chroma SP700 short pass filter. The light is then split into two
polarisation or wavelength components by a polarising or dichroic beamsplitter.
The fluorescence components are further cleaned up of by bandpass filters or po-
larisers in front of the detectors.

The detectors are Hamamatsu R3809U-50 multichannel PMTs (MCP-PMTs). In
the TCSPC mode, the detectors deliver an IRF of about 30–50 ps FWHM [2, 4]. The
fast IRF has advantages especially for anisotropy decay measurements: Differences

10 Partitioning and Diffusion of Fluorescently Labelled FTY720 … 343



in the IRF shape of the two detectors are negligible compared to the anisotropy decay
time and need not be considered in the data analysis [4, 6]. However, operating MCP
PMTs requires a few precautions. The detectors can easily be damaged by overload.
Therefore the detectors are operated via a bh DCC-100 detector controller card. The
DCC-100 controls the high voltage of the detector power supply. In case of overload,
the preamplifiers detect the overload condition, and the DCC-100 shuts down the
detector operating voltage and closes a shutter in the detector beam path [4, 6].

To obtain a reasonable count rate from the MCP PMTs the light has to be spread
over the full cathode area. If the light is focused on a small spot, the microchannels
in the illuminated area may saturate, and the IRF quickly degrades with increasing
count rate [2, 4]. The focal length of the field lens and its position on the beam path
was therefore selected to obtain an illuminated area of about 8 mm for the
microscope lenses typically used. With these precautions, and by running the
R3809Us at a reduced operating voltage of 3 kV (the maximum is 3.5 kV) the
detectors can be operated at a count rate of several MHz [4, 6].

The single-photon pulses from the detectors are amplified by bh HFAC-26
preamplifiers. The amplified signals are connected to an HRT-41 router. The router
combines the pulses of both detectors into a common timing pulse line and
generates a routing signal that indicates which of the detectors delivered a particular
photon pulse. These signals are processed in a single bh SPC-830 TCSPC FLIM
module. The routing signal is used to obtain separate photon distributions for the
photons detected in different detectors [2, 4, 6].
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Fig. 10.3 Optical setup used for FLIM and micro-spectrometry. This figure is courtesy of
Wolfgang Becker
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In contrast with the classic TCSPC [26], the FLIM mode of the SPC-830 uses a
multi-dimensional recording process [2, 4], see Chap. 1. The result is a photon
distribution over the arrival times of the photons after the laser pulses, the scan
coordinates, and the detector channel number delivered by the router. To determine
the spatial positions of the individual photons in the scan area the TCSPC module
counts synchronisation pulses (frame, line and pixel clock) from the scanner.
Unfortunately, the FV 300 does not deliver pixel clock pulses. The SPC-830 must
therefore be operated with an internal pixel clock. That means the position within a
line is not determined by counting pixel clocks from the scanner but by measuring
the time after the last line clock [4].

The TCSPC/FLIM system is controlled by Becker & Hickl SPCM data acqui-
sition software [4]. FLIM data were analysed by Becker & Hickl SPCImage data
analysis software [4]. For a brief description please see Chap. 15, Sect. 15.4.

The same setup was used for time-resolved anisotropy, where the parallel
Ik t; x; yð Þ and perpendicular I?ðt; x; yÞ polarization fluorescence decays were mea-
sured simultaneously [18, 33]. The G-factor of our setup was measured using
Rhodamine green (Invitrogen) in Phosphate Buffered Saline (PBS, pH 7.4, GIBCO)
and the tail-matching approach [22]. Nonlinear least square fitting of time-resolved
anisotropy was carried out using Origin 8.1 software.

10.2.3 FCS Recording

Fluorescence correlation spectroscopy (FCS) was used to quantify the translational
diffusion of single Bdp-FTY720 molecules, excited at 488 nm, as they diffused
through an open observation volume [19, 33]. In principle, the SPC-830 TCSPC
module used in the FLIM and microspectrometer setup is also able to record FCS
[4, 5]. However, the R3809U-50 detector in the FLIM path are not the most efficient
FCS detectors. Moreover, 2P excitation and NDD often do not deliver the best
possible signal-to-noise ratio for FCS. The reasons are probably that photoble-
aching in the focal plane is higher for 2P than for 1P excitation [15], and that
daylight detection is hard to avoid in an NDD setup [4].

The fluorescence was therefore excited by 1P excitation and detected via a
confocal beam path. The fluorescence light was focused on an optical fibre (50 µm in
diameter), which acts as a confocal pinhole to reject out-of-focus fluorescence
photons. The light was detected by a single-photon avalanche photodiode (SPAPD,
SPCM CD-2969, Perkin-Elmer, Fremont, CA). The time-dependent fluorescence
fluctuations, from different locals in living cells, were then autocorrelated using an
external multiple-tau-digital correlator (ALV/6010-160). The recording process in
the correlator is similar to the process described for TCSPC-based FCS recording,
see Chap. 1, Sect. 1.5.2. The system is routinely calibrated using rhodamine green in
PBS at room temperature (translational diffusion coefficient, DT = 2.8 × 10−6 cm2/s)
and the autocorrelation curves were analyzed using Origin 8.1 (Origin®).
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10.3 Results and Discussion

10.3.1 Internalization and Partitioning of Bodipy-FTY720
in C3H10T1/2 Cells

To examine the effect of the Bodipy moiety on the uptake of Bdp-FTY720 in mouse
fibroblast C3H10T1/2 cells [27], we carried out time-lapse imaging using confocal
and DIC microscopy. The Bdp-FTY720 (0.5 µM) was added at time zero to the
on-stage cultured cells and representative time-lapse confocal images are shown in
Fig. 10.4a. The integrated intracellular fluorescence of cellular Bdp-FTY720
(Fig. 10.4b) reached a plateau after *20 min with a 50 % level after 6 ± 1 min. The
minor modulation of the time-dependent integrated fluorescence was observed,
regardless of the region of interest (squares) used for integration. At a later time
following the internalization, Bdp-FTY720-labeled cytoplasmic vesicles appear
throughout the cell. To examine the exocytosis of Bdp-FTY720-I, stained cells
were also imaged following 24-h and 72-h incubations. The results show that the
background fluorescence of both cellular Bdp-FTY720 derivatives diminishes with
only remaining fluorescent vesicles throughout the cytoplasm of the cells. These
results indicate an active exocytosis of both FTY720 analogs, presumably after
phosphorylation in the ER by SphK2. The corresponding DIC images suggest
viable cells with healthy morphology.

Fig. 10.4 Confocal and DIC images reveal the uptake and distribution of Bdp-FTY720 in living
C3H10T1/2 cells. Representative time-lapse (0–60 min) imaging of Bdp-FTY720-II uptake by
cultured C3H10T1/2 cells using on-stage incubation with 0.5 µM (a). Time-dependent
fluorescence integration over different regions of interests (b, squares) shows that the uptake of
the fluorescent immune modulator reaches a plateau after *20 min with a 50 % point at *6 min.
Confocal (c) and DIC (d) images at a later time reveal the formation of Bdp-FTY720-II-labeled
vesicles. As shown in those images, the FTY720 analogs are excluded from the nucleus. Confocal
images of time-dependent incubation reveal a reduced background fluorescence signal and the
density of the above-mentioned vesicles
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In order to test their partitioning, cultured C3H10T1/2 cells were also doubly
stained with Bdp-FTY720-I and an ERmarker (namely, Glibenclamide-Bodipy-FL),
which were excited using 488-nm and 561-nm lasers, respectively. Two-channel
confocal imaging of both fluorophores was recorded (Fig. 10.5a, b) and the corre-
sponding correlation plot between the two dyes indicates the localization of
Bdp-FTY720 in the ER of C3H10T1/2 cells (Fig. 10.5c). Similar results were
obtained for the second Bdp-FTY720-II derivative (Fig. 10.5d–f). These results
suggest that the Bodipy moiety does not interfere with the uptake of labelled FTY720
through the plasma membrane and its affinity to the ER membrane, similar to the
parent immunosuppressor, where it is likely to be phosphorylated by SphK2.

10.3.2 2-Photon-FLIM Reveals Heterogeneity of Cellular
Bodipy-FTY720

Representative 2P-FLIM Fluorescence (Fig. 10.6) reveals apparent heterogeneity of
the fluorescence lifetime of Bdp-FTY720-II in adherent C3H10T1/2 cells with a

Fig. 10.5 Bdp-FTY720 analogs exhibit an affinity to the ER of cultured C3H10T1/2 cells. Doubly
labelled cells with Bdp-FTY720 (a, d) and ER tracker-red, Glibenclamide-Bodipy-FL, (b, e) were
imaged using two-channel (excited at 488 and 561 nm, respectively) confocal microscopy. The
green-red correlation plots of these images (c and f) indicate co-localization of both Bdp-FTY720
analogs in the ER in C3H10T1/2 cells with an estimate correlation of 0.941
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lifetime-pixels histogram of a mean lifetime of 3.4 ± 0.5 ns. The histogram also
reveals a short-lifetime shoulder, which suggests a double Gaussian profile
throughout the image. In what seems to be the rough ER region, the fluorescence
decays as a single exponential with a fluorescence lifetime of 4.4 ± 0.1 ns. Away
from the nucleus and in the smooth ER regions, single exponential is adequate to
describe the fluorescence decay with slightly shorter lifetime (4.1 ± 0.2 ns). In the
apparent vesicle-like organelles observed in our confocal microscopy (Fig. 10.4), the
fluorescence of BdpFTY720 decays as a bi-exponential (e.g., τ1 = 1.29 ns, α1 = 0.52,
τ2 = 4.52 ns, α2 = 0.47) with a significantly shorter average lifetime (2.8 ± 0.1 ns).

In these FLIM images, the shorter fluorescence lifetime of Bdp-FTY720
observed in vesicles may be attributed to quenching (or fluorescence resonance
energy transfer) between potential multiple copies of the fluorophore inside each
vesicle. The fast component (τ1) histogram of a given 2P-FLIM of Bdp-FTY720-II
has a mean value of 2.3 ± 0.7 ns (α1 = 0.62) as compared with the slow-component
histogram of 6.1 ± 0.7 ns (α2 = 0.38). As expected, the species with longer lifetime
contribute most (64 %) to the detected fluorescence signal in these FLIM images
(Fig. 10.6). The χ2-histogram in these FLIM images has a mean value of 1.1 ± 0.1.

Complementary high temporal resolution, single-point 1P-fluorescence of Bdp-
FTY720-II in the cytoplasm of C3H decays as a triple exponential (τ1 = 1.61 ns,

Fig. 10.6 Two-photon FLIM ofBdp-FTY720-II reveals heterogeneous conformations and local
microenvironments in cultured C3H10T1/2 cells. Two-photon fluorescence intensity (a) and FLIM
(b) images, excited at 950 nm, reveal different lifetimes of Bdp-FTY720-II in the ER membrane
(longer lifetime) as compared with the labelled vesicles (punctate-like features). Similar
measurements were carried out in Bdp-FTY720-I (data not shown)

348 D. Wickramasinghe et al.



α1 = 0.34, τ2 = 4.38 ns, α2 = 0.17, τ3 = 5.01 ns, and α3 = 0.49) with an average
lifetime of 3.76 ns. Under the same experimental conditions, the 1P-fluorescence of
rhodamine green in a buffer decays as a single exponential with a lifetime of
3.99 ns. These FLIM results highlight the complex environmental and structural
heterogeneity of these FTY720 derivatives in the cultured cells.

10.3.3 Rotational Diffusion, Fluidity, and Order
of Bodipy-FTY720 in C3H10T1/2 Cells

Single-point, time-resolved anisotropy measurements (see Chap. 12) were carried
out on randomly selected regions of interest in order to examine the degree of
environmental restriction of Bdp-FTY720 in living C3H10T1/2 cells. In these
measurements, the laser was focused randomly on regions of interest in the cyto-
plasm and away from the nucleus. The G-factor and calibration of our experimental
setup was carried out using rhodamine green (PBS, pH 7.4), at room temperature,
with an estimated rotational time of *120 ps [16, 33]. Time-resolved anisotropy of
Bdp-FTY720 (I and II, in ethanol) is best described with a bi-exponential decay
with ϕ1 * 80 ps, β1 = 0.22 and ϕ2 * 550 ps, β2 = 0.10.

Representative anisotropy decay of Bdp-FTY720 in cultured C3H10T1/2 cells is
shown in Fig. 10.7a. The anisotropy of cytosolic Bdp-FTY720 decays as a
bi-exponential with a dominant, slow tumbling motion on the order of ϕ1 = 20 ±
5 ns with amplitude β1 = 0.17 ± 0.01. The second fast component (ϕ2 = 1.2 ± 0.3 ns)
has amplitude (β2) of 0.05 ± 0.01. The observed slow rotational time of
Bdp-FTY720 is attributed to the association of this immune modulator with ER
membranes in the intracellular milieu. With these fitting parameters of cellular
Bdp-FTY720 anisotropy, we also estimate an order parameter (S) of 0.88 ± 0.05
[18], which indicates a degree of order among these fluorophores in the ER
membrane. In addition, the lack of picoseconds rotational component indicates the
lack of a freely tumbling FTY720 analog in the overall restrictive ER membrane.

To test whether Bdp-FTY720 will be secreted into the culture media, presum-
ably after phosphorylation, we sampled the culture media of Bdp-FTY720-stained
cells over 48 h of incubation. Representative anisotropy decays (Fig. 10.7a, curves
3 and 4) of both sampled Bdp-FTY720 species in the cultured media (24 h) seem to
be distinct from the corresponding pure culture media incubating the unstained
cells. The anisotropy decays of the likely secreted Bodipy-FTY720 species in the
cultured medium is best described as bi-exponential with vastly different rotational
times. As a control, similar culture media was sampled from cultured cells without
the Bdp-FYTY720 staining, where the signal from pure culture medium was
negligible (Fig. 10.7b, curve 2). The slight increase in the diffusion coefficient of
Bdp-FTY720 may be attributed to its hydrophobic nature, which may lead to
micelles formation.
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10.3.4 Translational Diffusion of Bodipy-FTY720
in C3H10T1/2 Cells

At the single-molecule level, FCS is the method of choice for quantifying the
translational diffusion of Bdp-FTY720 in resting C3H10T1/2 cells. Changes in the
hydrodynamic radius due to association with other biomolecules will affect the
observed translational diffusion coefficient. The same approach provides insights
into the restriction of Bdp-FTY720 in its local microenvironment in the living cell.
The separation of both effects (i.e., association or environmental restriction) is rather
a nontrivial task. The observation volume (radius *260 nm) in our FCS setup
was calibrated using rhodamine green in PBS buffer (pH 7.4, η * 0.9 cP) with

Fig. 10.7 The fluorescence anisotropy of Bdp-FTY720 is multi-exponential in both the cytosol
and plasma membrane of cultured C3H10T1/2 cells. a The intracellular Bdp-FTY720-II
anisotropy decays mostly as a bi-exponential with predominant slow component of ϕ2 = 25 ±
5 ns (ϕ2 = 0.19 ± 0.02) and a minor (ϕ1 = 0.04 ± 0.01) fast component (ϕ1 = 1.3 ± 0.4 ns) with an
estimate initial anisotropy of r0 = 0.23 ± 0.01 (curve 2). As a control, the anisotropy of rhodamine
green (PBS, pH 7.4) decays with a rotational time of 140 ± 10 ps (curve 1) and was used to
determine the G-factor for our experimental setup. b Anisotropy decays of cultured medium,
sampled as a function of time (here after 24 h incubation), from Bdp-FTY720-stained cells (curves
3 and 4). As a control, the culture media of non-stained cells yield very low fluorescence signal
with distinct anisotropy decay (curve 2)
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known diffusion coefficient (D = 2.8 × 10−8 cm2/s) at room temperature. As a
control, the diffusion coefficient of free Bdp-FTY720 analogs in ethanol (η* 1.1 cP)
is *2.1 × 10−6 cm2/s at room temperature.

In the plasma membrane (above the nucleus or at the periphery) of resting
C3H10T1/2 cells, the fluorescence fluctuation autocorrelation of Bdp-FTY720-I
decays as a two-dimensional anomalous diffusion with an anomalous coefficient (α)
of 0.70 ± 0.06 (n = 10). The corresponding 2D-diffusion time is 25 ± 6 ms, which
yields a diffusion coefficient of Bdp-FTY720 in the plasma membrane of (11.7 ± 0.5)
× 10−9 cm2/s. These results indicate heterogeneity in the landscape of a restrictive
plasma membrane in this cell line under resting conditions. When the autocorrelation
curves were also satisfactorily fit using two-diffusing species in the 2D plasma
membrane. Similar results were obtained for the other Bdp-FTY720-II analog.

Similar measurements were carried out on Bdp-FTY720 in the ER of C3H10T1/2
cells (Fig. 10.8a), where regions of interest were selected in the cytoplasm away from
the nucleus. The fluorescence fluctuation autocorrelation of Bdp-FTY720 analogs in

Fig. 10.8 Translational diffusion of Bdp-FTY720 in the ER and the plasma membrane of cultured
C3H10T1/2 cells. a In the plasma membrane, Bdp-FTY720-I (curve 3) diffuses slightly faster than
that in the ER (curve 4) of these cultured cells. For calibration, the autocorrelation functions of
diffusing RhG (PBS, curve 1) and free Bdp-FTY720-II in ethanol (curve 2) at room temperature
were used. b The fluorescence fluctuation autocorrelation of cultured media, sampled as a function
of incubation time, is shown collectively as curve 4
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the ER is best described by 3D, two-diffusing species model. Importantly, one of the
diffusing species in the cytosol exhibits a significantly slower diffusion coefficient as
compared with that in the plasma membrane. For example, a fraction (95 %) of the
Bdp-FTY720 species diffuses at a rate of (5.1 ± 0.8) × 10−8 cm2/s as compared with
5 % of the population diffusing at a rate of (2.69 ± 0.04) × 10−9 cm2/s in the cytosol of
resting C3H10T1/2 cells. Since the cytosolic regions of interests were chosen ran-
domly, it is likely that some of the vesicles observed in our confocal images could be
included in our observation volume, which might be assigned for (2.69 ± 0.04) ×
10−9 cm2/s diffusing species.

It is worth noting that the diffusion coefficient of Bdp-FTY720 in the plasma
membrane (1.17 ± 0.5 × 10−8 cm2/s) is about 4.3 times slower than that in the ER
membrane (5.1 ± 0.8 × 10−8 cm2/s). Such distinct diffusion coefficients suggest a
different structural mosaic of the ER membrane as compared with the plasma
membrane of resting C3H10T1/2 cells. For example, the protein-to-lipid content
ratio, lipid types, and cholesterol content would explain the observed difference in
diffusion processes.

Both FCS and time-resolved anisotropy results were used to estimate the trans-
lational-to-rotational diffusion coefficient ratio ( DT/DR = 4a2/3) and therefore the
hydrodynamic radius (a) of the intracellular Bdp-FTY720. Using Stokes-Einstein
model, the DT/DR ratio is independent of the environmental viscosity surrounding
the diffusing fluorophore. Our results indicate a hydrodynamic radius of *14 nm,
which is significantly larger than a free Bodip-FTY720 in a solution. In these cal-
culations, we used the average rotational time along with the slow translational
diffusion time of intracellular species.

For further control, we examined the culture media with andwithout Bdp-FTY720
(6 nM) under the same conditions. The signal from pure culture medium was neg-
ligible and without significant correlation amplitude. In addition, the autocorrelation
function of free Bdp-FTY720 in a cultured medium (without cells) indicates a dif-
fusion time of 0.21 ± 0.03 ms, which corresponds to a diffusion coefficient of 1.11 ×
10−6 cm2/s. The slight increase in the diffusion coefficient of Bdp-FTY720 may be
attributed to its hydrophobic nature, which may lead to micelles formation. Repre-
sentative fluorescence fluctuation autocorrelation curve of sampled Bdp-FTY720
species in the cultured media (24 h) is shown. The autocorrelation function of
secreted Bodipy-FTY720 species in the cultured medium is best described with two
diffusing species in 3D model. For example, the diffusion coefficient of the slowly
diffusing Bdp-FTY720 species secreted in the culture medium is (4.6 ± 0.9) ×
10−7 cm2/s at room temperature. Assuming the viscosity of water at room tempera-
ture, the hydrodynamic radius of such species is*4.9 nm and therefore distinct from
a free Bdp-FTY720 or its phosphorylated counterpart.
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10.4 Conclusion

Using multi-parametric fluorescence micro-spectroscopy approaches, our results
indicate that Bdp-FTY720 analogs are internalized through the plasma membrane
of cultured, mouse embryonic C3H10T1/2 cells. The immune modulator analogs
partition in the ER membrane, where the hypothesized phosphorylation takes place
similar to the parent FTY720, which indicates a negligible effect of the Bodipy
moiety on the cell uptake and partitioning in the ER. These conclusions are based
on the double labelling experiments with ER Tracker (Glibenclamide-Bodipy-FL),
the time-dependent formation of cellular Bdp-FTY720-labeled vesicles, and the
slow 2D translational diffusion. Interestingly, the local environment (ER versus
intracellular vesicles) of this fluorescent immune modulator differs according to
FLIM measurements. The time-dependent sampling of the culture media of incu-
bated cells reveals the presence of secreted Bdp-FTY720 that is different in size.
Taken together, our results support, in part, the hypothesis that Bdp-FTY720 is
likely to follow a similar mechanism as the parent immune modulator FTY720.
These studies represent a step forward towards new insights into the action
mechanism of FTY720 using its fluorescent derivative (Bdp-FTY720) at the single-
cell level.
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Chapter 11
Probing Microsecond Reactions
with Microfluidic Mixers and TCSPC

Sagar V. Kathuria and Osman Bilsel

Abstract Probing the in vitro kinetics and dynamics of macromolecules involved
in biological processes is important for discerning their mechanism and function.
These dynamics span the sub-microsecond to millisecond and longer timescales. In
addition to resolving dynamics and kinetics, structural characterization of non-
equilibrium intermediates over these time scales is often desired. In this chapter, we
review recent advances in microfluidic mixing methods (both low-Reynolds lam-
inar and chaotic/turbulent mixers) for initiating biochemical reactions and provide
an overview of the interfacing of these techniques with time-correlated single
photon counting (TCSPC) fluorescent detection methods. We focus on approaches
in which both a kinetic reaction time axis and a TCSPC time axis are simulta-
neously monitored, often referred to as a “double kinetic” experiment. Methods for
measurement and analysis of these experiments are presented in which the TCSPC
time axis corresponds to fluorescence lifetimes, time-resolved FRET or time-
resolved anisotropy. An overview of matrix methods, such as singular value
decomposition, and maximum entropy methods for data analysis are also reviewed.

11.1 Introduction and Overview

A wide range of timescales are involved in biological processes, ranging from sub-
microseconds for helix formation, to milliseconds for translation of an mRNA to a
chain of amino acids and, in some cases, seconds for the folding of the chain to a
functional specific three-dimensional structure. An overview is given in Fig. 11.1.
A goal of the biophysicist is to understand the thermodynamics and mechanism of
how these and related processes occur. A structural probe that a biophysicist can
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use with a time resolution to match the biological/biochemical process is a critical
tool for revealing the underlying physics.

An expansive set of tools have been used to achieve a mechanistic and structural
understanding of protein-protein, protein-RNA, and protein-DNA interaction, or
protein folding and RNA folding. It is important to recognize the complementarity
and synergy of many of these techniques. For example, in the case of protein
folding, the design of a FRET pair for probing folding dynamics benefits signifi-
cantly from the availability of a native crystal structure, radius of gyration mea-
surements of the native and denatured state ensembles and residue level hydrogen-
deuterium exchange protection information. The present overview of microsecond
mixing interfaced with TCSPC is presented with this context in mind, that it can be
a valuable tool in the toolkit of the biophysicist. It is also worth noting that
numerous other complementary techniques are available with significantly greater
time resolution than microfluidic mixing (Fig. 11.1), [31] such as temperature-jump,
[14, 20, 24, 30, 44, 53, 67] NMR relaxation methods [28, 51] and FCS, [17, 18] but
these have their own limitations with respect to initiation of the reaction and
appropriateness for a given protein. The microfluidic methods discussed in this
review are ideal for kinetic reactions initiated by a dilution reaction, as in the case of
protein folding, [62] RNA folding, [50] or enzymatic reactions [34] in which a

Fig. 11.1 Timescales for macromolecular dynamic processes (lower half) and techniques used to
probe them (upper half). Copyright—2011 Wiley Periodicals, Inc. [31]
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reagent, such as ATP or an analogue, is added. For protein folding studies, the
mixing studies provide a means for studying high-energy partially folded structures
that are transiently populated as an approximately random-coil polypeptide folds to
its native structure. The mixing approaches are able to achieve relatively high
populations of these high-energy states, which may have too low of an equilibrium
population for single-molecule studies for proteins with large stability, see
Fig. 11.2.

11.1.1 Micromachining Advances Usher in a New Era

Although microsecond mixing devices have appeared in the literature for over three
decades (without a dramatic improvement in mixing times) [33], they had not been
widely adopted by the biophysics and enzymology researchers, who have favoured
the more established stopped-flow method with its millisecond time resolution
limitation. Over the past decade and a half, however, advances in micromachining
methods (e.g., laser machining, photolithographic methods and DRIE etching) have
enabled smaller micron-sized features and more intricate patterns to be machined.
The devices have also been increasingly more robust, and ushered in new mixing
techniques, such as laminar and chaotic mixing, in addition to the more traditional
turbulent mixing methods [41, 54].

Fig. 11.2 Cartoon representation of the energy landscape for a protein. Some partially folded
states are rarely accessed in equilibrium experiments. Non-equilibrium kinetic methods are
therefore advantageous in studying them
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11.1.2 Concurrent Advances in TCSPC

Concurrent with developments of microfluidic based mixing devices in the late
1990s and early 2000s came the introduction of compact PCI-based high-speed
TCSPC electronics. The higher counting rates possible with these PC-based TCSPC
cards, their multi-dimensional recording capabilities [2, 3] (see Chap. 1) and high-
repetition rate lasers made kinetic experiments, particularly of the ‘double-kinetic’
variety, [7, 9] (simultaneously performing reaction kinetics and TCSPC based time-
resolved fluorescence kinetic) more accessible. These experiments, and their
counterparts using camera-based detection [35], allowed researchers to probe mil-
lisecond timescale kinetic reactions using lifetime detected FRET. These devel-
opments allowed users to obtain not just an average end-to-end intramolecular
distance for a given set of donor-acceptor labelled residues of a protein but to also
obtain, via Laplace inversion, the time evolution of a distance distribution during a
biochemical reaction [35].

11.1.3 Merging Microfluidics and TCSPC

The availability of continuous-flow microfluidic mixers opened the possibility of
bringing the time-resolution of the ‘double-kinetic’ experiment into the microsec-
ond time range. The availability of performing TCSPC-based lifetime-resolved
FRET and anisotropy studies is significant in that many fundamental events, such as
the formation of loops and hairpins of proteins [15, 26, 47, 67], and the folding of
some globular proteins [37, 71, 72] occur on this timescale.

11.1.4 Matching Simulation and Experiment

The accessibility of the microsecond time regime in experiments has been paral-
leled over the past decade with complementary advances in computational
molecular dynamics simulations. All-atom simulations can now be performed on
proteins greater than 100 amino acids and extend into the millisecond timescale [40,
43]. The overlap between experiment and simulations allows validation of the
simulations and provides atomistic insight into the mechanism governing the
folding process and dynamics of a globular protein. The availability of distance
distributions from lifetime-based FRET data [13] (see Chap. 7) obtained from
TCSPC-based measurements in microfluidic devices, as discussed later in this
chapter, can be a useful metric for comparing with simulations.

In this review, an overview of microfluidic devices interfaced with TCSPC will
be presented, with an emphasis on experimental details and data analysis. This area
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is rapidly evolving, and the material presented here will perhaps foster new ideas
and approaches for structural measurements of biological complexes in the
microsecond time range.

11.2 Microfluidic Mixing Methods

Microfluidic mixers with microsecond time resolution have typically followed two
general approaches (Fig. 11.3).

In one case, the mixer operates in the laminar regime and the mixing is accom-
plished by focusing of a central sheath of flow to a width of approximately 0.1 μm.
Diffusion of the solvent molecules across this narrow sheath can occur on the
microsecond timescale. These mixers are very efficient, allowing full experiments to
be conducted with femtomoles of samples when used with a confocal microscope.
The central 0.1 μm (or narrower) wide sheath is narrower than the sample volumes
but this is not a serious limitation for fluorescence experiments, especially if a
confocal instrument with a high numerical aperture objective is used. For coaxial
laminar mixers, the small dimensions of the central sheath are an advantage as there is
less out-of-focus light because the central sheath is less than the dimensions of the
confocal volume [27]. By appropriate selection of the flow stream, a macroscopic
observation volume is attainable for laminar flowmixers [22]. As shown in Fig. 11.4,
the central sheath is selected and expanded in an effort to slow the flow rate suffi-
ciently for single-molecule studies. Spectroscopic and kinetic studies have been
performed with laminar mixers in the visible [22, 27, 52] and ultraviolet wavelength
region [41, 49] (with extrinsic and intrinsic chromophores of proteins, respectively)

Fig. 11.3 Schematic overview of turbulent/chaotic and laminar mixing approaches to microsec-
ond mixing. Channel widths are *10 µm for laminar mixers and 30–100 µm for turbulent/chaotic
mixers. The central sheath in the hydrodynamically focused laminar mixer is *0.1 µm. Copyright
© 2011 Wiley Periodicals, Inc. [32]
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with both ensemble and single-molecule experiments. However, these experiments
have not been used with TCSPC detection.

Another popular approach to microsecond mixers relies on turbulent or chaotic
mixing [33, 57]. Two solutions flowing at a fairly high flow rate (10–100 mL/min)
in channels of 50–250 μm width are brought into contact in a way that generates
Reynolds numbers on the order of several thousand (Fig. 11.5).

The solution breaks up such that the largest eddies are on the order of 0.1 μm,
allowing diffusion, and mixing, to occur on the tens of microsecond timescale.
These mixers tend to consume significantly more material than laminar mixers but
allow a larger volume (and thus more signal) to be detected. The larger sample
region makes these devices straightforward to interface with ensemble TCSPC
setups. However, the high flow rates in these mixers give rise to very low residence
times for sample molecules in the focal volume (*few microseconds) and make
them less than ideal for single-molecule measurements.

Fig. 11.4 A laminar mixer covering the 200 µs to seconds time range suitable for TCSPC and
single-molecule studies. A 20 nm central sheath (yellow) is picked out of the flow and expanded
(orange) to slow the flow rate. Reprinted by permission from [22]. Copyright (2011)

Fig. 11.5 An alternative simpler laminar mixer covering the ms to minutes time range suitable for
TCSPC and single-molecule studies. The solutions mix in a 2.5 µm central channel (yellow to red
transition) before expanding to *40 µm in the observation channel. The flow velocity is *1 µm/
ms. Reprinted by permission from [70]. Copyright (2013)

362 S.V. Kathuria and O. Bilsel



The early capillary mixers used steady-state fluorescence detection [56, 60], but
an early report by the Rousseau group showed that interfacing of a stainless steel
mixer to a TCSPC detection setup could be readily accomplished [64]. An optical
quality quartz cuvette mounted on the T-shaped mixer with 250 × 250 μm2

channels achieved a mixing time of *400 μs. A subsequent study using laser
machined mixers constructed from 127 μm thick Kapton (polyimide) or PEEK
(poly-ether-ether-ketone) used an epifluorescence detection arrangement with a
TCSPC detection setup. Using this setup, approximately 100 TCSPC decay traces
of horse heart cytocrome c were obtained over a 30–1200 µs range along the time
range of the folding reaction [10].

A variety of mixers relying on split-and-recombine and/or flow obstructions that
operate at Reynolds numbers in between the laminar and turbulent regimes have
been reported [42, 59, 68]. While these “chaotic mixers” generally do not produce
mixing on the same timescales as the turbulent mixing or hydrodynamic flow
focusing techniques, they operate at relatively lower flow rates than the turbulent
mixers and have larger detection volumes than the flow focused laminar mixers.
These mixers can be easily interfaced with fluorescence detection using total
intensity and TCSPC for both ensemble and single molecule techniques [21, 70].
An illustrative example is shown in Fig. 11.5, where mixing is achieved in a 2.5 µm
wide channel before widening of the completely mixed solution. This approach
slows the flow sufficiently for single-molecule experiments and also enables a large
uniform volume to be used for various types of spectroscopy. Lastly, these mixers
can achieve longer timescales ranging from a few hundred microseconds to minutes
by introduction of a serpentine pattern [70]. While these timescales are easily
accessible by most modern stopped-flow devices, the mixing efficiency of chaotic
mixers is far superior to that of stopped-flow devices, consuming significantly less
material. These devices also operate under lower turbulence and pressure regimes.
Further, as the sample is in continuous flow mode, photobleaching is seldom a
problem.

11.2.1 Materials

The last few years have seen significant advances in new mixer designs, facilitated
in part due to user-friendly off-the-shelf simulation software and the availability of
micromachining capabilities. Photolithography followed by etching is widely being
used for micromachining of silica wafers [70] that are readily used in hydrodynamic
flow focusing laminar mixer devices. A range of materials like quartz cover slips
and silicon based polymer materials, PDMS, PMMS, POM, etc. can be used as
window material on these chips for spectroscopic applications under low-pressures.

The higher pressures in turbulent flow mixing techniques prevents the use of
delicate window materials and is generally circumvented by separating the mixing,
which is performed in metal or PEEK mixers, from the observation channels. The
optical quality of quartz along with its inert nature makes it ideal for most mixer
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types. The use of a femtosecond painting method for micro-etching quartz,
developed by Bado and coworkers [8] has enabled the use of fused “single piece”
quartz mixers [31, 33] with virtually no design limitations even under high
pressures.

11.2.2 Optimization of Mixer Designs by Simulation

Robust commercially available computational fluid dynamics packages, e.g.
COMSOL (Fig. 11.6) and ANSYS/Fluent, have led to systematic optimization of
various mixer design parameters to achieve the highest mixing efficiencies at the
lowest flow rates possible [16, 42, 46, 63]. Of the parameters optimized for various
flow geometries, most groups have found that constricting the flow path at the point
of mixing of two fluids in conjunction with an obstruction in the form of sharp turns

Fig. 11.6 Simulation using COMSOL. Fluid velocities at different positions along the channel are
shown. The two side input channels (50 μm) are flowing at 2 m/s and the central channel (30 μm)
flowing at 0.4 m/s. The flow velocity is uniform within 0.5 mm from the point of mixing
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is the most efficient under non-laminar flow conditions. Under laminar conditions,
the SAR, serpentine and herringbone patterned mixers appear to be more effective
as they provide greater opportunity to increase the contact surface area between the
two fluids and enhance passive diffusion.

One of the major limitations of continuous-flow mixers is that they have his-
torically required either higher concentrations (laminar mixers) or amounts (tur-
bulent mixers) of sample relative to stopped-flow experiments. Chaotic mixers can
potentially overcome both of these limitations. Simulations play a significant role in
developing geometries to optimize flow paths to achieve faster and more efficient
mixing and to minimize dead spaces to reduce the priming sample volume required
for uniform flow.

11.3 Interfacing Microfluidic Chips with TCSPC

11.3.1 Advantages of TCSPC

The motivation for interfacing microsecond mixing devices with TCSPC instru-
mentation [2, 3] stems from several factors. For FRET studies, the advantages
offered by TCSPC can be substantial, see Chaps. 7 and 8 of this book. By collecting
the time-resolved decay of the donor (and, where available, the acceptor), the user is
able to record the average distance as well as the distribution of distances between a
donor and acceptor fluorescent label on the molecule of interest. Therefore, by
having the TCSPC axis, the user can distinguish whether the average FRET effi-
ciency arises from a single population or multiple sub-populations. Additionally,
the average FRET efficiency calculated from the donor lifetime is more accurate
than that obtained through steady-state methods [13], see Chaps. 7 and 8. In steady-
state methods, matching the concentrations of donor-only and donor-acceptor
controls is a source of error in the average FRET efficiency determination. The
fluorescence lifetime, however, is independent of concentration unless the con-
centration is sufficiently high that higher order oligomers, exciplexes or other
quenching reactions are introduced. Furthermore, the theoretical standard deviation
of a lifetime measurement is √N/N for N photons [36], where N is on the order of
106. TCSPC comes very close to this ideal value. This latter point is helpful for the
continuous-flow TCSPC experiment as the first moment of the lifetime decay can
be used as a cross-check to confirm the intensity normalization, as will be discussed
further below. Advantages of TCSPC detection also extend to anisotropy mea-
surements, where the measurement of rotational correlation times can be very useful
for assessing local structure and hydrodynamic size, see Chap. 12 of this book.

With the availability of compact high-repetition rate lasers over a broad spectral
range and PC-based TCSPC cards, the adoption of TCSPC detection for micro-
fluidic mixing devices is likely to increase. Below we present some of the instru-
mentation and design considerations in the practical application of continuous-flow
microfluidic mixers with TCSPC detection.
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11.3.2 Instrumentation

The basic setup for continuous-flow TCSPC experiments is shown in Fig. 11.7.
The setup is essentially that of an epi-fluorescence microscope equipped with an

xy-scanning stage. The implementation currently in use at the University of Mas-
sachusetts Medical School utilizes the doubled or tripled output of a Ti:sapphire
laser operating at 76 MHz repetition rate as the excitation source. The repetition rate
is dropped to 3.8 MHz using an acousto-optical pulse picker for most experiments
to allow more accurate determination of longer lifetimes (e.g., >4 ns), such as,
experiments using Trp and cyano-Phe [1, 58, 65] fluorescence. The 3.8 MHz is due
to the limitation of our pulse picker, in fact a repetition rate on the order of 20 MHz
would be more appropriate. A laser power of several hundred µW is available but
only a power of *100 µW is needed for excitation.

For experiments at 290–295 nm, a dichroic filter (FF310, Semrock Inc.,
Rochester, NY) is used to reflect the excitation to the sample. A single element
plano-convex lens (35 mm focal length) is used to focus the excitation to an
approximately 20 µm spot. Although a higher numerical aperture objective can be
used, maintaining a constant intensity along the length of the 30 mm flow channel

Fig. 11.7 Schematic of epifluorescence setup for continuous-flow TCSPC measurements.
Abbreviations: L lens, F bandpass filter, PMT photomultiplier tube, PD fast photodiode. The
flow channel is *50–70 µm wide, *50–100 µm deep and 30 mm long. The flow velocity is
*(30 µs/mm)−1
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becomes more challenging. A thin quartz plate is used to pick off a fraction of the
excitation beam and directed into a power meter.

The microfluidic mixer is mounted horizontally onto a xy-stage (Ludl Biopoint
2). A positioning accuracy of a few microns is sufficient for channels that are
>30 µm in width.

The fluorescence from the sample solution inside the channel is collimated, and
transmitted by the dichroic mirror. The fluorescence light is further split in two
components, which are projected onto UV sensitive PMT modules (PMH100-6) or
microchannel plate (MCP) PMTs. The outputs of the PMTs are fed into two sep-
arate SPC150 TCSPC cards [3].

Wavelength selection is accomplished via bandpass filters (e.g., FF357/44 for
tryptophan experiments), although the option of using a monochromator is avail-
able. The greater spectral width and excellent out-of-band rejection available with
bandpass filters renders them very practical. A motorized Glan-Taylor polarizer at
magic-angle is present in each detection path. The polarisers can be set to detect
parallel and perpendicular polarisation components or for magic-angle detection.
Magic-angle detection rejects contributions from chromophore reorientational
dynamics from the decay data. Please note that the commonly used magic-angle of
54.7° strictly applies only for excitation and detection in parallel beams of light.
The NA of our detection optics is 0.25, where the magic angle is still very close to
the value for parallel beams. For excitation and detection at higher NA the magic
angle decreases and approaches 45° for NA = 1 [19].

11.3.3 Alignment

The initial setup for the experiment consists of aligning the excitation beam, the
detection path and in locating the start, stop and centre of the channel. Alignment of
the excitation and detection paths is analogous to that of a confocal microscope
without the pinhole. A concentrated dye solution is placed on the xy-stage instead
of the mixer to view the fluorescent light path. The dichroic also transmits a small
amount of the excitation light, which is useful for alignment purposes.

The precise location of the mixer flow channel is accomplished by placing an
approximately 10-fold higher concentration of a fluorescent small molecule, appro-
priate for the experiment excitation and emission wavelengths, in the mixer channel
(e.g., N-acetyl-tryptophanamide for tryptophan based experiments). The channel is
point-scanned (at *5 µm resolution) perpendicular to the flow direction at approx-
imately 1 mm intervals along the flow direction to locate the centre of the channel
along the 30 mm flow path. A linear least squares fit to the measured centre positions
yields the slope and intercept that allows calculation of a lookup table. With a lookup
table in hand, an additional point-scan is recorded parallel to the flow channel along
the centre. The mid-point of the rise of the signal provides the location of the start of
the channel and provides an estimate of the zero-time of the experiment. Because the
beam focus diameter is smaller than the channel width, the intensity variation along
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the flow channel is small, approximately 5 %, usually caused by the tolerance in
thickness of the quartz plates used to construct the mixer. This intensity profile is
recorded with each experiment and used to normalize the TCSPC traces at each point
along the channel. Themixer is brought into focus in the z-direction by repeated scans
perpendicular to the direction of flow while optimizing the signal intensity.

11.3.4 Data Acquisition Protocol

In a typical experiment the sample and control will be placed in separate sample
loops. The blank solution (e.g., matching the sample in every respect except
without protein) is placed in the pump pushing out the contents of the sample
loop. The other pump contains the dilution buffer. The flow rate is on the order of
2–6 mL/min total, although efforts are underway to reduce this volume to below
1 mL/min. Control of the pumps and valves is under computer control.

A typical experiment uses 10 mL sample loops giving a data collection time of
approximately 15–20 min for the sample. As the sample flows, a scan is made along
the flow direction every minute, consisting of 60–100 points. Although the TCSPC
cards can be operated in “continuous-flow” mode, recording photons without any
gap, the double time mode tends to be more commonly employed. In the latter
mode, at each step along the channel the xy-stage is positioned and TCSPC
acquisition for approximately 0.5 or 1 s is individually triggered, keeping the stage
stationary during acquisition. The duty cycle is therefore *50–75 %.

Count rates for these experiments tend to be in the 5 × 104 to <1×105 cps per
detection channel. For an excitation pulse frequency of 3.8 MHz used in our
experiments this is well within the range where pile-up is not an issue [2, 3]. Higher
count rates may be available with more efficient detectors [4]. Even then, adverse
pulse pile-up effects [11] can be avoided by using higher excitation pulse fre-
quency, and by using multiple detectors and parallel TCSPC channels [2, 3].

Data acquisition consists of recording three separate measurements: a blank,
sample and control. Each data set consists of approximately 15–20 scans with each
scan comprising*60-100 TCSPC traces with 4096 points in the excited state decay.
The experiment is visualized by examining the integrals of the decays (Fig. 11.8).

Traces which overlay are summed. The control scans (e.g., NATA) are summed
along the TCSPC axis since only the integrated intensity is used in the normali-
zation. A corrected data set for the sample is therefore obtained according to the
following relationship:

Icorrðtkin; tTCSPCÞ ¼ Iðtkin; tTCSPCÞ � Blankðtkin; tTCSPCÞP
tTCSPC NATAðtkin; tTCSPCÞ � Blankðtkin; tTCSPCÞð Þ : ð11:1Þ

In the above expression the kinetic time axis (corresponding to distance along
the flow direction in the channel) is denoted by tkin and the TCSPC time axis is
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denoted by tTCSPC. The former is in microseconds and the latter in ns. An analysis
program with a graphical interface allows the user to analyze a data set in a few
minutes, providing rapid feedback on the experiment. A representative data set,
collected for horse heart cytochrome c is shown in Fig. 11.9.

Fig. 11.8 Visualization of the experiment via the total intensity of each scan. The blue bars
correspond to scans where the control is flowing through the mixer. The magenta bars correspond
to the protein sample, the white bars are the blanks and the grey bars correspond to the traces
where the sample flow was started or stopped and the entire channel has not reached flow-
equilibrium

Fig. 11.9 Representative
continuous-flow TCSPC data.
Continuous-flow refolding of
horse heart cytochrome c is
shown over the 30–140 μs
time range, where the collapse
transition takes place.
Reprinted from [32],
Copyright (2014), with
permission from Elsevier
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With binning of several frames, the counts can be on par with what is necessary
for distance distribution modelling and maximum entropy analysis, as is discussed
further in this chapter.

11.3.5 Point Scanning TCSPC Versus CCD
Based Steady-State Acquisition

The point scanning protocol used in these experiments has several pros and cons
relative to the CCD based detection that is used by some groups [60]. Other than the
advantage of TCSPC based acquisition, the point scanning allows full use of the
incident beam intensity, which is very helpful in cases where the experiment is not
limited by counting rate and is excitation flux limited. The CCD approach can be
advantageous when excitation flux is not limiting. The CCD based approach pro-
vides the full kinetics simultaneously for all positions along the channel. The
intensity variation along the channel tends to be larger for the CCD based approach
but appears to not limit the data quality. The choice of using a CCD based approach
or point scanning TCSPC depends on whether the fluorescence decay parameters
are desired and the excitation flux available.

11.3.6 Alternative Approaches

Scanning along the flow channel can be avoided by using the multi-channel TCSPC
architecture described in Chap. 1, Sect. 1.4.1. The entire flow channel would be
illuminated simultaneously, an image of it projected on a multi-anode PMT, and the
signals detected by the individual channels of the multi-anode PMT recorded
simultaneously. The approach would increase the efficiency of the measurement
enormously, and thus decrease the acquisition time and the amount of sample fluid
needed for the experiment. A possible problem is that the number of data points
along the channel would be limited by the number of PMT channels, typically 16.
To spread the 16 data points reasonably over the protein folding time axis the flow
speed must be adjusted to the expected folding time. An instrument using the multi-
channel PMT technique has not been described yet.

Although the scope of this chapter is on the application of TCSPC, it is worth
noting that other recording techniques can also be used for obtaining time-resolved
fluorescence decays along a microfluidic microsecond mixer. One option is to use a
fast digital oscilloscope (13 GHz bandwidth) in combination with an MCP-PMT, as
implemented by Haas and coworkers [29]. An advantage of this approach is that
multiple photons can be collected in a single detection channel per laser pulse. This
is useful for experiments utilizing low-repetition rate lasers [55]. However, there is
no need to use an extremely low repetition rate. For high repetition-rate lasers the
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problem of detecting multiple photons per laser pulse does not exist. The efficiency
of analog recording is lower than for TCSPC, especially if the system is operated at
low photon rates. The time resolution is limited by the single-electron response of
the detector, not by the transit-time-spread as in the case of TCSPC, see Chap. 1,
Fig. 1.4. It is about 300 ps for an MCP PMT, and 1–2 ns for a conventional PMT,
compared to 30 and 200–300 ps in the case of TCSPC. Moreover, the current
output of an MCP PMT tends to become a limiting factor: If several photons per
excitation pulse are detected channel saturation almost certainly causes nonlinearity
in the detected decay curves.

Lifetime-based FRET studies using a microsecond mixer were also performed
using a streak camera by the Winkler group [35]. The picosecond streak camera
allows the entire mixer to be imaged while providing excellent resolution along the
excited state fluorescence decay (Fig. 11.10).

Their study provided high signal-to-noise picosecond resolved excited state
decays at 25 points in the folding of a cytochrome c’ four-helix bundle. The
dynamic range of the camera allows the full excitation pulse (from an amplified
laser) to be used. Other than the cost of the camera, the only limitation for this
approach appears to be the coupling of the light into a fibre optic array bundle,
which appears to have limited the earliest observation point. It seems likely that
these limitations may be readily overcome with more recent microfluidic mixer
designs.

11.4 Data Analysis

The continuous-flow TCSPC experiment presents the user with a rich data set,
consisting of *40 scans with *100 kinetic time points and 4096 TCSPC time
channels in each of the detection channels. One of the challenges is to rapidly
evaluate the data set to gauge whether the experimental time window and signal-to-

Fig. 11.10 Schematic of streak camera based fluorescence lifetime measurements. Copyright—
2006 by The National Academy of Sciences of the USA [35]
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noise are sufficient and determine if a kinetic process is being observed. For time-
resolved FRET and anisotropy experiments, this is done in several stages of
analysis with each stage increasing in complexity and rigor. A brief overview of
some of the analysis approaches is presented, with an emphasis on FRET and
anisotropy data sets.

11.4.1 First Moment

The first moment of the histogram of the photon arrival times (often referred to as
the “centre of mass”) provides a quick overview of a data set. The first moment is
known to a relative precision of √N/N and is an easy to calculate metric that is also
model independent and relatively insensitive to the number of photons. The first
moment is calculated according to:

hsi ¼
P

i Iiðti � toÞP
i Ii

ð11:2Þ

where Ii is the photon counts in the ith TCSPC channel, ti is the TAC time of the ith
channel and to is the excitation pulse arrival TAC time. This is mathematically
equivalent to a quantum yield weighted average lifetime:

hsi ¼
P

i ais
2
iP

i aisi
ð11:3Þ

where αi is the amplitude of the ith exponential phase with relaxation time constant τi.
One potential drawback to the use of the first moment as a metric for kinetic

analysis is that it is not rigorously proportional to mole fraction (concentration).
Therefore, the time constant(s) of the kinetics can be biased to a lower or higher
value depending on the relative quantum yields of the reactants. A workaround is to
include the total intensity data I(tkin), which has the quantum yield information, and
fit it globally with the first moment. Assuming that the amplitudes in (11.3) are
linearly proportional to concentration, αi = qici, for specie, i, the first moment at the
reaction time, tkin, can be written as:

hsiðtkinÞ ¼
P

i qiciðtkinÞs2iP
i qiciðtkinÞsi

ð11:4Þ

and the total intensity as:

IðtkinÞ ¼
X
i

qiciðtkinÞsi: ð11:5Þ
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For a two-state kinetic reaction (i = 1, 2),

c1ðtkinÞ ¼ c1ð0Þe�k�t

c2ðtkinÞ ¼ c2ð0Þð1� e�k�tÞ ð11:6Þ

where k is the rate constant of the reaction, qi are the relative quantum yields, and ci,
are the concentrations. The parameters qi and τi are globally optimized simulta-
neously for the two kinetic traces. The approach can be generalized to an arbitrary
kinetic mechanism.

This analysis of the first moment is analogous to that proposed previously for the
analysis of anisotropy kinetic data [48]. It is worth noting that if the quantum yields
are different for the two states the first moment and total intensity will not track each
other. For the case where anisotropy and lifetime are collected, the global analysis
would also include the steady-state anisotropy data:

r(tkin) =
P

i qiciðtkinÞriP
i qiciðtkinÞ

ð11:7Þ

where ri are the steady state anisotropy values of the states in the kinetic mechanism
obtained from the vertical and horizontally polarized data in the customary manner
[48]. Similar, to the first moment, the parameters qi and ri are globally optimized.
The first moment data calculated from the total intensity (I = V + 2GH) can also be
included in the fitting to improve parameter estimation and kinetic model
discrimination.

For the case where a FRET efficiency is sought, the average FRET efficiency, E,
can be approximated (with the above caveats) from the average lifetimes of the
donor-only, hsDi, donor-acceptor, hsDAi, and hsDAiApp, lifetimes:

hsDAiApp ¼ x � hsDAi þ ð1� xÞ � hsDi

E ¼ 1� hsDAi
hsDi ¼ 1� hsDAiApp

x � hsDi þ 1� x
x

ð11:8Þ

where x represents the acceptor labelling efficiency. If x is less than unity, the
measured lifetime of the donor in the presence of the acceptor, hsDAiApp, may be
related to the true value, hsDAi, via the fractional labelling efficiency, x. An example
of a first moment analysis for FRET data on a TIM barrel protein is shown in
Fig. 11.11.

Use of the first moment data in practice requires subtraction of the pulse arrival
time and consistency in the relative time range (relative the pulse arrival time) used
for the calculation. It should also be kept in mind that using the steady-state
anisotropy and first moments provides an efficient method of determining the
number of kinetic steps but comes at the expense of not fully utilizing the
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information available in the time-resolved FRET and anisotropy data. This infor-
mation can be obtained alongside the kinetic analysis via a full global analysis, as
discussed below.

11.4.2 Global Analysis

Global analysis [6, 7, 9] is a more rigorous approach that involves direct fitting of
the raw data. A global analysis allows more stringent testing of a model (e.g.,
kinetic model and/or distance distribution model) because the linkage of parameters
over data sets reduces the number of parameters. The continuous-flow TCSPC data
obtained with microfluidic mixers is ideal for this type of analysis although,
depending on the extent of the global analysis, can be complicated to set up. In
practice, the most robust parameter estimates are obtained if the full raw data set can
be parameterized using a kinetic model for the continuous-flow time axis and using
a distance distribution or anisotropy decay model for the TCSPC time axis. Below,
an overview of a global analysis strategy of time-resolved FRET data is presented.

In one type of global analysis of tr-FRET data, decays from each kinetic time
point (e.g., decays corresponding to donor-only and donor-acceptor samples) are
globally analyzed using a distance distribution function. In practice, the global
analysis is often performed stepwise: the donor-only decay is fit to a sum of
exponentials, yielding the fractional amplitudes (αi), total amplitude (Id(0)) and
decay constants (kdi ).

Fig. 11.11 First moment
analysis of FRET data from a
TIM barrel protein. The first
moment of the donor-only
(red) and donor-acceptor
(green) labelled protein is
shown in the top panel. The
labelling efficiency corrected
FRET efficiency (blue) is
shown in the bottom panel.
Copyright—2008 by The
National Academy of
Sciences of the USA [69]
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IdðtTCSPCÞ ¼ Idð0Þ �
XN
i

aie
�kdi �tTCSPC þ const ð11:9Þ

These parameters are then held fixed in the next step of the analysis, performed
on the donor-acceptor decay, in which only the normalized distribution function
parameters, p(kET), are allowed to vary:

IdaðtTCSPCÞ ¼
Z1

0

XN
i

aie�kdi �tTCSPC � pðkETÞ � e�kET �tTCSPC
ET þ const: ð11:10Þ

In the above expressions, αi is the fractional amplitude of the ith decay com-
ponent with rate kdi, kET is the energy transfer rate and p(kET) is the energy transfer
rate distribution. An assumption in this analysis is that, if the donor has multiple
sub-populations with different donor decay rates (e.g. tryptophan), they are assumed
to have the same energy-transfer rate distribution. (This assumption is not made in
the 2D maximum entropy analysis discussed further below). The energy transfer
rate distribution, p(kET), is related to the pair-distance distribution, p(r), according to
the Förster equation:

r6 ¼ R6
0 �

kDave
kET

� �
ð11:11Þ

where kDave is the inverse of the average lifetime of the donor in the absence of the
acceptor. The distribution p(kET) is often described by a sum of Gaussian distri-
bution functions:

pðrÞ ¼
X
i

ai
r

ffiffiffiffiffiffi
2p

p e�ðr�xiÞ2=2r2i ð11:12Þ

where ai is the amplitude, ωi the centre and σi the width of the ith Gaussian. The
width of the Gaussian can be converted to the full-width at half-maximum by
FWHM = σ/2.354. The adjustable parameters in the non-linear least squares opti-
mization are the amplitude(s), αi, width, σi, and centre, ωi of the Gaussians and the
offset (const.) [69]. Distribution functions other than Gaussians may be used. For
example, if the distance distribution function of one of the components is expected
to correspond to a random-coil, one of the Gaussian functions may be replaced by a
worm-like chain model [66]:

pðrÞ ¼ 4paNr2

l2c 1� r
lc

� �2
� �9=2

exp
�3lc

4lp 1� r
lc

� �2
� �

0
BB@

1
CCA ð11:13Þ
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where one fewer parameter is required (the amplitude, a, and the persistence length, lp)
to describe the functional form. The contour length, lc, is obtained from the number of
amino acids, Nres (3.4* Nres) and is held fixed.

An extension of this analysis parameterizes both the time axis of the reaction
kinetics and the TCSPC time axis in a combined analysis. This was performed, for
example, for an associative anisotropy model analysis of the TCSPC axis together
with a kinetic folding mechanism [9]. The analysis allows deconvolution of
physical parameters (e.g., rotational correlation times, lifetimes, fundamental
anisotropy etc.) for individual species in the reaction even if the species is not fully
populated at 100 %. A similar approach can be applied to tr-FRET data as well. For
example, for a kinetic reaction, where A1 ⇔ A2 ⇔ … An, the distribution function
at any given time is the population weighted linear combination of the distribution
functions, pi(r), of the contributing species, Ai, i = 1, n:

pðr; tkinÞ ¼
X
i

ciðtkinÞ � piðrÞ ð11:14Þ

The populations (concentrations) can be obtained from the solution to the general
rate equation:

d~CðtkinÞ
dt

¼ Ŝ � ~CðtkinÞ ¼ �
X

j¼1; n; j 6¼1

kij � ciðtkinÞþ
X

j¼1; n; j6¼1

kji � cjðtkinÞ ð11:15Þ

where C is a vector of concentrations, S is the system matrix and tkin denotes the
time along the microsecond reaction kinetics axis (to distinguish from the TCSPC
axis). The rate kij denotes the microscopic rate from species i to species j. In
practice, signal-to-noise limits the number of distributions that can be reliably
delineated.

11.4.3 Global Analysis with Diffusion of Donor and Acceptor

A further refinement of the global analysis described above takes into account the
relative intramolecular diffusion of the donor and acceptor chromophores during the
lifetime of the donor excited state [5]. For unfolded proteins and peptides, values of
the diffusion constant have ranged from 5 to 15 Å2/ns [25, 39]. Consideration of
diffusion, therefore, becomes significant for highly flexible macromolecules probed
with a donor having a long lifetime (>4 ns) and a short Förster distance. A
straightforward implementation of diffusion begins with the distance distribution
function, p(r, tkin, 0), and requires solving the diffusion equation for each of the times
along the TCSPC time axis to obtain p(r, tkin, tTCSPC). If the diffusion coefficient is a
constant, then, the distribution function at TCSPC time, tTCSPC, is obtained according
to a one-dimensional diffusion equation in the absence of a potential,
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@pðr; tkin; tTCSPCÞ
@t

¼ D � @
2

@r2
pðr; tkin; tTCSPCÞ ð11:16Þ

that can be readily solved using finite difference numerical methods.

11.4.4 SVD: Singular Value Decomposition

SVD is a valuable data reduction strategy that provides a quick model-independent
assessment of the number of distinguishable lifetime decays or “spectra” in the data.
The SVD algorithm reduces the data into the minimum number of orthonormal
basis vectors along both, the kinetic time axis, tkin, and the TCSPC time axis,
tTCSPC. This is expressed as:

A ¼ UWVT ð11:17Þ

where the columns of U represent the kinetic basis vectors, the columns of V are the
TCSPC axis basis vectors and W is diagonal matrix containing the singular values.
In practice, only the first few basis vectors of U and V are significant, with the
remaining vectors being essentially random noise. SVD can, therefore, be used to
filter data while knowing exactly what is being thrown out. The sum of the outer
product of the first few significant vectors represents a least-squares approximation
to the full data. The number of significant basis vectors also gives the user an
indication of the minimum number of distinct species contributing to the data. In
the example shown in Fig. 11.12, the SVD analysis suggested that only two
dominant intermediates were present during the course of the collapse of cyto-
chrome c, arguing for a concerted process [32].

SVD can also be used as an efficient route to a full global analysis. The
parameters obtained from a global analysis of the SVD vectors (either the U or the
V vectors) can be propagated using the coefficients of the other matrices to
reconstruct a full parameter set. Application of SVD to trFRET and time-resolved
anisotropy data sets is complicated by the requirements that two data sets need to be
analyzed globally and examples of this have not appeared in the literature.

11.4.5 Maximum Entropy

Another model independent analysis approach suitable for fluorescence lifetime,
anisotropy and FRET is the maximum entropy method (MEM). The MEM
describes a data set (e.g., fluorescence excited state decay) with a distribution of
rates, choosing the widest and smoothest distribution that is consistent with the
data. MEM starts out with a flat a priori distribution and the amplitude of a given
rate deviates from this a priori distribution only as warranted by the data.
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The algorithm simultaneously minimizes χ2 and maximizes the entropy of the
distribution, the balance between the two determined by the Lagrange multiplier.
An attractive feature of MEM is that it provides the most objective assessment of
the true information content of the data [12, 45, 61]. MEM has been widely used in
the TCSPC literature for both static and kinetic data [12, 35, 45]. For trFRET data
one of the potential applications of MEM is to provide a model independent
recovery of the donor-acceptor distance distribution function. Additionally, MEM
offers the possibility of avoiding the assumption of the same distance distribution
function for each sub-population of the donor excited state.

The ability of MEM to accurately recover the distribution of decay rates has been
well established [38]. Extending MEM to time-resolved FRET involves analysis of
both the donor and the donor-acceptor excited state decays. This approach parallels

Fig. 11.12 SVD analysis of continuous-flow TCSPC data. The first few columns of the U and V
matrices are shown. The remaining columns are essentially noise, similar to the third column. Data
correspond to refolding of horse heart cytochrome c shown in Fig. 11.9. Reprinted from [32],
Copyright (2014), with permission from Elsevier
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the MEM analysis of time-resolved anisotropy [23]. A concern about degeneracy in
the 2D MEM distribution was raised; however, the MEM algorithm proposed by
Kumar et al. [38] appears to not be susceptible to this, rendering the approach
promising. The donor excited state decay is described according to (11.18):

IdðtTCSPCÞ ¼
Z1

0

PðKdÞ � e�ðkdÞ�tTCSPC dkd

kd � 1=sd

ð11:18Þ

where kd is defined, for convenience, as the inverse of the donor lifetime and p(kd)
is the distribution of donor excited state decay rates. For the donor-acceptor labelled
system the excited state decay is given as

IdaðtTCSPCÞ ¼
Z1

0

Z1

0

Pðkd ; kETÞ � e�ðkdþkET Þ�tTCSPCdkddkET ð11:19Þ

where kET is the energy transfer rate given by the Förster equation. The two-
dimensional distribution p(kd, kET) describes the distribution of donor rates and
energy-transfer rates. The distribution p(kd, kET) is usually approximated in one-
dimensional analyses as separate one-dimensional distributions giving rise to a
“non-associative” model:

IdaðtTCSPCÞ ¼
Z1

0

PðkdÞe�kd �tTCSPCdkd �
Z1

0

PðkETÞe�kd �tTCSPC dkET ð11:20Þ

This assumes that every subpopulation responsible for a different donor rate has
the same energy-transfer rate distribution. The pair distance distribution is then
calculated from the rate distribution according to the Förster equation [39].
Although this approximation results in significant computational advantages, the
underlying assumption is not generally applicable. For example, a partially folded
state and the unfolded state may be equally populated and the donor may exhibit
different excited state lifetimes and a different donor-acceptor distance in each state.
Scenarios such as this become especially likely at early times in folding reactions
where marginally populated partially folded intermediates may interconvert rapidly.
Discriminating these sub-populations is one of the goals of continuous-flow FRET
studies. An analysis employing this 2D MEM approach was applied to the early
steps in the folding of a TIM barrel protein (Fig. 11.13).

Although the FRET efficiencies were low and not ideal, the algorithm was able
to discriminate two sub-populations. The main limitation of the 2D MEM approach
is that the accuracy at low FRET efficiencies (e.g., 20 % and lower) is significantly
reduced because of insufficient information in the data.
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One workaround to this limitation of the 2D MEM analysis [69] is to include an
additional experimental axis or dimension such as the acceptor excited state decay.
In preliminary tests this was found to yield significantly more reliable distribution
functions in the low FRET efficiency tails of distributions. The computational cost
of including the additional dimension scales non-linearly although the 3D MEM
approach is within reach of current available computational power. The only
potential drawback to MEM approaches is that these do not currently consider the
diffusion of donor and acceptor chromophores during the excited state lifetime of
the donor. However, for sufficiently large Förster distances and short lifetimes, this
may still provide significant insights into the sub-populations present during a
microsecond kinetic reaction.

11.5 Future Prospects

Significant advances in microfluidic technology have taken place over the past
5 years. Sample consumption, time resolution and temporal dynamic range have
improved and the availability of simulation CFD software and microfabrication
tools suggests that these advances will continue. These devices and TCSPC
detection are used by a relatively small number of laboratories but the robustness of
the devices and decreasing cost of TCSPC instrumentation point to increased
adoption by the biochemistry community. These tools are likely to play an
increasingly important role in FRET studies delineating enzyme mechanisms,
protein-protein/RNA/DNA interactions and in enzymatic assays.
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Chapter 12
An Introduction to Interpreting Time
Resolved Fluorescence Anisotropy Curves

Steven S. Vogel, Tuan A. Nguyen, Paul S. Blank
and B. Wieb van der Meer

Abstract The decay in fluorescence anisotropy following an excitation pulse can
be monitored using time-correlated single photon counting, and used to measure
molecular rotation and homo-FRET in biomedical research. In this chapter we
review the basis of polarized fluorescence emission, and how this emission can be
detected and quantified to yield a time-resolved anisotropy curve. We then review
chemical, instrumental and biological factors that can influence the shape and
magnitude of anisotropy curves. Understanding the influence of these factors can
then be used to aid in the interpretation of biomedical experiments using time-
resolved anisotropy.

12.1 Introduction

Biophotonics is a branch of biophysics that analyzes changes in light to study
biological processes [19]. Typically, the intensity or amplitude of light changes
when interacting with a biological specimen as a result of absorption or scattering
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by molecules and molecular assemblies within the sample. For molecules that are
intrinsically fluorescent, or fluorescent as a result of being labelled with a fluoro-
phore, excitation light at one wavelength can be converted to another wavelength
(longer wavelength for one photon excitation, and shorter wavelength for multi-
photon excitation) [14]. This shift in the wavelength of light allows for very precise
localization and quantification of fluorescent molecules, often with single molecule
sensitivity. Biosensors have also been developed that show changes in their fluo-
rescence intensity when bound to a specific ligand of biological interest. Typically,
the intensity of either the bound or unbound state of the fluorophore is reduced or
quenched. Ligand binding induces the molecule to switch to its alternate state thus
transducing the binding of ligand into a change in fluorescence intensity (and often,
fluorescence lifetime). The experimentalist can monitor this change to visualize the
extent of ligand binding or the free concentration of ligand. In addition to the
intensity (amplitude) and colour (wavelength) of light, another under-appreciated
characteristic of light that can be monitored in biophotonics is the polarization or
‘orientation’ of light. Unlike changes in intensity and colour that are readily
detected by most human eyes, the human eye is an extremely poor detector of the
polarization of light [31]. Accordingly, even the notion that light has an orientation
is often confusing, and the concept that the polarization of light can change with
time is at best understood cerebrally rather than viscerally. It is our goal in this
chapter to provide a more intuitive explanation of how and why the orientation of
light changes when linear polarized light interacts with fluorescent biological
samples, and in so doing provide a foundation for understanding how time-resolved
fluorescence anisotropy measurements can be applied and interpreted to better
understand biological processes.

12.2 The Molecular Basis for Orientation
of Fluorescence Emission

A fluorophore is a molecule that can absorb a photon and after a short delay,
typically within a few nanoseconds (10−9 s), emit a photon with a slightly longer
wavelength (less energy). The absorption of a photon occurs within a specific range
of wavelengths resulting in the excitation of one of the fluorophores electrons into
an excited state. The wavelengths that can be absorbed by a specific fluorophore, its
excitation spectrum, are dictated by the distribution of many discrete energy gaps
defining the difference between ground and excited states present in the molecule.
The energy differences between these states can be explained using quantum
mechanics by accounting primarily for permitted electronic, vibrational and rota-
tional states of the molecule. The absorption of a photon by a fluorophore is fast,
occurring typically within a few femtoseconds (10−15 s). Over a period of a few
hundred femtoseconds, the large selection of potential rotational and vibrational
excited-state sublevels will decay into the lowest-energy singlet excited state.
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This consolidation results from rotational- and vibrational-energy loss due to kinetic
interactions of the excited fluorophore with surrounding molecules, and is in part
responsible for the Stokes shift between the wavelengths of excitation and emission.
An excited fluorophore may remain in the singlet state for a period lasting from
picoseconds (10−12 s) to tens of nanoseconds (10−9 s). The amount of time any
individual fluorophore and excitation event remains in the singlet state is stochastic.
Nonetheless, fluorophores do have characteristic fluorescence lifetimes that describe
the average time they will remain in the singlet-state. With time, a singlet state
fluorophore will eventually decay to its ground state by either emitting a photon
(fluorescence emission), by transferring energy to a nearby ground state fluorophore
(Förster Resonance Energy Transfer, FRET), or the energy can be lost by the for-
mation of a long-lived triplet state, collisional quenching, or some other non-radiative
excited state reaction.

In polarization and anisotropy experiments, the orientation of photons emitted
from a fluorophore is characterized relative to the orientation of the electric field of
the excitation light. To understand the basis of fluorescence polarization we must
appreciate that individual fluorophores have an ‘orientation’ in space that can
change with time. Most importantly, their ‘orientation’, relative to the orientation of
the excitation light electric field, can dramatically influence the probability that they
absorb a photon to transition into an excited state. When a photon is absorbed, a
ground-state electron in the fluorophore is boosted to a higher orbital. At that
instant, the balance between lower-mass, fast-moving, negative charged electrons
and higher-mass, slow-moving, positive charged protons in the molecule is per-
turbed establishing an oscillating dipole (a vector separation of positive and neg-
ative charges). This oscillating dipole is called a Transition Dipole or more
specifically an Absorption Dipole, and has both magnitude and orientation. The
highest probability for excitation is achieved when a fluorophore is illuminated with
light at a wavelength appropriate for excitation, and if the electric field of the
excitation light is parallel to the orientation of the fluorophores absorption dipole
(θ = 0°). In contrast, excitation does not occur if the electric field is perpendicular to
the absorption dipole orientation (θ = 90°). At intermediate orientations
(0° < θ < 90°) the probability for excitation can be calculated from the angle
between the electric field orientation and that of the absorption dipole:

pexcitation / cosx h ð12:1Þ

where, for linearly polarized light, x is 2 for one-photon excitation and 4 for two-
photon excitation. This preference for fluorophore excitation at low values of θ is
called photoselection (see Fig. 12.1).

Once excited, the ‘orientation’ of a fluorophore can also influence the ‘orien-
tation’ of a photon emitted as fluorescence. In biological experiments, there are
three primary mechanisms by which the orientation of emitted fluorescence will be
influenced. These are, as a result of: (1) conformational changes in the fluorophore
while in the excited state, (2) molecular rotation of the fluorophore between the
times it is excited and emits a photon, and (3) Förster Resonance Energy Transfer
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(FRET) to a nearby fluorophore with a different transition dipole orientation. These
will be discussed shortly, but first we must explain how polarization and anisotropy
are measured, how these measurements differ, and why anisotropy measurements
are usually preferred.

12.3 How Do We Measure the Anisotropy of Polarized
Fluorescence Emissions?

How can a microscope be used to follow changes in the orientation of molecules in
a biological context? Similarly, how can a microscope be used to monitor changes
in the proximity of molecules within living cells? Conceptually, if not practically,
changes in the orientation, and in some instances changes in the proximity of
fluorescent molecules can be determined by measuring the intensity of emitted
photons relative to the orientation of the electric vector of a linear polarized light
source along three orthogonal axes.

Fig. 12.1 Photoselection. Electric field orientation of linearly polarized light (black arrow) is
depicted by a double blue arrow (a). Linear polarized light will selectively excite fluorophores
whose absorption dipole orientation (depicted as brown bars) is similar (light brown) to that of the
excitation lights electric field. Only these orientation ‘selected’ excited fluorophores will emit
fluorescent light (a). The orientation of this emitted light (green double arrows), is correlated with
the electric field orientation of the excitation light (solid double arrow), but is degenerate (dashed
green double arrows) primarily because of the dependence of photoselection where θ is the angle
between the electric field orientation of the excitation light and the absorption dipole orientation.
Panel b depicts radial probability plots of the dependence of photoselection on θ (p / cosx h sin h)
where x = 2 for 1-photon excitation (left) or x = 4 for 2-photon excitation (right). In these plots the
integrated area of each 3-dimentional plot (depicted in pink) is set to 1, and the length of a double
black arrow (for a particular value of θ is proportional to its probability for excitation. Note that
excitation is not possible when θ = 90°, and that 2-photon excitation will preferentially select
fluorophores with θ values closer to 0°
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Figure 12.2 depicts a transition dipole (blue double arrow) of a fluorophore
(from an isotropic solution) that is excited by linear polarized light (L.P.). The
electric field orientation of this light source is shown as a black double arrow. The
dipole orientation can be characterized by 2 angles, θ and ϕ. θ is the angle formed
between the dipole and the X-axis in the XY-plane. ϕ is the angle formed between
the projection of the dipole on the YZ-plane and the Z-axis.

Fig. 12.2 Detecting polarization. The transition dipole (blue double arrow) of a fluorophore is
excited by a linear polarized light source (L.P.). The electric field vector of the light source is
shown as a black double arrow. The three dimensional orientation of the dipole can be
characterized by 2 angles, θ and ϕ, where θ is the angle formed between the dipole and the X-axis
(pink double cone), and ϕ is the angle formed between the projection of the dipole on the YZ plane
(green disk) and the Z-axis. The light intensity emitted from this fluorophore will be proportional
to the square of the dipole strength, and the dipole vector can be thought of as being composed of 3
directional components: x, y, and z. A signal proportional to the total intensity of light emitted by
our fluorophore can be measured summing the signals detected by light detectors (L.D.) positioned
on each of the three axes. The intensity information encoded in the x vector component by
convention is called I|| while the intensity information encoded in the y and z vector components is
called I⊥. As a result of photoselection and the distribution symmetry of excited molecules formed
around the X-axis for an isotropic solution, the y vector component is equal to the z vector
component. For an isotropic solution of fluorophores excited with linearly polarized light whose
electric vector is parallel to the X-axis, L.D.x will measure a signal whose intensity is proportional
to 2·I⊥ (crossed double-headed green arrows), while L.D.y and L.D.z will each measure light
signals whose intensity is proportional to I|| + I⊥ (crossed double-headed red and green arrows).
The total emission intensity will be proportional to 2·I|| + 4·I⊥ or more simply I|| + 2·I⊥. Note that
the xy plane depicted here corresponds to the sample plane on a microscope, and L.D.z
corresponds to a detector placed after the microscope condenser (or at an equivalent position on
the epi-fluorescence path)

12 An Introduction to Interpreting Time … 389



The X-axis is an axis of symmetry as it is parallel to the electric vector of our light
source. The Y and Z-axes are perpendicular to the light source electric vector and thus
are not axes of symmetry. The fluorescent light intensity emitted from this fluoro-
phore will be proportional to the square of its dipole length, and the dipole vector can
be thought of as being composed of 3 directional components: x, y, and z. By placing
light detectors (L.D.) on each of these three axes a signal proportional to the total light
intensity emitted can be measured. The emitted light will be proportional to the sum
of the three signals (Itotal = Ix + Iy + Iz). L.D.x will detect light related to the yz vector
components of the dipole. Similarly, L.D.y will detect light related to the xz vector
components, and L.D.z will detect light related to the xy vector components. The
intensity information encoded in the x vector component is called I|| while the
intensity information encoded in the y and z vector components are called I⊥. As a
result of photoselection (the orientationally biased excitation of fluorophores by
linearly polarized light) and the distribution symmetry of excited molecules formed
around the X-axis for an isotropic (randomly orientated) solution, the y vector
component will be equal to the z vector component. Accordingly, when an isotropic
solution of fluorophores is excited with linearly polarized light whose electric vector
is parallel to the X-axis, the L.D.x detector will measure an un-polarized light signal
whose intensity is proportional to 2·I⊥. In contrast, L.D.y and L.D.z will each
measure a polarized signal whose intensity is proportional to I|| + I⊥. If we sum the I||
and I⊥ components along all three emission axes, we find that the total emission
intensity will be proportional to 2·I|| + 4·I⊥ or more simply I|| + 2·I⊥ [28].

As described above, a light detector placed along the Z-axis of a microscope will
collect light proportional to I|| + I⊥. Furthermore, on most light microscopes it is
relatively straightforward to position a light detector on this axis to detect changes
in polarization. There are two general arrangements commonly used for measuring
fluorescence polarization on a microscope, both require separating I|| and I⊥ com-
ponents of the fluorescence emission along the Z-axis, see Fig. 12.3.

The first design measures I|| and I⊥ sequentially (panels a), while the second
strategy measures I|| and I⊥ at the same time (panel b). To measure I|| and I⊥
sequentially, a linear polarizer (Pol) is positioned between the sample (s) and the
light detector. When the linear polarizer is oriented with the electric field of the
excitation source (0°), the detector will measure a signal proportional to I||
(Fig. 12.3a). Alternatively, when the polarizer is oriented orthogonal to the electric
field of the excitation source (90°), the detector will measure a signal proportional
to I⊥. On a simple and inexpensive system the orientation of the linear polarizing
filter can be changed manually. Alternatively to minimize the time interval between
measuring I|| and I⊥ signals, the rotation of the polarizing filter can be automated
using either a mechanized rotating filter mount or by using a filter wheel to switch
between two orthogonally oriented linear polarizing filters.

To accurately measure polarization in the schemes outlined above it is essential
to accurately align the polarizing filters at 0° and 90°. In our laboratory, fluores-
cence emission filters are removed to allow linearly polarized excitation light to
project directly onto the light detector. Next the orientation of the polarizing filter is
rotated until the weakest transmitted signal is found (90°). The 0° orientation is then
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a 90° rotational offset from the 90° position. This alignment procedure assumes
that the detectors are insensitive to the polarization of the light. Side-on photo-
multipliers are often very sensitive to polarization while end-on photomultipliers
typically are not.

To measure I|| and I⊥ signals in parallel, a polarizing beam splitter (P.B.S.) can
be used to separate these signals simultaneously (Fig. 12.3b). For live cell mea-
surements this scheme is preferable to the sequential arrangement because it
eliminates artefacts caused by the motion of polarized cellular components during
the time interval between measuring I|| and I⊥ signals. By placing a polarizing beam
splitter after the sample, I|| and I⊥ fluorescent signals can be separated and measured
by two separate dedicated light detectors. Typically, the I⊥ signal is reflected by the
beam splitter while the I|| signal is transmitted. Polarizing beam splitters can be

Fig. 12.3 Separating I|| and I⊥. When linearly polarized light (L.P.) with electronic vector E is
used to excite a sample (s) on a microscope the fluorescence emission along the z-axis (yellow
arrow) will be comprised of I|| and I⊥. The magnitude of these two intensity components can be
measured either sequentially (panel a) or in parallel (panel b). The sequential configuration uses a
single light detector (L.D.) and a linear polarizing filter (Pol.) that is first positioned parallel (panel
a top; 0°) to the electronic vector of the light source to measure I|| and then positioned
perpendicular (panel a bottom; 90°) to measure I⊥. In the parallel detection configuration (panel b)
a polarizing beam splitter (P.B.S.) is used in conjunction with two linear polarizing filters and two
light detectors to measure I|| and I⊥ simultaneously
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wavelength dependent. Consequently, when adapting a microscope for polarization
measurements a polarizing beam splitter that has a flat response over a wavelength
range that is matched to the emission spectrum of the fluorophore of interest should
be selected. It is also worth noting that the contrast ratio (the intensity ratio of the
transmitted polarization state vs. the attenuated state) of polarizing beam splitters is
reasonable in the transmitted pathway (typically ≥500:1), but typically poor in the
reflected pathway (20:1). For this reason, we use two linear polarizing filters whose
orientation is matched to the output of the beam splitter to augment the contrast
ratio. Linear polarizing filters typically have contrast ratios that are at least 500:1.
Finally, when measuring I|| and I⊥ in parallel, each pathway downstream of the
polarizing beam splitter will have its own dedicated photo-detector.

A photomultiplier tube would typically be used as the light detector for steady-
state polarization measurements in conjunction with laser scanning microscopy
such as confocal microscopy or two-photon microscopy. The use of photomulti-
pliers, ideally with a short instrument response function (<200 ps) in conjunction
with a pulsed laser light source allows time-resolved polarization measurements
using time correlated single photon counting (TCSPC; [3]). Two fluorescence
lifetime decay curves are generated, one representing the decay of I||(t) and the other
for I⊥(t). Ideally, the inverse of the laser repetition rate should be ≥ to 5 times the
lifetime of the fluorophore being studied. For most fluorophores a repetition rate of
20–50 MHz is ideal. With two-photon excitation often a less than ideal laser
repetition rate is used (80–90 MHz), and this compromise results in truncated time-
resolved decay curves as well as the potential for temporal bleed-through artefacts.
The microscope designs shown in panel A or B can also be adapted for steady state
polarization imaging using a EMCCD camera as the light detector.

12.4 How Are Polarized Emissions Quantified?

To begin to understand the basis of time-resolved anisotropy measurements we will
start with a ‘simple’ population of fluorophores in solution. We will assume that the
fluorophores in this sample are randomly oriented (isotropic), that the absorption
and emission dipoles of these fluorophores are collinear (have the same orientation),
and that these fluorophores do not rotate while in the excited state. Once we
understand this simple system we will then consider the impact of having non-
collinear dipoles and molecular rotation. With the assumptions of this simple
system the orientation of photons emitted from the excited fluorophores in this
population will be highly correlated with the orientation of the linear polarized light
used to excite them as dictated by the orientational dependence of photoselection
(12.1). Essentially, in this population, fluorophores with low values of θ will be
preferentially excited while those with θ values near 90° will not be excited. It must
also be appreciated that even though the fluorophores in this population are ran-
domly oriented, the number of molecules with θ values near 0° will be much less
than those with θ values near 90° (for a more detailed explanation see [31]).
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Ultimately, the probability of exciting any specific molecule in this isotropic
population will be proportional to the product of the probability for excitation at a
specific θ values (12.1) and the probability for finding a fluorophore with that θ
value in the isotropic population (sin θ):

p / cosx h � sin h ð12:2Þ

where x is 2 for one-photon excitation and 4 for two-photon excitation with linearly
polarized light. The key concept to understand is that photo selection with linearly
polarized light transforms a randomly oriented population of ground-state fluoro-
phores into an ordered population of excited state fluorophores whose dipole ori-
entations are strongly correlated with the orientation of the excitation light electric
field. This near instantaneous transformation into a population of ordered excited-
state fluorophores as a result of a laser excitation pulse, and our ability to monitor
the population orientation using polarization measurements as described above,
forms the basis of time-resolved anisotropy measurements. At this point we should
note that because this ‘simple’ population is static, it does not rotate during the
excited state; polarization measurements should not change as a function of time
after the laser pulse. In most biological samples, fluorophores can rotate to some
extent during the excited state and so polarization measurements can and will
change as a function of time.

The polarization state of a photon emitted by a fluorophore will be correlated
with the orientation of the fluorophore (strictly speaking its emission dipole) at the
instant of returning to the ground state [33]. As described above, for an isotropic
population of static fluorophores with collinear absorption and emission dipoles
excited by linearly polarized light, the polarization of emitted photons will also be
strongly correlated with the electric field orientation of the polarized light source.
Thus, under the conditions described, the polarization of photons emitted by an
isotropic population of fluorophores can be used to determine how similar the
orientation of the fluorophores are relative to the orientation of the electric field of
the excitation source. We need to answer two more fundamental questions before
we can more fully understand this correlation quantitatively and then apply it to
biological questions; these are: (1) What is the relationship between the orientation
of a fluorophore emission dipole and the probability of detecting its emitted photon
through parallel or perpendicularly oriented linear polarizers? and (2) How can we
parameterize the orientation of the emission from an isotropic population of fluo-
rophores using the measured I|| and I⊥ values?

Figure 12.4 depicts how the emission dipole orientation (double green arrow) of
a fluorophore from an isotropic population of fluorophores excited with polarized
light will affect the signal intensity measured through a linear polarizer oriented
either parallel (Fig. 12.4a) or perpendicular (Fig. 12.4b) to the electric field of the
light source.

A representation of the three-dimensional excited state probability distribution
(see 12.2) is depicted in pink. The orientation of any single fluorophore from this
excited state population can be described by two angles, θ (Fig. 12.4c) and ϕ (4D).
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When the linear polarizer is oriented parallel to the electric field polarization (0°)
the light intensity measured through the filter will be proportional to cos2 θ (where θ
is the polar angle of the emitting molecule relative to the electric field polarization).
Thus, for a population of fluorophores the measured I|| intensity will be proportional
to an average of all the cos2 θ values weighted by their abundance. When the filter
polarizer is oriented perpendicular to the orientation of the excitation electric field
polarization (90°), the light intensity measured will be proportional to sin2 θ·sin2 ϕ.

Fig. 12.4 The probability of detection through a polarizing filter. The probability that a photon
emitted by a fluorophore will pass through a linear polarizing filter (Pol.) and detected by a light
detector (L.D.) is a function of both the orientation of the fluorophores emission dipole (green
double arrow), and the orientation of the filter. When the filter is situated along the Z-axis and is
oriented at 0° relative to the electric field (E) of the light source the photomultiplier will detect I|| (a).
When the filter is rotated to 90° relative to the electric field the photomultiplier will detect I⊥(b). I||
will be proportional to cos2 θ, where θ is the angle formed between electric field of the light source
and the emission dipole of the fluorophore (panel c). I⊥will be proportional to sin2 θ·sin2 ϕ, where ϕ
is the angle formed between the emission dipole of the fluorophore and the Z-axis (panel d). For an
isotropic distribution offluorophores excited with linearly polarized light, the distribution of excited
state dipole orientations (pink hour-glass shaped cloud) will have a symmetrical distribution of ϕ
values around the X-axis (d). Due to this symmetry, the value of sin2 ϕ = ½. Accordingly, for an
isotropic distribution offluorophores I⊥ will be proportional to ½ sin2 θ. Notice that for an isotropic
population of fluorophores values of I|| and I⊥ are functions of θ alone
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This equation can be simplified because the excited state distribution is symmetrical
around the X-axis, and for the population, the average of sin2 ϕ = ½. Consequently,
for the population of fluorophores, I⊥ will be proportional to an abundance-
weighted average of all ½ sin2 θ values. This equation illustrates that when a
population of randomly oriented fluorophores is excited by linearly polarized light,
both I|| and I⊥ will be determined by the value of θ (the polar angle of the emitting
molecules relative to the electric field polarization) alone.

Finally we must discus how I|| and I⊥ values can be used to parameterize the
orientation of fluorophore populations. There are two main conventions that have
been used in the literature, the polarization ratio (p) and emission anisotropy (r). The
polarization ratio is simply the intensity difference between I|| and I⊥ divided by the
intensity observed by a photo-detector placed along either the Y- or Z-axis (I|| + I⊥):

p ¼ ðIk � I?Þ=ðIk þ I?Þ

By setting I⊥ or I|| to 0 the limiting values of polarization can be determined; the
polarization ratio can range from −1 to 1. A polarization value of 1 indicates a
perfect alignment of emission dipoles with the orientation of the light source
electric field. A polarization value of −1 indicates a perfectly orthogonal orienta-
tion. Analogous to polarization, the numerator for calculating the emission
anisotropy is the intensity difference between I|| and I⊥. However, the denominator
used for calculating the emission anisotropy is the emission intensity with parallel
and perpendicular components proportional to the total intensity (I|| + 2·I⊥):

r ¼ ðIk � I?Þ=ðIk þ 2 � I?Þ ð12:3Þ

Substituting 0 for either I⊥ or I|| reveals that the range of possible values for
emission anisotropy is from −0.5 to 1. For anisotropy measurements a value of 1
indicates a perfect alignment of emission dipoles with the orientation of the light
source and a value of −0.5 indicates a perfectly orthogonal orientation. A popu-
lation of randomly oriented excited-state fluorophores will have an anisotropy value
of 0. Clearly, the polarization ratio and emission anisotropy are just different
expressions used to parameterize the same phenomenon, the orientation of light
emitted relative to the orientation of the linearly polarized light source electric field.
The relationship between r and p is:

r ¼ 2 � p=ð3� pÞ

12.5 Calculating the Time-Resolved Anisotropy Curve

In this chapter we use emission anisotropy rather than polarization because in most
biological applications anisotropy is more amenable to analysis. Specifically, we
will describe time-resolved emission anisotropy, which monitors how anisotropy
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values change as a function of time after photo selection/excitation. In Fig. 12.5a, b
we display I||(t) and I⊥(t) decay curves for a sample containing the yellow fluo-
rescent protein Venus in an aqueous buffer.

We will use this sample to introduce how time-resolved anisotropy can be used
to analyze fluorescent biological samples. For these measurements the Venus
fluorophore was excited using two-photon excitation at 950 nm. I||(t) and I⊥(t) de-
cay curves contain information about the fluorescence lifetime (τ) of Venus as well
as the dipole orientation as Venus rotates while in its excited state. The Venus
I||(t) and I⊥(t) decay curves are well described by the following two equations:

IjjðtÞ ¼ G~F0 � e �t=sð Þ 2r0 � e �t=hrotð Þ þ 1
� �

ð12:4Þ

I?ðtÞ ¼ ~F0 � e �t=sð Þ �r0 � e �t=hrotð Þ þ 1
� �

ð12:5Þ

where τ is the fluorescence lifetime of Venus the (average amount of time a Venus
molecule remains in the excited state), θrot is the rotational correlation time of
Venus in solution, r0 is the limiting anisotropy (the anisotropy value at time equals

Fig. 12.5 The lifetime and time-resolved anisotropy of the yellow fluorescent protein Venus.
A sample of the fluorescent protein venus was excited using 950 nm light pulses from a Ti:
sapphire laser using two-photon photo selection and a fluorescence detection scheme similar to the
layout depicted in Fig. 12.3b. The measured I(t)|| and I(t)⊥ decay curves are plotted in panel
a. These two traces were globally fit (red dashed lines) to (12.4) and (12.5) and yielded a Venus
lifetime of 3.23 ns, a rotational correlation time of 14.31 ± 0.05 ns, and a limiting anisotropy of
0.41. The I(t)|| and I(t)⊥ traces in panel a were next processed using (12.6) to yield the fluorescence
lifetime decay, or (12.8) to yield the time-resolved anisotropy decay (panels b and c respectively).
The dashed red line in panel b depicts a fit using a single exponential decay model and yielded a
lifetime of 3.20 ns. The dashed red line in panel c also depicts a fit using a single exponential
decay model and yielded a rotational correlation time for Venus of 14.9 ± 0.1 ns and a limiting
anisotropy value of 0.41. The fundamental anisotropy value expected for an isotropic population of
fluorophores with collinear absorption and emission dipoles excited by two-photon excitation is
0.57. The difference between this fundamental anisotropy value and the measured limiting
anisotropy (0.41) can be accounted for (using 12.12) by multiplying the limiting anisotropy by the
product of an instrumental depolarization factor for a NA 1.2 water objective (dNA = 0.81, see
Table 12.1) and a depolarization factor for a β dipole angle of 15.4° (dβ = 0.89, see 12.11). We
have previously measured an upper limit for the Venus dipole angle β of 16° using low NA
objectives [31]
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zero before any dipole rotation has occurred), G is an experimentally measured
constant, particular for a specific microscope configuration, that accounts for
differences in the sensitivity between I⊥ or I|| measurements, and F0 is an intensity-
scaling factor, where ~F0 ¼ F0 � ð1þ 2GÞ=G. If the sensitivity of both measure-
ments is the same, then G will have a value of 1. In our experience using either the
same, or matched photomultiplier tubes, G has a value close to 1 (in this example it
had a value of 0.9). Notice, since (12.4) and (12.5) are functions of the same 4
variables, I||(t) and I⊥(t) decay curves shown in Fig. 12.5a can be fit globally to
(12.4) and (12.5) respectively to yield more accurate estimates of τ, τrot and r0.
Global analysis of the curves depicted in Fig. 12.5a yielded a Venus lifetime of
3.23 ns (±0.00), a rotational correlation time of 14.3 ± 0.1 ns, and a limiting
anisotropy of 0.41 (±0.00). Importantly, (12.4) and (12.5) are only applicable if the
fluorophore lifetime decays as a single exponential, and if the molecule is spherical,
such that its rotational correlation times around its X-, Y-, and Z-axes are identical.

The Venus I||(t) and I⊥(t) decay curves depicted in Fig. 12.5a can be used to
calculate a fluorescence lifetime decay curve using (12.6) and is plotted in Fig. 12.5b:

IðtÞ ¼ IjjðtÞ þ 2 � G � I?ðtÞ ð12:6Þ

By substituting (12.4) and (12.5) into (12.6) we observe that I(t) decays as a
single exponential with an intensity amplitude of F0(1 + 2G).

IðtÞ ¼ F0ð1þ 2GÞ � e�t=s ð12:7Þ

The decay curve in Fig. 12.5b can be modelled as a single exponential with a tau
of 3.2 ns (±0.0) in excellent agreement with the lifetime predicted by global fitting
of the decay curves in Fig. 12.5a as well as with values in the literature [20].

The Venus I||(t) and I⊥(t) decay curves depicted in Fig. 12.5b can also be used to
calculate an emission anisotropy decay curve using (12.8) and is plotted in Fig. 12.5c:

rðtÞ ¼ IjjðtÞ � G � I?ðtÞ
IjjðtÞ þ 2G � I?ðtÞ ð12:8Þ

By substituting (12.4) and (12.5) into (12.8) we can see that r(t) for this example
should decay as a single exponential:

rðtÞ ¼ r0 � e�t=hrot ð12:9Þ

Analysis of the time resolved anisotropy curve in Fig. 12.5c results in a rota-
tional correlation time of 14.9 ± 0.1 ns, in good agreement with the rotational
correlation time previously reported [20] and a limiting anisotropy of 0.41 ± 0.00.
These values were also in excellent agreement with the values obtained using global
fitting of the decay curves in Fig. 12.5a. The major point is that (12.6) and (12.8)
allow the extraction of either the fluorescence lifetime or the time-resolved
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anisotropy decay from I||(t) and I⊥(t) decay curves. Equations (12.7) and (12.9) are
applicable only to fluorophores whose lifetime decays as a single exponential and
are spherical, having identical rotational correlation times around their X-, Y-, and
Z-axes. In contrast, (12.6) and (12.8) can be applied to extract either the fluores-
cence lifetime or time-resolved anisotropy from I||(t) and I⊥(t) decay curves
obtained from more complex fluorescent samples having multiple lifetimes and/or
multiple anisotropy decay components. For this reason I||(t) and I⊥(t) decay curves
are obtained from more complicated biological samples and are then processed
using (12.8) to generate a time-resolved anisotropy decay curve. The remainder of
this chapter will address how to interpret time-resolved anisotropy decay curves.

12.6 The Anatomy of Time-Resolved Anisotropy

A time-resolved anisotropy curve, such as the curve depicted in Fig. 12.5c,
describes the ensemble anisotropy value of a population of fluorophores, and fol-
lows how this value changes as a function of elapsed time from photo selection with
a short pulse of linearly polarized light at t = 0. The time-resolved anisotropy curve
has two characteristics that are worth considering, the limiting anisotropy, r0, which
is the population anisotropy value at the instant of photo selection (t = 0), and a
sequence of anisotropy values that describes how the population anisotropy changes
as a function of time after photo selection. We will start with interpreting the value
of the limiting anisotropy, r0, and then discus how to analyze and interpret how
anisotropy values can change with time.

The X-axis of time-resolved anisotropy curves represents elapsed time from the
instant of photo selection (typically with a short pulse of linearly polarized laser
light). The span of the X-axis is primarily dictated by the repetition rate of the
pulsed laser used for photo-excitation, and typically ranges from t = 0 to 12.5 ns
when an 80 MHz Ti:Sapphire laser is used for two-photon excitation, to 20 ns when
a 50 MHz pulsed diode laser is used for one-photon excitation, and to 50 ns when a
20 MHz pulsed diode laser is used. The time resolution of time-correlated single
photon counting (TCSPC) electronics used in these types of biophotonics mea-
surements are typically better than a few picosecond, so any value measured for the
limiting anisotropy should represent the value of the population anisotropy within
*5 ps of the instant that the population was photo-selected. Equation (12.2), in
conjunction with a random number generator to produce values of θ from an
isotropic distribution, can be used to run Monte Carlo simulations to predict what
the anisotropy value should be for an isotropic population of fluorophores excited
with 1-, 2-, or 3-photon excitation. These calculations predict anisotropy values of
0.40, 0.57, and 0.67 respectively [31]. These theoretical predictions represent the
highest possible anisotropy values for a randomly oriented population of fluoro-
phores excited by 1-, 2- or 3-photon linearly polarized light, and are called the
Fundamental Anisotropy. In practice, the actual anisotropy value measured at t = 0,
r0, is typically less than the Fundamental Anisotropy and is called the Limiting
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Anisotropy. Note that r0 is the anisotropy at t = 0, not to be confused with the
anisotropy at infinite time, r∞. We can see this attenuation for the Venus anisotropy
with two-photon excitation in Fig. 12.5c.

12.7 Depolarization Factors and Soleillet’s Rule

An excellent starting point for learning how to interpret time-resolved anisotropy
curves is to consider why the limiting anisotropy is almost always less than the
fundamental anisotropy. Depolarization factors (d) are experimental influences that
can account for a decrease in the measured anisotropy. One of the prime reasons for
using anisotropy rather than polarization ratios is based on Soleillet’s rule [22].
Soleillet’s rule states that the anisotropy measured will be equal to the fundamental
anisotropy multiplied by all applicable depolarization factors [13, 28]:

r ¼ rf �
Y
i

di ð12:10Þ

For anisotropy experiments involving proteins or other cellular components
labelled with a fluorophore, there are typically four depolarization factors that
should be considered when attempting to account for any discrepancies between
theory and a measured anisotropy value. These are: (1) depolarization due to
instrumentation, (2) depolarization due to non-collinear absorption and emission
dipoles, (3) depolarization due to molecular rotation, and (4) depolarization
occurring as a result of Förster Resonance Energy Transfer (FRET). The first two of
these factors occur very rapidly and, if applicable, would result in a near immediate
drop from the fundamental anisotropy.

12.7.1 Instrumental Depolarization

By definition, the lenses used to build optical microscopes (primarily objectives and
condensers) alter the orientation of light. Accordingly, one adverse effect of mea-
suring anisotropy on a microscope (as opposed to a dedicated fluorimeter) is that the
orientation of linearly polarized excitation light when it reaches the sample is no
longer purely linearly polarized. Similarly, when the fluorescence emission is
collected and relayed to the photo-detector, I|| signal can be contaminated with I⊥
components and vice-a-versa. In general, the higher the numerical aperture (NA) of
the optics, the greater the instrumental depolarization. The quantitative theory for
predicting the impact of lens NA on depolarization (and the value of dNA, see
Table 12.1) for a particular microscope setup has a complex dependence on the
numerical aperture of each lens used in the excitation and emission light paths, and
the refractive index of the medium [1, 2]. It can be visualized empirically by
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time-resolved anisotropy measurements of the same sample while systematically
altering the NA [31]. Simpler schemes for correcting for instrumental depolariza-
tion by altering the value of 2 in the denominator of (12.6) to a value ranging from
2 to 1 with increasing NA optics [3, 9, 26, 27] may have value in producing a
lifetime that decays as a single exponential, but cannot be used in (12.8) to predict
measured anisotropy values as it incorrectly predicts that anisotropy values will
increase with higher NA objectives.

Depolarization due to non-collinear dipoles: while it is usually assumed that the
absorption dipole is identical to the emission dipole of a fluorophore, this is not
always true. If we designate the angle difference between the absorption and
emission dipole of a fluorophore as β, a depolarization factor that accounts for non-
collinear dipoles can be calculated [14]:

db ¼ 3
2
cos2 b� 1

2
ð12:11Þ

β is thought to be a static intrinsic property of a fluorophore that does not change
during the course of a biological experiment. In contrast, some fluorophores do
undergo a conformational change in response to absorbing a photon. These dynamic
changes in fluorophore structure are typically extremely rapid. Thus, regardless of the
mechanism of non-collinearity, non-zero values for β are thought to attenuate the
fundamental anisotropy to yield a diminished limiting anisotropy. In most biological
applications of time-resolved anisotropy, the objective is to observe how the anisotropy
changes with time from the initial limiting anisotropy to explore the fluorophores
ability to rotate, as well as if it is in close proximity to other fluorophores (Homo-
FRET). Accordingly, when applying Soleillet’s rule it is often assumed that the

Table 12.1 Depolarization
factor, dNA, for different
numerical apertures of the
lens and different refractive
indexes of the immersion
medium

N.A. Reference Index dNA
1.4 Oil 0.80

1.2 Oil 0.87

1.2 Water 0.81

1.0 Water 0.89

0.9 Water 0.92

0.75 Water 0.95

0.95 Air 0.77

0.9 Air 0.82

0.75 Air 0.89

0.65 Air 0.92

0.6 Air 0.94

0.5 Air 0.96

0.4 Air 0.97
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limiting anisotropy observed, r0, is a product of both dNA of the objective and dβ (see
12.11) without determining the absolute value of each individual depolarization factor:

r0 ¼ rf � dNA � db ¼ rf � dNA � 3
2
cos2 b� 1

2

� �
ð12:12Þ

12.7.2 Depolarization Due to Molecular Rotation

Depolarization caused by the molecular rotation of fluorophores is typically much
slower occurring on a time scale of hundreds of picoseconds to hundreds of nano-
seconds. Accordingly molecular rotation typically manifests on a time-resolved
anisotropy curve as a slow decay of anisotropy from the limiting anisotropy value.
We have already shown in (12.9) that a spherical molecule that is free to rotate
around its X-, Y-, and Z-axes will decay in time as a single exponential [13, 28]:

rðtÞ ¼ r0 � e�t=hrot

where r0 is the limiting anisotropy, and θrot is the rotational correlation time of the
molecule. The rotational correlation time θrot is related to the rotational diffusion
coefficient, Dr, and is a measure of how rapidly a molecule can rotate; the smaller
the value of θrot, the faster the fluorophore can rotate. The relationship between θrot
and Dr for a molecule in solution is [5, 13]:

hrot ¼ 1
6Dr

ð12:13Þ

The Stokes-Einstein relationship [13] describes how Dr is a function of the
absolute temperature (T), the viscosity (η), and the volume per molecule (V):

Dr ¼ kBT
6Vg

ð12:14Þ

where kB is Boltzmann’s constant. Accordingly:

hrot ¼ Vg
kBT

ð12:15Þ

The time-resolved anisotropy decay of molecules that are asymmetrical can also
be modelled but as a multi-exponential decay (requiring up to 5 decay components):

rðtÞ ¼ r0 �
X
i

ai � e�t=hi ð12:16Þ
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where θi is the ith rotational correlation time of the molecule and ai is the fractional
amplitudes of the ith decay component. Often the signal to noise level of time
resolved anisotropy measurements, particularly at times much longer than the
fluorescence lifetime, preclude accurate fitting to multi-exponential decay models
such as in (12.16). In practice, even non-spherical molecules can be fit well to
(12.9).

12.7.3 Depolarization Due to Homo-FRET
A.K.A. Energy Migration

Another possible reason for observing a time-dependent depolarization when
analyzing time-resolved anisotropy decay curves is if energy transfer is occurring
between fluorophores in the sample [4, 6, 9, 12, 15, 16, 23–27, 31]. Förster Res-
onance Energy Transfer (FRET) is a physical phenomenon where excited state
energy is transferred by a non-radiative mechanism from a photo-selected fluoro-
phore (the donor) to a nearby ground state chromophore (the acceptor) [7, 8, 10, 11,
17, 18, 32]. There are two general types of FRET, Hetero-FRET (where the
excitation and emission spectra of the donor and acceptor are different, and Homo-
FRET where the donor and acceptor have identical spectra (they are distinct mol-
ecules of the same type of fluorophore). In this chapter we will only consider the
impact of Homo-FRET on anisotropy measurements. When Homo-FRET occurs
the donor returns to its ground state and the acceptor is concomitantly raised to its
excited state. Clearly, if the dipole orientation of the acceptor is different from the
dipole orientation of the donor, the emission anisotropy can be altered with Homo-
FRET. For Homo-FRET to occur three conditions must me met: (1) The distance
between a donor and acceptor fluorophores must be typically less than 10 nm. (2)
The fluorophore must have a small Stokes shift such that its absorption spectrum
has a large overlap with its emission spectrum. and (3) The acceptors absorption
dipole must not be oriented perpendicular to the orientation of the electric field
created by the donors oscillating dipole. In time-resolved anisotropy measurements
biological samples are typically labelled with a single fluorophore, and the sample
concentration is experimentally manipulated to keep it low enough so the mean
distance between molecules is much greater than 10 nm. Despite these precautions
to avoid Homo-FRET, many biological molecules can form multimers that may
result in Homo-FRET. Equation (12.17) describes the anisotropy decay for a
spherical complex having two fluorophores in close proximity (a dimer) separated
by distance R:

rðtÞ ¼ r0 � aFRET � e�t=/ þ aRot � e�t=h
� �

ð12:17Þ

where / is the Homo-FRET correlation time of the complex, θ is the rotational
correlation time, aFRET is the fractional amplitude of the Homo-FRET decay
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component, aRot is the fractional amplitude of the rotational decay component. For
energy migration between two fluorophores the Homo-FRET correlation time is a
function of ω, the FRET transfer rate [21, 24, 29]:

/ ¼ 1
2x

ð12:18Þ

If ω, the FRET transfer rate is much faster than the fluorescence emission rate
(1/τ), then the amplitude of the Homo-FRET decay component for Homo-FRET
between two fluorophores will be approximately 0.5, and:

aRot ¼ 1� aFRET ð12:19Þ

In general, aFRET will be approximately 1 − (1/N) where N is the number of
fluorophores in a complex that are transferring energy by Homo-FRET. Thus the
aFRET amplitude for a trimer transferring energy by Homo-FRET will be greater
than for a dimer at the same separation [31]. The rate of energy transfer by FRET
has an inverse sixth power dependence on the separation of the donor and acceptor:

x ¼ 1
s
� R0

R

� �6

ð12:20Þ

where R is the separation between the donor and acceptor, and R0 is the Förster
distance or the distance where the transfer rate (ω) is equal to the emission rate (Γ),
the inverse of the lifetime (τ) in the absence of FRET. Equation (12.20) assumes
that donors and acceptors in the sample population are randomly oriented and rotate
rapidly during the excited state lifetime such that the dipole orientation factor κ2 is
equal to 2/3. If it is not valid to assume a κ2 value of 2/3, for example, if fluoro-
phores do not rotate rapidly during the excited state, then the transfer rate of an
individual FRET pair can be calculated using (12.21) by specifying the specific
value of κ2 [30]:

x ¼ 3
2
� j

2

s
R0

R

� �6

ð12:21Þ

Under these circumstances it is possible to observe heterogeneity in the transfer
rates of the population of FRET pairs despite having a homogenous separation
between donors and acceptors [30]. Vis-à-vis Homo-FRET, having heterogeneous
κ2 values can result in an attenuated Homo-FRET decay component amplitude
(aFRET) as well as observing multiple Homo-FRET correlation times (as manifest by
a multi-exponential Homo-FRET decay component).
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12.7.4 Complex Time-Resolved Anisotropy Curves

Time-resolved anisotropy curves typically decay from a limiting anisotropy (r0) to
an anisotropy value of zero if fluorophores are free to rotate in all directions (see
12.16). Similarly, if Homo-FRET is occurring, a faster decay component associated
with FRET will be observed in addition to the rotational anisotropy decay (for
example see 12.17). For small fluorophores that can rotate rapidly, it may be
difficult to differentiate between depolarization caused by fast rotation and depo-
larization caused by FRET. In some samples the ability of fluorophores to rotate
will be hindered. This is often observed for fluorophores that partition into lipidic
membranes that align either perpendicular or parallel to the plane of the membrane.
The time-resolved anisotropy curve for samples with ‘hindered’ rotation will decay
from the limiting anisotropy value to a non-zero asymptote, r∞, the anisotropy
value at infinite time:

rðtÞ ¼ ðr0 � r1Þ �
X
i

ai � e�t=hi

 !
þ r1 ð12:22Þ

Even more complicated time-resolved anisotropy curves can be observed if more
than one type of fluorophore is present and if the different fluorophores have dif-
ferent lifetimes and time-resolved anisotropies. With multiple fluorophores the
average time-resolved anisotropy of a population of fluorophores is [14]:

�rðtÞ ¼
X
i

f ðtÞi �r ðtÞi ð12:23Þ

where f(t)i is the time-dependent fractional intensity of the ith fluorescent compo-
nent and r(t)i is the time-resolved anisotropy of the ith fluorescent component. The
time-dependent fractional intensity, f(t)i, is the abundance-weighted lifetime of a
single fluorophore in the population divided by the sum of the abundance weighted
lifetimes of all fluorescent species in the population:

f ðtÞx ¼
ax � IðtÞxP
i
ai � IðtÞi

ð12:24Þ

where ax is the abundance of fluorophore x in the population and I(t)x is the lifetime
of fluorophore x. Equation (12.24) indicates that the anisotropy of a population of
fluorophores is simply the intensity weighted sum of the anisotropy values of the
individual fluorophores in the population. Interpretation of ensemble anisotropy
values from populations with more than one type of fluorophore (each having
unique anisotropy and lifetime values) can be challenging (for example see
Fig. 12.6).
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Chapter 13
Time-Resolved Spectroscopy of NAD(P)H
in Live Cardiac Myocytes

Alzbeta Marcek Chorvatova

Abstract Monitoring cell and tissue physiological parameters, such as metabolic
state in real time and in their true environment is a continuous challenge. In the last
decades, advanced photonics techniques were developed, combining fluorescence
spectroscopy with time-resolved and imaging techniques, thus opening completely
new opportunities for investigation of fluorescence parameters in living cells. This
is particularly true in the case of evaluation of endogenous fluorescence or auto-
fluorescence (AF) of living cells, derived from nicotinamide dinucleotide (phos-
phate) (NAD(P)H). We have pioneered the application of time-resolved
fluorescence spectroscopy to evaluate changes in metabolic oxidative state directly
in living cardiac cells by means of endogenous NAD(P)H fluorescence. NAD(P)H
fingerprinting was investigated in living cardiac myocytes isolated from left ven-
tricle (LV) of rats by spectrally-resolved lifetime detection using spectrally-resolved
time-correlated single photon counting (TCSPC). Metabolic modulation was
employed to evaluate individual NAD(P)H fluorescence components. Advanced
data analysis leading to development of techniques and analytical approaches aimed
at precise separation of individual fluorescence components from the recorded AF
signals was also performed. Spectral decomposition of time-resolved NAD(P)H
fluorescence signals by linear unmixing approach was successfully achieved.
Gathered results demonstrate that combined approaches between time-resolved,
spectroscopic and imaging systems open new possibilities for understanding the
precise role of mitochondria in complex pathophysiological conditions and for
finding new non-invasive clinically-relevant diagnostic applications.
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13.1 Non-invasive Investigation of Metabolic Oxidative
State in Living Cardiac Myocytes

Metabolism is crucial for cardiac cell contraction. The heart is a pump converting
chemical energy into mechanical work and the power for this work is gathered almost
entirely from oxidation of carbon fuels and, to a great extent, these fuels are provided
by coronary (myocardial) blood flow. In the heart, oxidative metabolism is primarily
the function of mitochondria in the process of oxidative phosphorylation by the
respiratory chain [17]. This process is coupled with the oxidation of NADH, the
principal electron donor for the electrochemical gradient that is indispensable for
oxidative energy metabolism. The first step in this process, which accounts for 95 %
of ATP generation needed for cardiomyocyte contraction, is the dehydrogenation of
NADH by flavoproteins of Complex I of the mitochondrial respiratory chain.
Because of the high oxidative metabolism, heart cells have enhanced oxidative
capacity, demonstrated by their ultrastructure [4]: 25–35 % of total cardiomyocyte
volume is occupied by mitochondria, distributed in stripes, where oxidative phos-
phorylation takes place. Energy generated by the network of cardiac cells serves for
the main function of the heart—its contraction—allowing the pumping of the blood.
Mitochondrial role in cellular bioenergetics predestine them to play a pivotal role in
various human diseases—the implication of the mitochondrial dysfunction in CV
disease was largely reviewed [2]. Possibility to study, non-invasively, rapid changes
in metabolic oxidative state is therefore crucial for understanding of processes in
living cardiac cells and their alterations in pathophysiological conditions.

In the CVS, endogenous fluorescence of NAD(P)H and flavins has long been
used for non-invasive monitoring of processes, such as modifications in metabolic
oxidative state, or change in myocardial tissue status (reviewed in [28]). Dehy-
drogenation of NADH, the principal electron donor for the electrochemical gradi-
ent, by flavoproteins of the mitochondrial respiratory chain is indispensable for
ATP generation and thus oxidative energy metabolism. In addition, during oxida-
tive stress, cellular NADPH content is modulated through the release of peroxides
and various by-products that have been shown to decrease the activity of several
enzymes, such as NADP-isocitrate dehydrogenase. In the last decades, advanced
photonics techniques have been developed to monitor endogenous fluorescence in
living cells and tissues [25, 30].

13.1.1 Experimental Set-up for Time-Resolved NAD(P)H
Recordings on Living Cardiac Cells

The experimental setup is shown in Fig. 13.1 It consists of a Zeiss Axiovert 200
microscope, a Becker & Hickl 375 nm picosecond diode laser, a Proscan Solar 100
spectrograph, and a PML-16 multichannel detector and an SPC-830 TCSPC
module from Becker & Hickl.
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The collimated beam of the picosecond diode laser is sent through the back port
of the microscope. There it is reflected by a dichroic mirror in a standard
beamsplitter cube in the filter carousel of the microscope, and focused into the
sample by the microscope lens. It creates a slightly defocused elliptical spot with
typical dimensions of 10 × 20 μm, chosen in regard to average the fluorescence
signal over the width of a single myocyte [4]), see inset in Figs. 13.4, 13.7.

The fluorescence is detected back through the microscope lens, and separated
from the excitation light by the dichroic mirror in the filter cube. A filter at the
output of the filter cube suppresses scattered excitation light. The tube lens of the
microscope focuses the light from the illuminated area into the output image plane
at the side port of the microscope.

The spectrograph is put into this plane with its input slit. The spectrograph
projects a spectrum of the fluorescence signal on the cathode of an R5099-L16
16-channel PMT inside the PML-16 detector module. The detector module contains
routing electronics which provides, for every photon detected, a timing pulse and a
routing signal. The routing signal indicates the PMT channel in which the photon
was detected. The timing pulse and the routing signal are fed into the SPC-830
TCSPC module which builds up a photon distribution over the times of the photons
after the laser pulses and the detector channel, see Chap. 1, Sect. 1.4.1 for details.
The result is a 2-dimensional data array that contains individual decay curves for
the 16 wavelengths. Because the decay curves are built up simultaneously, motion
in the cardiomyocytes or photobleaching do not cause distortion in the recorded
spectra. The setup and its application to the study of cardiac myocytes are described
in [20, 29, 31].

For the results presented here, fluorescence decays were measured for 30 s in
the 16 spectral channels simultaneously over a wavelength range of 385–675 nm.

Microscope
lens Dichroic

mirror

Tube
lens

laser

16
channel
PMT

Routing

electronics

Spectrograph

Timing reference
from laser

SPC-830

TCSPC Module

Sync

Routing

CFD

Timing
pulse

Wavelength
Timing
reference
to TCSPCMicroscope

PML-16

16-channel TCSPC detector

BDL-375nm

ps Diode
Zeiss Axiovert

Filter

SL 100

Fig. 13.1 Experimental setup for time-resolved fluorescence spectroscopy. A 375-nm picosecond
laser diode (Becker & Hickl) was used as an excitation source with *1 mW output power. The
emitted cell autofluorescence, separated from laser excitation by 395 nm dichroic and 397 nm
long-pass filter in the Axiovert 200 M (Zeiss, Canada), was spectrally dispersed by an imaging
spectrograph (Solar SL 100 M, Proscan, Germany), detected by a PML 16 16-channel TCSPC
detector and recorded by an SPC-830 TCSPC module, both Becker & Hickl, Germany. Described
in detail in [20]
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The half-width of the instrument response function (IRF) was estimated to be 0.2 ns
[20] with the temporal resolution of the system set to 24.4 ps/channel. Cells were
mounted on an inverted microscope and studied at room temperature in 4-well
chambers with UV-proof, coverslip-based slides (LabTech, Canada). Data were
always evaluated from the first measurement of each cell (measured for 30 s) to
avoid artefacts induced by photobleaching.

13.1.2 Time-Resolved Fluorescence Spectroscopy
of NAD(P)H in Vitro

Measurement of the fluorescence of endogenous fluorophores in vitro is a
prerequisite for demonstrating their presence in living cells, as well as for having
reference spectra for separation of individual components. NADH and NADPH
are endogenously fluorescent molecules [30]; their fluorescence spectra and fluo-
rescence lifetimes (Fig. 13.2A) were studied in vitro in the intracellular media-
mimicking solution (pH 7.25) [1, 29]. Spectral intensity was linearly dependent on
the NADPH concentration (Fig. 13.2Aa), as illustrated at the maximum emission
wavelength of 450 nm (Fig. 13.2Ac) with no modification in the fluorescence decays

Fig. 13.2 NAD(P)H fluorescence in vitro. A Concentration-dependence of NADPH fluorescence
in the intracellular media-mimicking solution (pH 7.25), excitation 375 nm. Background-corrected
emission spectra (a), normalized fluorescence decays at 450 nm (b) and the total photon counts at
450 nm (c) as a function of the NADH and NADPH concentration. B Viscosity-dependence of the
NADPH (10 μM) fluorescence in intracellular solution. Background-corrected emission spectra
(a) and normalized fluorescence decays at 450 nm (b). Data are shown as mean ± SEM (n = 5 for
all but 0 μM for which n = 3). C Normalized spectra of NADH (20 μM) in inorganic (grey) and
organic (black) solvents (all 100 %). Published in [1, 29]
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(Fig. 13.2Ab). Normalized spectra for NADPH concentrations from 1 to 20 μM
overlaid perfectly (data not shown), confirming the same molecular origin. Compa-
rable results were obtained for NADH, in accordance with the fact that NADH and
NADPH are inseparable by fluorescence spectra, or fluorescence lifetimes, only with
slightly higher quantum yield for NADH than for NADPH (Fig. 13.2Ac) [1, 89].

To test the sensitivity to molecular environment, we have recorded NADH and
NADPH in different organic and inorganic solvents (Fig. 13.2B and C). As illus-
trated by the addition of different concentrations of glycerol versus H2O, the total
photon counts, measured at the emission maximum (λem = 450 nm) revealed
exponential rise of the peak of NADPH fluorescence intensity (Fig. 13.2Ba) [29].
This result was due to the prolongation of the fluorescence lifetimes in a highly
viscous environment (Fig. 13.2Bb) and is in agreement with previous findings [46]
showing that the sensitivity of NADPH fluorescence intensity to changes in its
microenvironment can be related to changes in the molecular mobility and/or
modification in the conformation of NADPH molecules in more viscous milieu.
Importantly, we also noted a slight (10 nm) blue spectral shift when NADH or
NADPH fluorescence was recorded in organic solvents, as opposed to the inorganic
ones (Fig. 13.2C). These experiments also demonstrated sensitivity of the con-
structed experimental set-up for recording physiological concentrations of these
endogenous fluorophores.

13.1.3 Time-Resolved NAD(P)H Fluorescence Spectroscopy
in Cardiac Mitochondria

Cardiac mitochondria are crucial for the heart oxidative metabolic status, as they
contain respiratory chain responsible for the ATP production in cardiac cells. To
demonstrate that, in cardiomyocytes, the presence of endogenous fluorescence
derived from NAD(P)H primarily related to these organelles, confocal images of
unstained myocytes were gathered by the 2 photon excitation induced by 777 nm
light to verify NAD(P)H fluorescence distribution (Fig. 13.3a). Recorded images
clearly demonstrated that endogenous NAD(P)H fluorescence in cells was distrib-
uted in stripes.Verification of mitochondrial distribution using mitochondrial fluo-
rescence probe Tetramethylrhodamine (TMRM) confirmed stripe-like distribution
of mitochondria [4]. These results are in agreement with 2 photon microscopy and
spectroscopy recording used previously to evaluate spatial distribution and intensity
changes of NAD(P)H fluorescence in living cardiac myocytes [59]. AF excitation-
emission spectra in heart mitochondria isolated from rat hearts by differential
centrifugation [23] demonstrated presence of both NAD(P)H and flavin fluores-
cence (Fig. 13.3b). This result revealed comparable peaks to those recorded in
cardiac myocytes [23] and was also in agreement with previous observations in
pigeon heart mitochondria that identified excitation/emission spectra of oxidized
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flavoproteins and reduced pyridine nucleotide fluorescence [16]. Time-resolved
measurements from isolated mitochondria after excitation at 375 nm showed at least
a double exponential decay of 0.47 and 1.32 ns (Fig. 13.3c) [58]. These results
correspond to data in intact porcine heart mitochondria, where 3 NAD(P)H fluo-
rescence lifetime pools have been identified [10]: a free pool with a lifetime of
0.2–0.4 ns, an intermediate pool (1–2 ns), and a long lifetime pool (3–8 ns). The
intermediate and long lifetime pools were proposed to be resulting from protein
binding of NAD(P)H.

Fig. 13.3 Mitochondrial NAD(P)H fluorescence of rat cardiac cells. a Confocal image of NAD(P)
H distribution in a cardiac cell (777 nm two-photon excitation, HFT KP 700/488 dichroic filter and
450–470 nm spectral range for emission detection). b Excitation-emission matrix recorded in
isolated cardiac mitochondria (arrow points to the NAD(P)H peak) by spectro-fluorimetry.
c Example of the NAD(P)H fluorescence decay recorded in isolated rat cardiac mitochondria after
excitation by 375 nm laser by time-resolved fluorescence. For more details, see [23, 58]
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13.1.4 Time-Resolved NAD(P)H Fluorescence Spectroscopy
in Isolated Cardiac Myocytes

Recording of time- and spectrally-resolved fluorescence from isolated living
LV cardiomyocytes was highly reproducible for both NAD(P)H (Fig. 13.4a)
[21, 29, 31] and flavins [23, 24]. Cardiac myocytes were isolated from LV of female
rats after retrograde perfusion of the heart with proteolytic enzymes, as previously
reported [5, 32]. Steady-state emission spectra of the cardiomyocyte NAD(P)H
fluorescence, calculated from the total photon counts on each spectral channel, had
a spectral maximum at 450 nm (Fig. 13.4b). Analysis of the AF decay recorded in
cardiomyocytes showed acceptable chi-square values (χ2 < 1.2) and flat plots of
weighted residuals when using at least a 3-exponential model with lifetimes
(Table 13.1). Gathered data are in good agreement with lifetime values estimated in
cardiomyocyte mitochondria [10], as well as in human cardiac myocytes [18, 19].

13.2 Analysis of Individual NAD(P)H
Fluorescence Components

Finding an appropriate analytical approach for analysis of time-resolved fluorescence
data, particularly when performed in living cells and tissues, is a prerequisite to insure
that physiological significance of the recorded data is correctly recovered [64]. At
the same time, it is also one of the main limitation of fluorescence lifetime imaging
(FLIM) recordings, in regard to large amount of complex data, as well as in regard to
availability of the sufficient number of photons for each measurement point. The
physically relevant models need to include the general knowledge of the investigated
system, together with the established statistical properties of the residuals [82].

Fig. 13.4 Spectrally- and time-resolved AF of cardiac myocytes. a Original recording of the time-
resolved spectroscopy measurements of NAD(P)H fluorescence in living cardiac cells, excitation
at 375 nm (mean of 10 measurements; in the inset, representative transmission image of the single
cardiomyocyte illumination). b Total photon counts of NAD(P)H fluorescence in rat cardiac
myocytes in control conditions (Data are shown as mean ± SEM, n = 70 cells). c Decay associate
spectra for estimated fluorescence lifetimes. Published in [20, 33, 39]
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The separation and quantification of individual components underlying multi-
exponential decays of autofluorescing species in biological cells and tissues still
represent tough scientific challenges that have not yet been fully resolved. Searching
for the best approach for precise separation of fluorescence from individual fluoro-
phores directly in living cells and tissues is therefore one of the main tasks to solve.

13.2.1 Global Analysis and Decay Associated Spectra (DAS)

Typical approach to analyze fluorescence decay (illustrated in Fig. 13.3c) is to fit
the decay curve, while establishing discrete components—fluorescence lifetimes—
for each fluorescence decay. This approach allows to calculate relative intensities
and relative fractions for each component, as well as an average fluorescence
lifetime for each decay (Table 13.1). However, although this approach can serve to
distinguish between distinct cellular states, it has several limitations. On one hand,
such components do not necessarily match the fluorescence lifetime distribution for
such system. On the other hand, values thus gathered cannot easily be related to one
precise fluorescence component. One solution is to estimate spectral shapes of
underlying components by recording the fluorescence decays on multiple wave-
lengths (Fig. 13.4a), which is useful to link lifetimes with variable amplitudes. In
such case, spectral coordinates can be processed to create a set of decay-associated
spectra (DAS), corresponding to individually-resolved lifetimes, estimated by
global analysis [61, 88]. The DAS for cardiomyocyte NAD(P)H fluorescence
(Fig. 13.4c) were constructed for each lifetime pool as a product of wavelength-
dependent fractions of the NAD(P)H fluorescence emission of each lifetime pool
with respect to total fluorescence, multiplied by total photon counts [10]. The
resulting DAS showed that, for cardiomyocytes in control conditions, the 1st and
2nd lifetime pools with sub-nanosecond decay kinetics had similar spectra with
maximum around 450–470 nm and red-shifted shoulder at 490 nm, while the 3rd
lifetime pool with the longest lifetime has a blue-shifted peak with the maximum
around 430–450 nm. Comparison of the first two spectra observable in the cells to
the spectral profiles of NADH showed almost perfect fit of the component measured
in water (and in inorganic solvents in vitro, Fig. 13.2c, in general), with the first two
DAS components, as well as a very good fit of the glycerol- (and organic solvents
in general)-like component to the third DAS component. These results uncover the
presence of two spectrally-distinct components in UV-excited AF of cardiac cells
with 3 fluorescent lifetimes. However, although this result gives an indication of
underlying fluorescence species and their spectral shapes, it is of a limited use in
complex cellular environment.
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13.2.2 Time-Resolved (TRES) and Area-Normalized
(TRANES) Emission Spectra

To estimate the number of individual spectral components present in the fluores-
cence decays recorded in complex environment of living cardiac cells, an approach
proposed for semi-quantitative analysis of the multi-fluorophore mixtures [62] was
applied. Series of consecutive spectral profiles decaying in time, time-resolved
emission spectra (TRES) sequences were computed from original multi-wavelength
TCSPC recordings of NAD(P)H fluorescence by summing the data in several
consecutive temporal windows (Fig. 13.5a), as previously described for flavin
fluorescence [20]. TRES analysis offers an alternative approach to DAS by esti-
mating spectral components in complex sample. In addition, TRANES—area
normalized TRES—method [62] where the spectra are further background sub-
tracted and normalized, indicates the number of the most pronounced fluorescence
species present in the sample. This approach allowed to precisely identify the ns
changes of the spectra during the fluorescence decay of NAD(P)H in cardiomyo-
cytes. Without any a priori knowledge of excited-state kinetics, the presence of each
isoemissive point indicates the existence of two emitting species in the sample [62].
TRANES analysis of the cell AF in control conditions (Fig. 13.5b) revealed one
isoemissive point at *460 nm (see grey arrow at the Fig. 13.5b), pointing to two
dominant spectral components with different decay kinetics, peaking around
430 nm (component 1) and 470 nm (component 2). In both cases, the component at
longer wavelength rapidly faded in the first couple of ns, suggesting the presence of
the process with the corresponding lifetime at the order of 1 ns or less; while the
peak with shorter emission maximum was readily observable even after 5 ns of the
decay. Most important components in the data were then identified by principal
component analysis (PCA), while the component’s most probable positions
(spectral maxima) and thus their spectral profiles were determined by a target
transformation technique (see [20] for details) following analysis of cell responses
to metabolic modulators. With this approach, in addition to 2 components already
present in control conditions (Fig. 13.4c): the 1st component peaking at 430–

Fig. 13.5 Time-resolved, area-normalized emission spectroscopy (TRANES) of NAD(P)H
fluorescence in a cardiac myocyte. (a, b) TRES and TRANES of cardiac cell AF in control
conditions; arrow points to the isoemissive point. c Principal components resolved by PCA in
living cardiac cells. Published in [33]
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450 nm and the 2nd one with 450–470 nm spectral maximum, we also resolved 3rd
significant spectral component with 510–530 nm spectral maximum (Fig. 13.5c),
noted in some metabolic conditions only.

13.2.3 Separation of Individual NAD(P)H Fluorescence
Components by Spectral Unmixing

To separate individual components in time-resolved NAD(P)H fluorescence, an
original approach of time-resolved spectral decomposition was applied. Based on
spectral decomposition of flavin fluorescence from spectrally-resolved TCSPC data
[27], performed using spectral unmixing algorithms for multispectral imaging
[37, 97], individual spectral components of NAD(P)H fluorescence recorded by
multi-wavelength fluorescence lifetime spectroscopy were resolved in isolated
cardiomyocytes [21, 31]. As featured at Fig. 13.6a, presence of three different
components was confirmed with largest contribution of C1 and C2 to the overall
fluorescence amplitude, as illustrated by spectrally unmixed fluorescence intensity
for each component (Fig. 13.6b). A 0.5 ns steps served for the reconstitution of the
fluorescence decay of each component using the sequential PCA over different time
delays. Mono- or multi-exponential fit (Fig. 13.6c) was then applied to gather
information on the fluorescence lifetime and amplitude of each resolved component:
1st (Fig. 13.6-C1), 2nd (Fig. 13.6-C2), and 3rd (Fig. 13.3-C3), respectively [31, 33].
Both components derived from NAD(P)H in organic and inorganic solvents pre-
sented mono-exponential decay. The 3rd component, corresponding to flavin fluo-
rescence, was best fitted with double exponential decay; with its maximum at 520 nm,
this component had little contribution to the overall photon counts at 450 nm. In
addition to the Phasor (lifetime, spectral, or combined) approach [38, 42, 43, 83],
this method thus represents a new tool to separate individual components in time-
resolved fluorescence spectroscopy data, based on distinct spectral and lifetime
characteristics, which are corresponding to precise molecules species.

Fig. 13.6 Spectral decomposition of NAD(P)H fluorescence components in living cardiac cells.
a Reference spectra selected as a base for spectral decomposition. b Photon counts calculated for
each resolved component by area integration. c Fluorescence kinetics of the three spectral
components (C1-1st component, C2-2nd component, C3-3rd component), estimated by spectral
unmixing. The number of analyzed cells: n = 120; data are presented as mean ± SEM. Published in
[21, 33]
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13.2.4 Responses to Metabolic Modulation

In order to identify the nature of the resolved spectra, metabolic approach—similar
to the chemiometric one—was employed. The sensitivity of the resolved compo-
nents to changes in respiratory chain, in NADH production, as well as in lipid
composition was tested in their cellular environment by evaluating the cell
responsiveness to known metabolic regulators (Fig. 13.7 and Table 13.1) [33]. First,
the sensitivity of the components to modulation of the mitochondrial respiratory
chain was verified. On one hand, enhancement in the mitochondrial NADH content
following restriction of the respiratory chain by Rotenone (1 μM), the Complex I
inhibitor, significantly increased the fluorescence amplitude of both components
(Fig. 13.7Ba, Bb), without notable effect on the fluorescence lifetimes (Fig. 13.7Aa,
Ab). The addition of Na-cyanide (4 mM), the inhibitor of Complex IV, alone, or in
the presence of Rotenone maintained higher fluorescence amplitudes of the two
components. On the other hand, uncoupling ATP synthesis by DNP (50 μmol/L) or
FCCP (200 nmol/L) lowered NAD(P)H content in cells, in accordance with a
higher NADH dehydrogenation rate. This action was accompanied by change in the

Fig. 13.7 Metabolic modulation of unmixed components. Estimated fluorescence lifetimes (A),
together with calculated photon counts (B) of the resolved fluorescence component 1 (a) and
component 2 (b) at 450 nm during metabolic modulation. (C) Ratio of the component 2 and
component 1 amplitude with representative transmission image of the cell illumination in each
condition. Data are shown as mean ± SEM, Control conditions (n = 120), Rotenone (1 μM;
n = 30), Na-cyanide (4 mM; n = 10), NaCN+Rotenone (n = 15), DNP (50 μM; n = 15), fccp (200
nM; n = 20), after application of 20:1 (n = 35) or 2:1 BHB/AcAc (n = 18), lactate (2 mM) and
pyruvate (100 μM; n = 10), MCβD (1 %; n = 10), *p < 0.05 versus control. Published in [33]
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value of the fluorescence lifetime: decrease in the 1st, but increase in the 2nd
resolved NAD(P)H component. These effects of modulators had repercussions also
on the “free/bound” component amplitude ratio (Fig. 13.7c), which was proposed to
correspond to NADH/NAD+ reduction/oxidation pair [9, 75] and is thus an
important indicator of mitochondrial metabolic status modifications.

Second, to promote mitochondrial NADH production as opposed to the one in
the cytosol, BHB (3 mmol/L) was administered to cardiomyocytes in basic extra-
cellular solution in the presence of different AcAc concentrations (Fig. 13.7):
1.5 mmol/L (ratio 2:1), closer to physiological conditions [76], and 150 μmol/L
(ratio 20:1), to favour NADH production. As expected, increasing the BHB/AcAc
ratio from 2:1 to 20:1, a condition favourable to NADH production, evoked rise in
the amplitude of both 1st and 2nd component, in accordance with a higher NADH
concentration in cardiomyocyte mitochondria, without affecting fluorescence life-
times, or the component amplitudes ratio and thus mitochondrial redox potential.
Third, to promote rise in the cytosolic NADH production, lactate (2 mmol/L) was
administered in the presence of pyruvate (100 μmol/L) in concentrations found in
the blood of studied animals [4]. This action had no significant effect on the
fluorescence, indicating that the analyzed fluorescence signal is principally derived
from the AF of mitochondria. Finally, the sensitivity of the resolved components to
the presence of cholesterol in the cell membranes was also verified (Fig. 13.7). We
noted that depletion of the cholesterol content with MCßD (1 %) [68] increased the
fluorescence lifetime of the 1st component. These experiments demonstrated that
the resolved components are selectively sensitive to changes in metabolic state,
while pointing to higher specificity of the 1st lifetime component to lipid
environment.

13.2.5 Perspectives in the Component Analysis: Data
Classification

Presented analytical approach, based on spectral linear unmixing of individual
component demonstrates how to resolve and determine precise molecular species
present in a complex sample. However, the use of such procedure may not be
always advantageous when data classification rather than evaluation of underlying
molecular origins is required, as is often the case when rapid decision-making is
needed, for example in clinical diagnostics. In this case, other methods for data
classification can be considered. Estimation of spectral and/or time-resolved pat-
terns associated with healthy versus diseases states is another mean to achieve
classification of specific states and allow diagnostics of metabolic states in living
cells and tissues. To classify metabolic state of living cells, classical approach based
on spectral analysis can be employed, where the individual spectral components
contributing to cell AF are estimated by blind source separation using non-negative
matrix factorization [73]. This approach was demonstrated, for example, for flavin
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fluorescence images of isolated cardiac cells in respect to responses to metabolic
modulators [26]. However, in order to use an analytical approach better suited for
fast data evaluation needed in situations such as clinical diagnostics, the classic
classification method can be replaced by an advanced data analysis: the machine
learning approach [70]. This approach is based on support vector machine with the
set of the automatically calculated features from recorded spectral profile of spectral
AF images. Our first results showed that machine learning can effectively classify
the spectrally resolved flavin fluorescence images without the need of detailed
knowledge about the sources of AF and their spectral properties [71]. This approach
can also prove to be suitable for analysis of clinical data recorded by time-resolved
fluorescence spectroscopy in the future.

13.3 Time-Resolved NAD(P)H Spectrometry
in CVS Physiology

To introduce AF-assisted examination in cardiac myocytes for the CVS physiology
studies, verification of NAD(P)H recordings in close-to-physiological conditions
needs to be performed. In the case of living cardiac myocytes, this includes the
modulation of AF during cells contraction and verification of the extent of
photobleaching. In addition, to evaluate the methodology for investigation of
metabolic changes during physiological LV remodelling, two conditions were
chosen: NAD(P)H changes were investigated in the natural condition of pregnancy,
while the effect of pharmaceutical drug was tested on a model drug—the Na pump
inhibitor—ouabain.

13.3.1 Recordings in Contracting Myocytes

To evaluate changes of the metabolic oxidative state under physiological condi-
tions, recording of NAD(P)H fluorescence was tested during cardiac cell contrac-
tion. Such recording is a complex technology problem. To solve this issue, we have
designed a set-up [22] that allowed us to record rapid changes in AF during cell
contraction stimulated by external platinum electrodes, incorporated in a home-
made bath and triggered by a pulse generator at a frequency of 0.5 Hz (to stabilize
sarcoplasmic reticulum loading), or 5 Hz (the rat heart rate) [4]. The basic timing
sequence of the experiment is shown in Fig. 13.8, left.

The myocyte is stimulated periodically by an electrical pulse. After every
stimulation pulse it contacts for a short period of time and then relaxes. Synchro-
nously with the stimulation the ps diode laser is turned on for 100 ms via its ‘laser
on’ signal. During the turn-un time the laser excites fluorescence and sends syn-
chronisation pulses to the SPC-830 TCSPC module. The SPC-830 records only
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when the synchronisation pulses are present. Fluorescence from different contrac-
tion states of the myocyte can thus be recorded by shifting the ‘laser-on’ pulse
within the stimulation period.

Alternatively, the principle can be modified to record fluorescence from the
contracted and the relaxed state in the same stimulation period, see Fig. 13.8, right.
In that case, the laser is turned on both at the beginning (in the contracted state) and
at the end (in the relaxed state) of the stimulation period. The data from the two
states are routed into different memory blocks of the SPC-830 module by a (TTL)
routing signal. Please see Chap. 1, Sects. 1.4.1 and 1.4.2 for routing principle.

We selected the relatively tiny illumination (laser-on) time due to the short
length of the contraction cycle of a field-stimulated cardiac cell [32]. However,
recording of fluorescence during such rapid process is problematic, as the fluo-
rescence signal in 1 contraction cycle is insufficient to gather analysable data. We
therefore accumulated the data over a large number of stimulation periods. Typi-
cally, we used a total collection time of 100 s (corresponding to the effective photon
counting time of 100 s × 0.5 s−1 × 100 ms = 5 s). This approach allowed us to
record a sufficient amount of emitted fluorescence in the 100-ms range, which is
required to be able to study physiological behaviour of cardiomyocytes during their
contraction.

Employing this setup, experiments can be performed at variable temperature
(from room 24 °C to physiological 35 °C). The applicability of the newly developed
setup was demonstrated by recording calcium transients at maximum contraction in
cells loaded with the Fluo-3 fluorescent probe (excited by 475 nm pulsed pico-
second diode laser) [22]. When time-resolved spectroscopy signals of flavin [22] or
NAD(P)H [34] were evaluated during cell contraction at frequency 0.5 Hz, no
significant change in the fluorescence at the peak of contraction and at rest was
found. These results are in accordance with previously published observation that,
during cell contraction, NADH levels have been shown not to change in single rat
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Fig. 13.8 Autofluorescence recording during cardiomyocyte contraction. Left Experiment timing,
selection of myocyte state via temporal position of the Laser ‘on’ pulse in the stimulation period.
Right Recording of contracted and relaxed state in the same stimulation period. Data are recorded
into different memory blocks of TCSPC module by routing signal
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myocytes [49, 50, 90], while in trabeculae, a decrease in the fluorescence was seen
[13]. Interestingly, as opposed to steady-state measurements, we noted more
important contribution of the component 2 (“free NAD(P)H”) when compared to
the component 1 during contraction at 10 ms, see Fig. 13.9.

These experiments demonstrate the applicability of the time-resolved spectros-
copy AF measurements under physiological conditions. They also confirmed that
the use of repetitive scanning, synchronized to cell contraction, is a safe approach to
gather dynamic information from these cells.

13.3.2 Photobleaching

Photobleaching, recorded following repetitive scanning, is a phenomenon that can
significantly hamper fluorescence recordings and has to be monitored. It is con-
sidered to be closely related to two phenomena: photodamage and phototoxicity
[63]. The level of photobleaching of NAD(P)H fluorescence was verified under our
standard recording conditions (as described in Sect. 13.1.1). In these experiments,
as illustrated in Fig. 13.10, NAD(P)H fluorescence was measured every minute for
30 s for the duration of 7 min, while the laser power was not modified. In order to
precisely identify the effect of photobleaching, individual components of the NAD
(P)H fluorescence were resolved by linear unmixing of the time-resolved spec-
troscopy signals, as described in Sect. 13.2 [33]. We identified comparable level of
photobleaching of the two components [34] with the maintenance of the component
amplitude ratio, which is a prerequisite for the correct estimation of metabolic state
modifications. Low photobleaching rate is also a requirement for investigation
of NAD(P)H changes during repetitive fluorescence recording performed in

Fig. 13.9 Autofluorescence recording during cardiomyocyte contraction. Left NAD(P)H fluores-
cence photon counts calculated for the resolved component 1 and component 2 by area integration.
Right Fluorescence kinetics of the two spectral components estimated by spectral unmixing in
contracting cardiac myocytes (375 nm excitation, 0.5 Hz stimulation rate, room temperature,
recorded at the peak of contraction, 10–110 ms, n = 15 cells). Data are shown as mean ± SEM. For
more details, see [22, 34]
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experiments where cells were electrically stimulated to induce contractions (dis-
cussed in the Sect. 13.3.1). These results demonstrate that the application of time-
resolved spectroscopy recording has much lesser effect on photobleaching than the
confocal microscopy, for example, in agreement with previous observations that
FLIM by TCSPC is less prone to bleaching than wide-field time-gating of fre-
quency-domain FLIM [63], for example. These results confirmed that time-resolved
spectroscopy recording by TCSPC is a safe method for monitoring metabolic
oxidative state by means of recordings of endogenous fluorescence from live cells.

13.3.3 Cardiac Remodeling in Pregnancy

To investigate metabolic modifications under physiological conditions, a highly
interesting physiological condition of pregnancy has been chosen as a model system.
Normal pregnancy (P) induces significant CVS changes, associated with haemody-
namic and endocrine modifications that contribute to maternal volume expansion and
are necessary for fetal homeostasis and well being [60]. The heart remodeling
observed during P resembles that seen in women during long-distance exercise
training [48, 51], but there are important differences. Unlike endurance training [12],
plasma hormones during P are modified and could affect cardiac function. Impor-
tantly, marked metabolic changes occur in this condition. Indeed, since the fetus has
an absolute need for glucose, late P is associated with significant changes in carbo-
hydrate metabolism [45], providing continuous nutrient availability to the developing
fetus. This results in low blood glucose concentration, as well as in augmented levels
of triglycerides and lactate in maternal blood [55, 56, 66]. In addition, in late P, basal
oxidative metabolism is increased, leading to enhanced ATP demand with an ele-
vated rate of mitochondrial NADH and oxidation [91]. P is characterized by meta-
bolic remodeling of the mother’s heart and by adaptations of haemodynamic and

Fig. 13.10 Photobleaching of the two individual NAD(P)H fluorescence components. a Photon
counts calculated by area integration and b fluorescence decays for each resolved component.
Photobleaching was induced by excitation of a defocused elliptical spot with a 375 nm picosecond
laser (*1 mW output power) for 30 s repeated every 60 s for 7 min. Detailed in [34]
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cardiac parameters. We demonstrated an adaptive hypertrophic cardiac remodeling
during pregnancy, which includes cardiomyocyte dimensions and functions [3, 4].
Despite significant modifications in metabolism, we observed no modifications in the
NAD(P)H fluorescence in control conditions in P (Fig. 13.11). Interestingly, spec-
trally-resolved lifetime detection of NAD(P)H fluorescence revealedmodifications in
metabolic oxidative state in the presence of substrates lactate/pyruvate that are nat-
urally increased in P [4], mainly affecting the 2nd “free” NAD(P)H component
(Fig. 13.11b). This result is in agreement with metabolic switch from glucose to
lactate/pyruvte taking place in P.

13.3.4 Monitoring the Effect of the Pharmaceutical
Drug Ouabain

AF has a great potential to monitor cellular responses to treatment by pharma-
ceutical drugs: non-invasive AF evaluation was employed by Hanley et al. [52] to
measure reaction of NADH to volatile anesthetics halothane, isoflurane and sevo-
flurane. Rodrigo et al. [78] studied protective effects of 9,10-dinitrophenol on the
cellular damage induced by metabolic inhibition and reperfusion in freshly isolated
rat ventricular myocytes. We have tested the applicability of the method to evaluate
the effect of pharmaceutical drug ouabain—the Na pump inhibitor—on the mito-
chondrial metabolic state [31, 39]. Ouabain was reported to decrease the NAD(P)H
fluorescence in rat cardiac cells [67], but little information was available on
mechanisms underlying this action. We demonstrated (Fig. 13.12) that the decrease
in the time- and spectrally-resolved NAD(P)H fluorescence by ouabain was due to
decrease in the “free” NAD(P)H fluorescence component leading to lowering of the
free/bound NAD(P)H ratio, accompanied by reduced % of oxidized nucleotides, but
increased NADH production in living cardiac myocytes [31]. Gathered findings
suggest that ouabain induces a decrease in the cell oxidation. This information is

Fig. 13.11 NAD(P)H fluorescence in pregnancy. Photon counts calculated by area integration for
the a component 1 and b component 2 resolved by linear unmixing of time-resolved spectroscopy
data. Data are shown as mean ± SEM. c fluorescence decays for each resolved component.
Presence of glucose (10 mmol/L) only (circles, n = 78 for NP, n = 26 for P), or in combination
with lactate (2.0 mmol/L) and pyruvate (100 µmol/L) (triangles, n = 15 for NP, n = 15 for P) in NP
(black symbols) versus P (grey symbols). For more details, see [3]
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crucial for understanding of the effect of this pharmaceutical drug, particularly in
regard to relationship between metabolic state and cardiac cell contractility [3].

The effect of ouabain was also studied in P, as circulating levels of cardiotonic
steroids—endogenous Na pump inhibitors (which include ouabain)—are known to
correlate with cardiac hypertrophy and/or changes in blood pressure [80], and are
significantly elevated in pregnancy-induced hypertension (PIH) in women [69]
as well as in experimental PIH (ePIH) in rats [41]. In normal P, inhibition of
Na+/K+-ATPase has been suggested, namely via ouabain, to help plasma volume
expansion [69]. In addition, Na+/K+-ATPase is known to be regulated by angio-
tensin and aldosterone, increased in normal P, but blunted in PIH and ePIH [72]. In
cardiac myocytes, Na pump inhibition regulates not only excitation-contraction
coupling via [Na+]i-stimulated reverse sodium/calcium exchange [93], but also
cardiomyocyte metabolism, including the Ras-Rac-NAD(P)H oxidase cascade [94].
We demonstrated that P affected the action of ouabain on NAD(P)H fluorescence
[39]. Altogether, these results demonstrated that the time-resolved spectroscopy of
NAD(P)H can be highly valuable also for testing the effect of pharmaceutical drugs
on cellular metabolism in physiological conditions.

13.4 Time-Resolved NAD(P)H Spectrometry
in CVS Pathology

Numerous diseases of the heart, including hypertension and diabetes, are often
linked to alterations in mitochondrial energy metabolism associated with the mito-
chondrial dysfunction [36]. Chronic alterations of fuel metabolism and oxidative
stress status are factors that could impair the capacity of mitochondria to fulfil their

Fig. 13.12 Effect of pharmaceutical drug ouabain on metabolic state. a Photon counts calculated
for each resolved NAD(P)H fluorescence component by area integration with rising ouabain
concentrations. b Comparison of the effect of rising concentrations of ouabain on the integral NAD
(P)H fluorescence intensity calculated for the component 1 (black triangle) and 2 (grey circles) at
450 nm spectral channel as the component amplitude multiplied by the unitary reference spectrum
(data are shown as mean ± SEM, control (0 nM), n = 120; ouabain 100 nM, n = 36; ouabain
300–1000 nM, n = 15 *p < 0.05 vs. 0nM). c Concentration-dependent effect of ouabain on
percentage of oxidized nucleotides is evaluated as [F(fully reduced) − Fcontrol]/[F(fully
reduced) − F(fully oxidized)], where the fully reduced state is induced in the presence of
Rotenone and the fully oxidized state is induced in the presence of DNP. Published in [31]
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crucial role in energy production [65] and thereby contribute to the activation of
pathways governing cell death and/or disease [11, 35]. This creates room for
numerous applications of non-invasive AF measurements in identification and study
of CVS pathology. Effects of oxidative stress were tested together with the study of
cardiomyocyte AF under conditions of pathological pregnancy. Clinical applications
of time-resolved spectroscopy of NAD(P)H in cardiac myocyte was demonstrated in
the case of diagnostics of early stages of cardiac allograft rejection.

13.4.1 Evaluation of the Effect of Oxidative Stress

Oxidative stress is a condition resulting from imbalance between oxidized and
reduced species [79]. Lipid peroxidation is a major biochemical consequence of the
oxidative deterioration of polyunsaturated lipids in cell membranes and causes
damage to membrane integrity and loss of protein function. One of the most reactive
products of n-6 polyunsaturated fatty acid peroxidation of membrane phospholipids
is 4-hydroxy-2-nonenal (HNE), the primary α,β-unsaturated hydroxyalkenal formed
in cells by LPO process [40]. HNE is generated in the peroxidation of lipids con-
taining polyunsaturated omega-6 acyl groups, such as arachidonic or linoleic acids,
and of the corresponding fatty acids. In cardiac myocytes, HNE has been shown
capable of affecting NADPH production by inactivating mitochondrial NADP+-
isocitrate dehydrogenase activity, an important enzyme that controls redox and
energy status [7, 8, 96]. The sensitivity of NAD(P)H fluorescence to oxidative stress
was tested and proved using stressors such as hydrogen peroxide (H2O2) or HNE in
living LV myocytes (see Supplement in [3] for details). The effect of HNE was
evaluated on the NAD(P)H content in order to better understand mechanisms
underlying the lipid peroxidation action. In these experiments, cells were pre-heated
to 35 °C to mimic effects at physiological temperatures. Gathered results demon-
strated that HNE reduces cell NAD(P)H content (Fig. 13.13) via decrease in the
production of NADH and stimulation of the NAD(P)H use by flavoprotein complexes
[29]. Consequently, HNE provoked an important cell oxidation by dehydrogenation
of both free and bound NAD(P)H molecules in living cardiac cells. This action is
likely to affect the overall energy production and use in the heart. These findings not
only shed a new light on the effect of HNE on the regulation of NAD(P)H in living
cardiac cells, but also demonstrated that oxidative stress via NADPH pathway can
have significant effect on the AFmeasurement and, consequently, has to be taken into
account in the analysis of AF signals.

13.4.2 Pathological Pregnancy

Heart disease remains an important cause of women’s mortality [84]. Pregnancy
induced hypertension was proved to be a predictor of CV disease for women later in
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their lives [81, 92]. In so far as cardiac changes are concerned, maternal heart rate is
one of the earliest to increase in P, followed by augmented blood volume.
Hypervolemia is the result of active sodium and water retention because of alter-
ations in osmoregulation and the renin-angiotensin-aldosterone system [45],
accompanied by decreased sodium serum levels of about 3–4 mM in humans [53]
as well as in rats [6]. Subsequently, cardiac output rises together with stroke volume
in response to elevated heart rate and reaches maximum values in the final stages of
delivery, placing increased volume load on the heart. Blood volume expansion
leads to myocardial adaptations mainly affecting the LV, which is more susceptible
to heightened load. In contrast to pathological conditions, these alterations are
associated with physiological reduction of blood pressure and are reversible. Our
work demonstrated that while adaptive compensated cardiomyocyte remodeling is
present in normal P in rats, maladaptive components were identified in the model of
experimental pregnancy-induced-hypertension [4].

In this setting, mineralocorticoid hormones, including aldosterone of the renin-
angiotensin-aldosterone chain, play an important but poorly understood role.
Aldosterone is markedly elevated during P [14, 15]; this steroid hormone controls
blood volume, and its rise contributes to maternal volume expansion [60]. Miner-
alocorticoid receptors are expressed in the heart of humans and rodents [77],
indicating possible involvement on cardiac metabolic adaptations. Glucocorticoid-
mineralocorticoid complexes have been proposed to be activated by lowered
NADH level, a determinant of the redox state, and/or by reactive oxygen spe-
cies [44]. We have tested the effect of mineralocorticoid inhibitor canrenoate in P
(Pcan). These experiments demonstrated that responsiveness of cardiomyocytes to
lactate/pyruvate (Fig. 13.2), was modified by canrenoate (Fig. 13.14), (see also
Supplementary material in [3]) due to regulation of the “free” NAD(P)H, pointing
to the possible role of this hormone in metabolic remodeling that takes place in

Fig. 13.13 Effect of HNE on NAD(P)H fluorescence. a Photon counts calculated for each resolved
component by area integration in the presence of rising HNE concentrations. b Concentration-
dependent effect of HNE on the integral NAD(P)H fluorescence intensity of the component 1 (black
asterisks) and 2 (grey squares), calculated at the 450 nm spectral channel as the component
amplitude multiplied by the unitary reference spectrum; data are shown as mean ± SEM, control,
n = 78 cells; HNE, 25 μM, n = 71; HNE, 50 μM, n = 19; *p < 0.05 versus control. c Percentage of
oxidized nucleotides, calculated as fluorescence at (fully reduced − control)/(fully reduced − fully
oxidized) state in different HNE concentrations and/or in the presence of H2O2. Published in [29]
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P [3]. Gathered finding, together with the ones on the Na pump inhibitor ouabain
opened a completely new chapter of investigation of P as a highly interesting
metabolic condition, also recognized by the Judith Heiny’s editorial in Experi-
mental Physiology [54].

13.4.3 Monitoring Rejection of Transplanted Hearts

Transfer of gathered knowledge to clinics is a crucial part of the technology
application. We have tested possibility of such knowledge transfer to evaluate early
stages of cardiac rejection in paediatric patients with transplanted hearts. Cardiac
allograft rejection involves several processes, including activation and proliferation
of T-lymphocyte subsets (leading to lymphocyte infiltration and immune destruc-
tion of graft tissue), as well as graft vessel injury and thrombosis [57]. Although
molecular mechanisms of the rejection remain unclear, alloantigen-dependent and -
independent factors are known contributors [87]. Ischemia-reperfusion injury is the
most influential alloantigen-independent factor [47], resulting in cardiac cell
hypoxia. Such modifications, which also include alterations in the cell oxidative
metabolism, often develop rapidly. Some observations suggest that cardiac cells
undergo modifications in their oxidative state with the progression of cardiac
rejection [85, 86], namely as a result of cell hypoxia, following ischemic changes of
cardiac cells. Evaluation of the oxidative metabolism can thus serve as an early
indication of the rejection of transplanted hearts.

Time-resolved NAD(P)H fluorescence spectroscopy was therefore attempted in
examination of transplanted tissues. A strong correlation between changes in AF
spectra and the rejection grade were found in rat heart allograft model [74], but
more difficulties were encountered using human tissues [95], possibly due to use of
frozen fractions. When time-resolved NAD(P)H spectroscopy method was applied
to human cardiac cells freshly isolated from endomyocardial biopsy tissue

Fig. 13.14 Effect of lactate/pyruvate in MR-Inhibitor canrenoate treated rats. a NAD(P)H
fluorescence component 1 and b component 2 resolved by linear unmixing of time-resolved
spectroscopy data. Data are shown as mean ± SEM. c Fluorescence decays for each resolved
component. Presence of glucose (10 mmol/L) only (squares, n = 20 for NPcan, n = 20 for Pcan), or
in combination with lactate (2.0 mmol/L) and pyruvate (100 µmol/L) (asterisks, n = 10 for NPcan,
n = 25 for Pcan) in NPcan (black symbols) versus NPcan (grey symbols). For more details, see [3]
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(Fig. 13.15a), an increase in NAD(P)H fluorescence in the hearts of transplanted
paediatric patients was detected (Fig. 13.15b) [19, 21]. Spectral unmixing revealed
that from the two NAD(P)H components present in human cardiomyocytes [21],
mild rejection of transplanted hearts in paediatric patients affected primarily the
lifetimes of the first C1 component (Fig. 13.15-C1, C2). This result not only
explained higher NAD(P)H fluorescence intensities, but also proved the applica-
bility of the time-resolved AF spectroscopy as a non-invasive diagnostic tool
directly in clinics. At the same time, it also showed difficulties to resolve individual
components in the clinical data and prompted search for other advanced data
classification approaches, as discussed in Sect. 13.2.
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Chapter 14
Fluorescence Lifetime Measurements
of NAD(P)H in Live Cells and Tissue

Alex J. Walsh, Amy T. Shah, Joe T. Sharick
and Melissa C. Skala

Abstract Autofluorescence intensity and lifetime imaging of NAD(P)H yields
quantitative, non-invasive measurements of cellular metabolism. NAD(P)H is a
coenzyme involved in cellular metabolism processes including glycolysis and
oxidative phosphorylation. The NAD(P)H fluorescence lifetime includes a short
and long lifetime component due to the two possible physiological conditions of
NAD(P)H, free or protein-bound (to an enzyme and/or substrate). Fluorescence
lifetimes of NAD(P)H have been imaged in cells, ex vivo tissues, and in vivo
tissues to investigate cellular metabolism at basal conditions and with perturbations.
In particular, NAD(P)H fluorescence lifetimes are altered in pre-malignant and
malignant cells and tissues compared with non-malignant cells and tissues across
several cancers including head and neck cancers, breast cancer, and skin cancer.
Additionally, NAD(P)H fluorescence lifetimes decrease in cancer cells and tumors
following drug treatment and therefore, these metabolic endpoints show potential
for drug monitoring and screening.

14.1 Introduction

The reduced form of nicotinamide adenine dinucleotide (NAD(P)H) is a co-enzyme
in cellular metabolism. It functions as the main electron donor in oxidative phos-
phorylation, and also in the reactions that feed into oxidative phosphorylation (e.g.
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glycolysis, citric acid cycle, etc.). NAD(P)H is autofluorescent, with an excitation
maximum at 350 nm and an emission maximum at 460 nm [46]. Intracellular NAD
(P)H is localized in the cytoplasm and mitochondria. Early optical imaging studies
focused on mapping NAD(P)H intensities in cells and tissues, in order to gain non-
invasive insight into relative cellular metabolic rates [11]. The fluorescence lifetime
of NAD(P)H provides further information on the relative amounts of free and pro-
tein-bound NAD(P)H [40]. The fluorescence lifetime of free NAD(P)H (*300 ps) is
distinctly different from that of protein-bound NAD(P)H (*2.5 ns) due to quenching
from the adenine moiety of the molecule when it is in its free state.

The fluorescence decay function of NAD(P)H is an advantageous measure
compared with fluorescence intensity because the lifetime provides additional
information on protein-binding activity whereas the NAD(P)H fluorescence intensity
spectrum is similar for both the free and protein-bound conformations. Additionally,
the decay parameters are independent of concentration and are therefore a self-
referenced measure which require less system calibration compared with intensity
measurements. The fluorescence lifetimes and the relative amounts of bound and
unbound NAD(P)H have been characterized in cell culture, applied to animal models
to understand disease progression, and piloted in human tissues both ex vivo and
in vivo. These studies have provided unique insight into the role of cellular
metabolism in pathology and in response to therapy. Future technology development
will exploit the fluorescence lifetime of NAD(P)H to streamline disease diagnosis,
improve treatment monitoring, and accelerate meaningful drug development.

14.2 NAD(P)H Fluorescence Lifetime in Cells

The fluorescence decay of NAD(P)H is typically fit by a double-exponential decay
model, where the short component represents free NAD(P)H and the long com-
ponent represents protein-bound NAD(P)H. The amplitude-weighted (mean) life-
time is calculated by τm = α1τ1 + α2τ2, where α1 and α2 represent the relative
contributions from free and protein-bound NAD(P)H, respectively (α1 + α2 = 1),
and τ1 and τ2 represent the lifetimes of the free and protein-bound components,
respectively. In order to record the fast lifetime component correctly the time-
channel width should be no larger than about 1/5 of its decay time. The number of
time channels should be large enough to cover a time interval of about 5 times the
slow decay component [34]. That means the time channel width should be about
50 ps, and the number of time channels about 250. These numbers are in the range
where TCSPC delivers near-ideal photon efficiency [4]. Moreover, correct double-
exponential decay components are only obtained if the data are free of out-of-focus
fluorescence. Therefore, an imaging technique with optical sectioning capability
must be used. These requirements are almost perfectly met by TCSPC FLIM in
combination with confocal or multiphoton laser scanning, see Chap. 2. Most of the
data shown in this section were recorded by TCSPC FLIM in combination with
two-photon laser scanning microscopes. Our own system uses a Becker & Hickl
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SPC-150 TCSPC FLIM module [6] with a Hamamatsu H7422P-40 PMT in com-
bination with a Prairie Technology two-photon laser scanning microscope.

The fluorescence lifetime of cellular NAD(P)H has been characterized for sev-
eral metabolic perturbations, including treatment with metabolic inhibitors. The
NAD(P)H lifetime has also been characterized for cancer cells expressing particular
mutations and in response to anti-cancer treatment. Additionally, the NAD(P)H
lifetime has been investigated to differentiate mechanisms of cell death and to
measure stem cell differentiation.

Metabolic perturbations have been shown to affect the fluorescence lifetime of
NAD(P)H, see also Chap. 13. In particular, these perturbations include adding
inhibitors of oxidative phosphorylation or glycolysis. The electron transport chain is
a series of oxidation and reduction reactions that create a proton gradient across the
mitochondrial membrane, and this gradient drives ATP synthesis. During the
electron transport chain, NAD(P)H is oxidized to NAD+, but this oxidation can be
disrupted by compounds like cyanide. Cyanide treatment causes a decrease in the
mean NAD(P)H lifetime (τm) in cell lines from the breast (MCF10A) and oral
cavity (OKF6) [8, 55, 60]. This decrease in τm reflects an increase in the contri-
bution from free NAD(P)H (α1).

Oxidative phosphorylation inhibition achieved with cobalt chloride (CoCl2)
treatment in MCF10A cells (Fig. 14.1) and with rotenone treatment in BKEz-7
endothelial cells from calf aorta cause similar shifts in NAD(P)H τm and α1 [51].
Inhibition of glycolysis in MCF10A cells caused an increase in the NAD(P)H
protein-bound lifetime (τ2) and a decrease in the relative amount of protein-bound
NAD(P)H (α2) (Fig. 14.1). Glycolysis inhibition with deoxyglucose treatment in the
BKEz-7 cells caused a slight increase in NAD(P)H τm, reflecting an increase in
NAD(P)H α2, but statistical significance was not tested [51].

In addition to metabolic inhibitors, serum starvation and cellular confluency
affect cellular metabolism and induce changes in the NAD(P)H lifetime. Serum
levels in media can affect cellular metabolism because serum contains substrates
that are used in glycolysis and oxidative phosphorylation. Serum-starvation in
MCF10A cells causes increased NAD(P)H α1 and decreased NAD(P)H τm, which
are similar effects as those observed due to treatment with cyanide [8]. Serum-
starvation and oxidative phosphorylation inhibition affect the NAD(P)H lifetime
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Fig. 14.1 The long-lifetime component of NAD(P)H decreases with CoCl2 treatment and
increases with 3-boropyruvate treatment in high-density and low-density MCF10A cells (a). The
contribution from the long-lifetime component decreases with CoCl2 and 3-bromopyruvate
treatment in MCF10A cells (b). Reproduced with permission from [56]

14 Fluorescence Lifetime Measurements … 437

http://dx.doi.org/10.1007/978-3-319-14929-5_13


similarly since both perturbations slow cellular metabolism. Confluency also affects
cellular metabolism. A higher confluency increases NAD(P)H α1 and decreases
NAD(P)H τ2, causing a decreased NAD(P)H τm, see Figs. 14.2 and 14.3.

The fluorescence lifetime of NAD(P)H has been shown to distinguish malignant
versus non-malignant cells and as well as different sub-types of malignant cells based
on receptor status. Common phenotypes in breast cancers include overexpression of
the estrogen receptor (ER) and human epidermal growth factor receptor 2 (HER2).
Walsh et al. measured the NAD(P)H fluorescence lifetime of malignant breast cancer
cells including MCF7, which express ER, as well as SKBr3, MDA-MB-361, and
BT474, which express HER2 (Fig. 14.4). The NAD(P)H lifetime of malignant cells
was greater than that of the non-malignant cell line MCF10A [60]. This increase was
attributed to a decreased NAD(P)H α1. Furthermore, the NAD(P)H mean lifetime of

Fig. 14.2 Representative images show MCF10A cells at a higher confluency have a lower
NAD(P)H fluorescence lifetime. Reproduced with permission from [8]

Fig. 14.3 MCF10A cells that have been serum-starved show increased free-to-protein-bound
NAD(P)H ratio plated at 10,000 cells per dish compared with at 25 and 100 cells per dish.
Reproduced with permission from [8]
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the MDA-MB-231 breast cancer cells, which do not overexpress ER or HER2, was
lower than that of the MCF10A cells. Additionally, squamous cell carcinoma cells
from the oral cavity, including SCC25 and SCC61, show an increased NAD(P)H α1
compared with the nonmalignant cell line OKF6 [55].

Walsh et al. showed that the NAD(P)H lifetime can resolve response to anti-
cancer treatment. These studies were tested in breast cancer cells with treatment
using trastuzumab, which is a clinically-used antibody that targets HER2 and
prevents downstream signalling. The cell lines studied included a trastuzumab-
responsive cell line, BT474, and a partly responsive cell line, MDA-MB-361.
Additionally, a cell line derived from a BT474 xenograft with an acquired resis-
tance to trastuzumab, HR6, was also measured. Trastuzumab treatment for 24 h
caused a decrease in the mean NAD(P)H lifetime in BT474, but not MDA-MB-361
cells (Fig. 14.4). This change in NAD(P)H lifetime in BT474 cells was attributed to
an increased contribution from free NAD(P)H. Interestingly, the HR6 cells also
showed a decreased mean NAD(P)H lifetime, which could reflect altered internal
signalling from trastuzumab treatment.

Shah et al. tested therapeutic response in oral cancer cells treated with cetuximab,
an antibody that targets the epidermal growth factor receptor (EGFR), BGT226, an
investigational small molecular inhibitor that targets phosphoinositide 3-kinase
(PI3K) and mammalian target of rapamycin (mTOR), and cisplatin, standard che-
motherapy. Treatment with these drugs for 24 h was done in SCC25 and SCC61, two
EGFR-overexpressing cell lines (Figs. 14.5 and 14.6). SCC61 cells also have
upregulated PI3K activation. For both cell lines, the contribution of free NAD(P)H
was shown to decrease with BGT226 and cisplatin treatment (Fig. 14.6). However,
SCC61 cells also show a decreased contribution from free NAD(P)H with cetuximab
treatment, which could reflect altered metabolic pathways in response to treatment.
These results indicate that the NAD(P)H decay parameters are a sensitive measure
that can resolve early response to anti-cancer treatment.

Fig. 14.4 Left NAD(P)H lifetime is decreased in triple negative breast cancer (MDA-MB-231)
compared to non-malignant breast cells (MCF10A) and increased in estrogen receptor positive
(MCF7) and HER2 positive cells (MDA-MB-361, BT474, SKBr3). Right NAD(P)H lifetime
decreases in BT474 cells with trastuzumab treatment, is unchanged in MDA-MB-361 cells, and is
decreased in HR6 cells with trastuzumab treatment. Reproduced with permission from [60]
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The NAD(P)H fluorescence lifetime has been used to characterize cell death by
apoptosis or necrosis [61]. Wang et al. treated HeLa cells and 143 osteosarcoma cells
with staurosporine (STS) to induce apoptosis or hydrogen peroxide (H2O2) to induce
necrosis. STS treatment caused an initial increase in NAD(P)H lifetime 15 min after
treatment and then a gradual decrease for up to two hours (Fig. 14.7). These effects
are attributed to an increased contribution of protein-bound NAD(P)H or an
increased lifetime of protein-bound NAD(P)H, reflecting NAD(P)H binding to dif-
ferent enzymes in apoptosis. Necrosis caused no change in NAD(P)H fluorescence
lifetime over one hour (Fig. 14.8). To validate the process of apoptosis, STS treat-
ment showed increased caspase 3 activity compared with H2O2 treatment after two
hours. These results indicate that the NAD(P)H lifetime has potential to be a label-
free method to distinguish methods of cell death, which could provide beneficial
information for optimizing treatments that cause apoptosis instead of necrosis.

Stem cell differentiation has been characterized using NAD(P)H fluorescence
lifetime [28, 39]. Guo et al. incubated human mesenchymal stem cells (hMSCs) in
osteogenic induction media, causing osteogenic differentiation. Over 21 days,

Fig. 14.5 Representative images show NAD(P)H α1 of SCC25 cells after treatment with
cetuximab, BGT226, or cisplatin for 24 h. Reproduced with permission from [55]

Fig. 14.6 NAD(P)H α1 decreases with BGT226 and cisplatin treatment in SCC25 and SCC61
cells after 24 h of treatment. Additionally, NAD(P)H α1 decreases with cetuximab treatment in
SCC61 cells. Reproduced with permission from [55]
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osteogenic differentiation caused an increase in the mean lifetime of NAD(P)H and
a decrease in the ratio between free and protein-bound NAD(P)H.

Overall, the fluorescence lifetime of NAD(P)H is a sensitive measure of meta-
bolic processes, particularly for applications for characterizing cancer cells and
response to anti-cancer treatment, measure the effect of inhibitors targeting meta-
bolic pathways, characterizing cell death, and monitoring stem cell differentiation.

Fig. 14.7 The top graph shows distributions of lifetimes from (a) before treatment with STS and
after treatment for 0–15 min (b), 30–45 min (c), and 60–75 min (d). The bottom graph shows the
average lifetime, τ, over time after STS treatment. Reproduced with permission from [61]

Fig. 14.8 The top graph shows distributions of lifetimes from (a) before treatment with H2O2 and
after treatment for 0–15 min (b), 30–50 min (c), and 50–70 min (d). The bottom graph shows the
average lifetime, τ, over time after H2O2 treatment. Reproduced with permission from [61]
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14.3 NAD(P)H Fluorescence Lifetime in Preclinical Models

Preclinical models of human cancers remain a vital step in the drug discovery and
development process. Understanding the pathophysiology of cancer, studying the
mechanisms of intrinsic and acquired resistance to therapies, and identifying novel
therapeutic targets and agents rely on the use of a wide spectrum of animal models
[49]. Both transgenic and carcinogen-promoter-induced tumor models will be
discussed in this section. The former are similar to human cancers in their phe-
notype, histology, and genetic makeup, and allow for the development of tumors in
their appropriate microenvironment, but may develop asynchronously and are time
and labour intensive. The latter are similar to human cancers in their phenotype,
histology, and biochemistry, and are highly reproducible, but require repeated
applications of carcinogens and require a long time frame for tumor development
[49]. While animal models are imperfect representations of genetically heteroge-
neous human cancers, they are indispensable for the testing of new diagnostic
imaging modalities and devices prior to translation to a clinical setting.

The ability of optical metabolic imaging to distinguish precancerous cells from
normal cells has been investigated in vivo using the hamster cheek pouch model of
oral cancer, which mimics the development of squamous epithelial cancer in the
human oral cavity [1]. Skala et al. demonstrated the use of multiphoton microscopy
to simultaneously image NAD(P)H lifetime and subcellular morphology in this
model, which was generated by treatment with 0.5 % DMBA, a powerful carcin-
ogen [57]. A significant decrease in the contribution and lifetime of protein-bound
NAD(P)H was reported in epithelial precancers versus normal tissue (Fig. 14.9),
along with a significant increase in intracellular variability of NAD(P) Hfluores-
cence lifetimes.

Neoplastic cells, like the ones present in epithelial precancers, favour glycolysis
over oxidative phosphorylation as a means of generating ATP [27], which is
consistent with the observed decrease in contribution of protein-bound NAD(P)H

Fig. 14.9 Volume-averaged
NAD(P)H lifetime variables
in normal, low-grade
precancerous, and high-grade
precancerous animals
obtained from in vivo
multiphoton images.
Reproduced with permission
from [57]
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lifetime in these cells. The decrease in protein-bound NAD(P)H lifetime is attrib-
uted to a possible increase in dynamic quenching [41] or a change in distribution of
NAD(P)H enzyme binding sites in neoplastic tissues [2]. This study demonstrates
an in vivo application of multiphoton lifetime imaging for high-resolution meta-
bolic mapping, guiding development of similar time-resolved and steady state
fluorescence schemes for clinical detection of human precancers and cancers.

Jabbour et al. has developed a multimodal optical system for imaging of oral
precancer that takes advantage of this ability of multiphoton FLIM to probe the
metabolic activity in possibly precancerous tissue [30]. The integrated system uses
FLIM to generate real-time wide-field images of the biochemical makeup of the
specimen, which then guide reflectance confocal microscopy (RCM) imaging to
suspicious sites within the field of view (FOV). RCM allows clinicians to probe
subcellular morphology and is able to distinguish between normal, precancerous,
and cancerous oral tissue [18], but has a limited FOV and thus requires guidance,
usually by visual inspection. The multimodal optical system was built using an
automated translation stage which moved a sample between the FOVs of two
separate FLIM and RCM subsystems. The FOV of the FLIM subsystem was
16 × 16 mm2 with a lateral resolution of 62.5 μm, while the RCM subsystem FOV
was measured to have a 400 μm diameter with a lateral resolution of 0.97 μm. In the
FLIM subsystem, three emission collection spectral bands were generated,
including one corresponding to NAD(P)H (452 ± 22.5 nm). The illumination source
for the RCM subsystem was a near infrared continuous wave diode-pumped solid
state laser with λ = 1064 nm (power at sample <45 mW).

The ability of the multimodal optical system to differentiate between normal and
precancerous tissue in vivo was tested using the same hamster cheek pouch model
of oral cancer described above. For imaging, the hamster was anesthetized, and the
check pouch pulled and clamped to a mount. FLIM imaging was performed first,
and spatial features of the FLIM intensity and lifetime images were used to choose
locations for RCM (15 per treated pouch) (Fig. 14.10).

As expected, NAD(P)H fluorescence intensity and lifetime is relatively consis-
tent within healthy tissue. The RCM images taken from the centre of the FOV in
Fig. 14.10b, c, g shows keratin scattering at the surface, as well as epithelial nuclei
beneath the outer layer. FLIM and RCA images from a DMBA-treated hamster
cheek pouch show significant variability in fluorescence intensities, lifetimes, and
cell morphologies (Fig. 14.11). The NAD(P)H fluorescence lifetime was found to
be much shorter (2.62 ± 0.79 ns) compared to normal tissue (4.60 ± 0.25 ns) and
low-grade dysplasia (4.29 ± 0.29 ns) (Region 2). This is expected due to an
increased fluorescence contribution from bound NAD(P)H. Corresponding RCM
images show larger cell nuclei in Region 2 versus Region 1, consistent with the
respective diagnoses of low-grade dysplasia and cytologic atypia by histopathol-
ogy. The classification ability of this dual-modality system could have clinical
relevance in assessing whether a sample is normal, benign, premalignant, or
malignant.

For situations in which in vivo optical measurements are not feasible, it has been
shown that FLIM measurements in excised tissue maintained in chilled tissue media
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for up to 8 h can represent in vivo metabolic states [50, 61]. Walsh et al. compared
the NAD(P)H lifetime in hamster cheek epithelia in vivo, in live cultured biopsies
up to 48 h, and in flash-frozen and thawed samples [59]. The mean lifetime of NAD
(P)H in cultured tissue appears to have a lifetime similar to that of in vivo tissue
through 4 h, while the frozen-thawed sample is 13 % greater, a significant differ-
ence (p < 0.001). By 12 h, the mean lifetime of NAD(P)H decreases significantly by
10 % and remains significantly lower than the in vivo value (Fig. 14.12).

These measurements suggest that optical metabolism measurements from tissue
that has been cultured for up to 8 h represent the metabolic state of the in vivo
tissue. The metabolic state of frozen-thawed tissue does not represent that of in vivo
tissue. Cells undergoing stress, such as apoptosis, have also shown increased mean
NAD(P)H fluorescence lifetimes, suggesting that freezing and thawing tissue exerts
more stress on cells than live culture [61]. While optical metabolic measurements
varied from in vivo values after 8 h of live culture, cell morphology and histological
analysis did not show any changes over the entire time course of the experiment.
This suggests that NAD(P)H lifetime measurements are more sensitive to molecular
changes than these standard analysis methods.

Fig. 14.10 b, c FLIM images of normal hamster cheek pouch at the NAD(P)H emission band
(normalized intensity and lifetime). g Photograph of FLIM imaging area. Arrows indicate RCM
imaging region. h–i RCM images taken at indicated depths. j Zoomed in image taken from dotted
square in (i). White arrows indicate nuclei. k H&E histology image from RMC region. Scale bars
a and g 2 mm, and h, j, and k 50 μm. Reproduced with permission from [30]
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Conklin et al. demonstrated that fluorescence measurements of endogenous
NAD(P)H can be made accurately in fixed tissue samples such as classic histo-
pathology slides [6]. Histology allows a pathologist to identify morphological
changes that provide a high degree of accuracy in tumor staging and prediction of
patient outcome. The authors demonstrate that mouse mammary tumors can be
distinguished from normal epithelium by multiphoton FLIM measurements in
unstained histopathology slides, allowing detection of changes in the metabolic
state of tumor cells. Staining with hematoxylin and eosin (H&E) was shown to
interfere with endogenous fluorescence measurements. The mice in this study were
transgenic for the polyomavirus middle-T (PyVMT) oncogene under the control of
the mammary specific MMTV promoter to generate primary tumors. This breast
tumor model reliably demonstrates the progression from hyperplasia to adenoma to

Fig. 14.11 m, p FLIM images of DMBA-treated hamster cheek pouch at the NAD(P)H emission
band (normalized intensity and lifetime). r Photograph of FLIM imaging area. Arrows indicate
RCM imaging regions (s–t, w–x) RCM images taken at indicated depths and regions. u, y Zoomed
in images taken from dotted square in (t, x). White arrows indicate nuclei. v, z H&E histology
image from RMC region. Scale same as Fig. 14.10. Reproduced with permission from [30]
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carcinoma in a manner closely resembling human ductal carcinoma in situ, and is
dependably invasive and metastatic [43].

The study focused on the carcinoma in situ (CIS) stage of disease progress,
which is similar to human ductal carcinoma in situ (DCIS), and is of interest for
seeking optical biomarkers of cancer because it contains normal epithelium con-
tiguous with tumor neoplasia. A mouse mammary tumor was sectioned and imaged
unstained with both normal and tumor epithelium visible. The short component of
NAD(P)H lifetime was found to undergo a statistically significant increase in tumor
epithelium versus normal tissue (Table 14.1). Finally, the section was stained with
H&E to show the ability to subsequently investigate cell morphology.

This data suggests that combining fluorescence imaging of unstained slides with
subsequent classic bright-field imaging of H&E stains can give a more advanced
diagnosis of disease state than either alone. Surprisingly, endogenous fluorescence
of cells is preserved throughout histological processes including fixing, sectioning,
and de-paraffinizing.

Fig. 14.12 Top Representative NAD(P)H τm images from each location and time point. Bottom
NAD(P)H τm relative to in vivo value (*p < 0.05; **p < 0.01). Reproducedwith permission from [59]

Table 14.1 Components of NAD(P)H fluorescence lifetime in tumor epithelium versus normal
epithelium

τ1 (ps) τ2 (ps) a1
Normal Tumor Normal Tumor Normal Tumor

780 nm excitation 456 546 2360 2538 47 49

Average shift (90) (178) (2)

[n = 10] *

Reproduced with permission from [19]
* denotes that the tumor value is significant compared to the normal value, p<0.05 for a Student’s
t-test
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Preclinical models of human cancers and other disease states are invaluable in
the development and testing of new devices that measure the fluorescence lifetime
of NAD(P)H in tissues both in vivo and ex vivo. Despite imperfections in the ability
of these models to accurately represent genetically and phenotypically heteroge-
neous human diseases, their use will continue to be an important step in the
translation of NAD(P)H lifetime technologies to the clinical setting.

14.4 Clinical Applications

Due to the promising results obtained in cells and tissues, time-resolved fluores-
cence imaging and spectroscopy has the potential for a multitude of clinical
applications. These applications necessarily include also other endogenous fluoro-
phores, such as FAD, lipofuscin, melanin, and porhyrines [17, 22, 35, 52, 53].
Clinical instruments are on the market for ophthalmology [23, 52–54] and der-
matology [36, 37], see Chaps. 15 and 16 of this book.

Current efforts of NAD(P)H FLIM translation are predominately in accessible
tissues—the skin, and the oral cavity [9, 10, 45]; however, studies of biopsied tissues
include also interrogation of brain, colon, and breast tissues [13, 20, 25, 43, 62].
Clinically, time resolved NAD(P)H fluorescence endpoints are used to differentiate
normal from malignant and pre-malignant tissues, and identify tumor margins.

Early experiments of time-resolved NAD(P)H fluorescence were performed with
single-point spectroscopy measurements on excised tissues. The NAD(P)H fluo-
rescence lifetime of excised tissues recapitulates the in vivo state as long as the
tissue is hydrated and imaged within several hours [50, 59]. De Beule et al. used a
hyperspectral fluorescence lifetime probe for skin cancer diagnosis [20]. This
system used two picosecond lasers emitting light at 355 and 440 nm and collected
spectrally resolved fluorescence emission between 390 and 600 nm. This system
utilized multi-wavelength TCSPC [4–6] at 16 emission channels in combination
with laser multiplexing [4–6] (see Chap. 1, Sects. 1.4.1 and 1.4.2) to simultaneously
obtain spectrally resolved lifetime data at two excitation wavelengths. De Beule
et al. found no significant difference between the fluorescence lifetimes of basal cell
carcinoma and normal, surrounding tissue when excited with 355 nm light [20].
However, it is important to note that the point measurement provides an average
value over the probed area and the fluorescence signal from the tissue excited at
355 nm may include fluorescence emission from not only NAD(P)H, but also
collagen, keratin an melanin. Significant improvement was obtained by single-point
multi-wavelength TCSPC in a micro-spectrometric setup [14–16], see Chap. 13.

However, for clinical use fluorescence lifetime detection must be combined with
imaging and, if possible, with spectrally resolved detection. Acquisition times
should be in the range of a few seconds or below, the data should be recorded in a
sufficiently large number of time channels to resolve double-exponential decay
function into their components, and the laser power should be within the limits of
laser safety standards.
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Cheng et al. designed a FLIM system with a rigid probe of diameter 1.7 cm and a
length of 14 cm [12]. Imaging was performed by scanning, time-resolved recording
by using analog-signal detection and recording by a fast digitizer. A frequency-
tripled Nd:YAG laser with excitation wavelength 355 nm and 1 ns pulse length was
used for excitation. Images of 150 × 150 pixels were obtained within an acquisition
time of 1 s. The endoscope was tested in vivo in healthy epithelium of a hamster
cheek pouch model, and spatially uniform NAD(P)H autofluorescence lifetime data
was measured as expected (Fig. 14.13, left). The time resolution of the detection
system was 320 ps, deconvolution of the impulse response function was performed
offline using an optimized Laguerre algorithm (CITE). It delivered a mean NAD(P)H
lifetime of 4.44 ± 0.13 ns. This accuracy was considered sufficient for clinical
imaging of oral cancer.

Fig. 14.13 Endoscope testing in vivo. Left Images obtained by Cheng et al. Maps of NAD(P)H
(452 ± 22.5 nm emission). a Absolute intensity, b normalized intensity, and c average lifetime.
150 x 150 pixels, acquisition time 1 s. Reproduced with permission from [12]. Right Image
obtained by TCSPC FLIM and scanning through an endoscope, see Chap. 2, Sect. 2.6. Keratome
on human skin, 512 × 512 pixels, two wavelength channels, image area 5 × 5 mm, acquisition
time 20 s
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The advantage of this device is that it can achieve relatively high imaging speed
without loss of temporal resolution. The sampling rate of the digitiser (one sample
per 150 ps) allows for deconvolution of the non-ideal instrument response for
accurate single-exponential lifetime analysis but not necessarily for double expo-
nential analysis. The disadvantage is that the photon efficiency of analog recording
is lower than for photon counting, and high excitation power is used. It should also
be noted that the acquisition time of 1 s was obtained at a relative moderate number
of pixels. For images of the same pixel number TCSPC FLIM is not significantly
slower [6, 32].

The FLIM technique with the highest temporal resolution and with the highest
photon efficiency is TCSPC FLIM. The principle is described in Chap. 1 of this
book, the combination with optical imaging techniques in Chap. 2. For clinical
imaging, TCSPC FLIM is often considered too slow in terms of acquisition time.
This is not necessarily correct, as has been shown in [4, 5, 33]: Acquisition times on
the order of one second can be achieved, see also Chap. 2, Sect. 2.2.4. TCSPC FLIM
can be combined with multi-spectral detection [4–6], see Chap. 1, Sect. 1.4.5.2.
Multi-spectral TCSPC FLIM in combination with a two-photon laser scanning
microscope has been introduced [3] and the applicability to NAD(P)H detection
been demonstrated by Becker et al. [4–6] and Rück et al. [48]. The technique has
been used for NAD(P)H imaging [63], for identification of malignant melanoma in
skin [22], and for diagnosis of squamous intraepithelial neoplasia [39]. A system
with 8 fully parallel spectral channels working at an acquisition time of 5 s has been
described in [6].

TCSPC FLIM systems are available not only for microscopy but also imaging of
cm-sized objects. These are placed directly in the primary image plane of a confocal
scanner [6], see Chap. 2, Sect. 2.5. Scanning has also been demonstrated through
flexible [33] endoscopes. TCSPC FLIM by scanning through a rigid endoscope is
described in Chap. 2, Sect. 2.6 of this book. The system delivered excellent spatial
and temporal resolution and an acquisition time of 10–20 s for images of 512 × 512
pixels. The acquisition time can probably be reduced by a factor 16 for images of
128 × 128 pixels. Images obtained with this system is shown in Fig. 14.13, right.

14.4.1 Ex Vivo Tissue Studies

Time-resolved NAD(P)H fluorescence spectroscopy and imaging has been explored
in a variety of tissues, including skin, brain, breast, head and neck tissues, and colon.
However, it is often difficult to separate NAD(P)H autofluorescence from that of
other endogenous fluorophores including collagen, keratin, and FAD in tissues. The
NAD(P)H fluorescence signal can be separated from collagen and FAD by spectrally
resolved emission data and the fluorescence lifetime [38, 40, 41, 63]. Collagen has a
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much longer lifetime (*5–6 ns) than NAD(P)H, and emission is typically at shorter
wavelengths than NAD(P)H emission [41]. Many of the studies discussed herein
excite tissue at a single wavelength and collect wave-length resolved emission
spectrum to infer trends across samples for different fluorophores. NAD(P)H can be
excited in the 330–400 nm range (660–800 nm two-photon) and emission is centred
around 450 nm [29, 41].

While the probe-based single-point spectroscopy study of Kennedy et al. [33] did
not find significant differences in the lifetime between basal cell carcinoma and
normal tissue, an imaging study was able to delineate between the two tissue states.
In a subsequent study, Galletly et al. used a wide-field macroscopic time-domain
FLIM system to interrogate basal cell carcinoma and normal tissue [25]. This system
excited tissue at 355 nm and collected emission at either 375 or 455 nm, with the
assumption that the fluorescence signal collected at 375 nm is predominately from
collagen while the emission from 455 nm is predominately from NAD(P)H.
Fluorescence lifetime data was acquired using a CCD camera with a gated optical
intensifier to obtain 25 time gates at 250 ps intervals. Galletly et al. report a sig-
nificantly (p < 0.0001) reduced mean fluorescence lifetime (1.402 ± 0.127 ns basal
cell carcinoma versus 1.554 ± 0.141 ns normal) of basal cell carcinomas in the
455 nm emission channel [25]. Due to this difference in fluorescence lifetimes, FLIM
shows promise for in vivo detection and diagnosis of basal cell carcinoma. In
addition to basal cell carcinoma, time-resolved fluorescence imaging has been
investigated for melanoma detection and diagnosis. In a study by Dimitrow et al.,
fluorescence lifetime images of skin lesions were acquired both in vivo and from
biopsies [22]. This study reports decreased short and long lifetime values with two-
photon excitation at 760 nm in melanocytes compared to normal tissue but no
lifetime changes in melanoma.

Time resolved fluorescence imaging of human tissue NAD(P)H is not limited to
skin, but has also been performed on biopsies of colon, stomach, bladder, liver and
pancreas. In this study by McGinty et al., a wide-field fluorescence lifetime imaging
system detected fluorescence lifetime data by a gated optical intensifier coupled to a
CCD camera which recorded images at 25 different time points with 250 ps
intervals [44]. The tissue was excited at 355 nm and emission was collected with a
375 nm long-pass filter. McGinty et al. found that the fluorescence lifetime of colon
tumors increased compared to normal colon tissue [44]. Additionally, they observed
increased (but not statistically significant) fluorescence lifetimes of gastric cancer
and bladder cancer [44]. Two precancerous colon lesions exhibited decreased mean
fluorescence lifetimes [44]. Due to the 355 nm excitation and 375 nm long-pass
filter, most of the fluorescence signal was most likely from NAD(P)H, however,
there may be a contribution from collagen and/or keratin in this study. Additionally,
McGinty et al. demonstrated an imaging system utilizing only two time gates to
build a fluorescence decay curve which was capable of video rate (10 Hz) acqui-
sition speeds, which provides real-time imaging for point-of-care or intraoperative
use [44].
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In addition to these abdominal cancers, NAD(P)H FLIM has been performed on
slices of human brain biopsies. In the brain, multiphoton excited NAD(P)H fluo-
rescence lifetimes are often fit to three lifetimes due to an additional long lifetime
often attributed to an additional bound species [13]. In ex vivo measurements from
brain glioma tissue samples, a spectroscopic time-resolved fluorescence probe
excited tissue at 337 nm and a 460 nm bandpass filter isolated NAD(P)H emission
[62]. The lifetime of 460 nm emission was shortest in cerebral cortex (1.1 ns),
slightly greater in low grade glioma (1.15 ns), greater in high grade glioma (1.3 ns),
and greatest in normal white matter (1.8 ns) [62]. While the lifetime at 460 nm
alone was not sufficient to classify tissue as benign or malignant, additional
information including the lifetime at 390 ns (collagen) and fluorescence intensities
resulted in a classification algorithm with an accuracy above 90 % [62].

Kantelhardt et al. [31] and Leppert et al. [42] used two-photon excitation and
TCSPC FLIM to record lifetime images of glioma and the surrounding brain tissue.
They found a significantly increased mean (amplitude-weighted) lifetime for the
glioma cells compared to the surrounding brain cells.

14.4.2 In Vivo Human Studies

In addition to investigating excised human tissues, time-resolved fluorescence
imaging of NAD(P)H has been performed in vivo for diagnosis and margin
assessment of brain and head and neck cancers. In the brain, time-resolved fluo-
rescence spectroscopy measurements have identified longer NAD(P)H lifetimes in
low grade glioma (τ = 1.38 ns) than normal white matter (τ = 1.19 ns), normal
cortex (τ = 1.16 ns) and high grade glioma (τ = 1.13 ns) [9, 10]. Using the spectral
and lifetime characteristics of NAD(P)H and collagen, this study classified low
grade gliomas with 100 % sensitivity and 94 % specificity [10].

In head and neck cancers, time-resolved measurements of NAD(P)H fluores-
cence are explored as a means of diagnosing cancerous tissue. A non-invasive
diagnostic tool is particularly important for head and neck cancers to preserve tissue
and function of vital organs—such as the tongue, mouth, esophagus, and vocal box.
When head and neck squamous cell carcinomas are excited at 337 nm and the
emission at 460/25 nm collected, the lifetime of cancerous tissue is significantly
shorter than normal tissue [45, 58]. A wide-field FLIM system with a 4 mm field of
view quickly collects and graphically displays NAD(P)H lifetimes for intraopera-
tive margin assessment [58]. Representative images are shown in Fig. 14.14,
demonstrating the added contrast of the lifetime measurements over fluorescence
intensity or bright field imaging alone [58].
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14.5 Conclusions

Fluorescence lifetime imaging of NAD(P)H provides specific information on the
relative amounts of free and protein-bound NAD(P)H in a cell. This unique metabolic
endpoint has been characterized with controlled experiments in cell culture, and has
been applied to understand disease progression in animal models. Due to the non-
invasive nature of these measurements, NAD(P)H fluorescence lifetime imaging has
also been used to characterize human tissue in vivo, and several ex vivo human tissue
studies also hold promise for future translation, see Chaps. 2, 13, 14–16. Recent
technological developments have improved the acquisition time of fluorescence
lifetime imaging techniques. TCSPC FLIM with laser scanning has been shown to

Fig. 14.14 Autofluorescence fluorescence lifetime imaging microscopy images of human buccal
mucosa: (a–c) depict the intensity images, and (e–g) depict the average lifetime images from three
areas: normal, tumor, and adjacent normal-tumor, their corresponding histograms are depicted in
(d) for intensity and (h) for average lifetime. HNSCC, head and neck squamous cell carcinoma.
Reproduced with permission from [58]
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record lifetime images at acquisition times of less than one second [32], and spectrally
resolved lifetime images within 5 s [6]. Dynamic effects in the fluorescence lifetime of
a sample can be recorded at a resolution of 1 ms by line scanning TCSPC [8], and at a
resolution of 40 ms by temporal mosaic FLIM, see Chaps. 2 and 5 of this book.
TCSPC FLIM can be performed in image areas in the cm2 range, and through optical
periscopes, see Chap. 2.Motion artefacts can be eliminated by parallel IR imaging and
aligning subsequent frames online (see Chap. 16), probably also by recording indi-
vidual frames by mosaic FLIM and aligning the frames on-line or off-line. Wide-field
FLIM techniques by gated camera have been improved to record images in several
time windows simultaneously, thus increasing the photon efficiency and reducing the
acquisition time [21, 24, 26, 47, 58]. Thus, there is a wide range of technologies
capable of capturing the relatively weak signals of NAD(P)H and using them for
clinical applications.
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Chapter 15
Fluorescence Lifetime Imaging of the Skin

Washington Y. Sanchez, Michael Pastore, Isha N. Haridass,
Karsten König, Wolfgang Becker and Michael S. Roberts

Abstract Skin research and clinical dermatological diagnoses have traditionally
relied on morphological assessment obtained by various imaging techniques. With
the advent of various new technologies, including polarised, confocal, multiphoton,
infrared, photoacoustic, sonographic and magnetic resonance techniques, there has
been a major step forward in non-invasive intravital imaging—the measurement of
alterations or aberrations in the skin below the surface, in vivo. An even greater
understanding of the processes associated with morphological changes and/or as a
result of exogenous/endogenous chemical changes in the skin are now also possible
by the use of ancillary detection techniques such as reflectance, Raman, CARS,
interferometric (optical coherence tomography), and fluorescence lifetime imaging
(FLIM). In this chapter, we examine the developments in our understanding of
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FLIM as applied to animal and human skin. We also consider the application of
FLIM in using skin autofluorescence to define the metabolic and pathological state
of the skin, quantifying transdermal drug delivery and the effect of cosmetics on the
skin. Finally, we review the potential application of FLIM in dermatology, espe-
cially in the diagnosis of various skin conditions, including skin cancer.

15.1 Introduction

The skin is the largest organ in the body and one that protects us from our external
environment. At the same time, skin facilitates the homeostasis of the body by
controlling moisture content, temperature etc. as well as being a key organ in our
surveillance of the environment and interaction with it through touch and feel.
However, exposure to sunlight, chemicals, physical and heat stress as well as the
process of aging can modify and impair this organ. Furthermore, this organ is often
a window to the inner body in that many internal diseases are manifested by
changes in the skin. Whilst a key goal in dermatology is to be able to diagnose and
treat disorders, handheld dermoscopy is the primary means of non-invasively
imaging patient skin to assist in diagnosis. Mechanistic studies have largely been
defined by in vitro cell culture experiments from skin-derived cells, Franz cell
studies to study cutaneous drug permeation, and histologically prepared biopsies for
clinical diagnostics. Cosmetology also has a key focus on protecting and main-
taining skin health by the use of appropriate cosmetics and other procedures. In
pharmacology and pharmaceutical sciences, we need to know how compounds
distribute in and respond in the different regions of the skin over time. In toxi-
cology, we need to know if and when exposure may be harmful.

In order to address these questions, we need to know what occurs below the skin
barrier. To visualise and quantify the internal components of skin, along with any
exogenously applied compounds, the tissue is processed in a manner that typically
distorts its structure. In particular, the main barrier to solute movement into and
through the skin, the outermost stratum corneum, can flake-off during the fixation
process in H&E stains (Fig. 15.1a) and in electron microscopy (Fig. 15.1b).
Embedding skin in optical cutting temperature compound for cryosectioning pre-
serve the tissue morphology if adequately hydrated, and staining with an exogenous
fluorescent dye (e.g. acriflavine) identifies viable cells in the epidermis and dermis
(Fig. 15.1c). However, this approach is not appropriate for measuring topical
penetration of water soluble dyes, as it leads to artificial staining of the section by
solubilising the dye present on the skin surface. While appropriate for nanoparticle
penetration studies, cryosectioning requires destructive tissue processing and
importantly eliminates viable epidermal tissue autofluorescence and thus a source of
critical metabolic data that can be extracted via FLIM [108]. Non-invasive imaging
preserves all layers of the skin intact and compact (including hexagonal structure
corneocytes in the stratum corneum), has well defined furrows and dermatoglyphs,
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and preserves the all of the natural autofluorescence of both excised and in vivo
skin (Fig. 15.1d).

Non-invasive imagine along, however, is usually limited to the characterisation
of skin morphology. This can also be achieved by a range of complementary
technologies that reflect the responses occurring when light strikes an object it has
been focused on. These include reflection of the light (confocal reflectance), fluo-
rescence (wide angle, confocal and multiphoton fluorescence), sound (photoacou-
stic), scattering (Raman, optical coherence tomography). However, in the special
case of fluorescence imaging, much more can be discerned about the biochemistry
of the object and the presence of exogenous solutes by also analysing the spec-
troscopic emissions arising after light interacts with the object (Fig. 15.2).

In general, spectroscopic emissions associated with confocal and multiphoton
microscopy can be examined by three methods [104, 105]. The first recognises that
the emission spectra of various solutes differ in how they vary with wavelength. The

Fig. 15.1 Comparison of cross-sectional imaging of human skin. a Light microscopy of H&E
stained of excised human skin. White scale bar represents a length of 20 µm. b Scanning electron
microscopy of a section of excised human skin. White scale bar represents a length of 10 µm.
c Multispectral multiphoton imaging of cryosectioned excised human skin (740 nm excitation)
after the topical application of ZnO-NP (blue-purple), and post-stained with acriflavine (green).
White scale bar represents a length of 20 µm. d Freshly excised human skin imaged non-
invasively with multiphoton microscopy. The pseudo coloured optical sections are coloured
according to the skin autofluorescence across multiple spectral channels at 740–800 nm excitation
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quantification of and comparison of emissions for solutes for various wavelength
bands is called spectral imaging and this technique is widely used to describe skin
[94]. The second method recognises that each fluorescent compound has its own
specific fluorescence lifetime profile that is also dependent on external factors such
as the environment that the compound is in, and whether the compound is directly
interacting with other molecules in the biological milieu. We can base our imaging
on the lifetime distribution for a specific region in a tissue of interest, a process based
on time-correlated single photon counting (TCSPC) and called fluorescence lifetime
imaging (FLIM) [92]. Finally, we can assess solutes in terms of the way that they
respond to polarised light, a process referred to as anisotropy. In principle, these
modalities can be combined to yield even greater specificity and sensitivity
of analysis for particular components and processes. Table 15.1 summarises the
first two of these emission characteristics for the common endogenous components
in the skin.

In this overview, we limit our discussion to the FLIM of the skin, without and
with the other modalities. We examine the use of skin FLIM for a range of
applications, including defining the redox state of the skin and the penetration of
solutes and nanomaterials into the skin. As the fluorescence lifetime of fluorophores
only alters with physio-chemical changes in the molecule itself, and not with
intensity, FLIM can be used to assess both structural and functional changes non-
invasively within skin. Consequently, it provides an additional level of data that can
be extracted from non-invasive confocal and multiphoton microscopy for both skin
research and clinical imaging. It can also complement in vitro cell culture experi-
ments of skin-derived cells, Franz cell studies to study cutaneous drug permeation,
and histologically prepared biopsies for clinical diagnostics. It has the potential to
take the approach of non-invasive imaging of patients’ skin using handheld der-
moscopy for diagnostic analysis in clinical dermatology to another level. With the
increasing availability of portable, affordable and cost-effective confocal and

Fig. 15.2 Jablonski energy diagram demonstrating the various decay pathways of an excited
molecule. From the ground state (S0), a molecule absorbs energy from an exogenous source to be
excited to a higher energy level (S1–S3). Excited molecules within the higher energy level states
(S2–S3) rapidly decay to the S1 state from where it may further decay to the ground state via
fluorescence emission of a photon, or via other pathways such as internal conversion or quenching.
Adapted from [105]
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multiphoton microscopes, a combination of these modalities with FLIM can enable
improved specificity and sensitivity in non-invasive high resolution imaging that, at
this time, is still in a phase of advanced development and has yet to become routine
clinical practice.

15.1.1 The Skin, a Vital Organ

Figure 15.3 shows a diagrammatic illustration of the skin. It is the largest organ of
the body at about 16 % of total body weight, has a large surface area of 1.5–2.0 m2,
is metabolically active, synthesizes vitamin D3 and assists in minimising thermal,
physical, and mechanical injury, water loss and UV damage, as well as regulating
body temperature, facilitating sensation and providing active immunological sur-
veillance. It is a multilayer structure consisting of an insulation and energy storage
layer, the subcutaneous fat; a support layer that provides cushioning, nutrition,
innervation, surveillance, feel and excretion, the dermis (1.1–2.3 mm) and the
barrier layer, the epidermis (0.05–1.50 mm thick). These layers are punctuated by
appendages allowing the excretion of sweat and sebum, the latter, together with
hair, providing an additional level of protection. The epidermis, in turn, consists of
four sub-layers which are in a continual state of regeneration to produce a dead
desquamating layer, the stratum corneum. This layer is also undulating, defined as

Table 15.1 Fluorescence lifetime properties of endogenous fluorophores in skin

Autofluorescent
fluorophore

Excitation (nm) Emission (nm) State Lifetime (ns) References

Stratum corneum

Keratin 750–900 400–600 1.4 [11, 30, 100,
134]

Viable epidermis

NAD(P)H 720–780 (2P) 400–550 Free 0.2–0.39, 1.14 [10, 11, 37,
73, 90, 124,
125, 134]

Bound 2.2–2.5

FAD 720–900 (2P) 480–650 Free 40 (monomer),
130 (dimer),
2.0–2.8, 5.2

[11, 22, 54,
62, 87, 115,
134]

Bound 0.08, 0.7, 1.7

Lipofuscin 366 (1P, max) 500–605 nm 0.3, 1.2, 4.8 [38, 55]

Melanin 720–880 (2P) 510–600 0.2, 0.5–1.9,
7.9

[11, 23, 62,
134]

Dermis

Elastin 700–740 570–590 0.2–0.4,
2.3–2.5

[11, 62, 134,
136]

Collagen 800 (SHG; 2P) 400 (SHG) 0 [11, 62, 134]
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rete, to provide it with flexibility. The key structural cells of the epidermis in the
remaining three layers are the stem, basal, spinous and stratum granulosum cells,
which becoming increasingly flattened as the cells evolve into the stratum corneum.
Associated with these cells are two protective skin cells, the melanocytes and the
Langerhans cells. The melanocytes are responsible for the production of melanin
and skin pigmentation, whereas the Langerhans cells are the skin’s main dendritic
cell with the primary goals of surveillance for foreign objects and communication
with the immune system.

15.1.2 Challenges in Assessing Skin Health

One of the first laser scanning platforms developed was the confocal laser scanning
microscope (CLSM). CLSM conveyed several advantages over traditional
microscopy including significantly improved spatial resolution and the ability to
obtain optical sections of cells and tissues [33, 102, 123]. CLSM could also be used
in either fluorescence or reflectance modes. The development of multiphoton
microscopy was a revolutionary improvement in laser scanning microscopes,
conferring several advantages over CLSM including: narrow focal volume, elimi-
nating the need for a pinhole to filter out non-specific fluorescence from another
focal depth, improved resolution, deeper tissue imaging, and less photodamage due
to the use of lower energy near-infrared photons to excite the tissue. Fundamentally,
both CLSM and MPM only show the fluorescence intensity of a sample within a
defined spectral range. While this data represents the relative quantity of a mix of
fluorophores within the tissue, it cannot distinguish between fluorophores with an
overlapping emission spectra or their physical and chemical states. Fortunately,

Fig. 15.3 Schematic diagram of skin structure
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TCSPC FLIM has enabled an additional analytical layer on top of multi-spectral
laser scanning microscopy to resolve the various physio-chemical states of fluo-
rophores with overlapping emission spectra.

15.1.3 Non-invasive Imaging Below the Skin Surface—
Limitations and Opportunities

Non-invasive microscopy of endogenous fluorophores in skin can be used for a
variety of tasks including metabolic imaging of the viable epidermis, and visual-
isation of melanin distribution. However, there are some limitations to using this
technique in assessing the penetration of actives into the skin and as a diagnostic
tool. A non-negligible prerequisite is that the administered molecule is fluorescent.
This greatly reduces the number of actives that can be studied with this technique.
Furthermore, fluorescent actives must have an excitation wavelength greater than
350 nm to be able to be visualized by MPM and confocal microscopy.

Non-invasive multiphoton microscopy is able to provide sub-micrometer reso-
lution of endogenous fluorophores to a depth of about 200 µm [26, 81]. It is
important to note that as deeper strata are measured, the fluorescence intensity
detected may decrease as light is loss due to scattering. When imaging live subjects,
details that may seem minor, such as the quality of the surface being imaged and the
subject’s movements, may significantly reduce the quality images obtained.

The photons responsible for exciting the fluorophores within a sample can also
cause their degradation. Photo-bleaching is one of the factors that may directly
influence the data obtained through non-invasive imaging and FLIM, as it influ-
ences the intensity and lifetime of the photo-damaged fluorophore. In addition,
photo-bleaching may result in the formation of free radicals that may affect the
metabolic state of the cells. This, along with overlap of the spectral signals of
different fluorophores, and fluorescence quenching, are some of the challenges that
are presented with non-invasive and FLIM microscopy of the skin [105].

15.1.4 Current Range of Technologies to Define Skin
Morphology

The several instruments used for imaging below the skin use radiation such as X
rays, light and sound. In general, low wavelength modalities typically seen in
confocal microscopy enable high resolution, but damage the skin and have poor
penetration depth. There are several long wavelength modalities (i.e. near-infrared)
that limit damage to the skin and have significantly greater tissue penetration depth.
Depending on the modality, these techniques can vary in resolution and offer
different ways to analyse skin structure, function and percutaneous penetration.
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Wide-field fluorescence microscopy provides a two-dimensional imaging reso-
lution of up to 50 nm, but has several drawbacks. It delivers poor image contrast
and lacks any optical sectioning capability. Optical sectioning can be added at the
expense of photon efficiency [21, 47]. This increases the rate of photo-bleaching,
and as a result, only highly photo-stable fluorophores can be imaged with this
technique.

In comparison, multiphoton microscopy allows imaging depths of up to 200 µm.
The chances of photo-bleaching are greatly reduced with this technique, which
confers the ability to image live cells and tissue with subcellular resolution. This
also allows the precise visualization of the corneocytes of the stratum corneum on
the surface as well as the collagen and elastin fibres of the dermis [82]. Structures
below the skin surface can be observed at video rates using CLSM and the z-stacks
obtained can be used to construct a three-dimensional representation of the skin.
However, CLSM has a poor penetration depth compared to multiphoton micros-
copy (85 µm).

There are several other detection systems that can be used to analyse skin
structure at different depths and resolutions. Optical coherence tomography (OCT)
offers greater imaging depths (1.0–1.5 mm)compared to multiphoton microscopy
and CLSM, although signal intensity decreases as imaging depth increases. As a
result, only superficial layers of the skin, such as the stratum corneum can be
visualized clearly, as subcellular resolution is lost in more profound layers [128].
One of the major limitations of OCT is the strong non-specific background signal
that is detected, which deters the ability to distinguish between background noise
and viable signal [128]. Photoacoustic microscopy allows a greater imaging depth
in addition to the unique ability of imaging skin vasculature [79]. When using these
techniques, one has to consider that the subject movement during imaging will
result in decreased image quality.

Raman microscopic imaging detects vibrational changes in the protein and lipid
components of the skin, which can be interpreted as structural changes occurring in
different skin strata [135]. This imaging method has a resolution of approximately
80 µm. Signal intensity decreases with tissue depth as elastic light scattering
increases [16]. Automated confocal Raman microspectrometry can be used to
determine water concentrations in hydrated and non-hydrated stratum corneum,
which shows the this method has great possibilities [15].

15.2 Fluorescence Lifetime Imaging Microscopy (FLIM)

15.2.1 Metabolic Imaging of Skin

Autofluorescence FLIM analysis is predominantly used for assessing the metabolic
state of tissue in response to a change in the microenvironment, or the addition of an
exogenous agent. As a result, NAD(P)H and FAD are the primary targets in
autofluorescent FLIM analysis. Metabolic changes in tissue can be measured as
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changes in the fluorescence lifetime of NAD(P)H or FAD, and/or as changes in the
redox ratio or ratio of free and protein-bound components of NAD(P)H [107–109,
115, 116, 124], see also Chaps. 13 and 14 of this book.

15.2.2 Fluorescence Lifetime Changes of NAD(P)H
and FAD in the Viable Epidermis

Fluorescence lifetime changes do not offer any descriptive knowledge about the
underlying causes of these changes. However, certain lifetime changes are repro-
ducibly associated with cellular events such as apoptotic cell death and oxidative
stress [108, 126, 134], and can be used assess skin viability and toxicological effects
of topically applied agents in excised tissue and in vivo.

Fluorescence lifetime changes associated with apoptosis have been well
described in vitro. The ATP-kinase inhibitor staurosporine was used to induced
apoptosis within cultured cells in vitro and was associated with an increase in the
fluorescence lifetime of NAD(P)H [45, 126, 134], which occurred prior to apoptotic
morphological changes and caspase 3 activity. These changes were specific to the
induction of apoptosis and not with necrotic cell death initiated by hydrogen per-
oxide [126]. Using these observations as a reference point, changes in skin viability
can be examined.

Assessing and maintaining the viability of skin explants is essential for suc-
cessful skin grafting. Traditionally, viability assays are used to measure the activity
of NAD(P)H-dependent enzymes to reduce tetrazolium-based dyes into formazan,
resulting in a colour change [43]. However, this suffers from several drawbacks in
terms of assay time, cost, and tissue destruction as a result of obtaining a painful
biopsy.

FLIM of excised tissue, stored under various temperature and nutrient condi-
tions, demonstrated that spatial viability can be measured non-invasively using
multiphoton microscopy [108]. As expected, the viability of excised skin stored at
room temperature and 37 °C deteriorated more rapidly than skin kept at 4 °C.
Metabolic deterioration of excised skin was associated with an increase in the
fluorescence lifetime of NAD(P)H [108]. In contrast, the fluorescence lifetime of
skin kept at 4 °C showed a fluorescence lifetime comparable to freshly excised and
in vivo human skin. Using this approach, muliphoton FLIM could potentially be
used to routinely monitor skin graft viability and for the early detection of skin graft
failure.

Non-invasive multiphoton FLIM microscopy has also been used to measure
lifetime changes associated with skin wound healing [25]. Similarly to the viability
studies described above, the wound formation was associated with an increase in
the fluorescence lifetime of NAD(P)H, which decreased linearly with wound
healing over time [25]. These changes are hypothesised to be due to an increase in
the proportion of intercellular protein-bound NAD(P)H in the wounded skin.
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15.2.3 Oxidative Stress

In addition to apoptosis, oxidative stress is associated with defined fluorescence
lifetime changes that can be examined in skin. Ultraviolet (UV) A exposure was
used to induce oxidative stress in Chinese hamster ovary cells in vitro, which
resulted in a decrease in the fluorescence lifetime of NAD(P)H [60]. Oxidative
stress, as a result from ischemia-reperfusion injury, in the rat liver is associated with
a decrease in the fluorescence lifetime of NAD(P)H [120].

In the context of skin research and clinical assessment, exposure to UV radiation
increases cellular oxidative stress [103]. This effect was investigated using in vivo
human skin, comparing NAD(P)H and FAD fluorescence lifetime differences
between solar exposed and solar protected forearm skin of various age groups.
Similar to the in vitro studies, a significant decrease in the NAD(P)H and FAD
lifetime of the viable epidermis in the dorsal forearm (solar exposed), relative to the
volar forearm (solar protected), was observed [107].

15.2.4 Redox Ratio Using FLIM Parameters

The redox ratio is an indicator of the redox state and viability of the cell [129].
Traditionally, the redox ratio was calculated by measuring either: (1) changes in
NAD(P)H intensity [52], or (2) the fluorescence intensity ratio of FAD to NAD(P)H
[18], as the reduced form of FAD and oxidised form NAD(P)H are both non-
fluorescent [49]. However, this approach has several drawbacks, namely spectral
overlap with other endogenous fluorophores [134].

FLIM analysis of the ratio of free to protein-bound NAD(P)H is an alternative
approach to measuring the redox state of the cell [45, 73, 109]. Moreover, a more
sophisticated analysis of the ratio of free and protein-bound components of NAD(P)
H and FAD can be measured due to the precision of multi-exponential component
analysis by FLIM [54, 57, 73]. Indeed, in vitro studies demonstrate that the increase
in the relative abundance of free NAD(P)H (α1) relative to protein-bound NAD(P)H
(α2) correlates with the increasing confluency of breast epithelial and HeLa cells
[10, 45]. This observation is believed to be associated with a gradual decrease of
available nutrients and oxygen in the culture media, and thus an increase in the
NADH/NAD+ ratio. This observation can be reproduced with cultured cells in vitro
by serum starvation and the addition of various electron transport chain inhibitors to
disrupt oxidative phosphorylation [10]. Overall, the increase in free-to-protein-
bound NAD(P)H ratio, and corresponding decrease in the average NAD(P)H life-
time, is associated with the inhibition of oxidative phosphorylation in vitro [10, 45].
Thus it is considered that the α1/α2 ratio of NAD(P)H is inversely proportional to
the metabolic rate of the cells.

In the aforementioned wound healing model, the free-to-bound ratio of NAD(P)
H was lower near the wound relative to normal skin during the early stages of

466 W.Y. Sanchez et al.



wound healing [25]. This data suggests that at the site of wound healing at this time,
oxidative phosphorylation may be the primary bioenergetic pathway used. Over
time throughout the wound healing process, non-invasive FLIM was performed
daily to determine healing-associated changes in the fluorescence lifetime and free-
to-bound ratio of NAD(P)H. This data can be used clinically to assess tissue
recovery from injury.

15.3 FLIM Instrumentation for Clinical Use

FLIM is used routinely for both skin research and clinical dermatological appli-
cations. While the former is well-established in the literature, clinical FLIM
intravital microscopy is a developing field with significant potential. Intravital
FLIM applications in dermatology include: diagnostic analysis of suspicious skin
lesions [28, 113], assessing skin viability [40, 108], analysis of skin aging [107],
and measuring the liposome-mediated delivery of agents and their spatial distri-
bution [41]. Despite the powerful analytical capacity of FLIM, relatively few
systems exist for intravital FLIM microscopy for either research or clinical
purposes.

There is a wide variety of different FLIM techniques. The techniques differ in the
electronic and optical principles to resolve the fluorescence signals spatially and
temporally [2, 5]. These approaches differ in their acquisition time and photon
counting efficiency (i.e. the number of photons needed to obtain a given lifetime
accurately), resolution of multi-exponential decay functions, optical sectioning, and
the fluorescence intensities they can be used. In particular, there is constant con-
troversy whether a system for clinical use should use wide-field imaging or scan-
ning. It is certainly correct that a wide-field system is able to achieve shorter
acquisition time than a scanning system. Wide-field FLIM is therefore used for a
number of diagnostic applications, such as analysis of biopsies of human skin
cancerous lesions [39, 84]. Autofluorescence lifetime differences were demon-
strated between normal and lesional tissue, validating the utility of FLIM for
diagnostic analysis [39]. However, a wide field systems also has a number of
disadvantages.

The first one is that it requires a camera-like image sensor. There is currently no
such sensor that acquires picosecond time-resolved data in a large number of time
channels of all pixels simultaneously. Therefore, the time resolution must be pro-
vided by time-gating: a gated pulse is shifted over the decay curve, acquiring a
number of images for different time after the excitation. Of course, gating reduces
the photon efficiency, i.e. the number of photons needed to obtain a given lifetime
accurately. To maintain a reasonable photon efficiency, the decay data are often
acquired in only a few time gates. This, however, reduces the capability of
resolving multi-exponential decay profiles into their decay components [2, 5].

The most significant problem of wide-field imaging in comparison to scanning is
that the images are far more impaired by scattering: a wide-field system detects
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scattered light from all pixels of the image, a scanning system only from the
currently excited pixel. Scattering is not a major problem when cell cultures or thin
tissue sections are used. It may also have little effect on the image contrast when
large-area images are taken directly from the surface of biological tissue. However,
when images are recorded at µm resolution from planes inside the tissue, the
differences in image contrast are dramatic, see Fig. 2.1 in Chap. 2. The problem of
scattering is enhanced by the fact that a broad wide-field system does not provide
any kind of out-of-focus suppression and optical sectioning capability. In principle,
out-of-focus signals can be removed from the data by structured illumination
techniques [21, 47], but this further reduces the photon efficiency.

The only technique that combines laser scanning with near perfect photon effi-
ciency and time resolution is TCSPC FLIM. TCSPC with laser scanning was
already used by Bugiel, König and Wabnitz in 1989 [13]. These early implemen-
tations used classic TCSPC and slow scanning. The slow scan rate was a serious
limitation which possibly led to the misconception that TCSPC FLIM needs
extremely long acquisition times. The limitation in scan rate was overcome with the
introduction of multi-dimensional TCSPC by Becker & Hickl, see Chaps. 1 and 2
of this book. In this chapter, we exclusively used optical principles based on fast
laser scanning in combination with FLIM by multi-dimensional TCSPC.

15.3.1 Confocal Scanning with One-Photon Excitation

Confocal scanning systems scan the sample with a focused laser beam, and detect
the fluorescence back through the optical scanner and through a pinhole in an
optical plane conjugate with the focal plane in the sample. Light from above or
below the focal plane and light scattered in the sample is not focused into the
pinhole and thus significantly suppressed, see Chap. 2, Fig. 2.3. Confocal scanning
systems can easily be combined with TCSPC FLIM: All that is needed is a pulsed
laser for excitation and a detector with single-photon sensitivity and picosecond
timing resolution for the individual photons.

A commercially available instrument of this type with the capability of TCSPC
FLIM for intravital imaging is the VivaScope® (Caliber Imaging & Diagnostics
Inc., formerly Lucid Inc., Rochester, NY, USA). In its basic configuration the
VivaScope® is a reflectance confocal microscope (RCM) system developed for
intravital imaging of human patients for dermatological diagnostics [46, 98,
99, 111].

The VivaScope® enables the operator to obtain optical sections of excised or
in vivo skin [53, 75, 110]. Both animal and human skin is imaged with the Viva-
Scope® predominantly by RCM, which uses the inherent variations in refractive
indices of skin structures to provide spatial imaging of the tissue [88]. Besides its
application in cosmetic (e.g. photo-aging, pigmentation), the VivaScope® has been
extensively used for the non-invasive diagnosis of both melanocytic and non-mel-
anocytic skin lesions, such as basal cell carcinoma and actinic keratosis [50].
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Together with the reflectance mode, the VivaScope® is also used as a (stead-
state) fluorescence microscope either by exploiting the autofluorescence properties
of the skin, or with the use of exogenous fluorophores [118]. Both hydrophilic
molecules (e.g. fluorescein) and hydrophobic molecules (e.g. curcumin) can be used
as contrasting dyes to distinguish between cellular and tissue structures. Moreover,
these compounds are used to study skin penetration pathways and skin penetration
kinetics (i.e. dermatopharmacokinetics).

The VivaScope® microscope platform can be equipped with pulsed confocal
lasers and a fibre output for fluorescence excitation and FLIM detection. A sim-
plified optical diagram of the Vivascope with RCM and FLIM is shown in
Fig. 15.4. The light source of the RCM system is a 785 nm diode laser. The laser
beam passes the beam splitters, BS1, BS2, BS3, and is deflected by a fast-rotating
polygon mirror (x direction) and a galvanometer mirror (y direction). The polygon
mirror provides ultra-fast scanning with line times on the order of 100 µs. The scan
lens projects the pivot point of the beam on the microscope lens. The microscope
lens focuses the laser beam into the sample. It also collects and collimates the light
returned from the sample. The returned beam is de-scanned by the scan mirrors, and
focused into a pinhole in front of the reflectance detector. Important to the function
of the reflection system are the λ/4 plate behind the microscope lens and the
polarising beamsplitter in front of the reflection detector. These elements have the
effect that reflected light with the same polarisation as the laser is suppressed. Light
directly reflected at the surface is polarised, light scattered at tissue structures inside
the sample is not. The image contrast for deep-tissue structures is thus substantially
improved.

The Vivascope is upgraded for FLIM by adding an input for a ps diode laser and
a confocal output to a FLIM detector. A dichroic beamsplitter, BS1 reflects the
FLIM laser wavelengths (405–488 nm) and transmits the reflectance laser (785 nm).
BS3 is a wideband (50/50 %) beamsplitter, it transmits 50 % of the returned light to
the reflectance PMT and reflects 50 % to the FLIM fibre port. The fibre forms the
pinhole for confocal detection, and transmits the fluorescence light to the FLIM
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Fig. 15.4 Optical principle of the VivaScope® with TCSPC FLIM
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detector. We use a Becker & Hickl HPM-100-40 hybrid GaAsP detector [4]. The
FLIM system is a standard Becker & Hickl Simple Tau system [4]. The synchro-
nisation with the scanning is obtained by scan clock pulses from the Vivascope
scanner, pxl clk, line clk, and frame clk, the synchronisation with the laser pulses
sequence by synchronisation pulses from the ps diode laser. The FLIM system
acquires the FLIM data by building up a photon distributions over the coordinates
of the scan and the times of the photons in the laser pulse period [4, 18]. The
recording process is compatible with the ultra-fast scanning used in the Vivascope:
the photons of a large number of frames are accumulated, and the acquisition is
continued until the desired signal-to-noise ratio is achieved. Please see Chaps. 1 and
2 for details.

By combining RCM at NIR wavelengths with FLIM, the VivaScope® combines
the recording high-contrast intensity imaging in deep-tissue layers with the
recording of fluorescence-lifetime images. It is thus delivers both morphological
and metabolic information. One drawback however, is that, FLIM cannot be
obtained from the same depth as RCM images: The excitation wavelength of FLIM
is shorter, so that the penetration depth is smaller. The combination of several
imaging techniques in the same instrument also leads to a sub-optimal sensitivity of
FLIM. As the instrument is designed now, a part of the excitation and fluorescence
light is lost at the 50/50 beamsplitter, see Fig. 15.4. There is plenty of sensitivity
reserved for FLIM with exogenous fluorophores but there is little sensitivity left
when the instrument is used for autofluorescence FLIM.

Figure 15.5 contrasts the confocal reflectance and FLIM modes of a modified
VivaScope® system. The data demonstrates that standard RCM yields little more
than spatial information about the skin structure (Fig. 15.5b). When equipped with
FLIM, the various physio-chemical components of autofluorescent and fluorescent
compounds can be resolved with the FOV and imaging depth advantages that the
VivaScope® provides (Fig. 15.5c, d).

15.3.2 Multiphoton Scanning with Non-descanned Detection

The quality of fluorescence images from deep tissue layers can substantially be
improved by using two-photon excitation. The process of simultaneous absorption
of two or more photons has been theoretically investigated 1931 by Göppert-Mayer
[42], suggested for fluorescence excitation in laser scanning systems by Wilson and
Sheppard [130] in 1984, and practically introduced by Denk and Strickler [26] in
1990. The use of multiphoton excitation in a laser scanning microscope has a
number of advantages. First, the excitation wavelength for fluorophores with
absorption bands in the visible range is in the NIR. Scattering and absorption
coefficients in the NIR are lower than in the visible range. Therefore, a larger
penetration depth is achieved. Second, the excitation happens predominantly in the
focus of the laser. Multiphoton excitation therefore offers inherent depth resolution.
No pinhole is required to suppress out-of-focus light. The fluorescence signal can
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therefore be diverted directly behind the microscope lens, and transferred to a large-
area detector. The principle is called non-descanned detection (NDD). In compar-
ison to confocal detection, the advantage of NDD is that photons scattered on the
way out of the sample reach the detectors and contribute to the buildup of the
image. The absence of excitation outside the focal plane has the additional
advantage of reduced photobleaching and photodamage in the sample volume
above and below the image plane.

The downside of multiphoton imaging is that it requires a femtosecond laser to
obtain noticeable excitation efficiency. The need of a femtosecond laser makes a
multiphoton system relatively expensive. One may also raise concerns about the use
of femtosecond pulses with high peak power in clinical applications. It has, how-
ever, been shown that two-photon excitation is safe to human cells and tissue
[34, 35, 60, 61, 65].

Fig. 15.5 VivaScope® reflectance confocal and fluorescence lifetime imaging microscopy of
in vivo human skin. a The VivaScope® is equipped with a flexible arm with optics compatible for
fluorescence lifetime imaging. b Reflectance confocal image of the stratum corneum surface of
in vivo human skin. c Pseudo-coloured fluorescence lifetime image (according to the average
weighted fluorescence lifetime, τm) of the stratum corneum of in vivo human skin after topical
application of an acriflavine (1 mg/mL) solution, using an excitation wavelength of 488 nm. The
white scale bar represents 40 µm. d FLIM images of acriflavine solution (1 mg/mL in ethanol)
penetration in the hair follicle and skin furrows of in vivo human skin after topical application,
using an excitation wavelength of 488 nm. The yellow scale bar represents 50 µm
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Two-photon excited autofluorescence fluorescence imaging of human skin has
been developed by Gratton, König and Masters [60, 62, 80–82], and commercially
introduced by Jenlab GmbH, Germany [64]. The first system was the DermaIn-
spect®. First generation DermaInspect® microscopes were fixed units, requiring
human volunteers or patients to optimally position the scanning area on their body
to the fixed objective head, see Fig. 15.6a. The next generation MPTflex® and
MPTflex-CARS®systems [12] (Fig. 15.6b) have the microscope/scanner assembly
mounted on a 360° flexible arm, allowing the volunteer/patient to remain in a
comfortable position for intravital imaging [67]. With these improvements to
mobility and usability, TCSPC FLIM remains an optional module to the MPTflex®

platform.
From the beginning, DermaInspect® contained a FLIM option using Becker &

Hickl TCSPC FLIM technique. The basic optical principle of the FLIM part of the
DermaInspect® is shown in Fig. 15.7. The laser beam is scanned by galvanometer
mirrors and projected into the plane of the microscope lens by the scan lens. The
microscope lens focuses the laser beam into the sample. The fluorescence light is
collected by the microscope lens, and separated from the excitation beam by a
dichroic mirror. It is further split into several spectral components, and detected by
several (up to four) detectors. The signals of the detectors were originally detected
by a single Becker & Hickl SPC-830 TCSPC FLIM module via a router [4, 18],
please see Chap. 1, Sect. 1.4.1. Later systems use parallel detection by several SPC-
150 modules (Chap. 1, Sect. 1.4.5.1), as indicated in Fig. 15.7. A typical FLIM
image recorded by this instrument is shown in Fig. 15.8.

Fig. 15.6 DermaInspect® multiphoton microscopes first generation fixed (a), second and third
generation mobile (b) systems. Fluorescence lifetime imaging modules are located internally and
operate across multiple spectral channels. Adapted from [67]
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The DermaInspect® and MPTflex® systems were designed especially for
dermatological research and clinical analysis and have been used for multiple
intravital FLIM studies in human skin for drug penetration and toxicology [74, 76,
104], photo-ageing assessment [58, 107], characterisation and diagnostic differen-
tiation between normal and cancerous lesions [28, 114]. The multiphoton tomo-
graph MPTflex-CARS is the certified multiphoton tomograph of the third
generation which provides optical biopsies with chemical information. The systems
have delivered data for an impressive number of publications, see [12, 28, 41, 44,
56, 63, 66, 68–71, 74, 76, 78, 79, 89, 96, 101, 104, 105, 107, 108, 119, 122, 127].
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Fig. 15.7 Optical Principle of the FLIM part of the DermaInspect®

Fig. 15.8 Stratum granulosum of human forearm. Excitation 750 nm, detection from 450 to
480 nm (left) and 515 to 650 nm (right). Amplitude weighted lifetime of double-exponential decay

15 Fluorescence Lifetime Imaging of the Skin 473



15.4 FLIM Data Analysis

Below we give only a brief description, focusing especially on the features
important to multiphoton FLIM data of human skin. TCSPC FLIM data are arrays
of pixels each of which contains a (usually large) number of time channels. The
time channels contain photon numbers for consecutive times after the excitation
pulse. The data can be analysed either directly in the time domain, or transformed
into the frequency domain and analysed by in the frequency space.

15.4.1 Time-Domain Analysis

To obtain fluorescence decay parameters from TCSPC an iterative convolution
process is used. The function of a suitable decay model is convoluted with the
instrument response function (IRF). The IRF is the response of the detection system
to the excitation pulse itself. It is either measured or calculated from the fluores-
cence decay data. The fit procedure then optimises the model parameters until the
best fit to the photon numbers in the time channels is achieved. The principle is in
use for analysis of single fluorescence decay curves for many years [92]. For FLIM,
the fit procedure has to be repeated for all pixels of the image [4].

The simplest decay model is a single exponential function. It is described by a
single decay time. In most cases, however, the decay profiles have to be modelled by
sums of two or three exponential functions, see (15.1) and (15.2). The model func-
tion, (15.1), is described by several decay times, τi, and amplitude coefficients, ai:

FðtÞ ¼
Xn
i¼1

aie
�t=si ; n� 1 ð15:1Þ

where

Xi

n¼1

ai ¼ 1 ð15:2Þ

The final FLIM image is obtained by assigning the brightness to the total photon
number in the pixel, and the colour to a selected decay parameter. This can be the
lifetime of a single-exponential decay, an amplitude- or intensity-weighted average
of the lifetimes in a multi-exponential decay, or a lifetime or amplitude ratio, see
Fig. 15.9a.

Typical applications of using the decay parameters are images of the ratio of
bound/unbound NADH (α1/α2) and FRET images (α1/α2 for amount of interacting
donor, τ1/τ2 component for donor-acceptor distance).
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For many applications it is sufficient to calculate a mean fluorescence lifetime,
τm, from the parameters of the multi-exponential decay [116]. The mean lifetime is
an average of the decay times of the decay components, weighted by their
amplitudes:

sm ¼
PN

i¼1 a1s1PN
i¼1 a1

ð15:3Þ

A pseudo-coloured image of the mean (or amplitude-weighted) lifetime of a
double-exponential decay model is shown in Fig. 15.9b. It should be noted that the
mean lifetime is not identical with the intensity-weighted (average) lifetime, and
with the lifetime of a single-exponential fit of the decay function [4].

It is also possible to extract SHG (second-harmonic generation) components
from the FLIM data via their infinitely short lifetime or via time-gating the intensity
data in the lifetime display, see Fig. 15.9c.

Fig. 15.9 TCSPC pseudo-coloured multiphoton FLIM image of in vivo (a) and (b) excised
human skin, and the dermis of the excised mouse ear (c) at an excitation wavelength of 740 nm.
b The fluorescence lifetime decay curve and lifetime parameters of excised human skin. c The
FLIM pseudo-coloured image of the dermis in the excised mouse ear displays the ultra-fast
lifetime component corresponding to collagen SHG (blue), which has a lifetime approaching zero,
and the longer wavelength autofluorescence lifetime of keratin hair follicles (red)
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15.4.2 Frequency Domain (Phasor) Analysis

Frequency-Domain data contain two numbers in each pixel: a phase and a modu-
lation degree. Such data can be analysed elegantly by the ‘Phasor’ approach [27].
Phasor analysis does not explicitly aim on determining fluorescence lifetimes or
decay components for the pixels. Instead, it uses the phase and the modulation
degree directly. For each pixel, a pointer (the phasor) is defined and displayed in a
polar plot, see Fig. 15.7. The phase is used as the angle of the pointer, the mod-
ulation degree as the amplitude. This ‘phasor plot’ has several remarkable features:

• The phasors of pixels with single-exponential decay profiles end on a semicircle.
The location on the semicircle depends on the fluorescence lifetime.

• Phasors of pixels with multi-exponential decay profiles, i.e. sums of several
decay components, end inside the semicircle.

• Phasors of decay profiles which result from the convolution of several processes
end outside the semicircle. An example is the emission of a FRET-excited
acceptor, which is the convolution of the decay function of the interacting donor
with the fluorescence decay of the acceptor.

Pixels with different signature in the phasor plot are then back-annotated in the
image by giving them different colours. An example is shown in Fig. 15.10. It
shows a phasor plot for several cells, B–F, shown at the top of the figure. As can be
seen in the lower part of the figure, the fluorophores form different spots in the
phasor plot, as does the autofluorescence of the untransfected cells. As can be seen
from Fig. 15.10, phasor analysis is an excellent tool for distinguishing pixel areas
with different decay signature. Please note also that all spots are inside the semi-
circle, i.e. none of the fluorophores present in the cells delivers a perfectly single-
exponential decay in the biological environment.

15.5 FLIM of Skin Autofluorescence

Historically, functional and structural information about the skin was assessed either
through in vitro cell culture, or histopathology of skin biopsies. Drug penetration
studies were performed by placing excised skin within a Franz cell, measuring the
flux of a compound from the donor solution through the skin (full thickness, split-
thickness or separated epidermis) into the receptor solution [36]. For intravital
imaging the dermatoscope, a handheld epiluminescence microscope, was the long-
standing non-invasive diagnostic tool for assessing suspicious skin lesions [77].
Further analysis requires painful biopsies to be taken for histopathological assess-
ment, a non-trivial time-consuming and costly procedure.

The emergence of confocal and especially multiphoton microscopy has stimu-
lated a revolution in dermatological research and clinical diagnostics. Skin
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autofluorophores, which are endogenous molecules or proteins with fluorescence
properties, are used for non-invasive functional, structural, penetration, and diag-
nostic studies within excised and in vivo skin. Autofluorescence offers a means for
label-free analysis of structural and functional information within skin.

Autofluorescence intensity alone yields limited information and can be
complicated by fluorophores with overlapping emission spectra, despite using

Fig. 15.10 Phasor plot analysis of TCSPC FLIM data. (a) Example of the position of single and
multi-exponential lifetime components on a phasor plot. (b) Resolution of cellular autofluores-
cence and fluorescently-labelled proteins on a phasor plot extracted from lifetime data collected by
TCSPC. Adapted from [27]
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multi-spectral confocal or multiphoton imaging. In addition, autofluorescence
intensity only informs the investigator that the fluorophore is there and in its
approximate concentration.

Fluorescence lifetime imaging adds another dimension to the data that can be
obtained from autofluorescence imaging of skin. FLIM yields information of the
physio-chemical state of the autofluorophore as a function of the direct binding
interactions with nearby molecules and the local microenvironment [5]. As the
fluorescence lifetime of a molecule is independent of its concentration, unlike
intensity, FLIM is ideal for contrasting fluorophores with overlapping emission
spectra. Moreover, lifetime changes in certain autofluorophores such as nicotin-
amide adenine dinucleotide (phosphate) or NAD(P)H, which are involved in key
intracellular metabolic pathways, are indicative of cell death, ischeamia reperfusion,
and oxidative stress [108, 121, 126, 134].

15.5.1 Stratum Corneum Barrier Autofluorophores

15.5.1.1 Keratin

A major component of the stratum corneum is keratin, which is a family of fibrous
structural proteins. Keratin monomers, produced in skin within the viable epidermis
by keratinocytes, are arranged into bundles within the cytoplasm to form inter-
mediary filaments. Intermediary filaments makeup the cytoskeletal backbone of the
cell [91] and are involved in cell motility and division [95]. Within corneocytes in
the stratum corneum, keratin intermediate filaments serve as a platform for fliggarin
monomers to aggregate in order to flatten the cell and establish the intercellular
barrier [91]. Using two-photon excitation, keratin autofluorescence is visible within
a broad excitation range between 740 and 860 nm. Similarly, the fluorescence
emission of keratin is broad ranging from 420 to 600 nm [134]. The fluorescence
lifetime of keratin is approximately 1.4 ns [30], following a single component
model Fig. 15.11.

15.5.2 Viable Epidermal Autofluorescence and Associated
Fluorophores

15.5.2.1 NAD(P)H and FAD

There are two autofluorophores that play a central role in multiple cellular bioen-
ergetic pathways: NAD(P)H and flavine adenine dinucleotide (FAD). NADH is an
electron donor for the electron transport chain in oxidative phosphorylation, while
NADPH is an intracellular reducing agent used as a coenzyme for anabolic
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reactions and antioxidant [132]. NADH is used in various cell processes including
biosynthesis, apoptosis and cell signalling [132]. As the spectral and lifetime
properties of NADH and NADPH are essentially indistinguishable, they are
aggregated and analysed together as NAD(P)H. NAD(P)H is excited between 720
and 780 nm (two-photon) and displays an emission range between 410 and 550 nm
[134]. Using a bi-exponential decay model, the lifetimes of NAD(P)H are resolved
into fast (*0.2–0.4 ns) and slow (*2.2–2.5 ns) components corresponding to free
and protein-bound NAD(P)H (Table 15.1). FAD is an electron acceptor and redox
cofactor, while in the reduced form it is a central electron transporter involved in
oxidative phosphorylation [49]). FAD is excited by two-photon excitation between
720 and 880 nm, with an emission range of 510–600 nm [134]. Similarly to NAD
(P)H, FAD has a free and protein-bound lifetime components corresponding to the
slow (*2.0–2.8 ns) and fast (*0.7 ns) lifetimes.

15.5.2.2 Melanin

Melanin is a major component of the stratum basale and refers to a family of
melanin compounds: pheomelanin, eumelanin, and neuromelanin. Phenotypically,
melanin is the key factor for skin pigmentation while functionally it serves to
protect cells from photodamage. Melanin protects cells from photodamage by
rapidly converting absorbed ultraviolet light into heat as well as other chemical
reactions [85]. Melanin is produced by melanocytes in skin, situated within the
stratum basale, and packaged into lipid vesicles known as melanosomes that are
distributed and endocytosed by other cells in the viable epidermis [131]. Melanin

Fig. 15.11 In vivo cross-section of human skin imaged by multiphoton microscopy. Skin
autofluorescence is pseudo-coloured green, while collagen second-harmonic generation is pseudo-
coloured red
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has a two-photon excitation range between *720 and 880 nm and fluorescence
emission greater than 510 nm [134]. The reported fluorescence lifetime of melanin
varied between studies, but can be approximated to an ultra-fast component
of *0.15 ns and a second component ranging between 0.5 and 2 ns [23].

15.5.2.3 Lipofuscin

Liposfuscin is a yellow-brown pigment visible particularly in ageing skin and in the
fundus of the eye, see Chap. 16. Lipofuscin is an aggregate term that refers to
intercellular granules containing a heterogeneous mix of highly cross-linked com-
ponents such as oxidized proteins (30–70 %), lipids (20–50 %), sugars and metals.
Lipofuscin is believed to be formed in part from impaired proteasomal degradation
of oxidized protein, as a function of age-related oxidative stress, which forms cross-
links or hydrophobic bonds with other material [51]. Lipofuscin can be detected
using a two-photon excitation wavelength of 800 nm and emission window
between 500 and 550 nm. Multiple fluorescence lifetimes are reported for lipofusin
(0.32, 1.2 and 4.8 ns) and should therefore by analysed by FLIM using a multiple
exponential component model.

15.5.3 Dermal Autofluorescence and Its Fluorophores

15.5.3.1 Elastin

Elastin is a key structural protein within the dermis and conveys elastic recoil in
skin [1]. The loss of elastin distribution in the dermis, and therefore elasticity of the
skin, is considered as a major phenotypic characteristic associated with skin ageing
[31]. This can be measured using multiphoton microscopy by measuring the ratio of
elastin fluorescence to collagen SHG in the dermis [20, 107]. Elastin can be excited
by two-photon microscopy within a broad range spanning 740–920 nm, with a
similarly broad fluorescence emission range between 400 and 600 nm [134]. Elastin
is reported to have a fluorescence lifetime of *0.3–2 ns [64].

15.5.3.2 Collagen

Collagen is one of the major components of the dermis that, along with elastin,
provides the skin’s structural support. Collagen is synthesised and secreted into the
dermis, forming bundles to provide the underlying structural strength of the skin
[14]. Collagen emits both fluorescence (see Chap. 16) and second-harmonic-gen-
eration (SHG) signals (see Fig. 15.9c). Second-harmonic generation is a non-linear
optical phenomenon whereby the excitation laser light is frequency-doubled after
focusing on a sample (i.e. two photons of 800 nm is frequency-doubled to a single
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photon of 400 nm). The SHG light is emitted in forward direction, therefore
scattering in the sample is required to detect it back through the microscope lens
[83]. As the SHG process is near-instantaneous, the SHG signal has a near-zero
fluorescence lifetime [83]. In two-photon FLIM data, the SHG signal contrasts
collagen effectively from elastin and keratin [62, 105]. A few precautions must be
observed to record SHG components effectively: a femtosecond laser excitation
must be used, the SHG wavelength must be within detection wavelength interval,
the sample must be thick enough to scatter the SHG light back into the microscope
lens, and non-descanned detection must be used to detect the back-scattered signal.
An example of SHG detection from collagen is shown in Fig. 15.12, left.

Caution is indicated when SHG sources other than collagen are present in the
tissue. This may be the case in nanoparticle penetration studies [24, 74, 76] when
SHG is used as an indicator of the presence of the particles. SHG signals from
collagen may then interfere with the SHG signal of the nanoparticles.

15.6 Heterogeneity in Skin Fluorescence Lifetimes

While the fluorescence lifetime of autofluorophores is consistent in the absence of
physio-chemical changes to the molecule itself, there is reported heterogeneity of
the viable epidermal fluorescence lifetime between individuals and skin locations

Fig. 15.12 Two-photon FLIM of pig skin, excitation 800 nm. Colour shows relative intensity in
fast decay component. Left Wavelength channel <480 nm, the fast decay component represents the
SHG signal from collagen. Right Wavelength channel >480 nm. The collagen structures are not
seen in this channel because the SHG wavelength is outside the wavelength interval detected.
LSM 710 NLO with bh Simple-Tau 152 dual-channel FLIM system, NDD detection. Data from
[4], re-analysed
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on the body. These differences are due to a number of factors including variation in
the various proportions of autofluorophores within the viable epidermis. This is best
exemplified by the presence of melanin [23].

15.6.1 Body Site

The average fluorescence lifetime of the viable epidermis was reported to increase
with age in one study, which also demonstrated significant lifetime differences
between volar and dorsal forearms, and thigh [9]. These differences (Fig. 15.13)
were attributed to cell density and also the presence of melanin, with its ultra-short
lifetime component, that was more abundant in solar-exposed dorsal forearm than
other sites.

Fig. 15.13 Pseudocolored fluorescence lifetime image (0–2000 ps; red-blue) comparison of the
dorsal forearm (a, d, g), volar forearm (b, e, h), and thigh (c, f, i) from the upper (a–c) and lower
(d–f) epidermal layers, and epidermal-dermal junction (g–i). Jenlab DermaInspect with Becker &
Hickl SPC-830 TCSPC FLIM module
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15.6.1.1 Melanin

The fluorescence lifetime of autofluorophores can be used to observe the relative
quantity and distribution within skin. Melanin, with an ultra-fast lifetime compo-
nent, is easily observed using multiphoton FLIM microscopy [23, 117], as dem-
onstrated when comparing its relative abundance between Asian and African skin,
as demonstrated in Fig. 15.14.

Using the lifetime properties of melanin, non-invasive clinical imaging of
patients with melanocytic lesions [29, 113] demonstrate the potential for FLIM to
enhance the diagnostic and prognostic assessment of these lesions before and after
therapeutic treatment (Fig. 15.15).

15.6.2 Imaging, Harvesting and Storage Conditions

Due to the complex setup of FLIM-equipped microscopes in a laboratory setting,
only certain types of samples can be imaged in skin research:

1. Epidermal or dermal cells, isolated from excised tissue, cultured in vitro
2. Freshly excised skin from animals or humans (donor or cadaveric tissue)
3. Histologically prepared fixed skin from animals or humans.

Fig. 15.14 Intravital multiphoton-FLIM microscopy (pseudo-coloured to τm) to observe the
distribution of melanin within in vivo stratum granulosum (a and c) and stratum basale (b and d) of
Asian (a, b) and African (c, d) volunteers. Jenlab DermaInspect with Becker & Hickl SPC-830
TCSPC FLIM module. Adapted from [23]
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Confocal and multiphoton laser scanning microscopes equipped with FLIM on
the laboratory bench are constrained to examining mouse and rat skin for intravital
imaging. More specialised equipment is required for intravital human FLIM
microscopy.

For analysis of excised tissue, tissue viability is an important factor to consider
in lifetime changes of the viable epidermis. One study demonstrated that the pro-
gressive deterioration of excised skin, due to ischemic necrosis, is associated with
increases in the average fluorescence lifetime of NAD(P)H [108]. This is an
important factor to consider in ex vivo studies in order to attribute changes in the
lifetime to their appropriate causes. In order to preserve the average fluorescence
lifetime of the viable epidermis, excised skin should be stored at 4 °C for a period of
no more than 1 week. Storage of the skin at –20 °C largely eliminates NAD(P)H
and FAD autofluorescence and should be avoided if the skin imaging aims to
measure the metabolic rate of tissue.

Fig. 15.15 Multiphoton intravital FLIM microscopy of melanocytic infiltration into the viable
epidermis of in vivo human skin. Side-by-side multiphoton intensity (a) and pseudo-coloured
FLIM (τm) images of the stratum granulosum of a melanoma lesion. Arrows in (b) demonstrate the
short lifetime component (red-yellow) corresponding to melanin, whereas normal autofluorescence
(green-blue) is indicated by a star. High concentrations of melanin, within normal melanocytes
(thin arrow) and melanoma cells, are also visible FLIM images of the stratum spinosum (c) and
stratum basale (d). Adapted from [112]
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15.6.3 Normal and Solar-Induced Aging

Heterogeneity in the viable epidermal fluorescence lifetime can also be attributed to
both natural and solar-induced photodamage. Non-invasive imaging to quantify the
degree of skin aging measures the ratio of collagen SHG to skin autofluorescence
(AF) in the dermis (i.e. elastin), an index known as SAAID:

SAAID ¼ SHG � AF
SHG þ AF

ð15:4Þ

The SAAID index is reported to decrease with aging (see Fig. 15.16) and solar-
induced photo-aging [59, 107], corresponding to the reduction of collagen and
disruption of elastin fibre networks. These components, elastin and collagen, can be
measured specifically in the dermis using FLIM to measure age and photodamage
associated changes as reported [58].

Within the viable epidermis, the decrease in the average fluorescence lifetime
tends to occur with solar-exposure, whereas age-related changes are associated with
an increase in the fluorescence lifetime [107], as also found in an earlier study [9].
These studies demonstrate that considering the age and photodamage-related
changes to the autofluorescence lifetime, in the viable epidermis and dermis, are
critically important in large population FLIM studies.

15.7 Using FLIM to Assess the Topical Penetration
of Actives into Skin

Franz cell diffusion studies are traditionally used for cutaneous delivery and trans-
dermal penetration studies. While this technique is a proven and effective means of
calculating the dermatopharmacokinetics of topically applied agents, the data gen-
erated fails to provide any spatial information. Spatial data is essential for deter-
mining the penetration route and assessing potential cellular uptake. Moreover,
spatial data can be used to direct the optimisation of formulations and other pene-
tration enhancers for targeted delivery and transport of compounds through the skin.

Fig. 15.16 Changes in the
SAAID index according to
age [45]
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Histology can be used to determine the spatial distribution of a topically applied
compound, but requires multiple skin samples for each time point, adding to the
overall cost in time and resources. Although laser scanning microscopy permits
non-invasive imaging of intact excised skin or in vivo skin for topical penetration
studies, the effectiveness of this technique is limited to the ability to resolve
background autofluorescence and the topically applied agent spectrally. If the agent
and autofluorescence is spectrally distinguishable, little more than spatial data could
be obtained by measuring the relative fluorescence intensity. With the introduction
of TCSPC FLIM to laser scanning microscopes, an additional means of resolving
various fluorophores can be achieved irrespective of their emission spectral over-
lap. Furthermore, the fluorescence lifetime of the topically applied agent (dye, drug,
or nanoparticle) can be used to resolve various states of the compound (i.e. free/
non-interacting versus binding/interacting) as it penetrates into the skin [105].

15.7.1 Fluorescent Dyes and Macromolecules

FLIM has been used to contrast, assess and quantify the penetration of topically
applied fluorescent dyes in excised and in vivo human skin. One study used the
fluorescence lifetime properties of acriflavine and fluorescein, both of which have
an average lifetime greater than 2 ns, to isolate and quantify the presence of dye
within viable epidermis of in vivo human skin as a measure of changes in barrier
integrity associated with aging and photoaging [107]. Similarly, the VivaScope®

FLIM system was used to image the penetration of topically applied fluorescein into
in vivo human skin [106] and differentiate between tissue autofluorescence and
topical fluorescein and 9-cyanoanthracene in porcine skin [89] (Fig. 15.17).

Fig. 15.17 Confocal reflectance (left) and pseudo-coloured fluorescence lifetime image (right) of
fluorescein (16 mg/mlit’s) distribution in the stratum corneum of in vivo human skin after topical
application. Lucid Vivascope with Becker & Hickl Simple-Tau 150 TCSPC FLIM system
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15.7.2 siRNA

Combined with FLIM, fluorescent tagging of siRNA can be used to assess the
effectiveness of various nano-carriers systems, such as flexible liposomes, to deliver
their payload into the viable epidermis. In a recent study we used FRET to show
that fluorescein labelled siRNA delivered to viable epidermis with secosomes were
actually delivered into viable skin after topical application, while there was no
significant penetration of zinc oxide nanoparticles within the viable epidermis [41],
see Fig. 15.18.

15.7.3 Nanoparticles

FLIM has best shown its utility in the study topical nanoparticle penetration into
human skin. FLIM offers unprecedented advantages of regular confocal and mul-
tiphoton imaging as it enables an effective contrast between skin autofluorescence
and nanoparticles, and metabolic imaging of the viable epidermis. In the latter case,
nanotoxicological data can be extracted while simultaneously measuring the spatial
map of nanoparticle distribution in the skin.

15.7.3.1 Zinc Oxide Nanoparticles

One of the most well studied nanoparticles is zinc oxide (ZnO-NP) as it is widely
used is cosmetical products, sunscreens in particular. Due to the broad consumer
adoption of nano-sunscreens, some public health concerns have been raised
regarding the potential penetration of ZnO-NP into the viable epidermis to cause
toxicity [32]. Using multiphoton FLIM, repeated in vivo human studies have
demonstrated little to no penetration of ZnO-NP nanoparticles into the viable epi-
dermis and the absence of any fluorescence lifetime changes in NAD(P)H or FAD
associated with oxidative stress or cell death [74, 76, 104, 137]. Rather, ZnO-NP
are predominantly localised with the stratum corneum, ridges and furrows of the
skin (Fig. 15.19).

Zinc oxide nanoparticle signal can be separated from background autofluores-
cence lifetimes in two ways: (1) examining the amplitude coefficient of the short
lifetime components, which predominantly occupy 90–100 % of the total lifetimes
detected [74, 76], and (2) spectral isolation of the ZnO-NP SHG signal [24].

15.7.3.2 Gold and Silver Nanoparticles

The dual action of FLIM microscopy to measure nanoparticle penetration and the
metabolic state of the tissue for nanotoxicology has also been reported for gold
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nanoparticles. FLIM was used in parallel with dermoscopy, RCM, light microscopy
histology, and transmission electron microscopy (TEM) to measure the level of
penetration of topically applied gold nanoparticles (6 and 15 nm in size). In con-
junction, FLIM was used to assess the viable state of the epidermal cells after
topical treatment with gold nanoparticles in an aqueous and toluene penetration
enhancer solution [72]. FLIM validated the other imaging techniques showing that
non-polar 6 nm gold nanoparticles in a toluene vehicle penetrated into the viable
epidermis of human skin. Moreover, the toluene vehicle caused a reduction in the

Fig. 15.18 Representative pseudo-coloured FLIM images of the stratum granulosum and their
corresponding lifetime histograms, of the gated viable epidermis, after application of SECosomes
(a) and zinc oxide nanoparticles (b) to human skin following MPM excitation at 740 nm. A shift in
fluorescence lifetime observed for the NAD(P)H for the secosomes (a) and not zinc oxide
nanoparticles (b) compared to normal untreated skin (blue line), suggesting that the fluorescein-
labelled siRNA in secosomes have penetrated into the viable epidermis. In contrast, lifetime
differences between normal and zinc oxide treated skin can be attributed to normal variability in
imaging the viable epidermis and is absent of a strong ultra-fast short lifetime component from
zinc oxide. The white scale bar represents a length of 10 µm (a) and 40 µm (b). FLIM image and
histogram of (a) is adapted from [41]
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fluorescence intensity of NAD(P)H, suggesting necrosis of the epidermal cells. In
contrast, 15 nm gold nanoparticles suspended in aqueous solution were found to
accumulate within the superficial stratum corneum and furrows, without penetration
into the viable epidermis. Interestingly, the fluorescence intensity of NAD(P)H
trended lower than the aqueous vehicle control, but was unchanged relative to the
vehicle controls in terms of the α1/α2 ratio [72].

Similarly, silver nanoparticles (<50 nm) were spatially resolved and contrasted
according to their lifetimes with background autofluorescence in normal and
barrier-disrupted excised human skin [101]. Barrier impairment was achieved by

Fig. 15.19 Pseudocolored multiphoton FLIM image (amplitude coefficient of the short lifetime
component, α1) of the distribution of zinc oxide nanoparticles (ZnO-NP) into in vivo human skin
6 h after topical application. The stratum granulosum of in vivo human skin was imaged by
multiphoton microscopy with FLIM after topical application of coated (c) and uncoated (d) ZnO-
NP, compared to the untreated (a) and vehicle (b; caprylic/capric triglyceride) controls. White
scale bar is equivalent to 40 µm. Adapted from [74]
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tape-stripping but was surprisingly found not to enhance topical penetration of
silver nanoparticles into the skin. However, incomplete barrier-impairment via
tape-stripping may account for differences between similar examinations with
topical silver nanoparticle penetration into human skin [68]. Furthermore, while
there was a non-statistically significant trend in α1/α2 ratio to increase with silver
nanoparticle application, no changes in the metabolic state of the viable epidermis
were detected [101].

As with zinc oxide [74, 76], both gold and silver nanoparticles can be distin-
guished from background autofluorescence by measuring the short lifetime
amplitude coefficient between 90 and 100 % [72, 101].

15.7.3.3 Silica Nanoparticles

In addition to topical penetration, FLIM has also been used to measure the uptake of
n-(6-aminohexyl)-aminopropyltrimethoxysilane (AHAPS) functionalized silicone
dioxide nanoparticles by macrophages following a sub-cutaneous injection in
mouse skin [93]. As with other nanoparticle studies, FLIM was used to effectively
distinguish between the nanoparticle signal and background autofluorescence,
irrespective of overlapping fluorescence emission spectra.

15.8 Evaluation of Effectiveness of Cosmetics with FLIM

Cosmeceutical products are designed to improve the barrier integrity, function, and
health of human skin, as well as repair the effects of natural and sun-induced
photoaging. In the pursuit of this goal, cosmeceutical development requires a more
thorough understanding of the various properties of human skin in order to optimise
formulations for topical application. Fluorescence lifetime imaging is positioned
uniquely to inform an investigator of physio-chemical changes in autofluorophores
and fluorescence lifetime reporters to determine skin properties such as pH, divalent
metal cation distribution, and structural protein distribution.

15.8.1 pH

One of the earliest studies to employ fluorescence lifetime reporters used 2′,7′-bis-
(2-carboxyethyl)-5-(and-6)-carboxyfluorescein to spatially map the pH gradient
within the stratum corneum of hairless mouse skin using two-photon non-invasive
FLIM [48]. As lifetime changes in the reporter are not dependent on concentration,
unlike fluorescence intensity, obstacles in calibrating pH measurements are
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eliminated using FLIM. The data demonstrated that the intracellular pH of the
corneocytes was neutral in contrast to the narrow intercellular spaces between
corneocytes [48], which can be used by cosmetic scientists to appropriately for-
mulate and target products for the skin.

15.8.2 Calcium

FLIM has also been used to spatial map the distribution of calcium ions within skin
using the fluorescence lifetime reporter dye calcium green 5N (CG5N) [8, 17].
Using FLIM, two major lifetime components can be resolved corresponding to the
free and calcium-bound states of CG5N, which are distinct from the background
autofluorescence. Interestingly, this research had identified that the majority of
calcium is found intracellularly within the Golgi and endoplasmic reticulum, with
very little overall calcium located in the extracellular spaces of the viable epidermis
(2–7 %). Using the lifetime parameters of CG5N, the spatial concentration of
calcium was also calculated to determine the concentration gradient within normal
[8] and barrier impaired skin [17].

15.8.3 Assessing Cosmetic Effectiveness

Dermatological cosmetic products assert a variety of claims to improving the health
and vitality of skin via the topical application of products containing anti-oxidant
formulations (e.g. folic acid, CoQ10). As reviewed above, changes in the redox
state of the viable epidermis can be assessed using non-invasive multiphoton FLIM.
In order to assess some of these claims, cosmetic products were daily applied to
in vivo human skin over a period of 6 days and imaged at the end of this period for
changes in the redox state of the viable epidermis [101]. Figure 15.20 shows
changes in the lifetime parameters of NAD(P)H in the stratum granulosum after
daily application of folic acid, demonstrating a marked reduction in the α1/α2 ratio
and elevated metabolic rate. Overall changes in NAD(P)H intensity, measured by
FLIM photon counts, after the repeated application of these cosmetic products are
shown in Fig. 15.21. Despite the various trends observed, significant changes in the
relative quantity of NAD(P)H were observed from retinol application in the stratum
spinosum after 2 days of treatment [101]. This study demonstrates the capacity to
use FLIM to validate or challenge dermatological cosmeceutical claims safely using
non-invasive multiphoton microscopy.
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Fig. 15.20 Fluorescence lifetime parameters of in vivo human skin measured after repeated daily
application of folic acid over 6 days. The white scale bar represents a length of 40 µm. Adapted
from [101]
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15.9 Skin FLIM in Dermatology

FLIM of lesional skin, due to psoriasis or atopic dermatitis, has largely investigated
fluorescence lifetime differences in the viable epidermis, compared to normal skin,
and the potential for topically applied agents (specifically nanoparticles) to pene-
trate into the viable layers.

FLIM of in vivo human skin has shown that the NAD(P)H lifetime of the viable
epidermis increases with atopic dermatitis severity [67]. Successful topical treat-
ments for atopic dermatitis led to the normalisation of the autofluorescence lifetime

Fig. 15.21 Relative intensity of NAD(P)H (sum of α1 and α2 photon counts) of various skin
strata, measured by multiphoton FLM, after repeated topical application of CoQ10, folic acid,
retinol and niacinamine containing cosmetic products to in vivo human skin [101]. * p < 0.05
student’s t-test
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of the viable epidermis. Topical application of ZnO-NP to in vivo lesional skin
(in psoriatic and atopic dermatitis patients) was measured by FLIM to quantify the
level of penetration into the viable epidermis and assess the metabolic state of the
cells [68, 76]. In these studies, topically applied ZnO-NP failed to penetrate into the
viable epidermis, as shown in Fig. 15.22, despite possessing an impaired stratum
corneum barrier [76]. Moreover, the metabolic rate was unaffected by the appli-
cation of ZnO-NP to normal or lesional skin [68]. Non-invasive multiphoton FLIM
can therefore be used to investigate the effectiveness of therapeutic treatments and
assess potential nanotoxicological hazards in psoriasis and atopic dermatitis.

15.9.1 FLIM of Skin Cancer

One of the more profound differences between the normal and cancerous cells is the
tendency for the glycolytic bioenergetic metabolic pathway to be dominant in
tumours, despite a readily available supply of oxygen that would normally activate
oxidative phosphorylation [86]. As differences between glycolysis and oxidative
phosphorylation, and their resulting redox states within the cells, can be distin-
guished according to the fluorescence lifetimes of NAD(P)H and FAD, non-inva-
sive cancer imaging in dermatology is a provocative emerging field of research with
far reaching clinical implications.

The autofluorescence lifetime differences between normal and cancerous tissues
were described in a landmark study using non-invasive multiphoton FLIM imaging
of an oral epithelial cancer model within the hamster check pouch [115, 116]. These

Fig. 15.22 Penetration of topically applied ZnO-NP from the furrows into lesional skin.
Pseudocolored FLIM images of untreated (a) and ZnO-NP topically-treated lesional skin
(b) according to the amplitude coefficient of the short lifetime. Green represents cellular
autofluorescence (0–89 %), whereas ZnO-NP signal (90–100 %) is shown in red. The white scale
bar represents a distance of 40 µm. Adapted from [101]
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studies demonstrated that high grade pre-cancerous tissue displayed a lower average
fluorescence lifetime and higher relative contribution of the short lifetime compo-
nent than lower grade pre-cancerous tissue and normal epithelial cells. As these
differences mirrored the inhibition of oxidative phosphorylation by the addition of
CoCl2, the lifetime changes associated with cancer progression were hypothesised
to be the result of a suppression of oxidative phosphorylation and elevation of
glycolysis as the predominant bioenergetic pathway [116]. This study has inspired
similar investigations in dermatological assessment of skin lesions to determine if
similar lifetime differences can be observed between normal and cancerous tissue.

15.9.2 Melanoma

Multiphoton FLIM studies of melanoma lesions in human skin demonstrated an
overall decrease in the average fluorescence lifetime of the viable epidermis [19, 29,
43, 114]. This decrease is associated with the elevated distribution of melanin due to
infiltration ofmelanoma cells into the upper layers of the viable epidermis (Fig. 15.23)

Fig. 15.23 Autofluorescence lifetime differences between of a melanocytic nevus (a–c) and
melanoma (b–f) lesion. Multiphoton intensity (a, d) and pseudo-coloured lifetime images (b,
e) show the spatial distribution of autofluorophore lifetimes, with the corresponding lifetime
histograms of the image (c, f). Adapted from [29]
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[29, 43, 114]. Interestingly, analysis of keratinocyte autofluorescence lifetimes show
no significant differences [43], indicating the FLIM analysis of melanoma lesions
highlights the presence of melanoma cells rather than underlying metabolic
differences.

15.9.3 Basal Cell Carcinoma

One of the earliest studies to investigate potential autofluorescence lifetime dif-
ferences between normal and basal cell carcinoma (BCC) lesions in human skin
used wide-field FLIM [39]. Using a UV laser excitation source, they observed an
overall decrease in the average fluorescence lifetime of the BCC lesion compared to
normal skin. In contrast, multiphoton (740 nm; 2-photon) TCSPC FLIM analysis of
excised BCC lesions from human patients observed a slightly elevated autofluo-
rescence lifetime to normal skin [19], which was also confirmed by a separate study
published shortly after [43].

In terms of distinguishing between types of skin lesions, one study showed
significant fluorescence lifetime differences between dysplastic nevi and nodular
BCC (nBCC) in freshly excised human skin samples [97]. The average fluorescence
lifetime of dysplastic nevi was significantly lower than nBCC, which is most likely
due to the presence of melanin’s ultra-fast short lifetime component.

A large clinical study was performed using the DermaInspect® with FLIM to
analyse morphological, structural and autofluorescence lifetime differences between
normal and BCC skin lesions [113]. As with earlier studies, BCC cells demonstrate
a significantly elevated autofluorescence lifetime compared to normal cells.
Moreover, the lifetime properties of collagen and elastin were used to confirm the
distribution of structural proteins surrounding and beneath BCC nodules. A similar
study also demonstrated that the average fluorescence lifetime of BCC lesions was
significantly elevated relative to normal skin across multiple spectral channels [96],
as shown in Fig. 15.24.

15.9.4 Squamous Cell Carcinoma

Aside from morphological changes characteristic of squamous cell carcinoma
(SCC), FLIM has thus far failed to demonstrate autofluorescence lifetime differ-
ences between normal and SCC lesions [105]. However, only one study has been
performed to date, leaving this strand of non-invasive FLIM imaging open to new
advances for SCC research diagnostics.
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Fig. 15.24 Comparison of the autofluorescence lifetime of normal versus BCC lesional in vivo
human skin. a Multiphoton intensity (a–e) and pseudo-coloured lifetime images (f–i) of spectral
channels blue (a, f; 360–460 nm), green (b, g; 425–515 nm), yellow (c, h; 515–620 nm) and red
(d, i; 620–640 nm). j–n 10 µm incremental Z-stack lifetime images of normal skin within the green
spectral channel. o–u Lifetime images of BCC lesions at various depths measured with the green
spectral channel. v Lifetime image of the dermis in a BCC lesion taken in the blue spectral
channel. Lifetime images of the dermis in a BCC lesion taken in the green (w) and blue (x) spectral
channels respectively. Adapted from [96]
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15.10 Photoluminescence Lifetime Imaging Microscopy
(PLIM)

One of the major problems associated with fluorescence imaging in biological
specimens is the potential interference of autofluorescence with the fluorescence of
biomarkers or other exogenous compounds to be located in the tissue. In 2008, we
documented the well-known complex spectral and temporal behaviour of ZnO
photoluminescence for uncoated and silane coated nanoparticles. We used a bh
DCS-120 confocal scanning FLIM system [5, 104] in the simultaneous fluores-
cence/phosphorescence lifetime imaging (FLIM/PLIM) mode. Simultaneous FLIM/
PLIM is based on TCSPC in combination with on/off modulation of a high-fre-
quency pulsed laser. Photon times are determined both for the temporal location in
the laser pulse period and in the modulation period [3, 4], see Fig. 15.25. The times
in the pulse period are used to build up a FLIM image, the times in the modulation
period to build up a PLIM image. Please see Chap. 1, Sect. 1.4.7 for technical
details, and Chap. 6 for O2-sensing applications.

The ZnO nanoparticles were excited by a 405 nm picosecond diode laser. The
pulse period was 20 ns, the modulation period 100 µs. SPCImage [4, 5] was then
used to fit the fluorescence and photoluminescence lifetimes as shown in Fig. 15.26.
It is evident that both the coated and uncoated nano zinc oxide have a fast fluo-
rescence decay profile relative to a slow luminescence decay profile seen for
uncoated zinc oxide. Interestingly, the coated nano ZnO shows a lack of slow
luminescence decay phenomena, consistent with photoluminescence being a surface
phenomenon.
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Fig. 15.25 Simultaneous FLIM and PLIM processes implemented in the TCSPC modules
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As an adjunct to our earlier FLIM analysis of the penetration of nano ZnO into
human skin, we have now carried out pilot studies with the new FLIM/PLIM
technique implemented by B&H in their FLIM systems for the Zeiss 710 NLO [6].
The system controls the Ti:Sa laser of the LSM 710 and records as shown in
Fig. 15.25, yeilding lifetime images both at the picosecond and microsecond time
scale.

A comparison of the FLIM and PLIM for normal human skin is shown in
Fig. 15.27. It is evident that, after excitation at 740 nm, there is weak fluorescence for

Fig. 15.26 Comparison of the fluorescence and photoluminescence lifetime decay profiles for
uncoated and coated zinc oxide [104]
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Fig. 15.27 FLIM and PLIM for normal human skin after excitation at 740 nm for emission
wavebands of 370–410 and 420–690 nm
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an emission waveband of 370–410 nm and strong fluorescence for the wavelength
band 420–690 nm. In contrast, there is no PLIM for the former wavelength band.

The comparable images after application of nano ZnO are shown in Fig. 15.28.
Here, it is evident that the characteristic ZnO images exist in the furrows for both
the low fluorescence wavelength band and higher phosphorescence wavelength
band. This preliminary data suggests that there is an opportunity to use PLIM to
distinguish solutes and nanomaterials from autofluorescence when there is a very
strong autofluorescence signal.

15.11 Summary

Fluorescence lifetime imaging leverages existing laser scanning microscope plat-
forms to add a powerful layer of functional data. The advantage of FLIM is not just
an enhanced ability to distinguish between fluorophores according to their lifetime,
especially in combination with multi-spectral imaging, but also resolving physio-
chemical changes in these fluorophores. Combined with non-invasive imaging, the
application of FLIM in skin research and clinical diagnostics has rapidly expanded.
For skin penetration studies, FLIM allows a user to simultaneously monitor the
spatial distribution of the topically applied agent in the skin and cellular metabolic
response over time. In clinical diagnostics, FLIM uses the metabolic and pheno-
typic differences between normal and cancerous tissue to accurately resolve lesional
tissue. In the future, FLIM is expected to be a mainstream technique for skin
research and clinical practice.
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FLIM FLIM PLIM
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Fig. 15.28 FLIM and PLIM for normal human skin after excitation at 740 nm for emission
wavebands of 370–410 and 420–690 nm
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Chapter 16
Fluorescence Lifetime Imaging
in Ophthalmology

Dietrich Schweitzer and Martin Hammer

Abstract Beginning disease in biological systems is often accompanied or pre-
ceded by changes in the metabolism of the tissue. Changes in the metabolism
induce changes in the fluorescence decay functions of endogenous fluorophores.
FLIM of the fundus of the eye is therefore a promising technique of detection early
stages of eye diseases. Ophthalmic FLIM faces the problem that the excitation
power is limited to very low levels, the transmission wavelength range of the ocular
media is limited, the fluorescence intensities are low, and the decay functions of the
fluorophores in the fundus are multi-exponential with extremely fast decay com-
ponents. The task is further complicated by strong fluorescence of the lens of the
eye and by the fact that the eye is constantly moving. We will show that these
problems can be solved by a combination of multi-dimensional TCSPC with
confocal scanning. This chapter gives a survey of the fluorophores found in the
fundus, their fluorescence-decay properties, and the options to excite them at
wavelengths that pass the ocular medium. It discusses the technical requirements to
an ophthalmic FLIM system and describes the implementation of TCSPC FLIM in
an ophthalmic scanning system for clinical use. The results obtained with the
system allow fluorescence decay components to be associated to lateral and lon-
gitudinal anatomical structures of the eye, and to pathological alterations in the
fundus. Statistical evaluation of the fluorescence decay parameters improves the
identification of eye diseases and even detects phospho τ 181 protein in the eyes of
Alzheimer patients.
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16.1 Introduction

Optical imaging of the fundus of the eye is the most frequently used diagnostic
technique in ophthalmology. Images are obtained by fundus cameras, by ophthal-
mic scanners and by OCT imagers. The information recorded by these devices
preferentially aims at the detection of morphological defects of the fundus tissue.
However, when morphological changes have occurred it is often too late to reverse
pathological processes. The need to detect pathological processes before they have
resulted in severe tissue damage has led to fluorescence imaging. Fluorescence
imaging may use exogenous fluorophores, such as fluorescein or ICG. In these
cases, the fluorophore is mainly used to mark the vascular system, and to detect
vessel occlusion or bleeding. More interestingly, fluorescence images can be
obtained form the fluorescence on endogenous fluorophores. These may change
their fluorescence behaviour depending on the local molecular environment of the
fluorophore molecules and thus indicate early staged of changes in the metabolism.
A typical example is the ‘Redox Ratio’, i.e. the intensity ratio of FAD-FADH2
(Flavin adenine dinucleotide) and NAD-NADH (Nicotinamide adenine dinucleo-
tide) [7, 8, 41, 43, 44], see also Chaps. 13 and 14 of this book. Fluorophores may
also exist in a protein-bound and in an unbound form. The balance between the
forms can be a sensitive indicator of the metabolic state of the cells. This has been
found especially for NADH and FAD [9, 25, 42]. Other fluorophores, such as
Lipofuscin and AGE (advanced glycation end products) accumulate in the ocular
fundus [26] in the process of age-related macular degeneration [10, 17] and diabetes
mellitus. In these cases, the intensity ratio between the emission from different
fluorophores may be used as a diagnostic parameter.

Moreover, the fluorescence quantum efficiency of most fluorophores depends on
the molecular environment, especially the concentration of various ions, oxygen
concentration, viscosity, and refractive index. Fluorophores may also exist in
slightly different chemical constitutions, with slightly different fluorescence spectra
and fluorescence quantum efficiencies. Changes in the fluorescence signals induced
by these effects may be indicators of the tissue state as well.

The problem of simple autofluorescence intensity imaging is that most of these
changes cannot be distinguished from changes in the concentration of the fluoro-
phores. An improvement is obtained by spectral imaging. However, the fluores-
cence spectra of endogenous fluorophores are broad and poorly defined. Moreover,
the apparent spectra can change due to variable absorption in the tissue.

The situation improves considerably if the fluorescence lifetimes or, more
exactly, the fluorescence decay functions are used as imaging parameters. The
fluorescence lifetime does not depend on the concentration, and it remains
unchanged when a part of the fluorescence light is absorbed, see Chap. 3 of this
book. Changes in the bound-unbound ratios, changes in the relative concentrations
of the fluorophore fractions, or changes in the fluorescence quantum efficiencies of
fluorophores therefore show up more clearly in fluorescence lifetime data than in
intensity data or fluorescence spectra.
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16.2 Boundary Conditions

Fluorescence imaging of the human ocular fundus is restricted by a number of
boundary conditions. The most important one is, of course, a limitation in the
excitation intensity. The eye as sensitive organ for electro-magnetic radiation in the
visible range must not be damaged by the examination.

The effect of wavelength on optical damage at the molecular level can be esti-
mated by comparing the radiation energy according E = ħν with bond energy of
atoms in molecules. Figure 16.1 shows the binding energy of a number of char-
acteristic bonds (different colours), the photon energy (dark blue), and the trans-
mission curve of the optical pathway of the eye (red) as a function of wavelength.

As can be seen from Fig. 16.1, the natural transmission of the ocular media,
predominantly of the crystalline lens, protects the fundus against direct molecular
damage. Only the C–S binding can be broken by radiation in the visible range.
Nevertheless, electron transfer from excited states can cause radicals which, in turn,
induce chemical reactions in the ocular tissue. The excitation power should
therefore be kept as low as possible, see [1, 16].

Reflectance signals recorded from the fundus are on the order of 2 % of the
incident light intensity. Autofluorescence signals from the fundus are at least three
orders of magnitude weaker. Considering the fact that the excitation power is
limited by eye safety considerations, a sufficiently large number of fluorescence
photons can only be recorded by accumulating the photons for a longer period
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oftime. Typical acquisition times are on the order of a few 10 s to a few minutes
(see also Chap. 2, Sect. 2.2.4). However, long acquisition time causes a problem
with eye motion: It is impossible for a patient to keep his eye fixed on a target for
longer than a few seconds. Then the eye wanders off, and eventually jumps back to
the target. To obtain clear images of the fundus the motion of the eye must be
tracked during the image acquisition, and compensated in the recording process.

Another problem occurs due to the limited spectral transmission range of the
ocular media, see Fig. 16.1, red curve. The excitation maxima of several endogenous
fluorophores are in the spectral range below 400 nm. Light in this range is blocked
by the absorption of the ocular media. A number of fluorophores can still be excited
in their absorption tails above 400 nm [35]. However, no selective excitation via the
excitation wavelength is possible. Thus, unavoidably fluorescence from several
fluorophores contributes to the measured spectrally or temporally resolved data.

Another requirement is caused by the layered anatomy of the eye, see Fig. 16.2.
The inset on the right shows a magnified drawing if the fundus. The beam path
length from the anterior part (crystalline lens, cornea) to the posterior part (fundus) is
about 22 mm whereas the fundus itself is only a few 300 µm thick. The lens and the
cornea are fluorescent. Due to the large length of the beam path inside the lens and
the cornea the relative amount of fluorescence from these structures is substantial. It
must be suppressed to obtain clear fluorescence data from the fundus. The fundus on
its part consists of several layers, having thicknesses down to some μm. The fundus
layers are anatomically and functionally different. To select the desired layer for
imaging the imaging process must have some kind of optically sectioning capability.

Fig. 16.2 Section through the eye. Modified, after [21]
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Ophthalmic scanners therefore use a confocal principle: The fundus is scanned
with a focused laser beam, and the fluorescence returned from the fundus is pro-
jected into a confocal pinhole. Only light from the focal plane passes the pinhole
unimpeded. Light from other planes is not focused into the pinhole and thus sub-
stantially suppressed. However, the out-of focus suppression is not as good as in
confocal microscopy: The numerical aperture of the lens of the eye is much lower
than that of a microscope lens, and the optical quality of the eye is far from being
perfect. The suppression, U, of the fluorescence of the lens depends on the diameter,
dA, of the aperture of the detection system (diameter of the pupil), the diameter, dF,
of the illumination/detection pinhole at the fundus field, as well as on the thickness
of the lens, DL, and of the layered fundus, DF [33].

U ¼ d2F � DL

d2A � DF
ð16:1Þ

As long as the pinhole remains larger than the point spread function of the eye-
scanner combination the suppression of lens fluorescence increases with decreasing
pinhole diameter. However, also, the amount of photons detected from the fundus
decreases. Therefore, a compromise between out-of-plane suppression and in-plane
detection efficiency must be found.

16.2.1 Lifetime Imaging Technique

Fluorescence lifetime imaging techniques can be classified into time-domain
techniques and frequency-domain techniques, wide-field techniques and point-
scanning techniques, and analog and photon counting techniques. Time-domain
techniques can be further classified into techniques that scan a time gate over the
decay functions, record the data simultaneously into a few time gates, or record
simultaneously into a large number of time channels. Frequency-domain techniques
can work with sinusoidal modulation of the excitation light, or with short light
pulses of high frequency. Almost all combinations are in use. The combinations
vary considerably in photon efficiency, i.e. the number of photons needed to
achieve a given lifetime accuracy, time resolution, compatibility with fast scanning,
ability to resolve multi-exponential decay profiles into their components, and the
range of light intensities they can be applied to [3, 6].

The requirements for ophthalmic FLIM are high photon efficiency (the excitation
power is limited by eyes safety considerations), high time resolutions (autofluo-
rescence decay components can be faster than 100 ps), capability to resolve multi-
exponential decay functions into their components (autofluorescence decays are
multi-exponential), compatibility with the fast scanning used in ophthalmoscopes
(frames times are on the order of 100 ms), tolerance to intensity changes during the
acquisition (the patient may change the focus of the out of the confocal plane) and a
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fast way to compensate eye movement. Moreover, Schweitzer et al. have shown
that even in an ideal optical system no more than one photon can obtained from the
fundus for one excitation pulse [32, 36]. Thus, both the requirements and the
measurement conditions are perfectly in the reach of multi-dimensional TCSPC
[2, 4], see Chap. 1 of this book. TCSPC FLIM is clearly the technique of choice for
ophthalmic FLIM. The implementation into a fluorescence lifetime imaging
ophthalmoscope (FLIO) will be described in Sect. 16.3.

16.2.2 Previous Investigations

To find out the excitation and emission range as well as the interval of decay time of
endogenous fluorophores, spectral and time-resolved measurements were per-
formed on purified substances. In addition, the excitation and emission spectra as
well as the fluorescence decay times were determined for anatomical structures of
porcine eyes. These data are given in [34, 35, 38]. As the apparent excitation
spectra of the endogenous fluorophores are distorted by the ocular transmission
[45], the effective maxima for excitation are all around 450 nm. That means, no
wavelength selective excitation of the individual fluorophores is possible.

Fluorescence lifetimes of some endogenous fluorophores are given in
Table 16.1. Data found in the literature vary considerably; the results of an extended
recherché can be found in [27].

Investigating the fluorescence of porcine eyes, we found fluorescence from
virtually all anatomical structures of the eye. For the experiments, we used pico-
second pulse excitation by a diode laser at a wavelength of 446 nm, and recorded
the fluorescence decay function by TCSPC in the spectral range from 490 to
700 nm. Table 16.2 shows the modal value of the distribution of mean fluorescence
lifetimes of anatomical structures of porcine eyes as result of bi-exponential fit.

The results show that all anatomical ocular structures fluoresce, though with
different intensities. Although an exact mechanical separation of retinal pigment
epithelium (RPE) from Bruch’s membrane and choroid is difficult, the shortest
lifetime were found in this tissue. The lifetime of neuronal retina is also shorter than
in the other ocular tissues. As expected, the fluorescence lifetimes of the cornea and
the lens are very similar and correspond to the mean lifetime of collagen 2. The
long lifetimes of choroid and sclera correspond well to the mean lifetime of col-
lagen 1.

Due to the difference in the emission spectra, a separation of the signals from the
expected fluorophores can be obtained if the lifetime is detected in a short-wave-
length interval (490–560 nm) and in a long-wavelength interval (560–700 nm).
Based on this knowledge, the fundus layers were investigated in to by two-photon
excitation at 760 nm and the fluorescence lifetime was detected in two spectral
intervals. The mean lifetimes of a double-exponential fit are given in Table 16.3.

These measurements show that the RPE has the shortest lifetime of all layers,
and that the lifetime is virtually the same in both spectral channels. The lifetimes of
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Table 16.1 Fluorescence lifetimes of endogenous substances, expected at the fundus

Substance T1 (ps) A1 (%) T2 (ps) A2 (%) References

FAD free 330 18 2810 82 Schweitzer [35]

Free 2068 Skala [41]

FAD protein bound 130 ± 20 Mono. Nakashima [28]

Protein bound 40 ± 10 Dimer

Protein bound 106 Skala [41]

NADH free 387 73 3650 27 Schweitzer [35]

Free 325 Skala [41]

Free extended 155 Vishwasrao [46]

Free folded 600–700 Vishwasrao [46]

NADH bound 599 Vishwasrao [46]

Bound 2154 Vishwasrao [46]

Bound 2356 Skala [41]

Bound 6040 Vishwasrao [46]

Bound >1 ns Wu [47]

Collagen 1 670 68 4040 32 Schweitzer [35]

Collagen 2 470 64 3150 36

Collagen 3 345 69 2800 31

Collagen 4 740 70 3670 30

Elastin 380 72 3590 28

AGE 865 62 4170 28

A2E 170 98 1120 2

Lipofuscin 390 48 2240 52

DOPA melanin 40 1200 Ehlers [15]

Pheomelanin 340 2300

Eumelanin 30 900

Melanocyten naevus 136 ± 33 94 ± 3 1061 ± 376 6 ± 3 Dimitrow [12]

Melanin powder 280 70 2400 30 Schweitzer [35]

Table 16.2 Mean (amplitude-weighted) fluorescence lifetimes of anatomical structures of porcine
eyes

Tissue RPE Retina Vitreous Lens Cornea Choroid Sclera Aqueous humor

τmean in ps 260 460 960 1320 1400 1700 1780 2520

Excitation by picosecond pulses at 446 nm, emission range 490–700 nm

Table 16.3 Mean (amplitude-weighted) lifetime of layers of porcine eyes, detected in to [30]

(nm) Layer NFL GCL GCL-e GCL-m INL ONL PRIS RPE

500–550 τmean in ps 929 548 732 1111 927 1096 882 79

550–700 τmean in ps 521 449 410 570 454 386 308 78

Excitation by femtosecond pulses at 760 nm and bi-exponential fit. NFL nerve fibre layer, GCL
ganglion cell layer, GCLe cell body, GCLm mueller cell, INL inner nuclear layer, ONL outer
nuclear layer, PRIS photoreceptor inner segments
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the other structures are much longer in the short-wavelength channel than in the
long-wavelength one.

Although the anatomical structure is comparable between porcine and human
eyes, these data are only qualitative relations. In contrast to human eyes, there is no
accumulation of ageing pigment lipofuscin or of advanced glycation end products.
There is also no cataract formation in porcine eyes of pigs younger than 8 months.

16.2.3 Required Number of Photons

For an estimation of the required number of photons for separating fluorophores by
their lifetimes, the basic (16.2) for a sum of exponential decay components and for
the relative intensity contributions of the components, Qi, were used (16.3).

I1ðtÞ
I0

¼
X
i

ai � e�
t
si þ b ð16:2Þ

with:
I1(t) fluorescence intensity at time t
I0 fluorescence intensity at time t = 0
ai amplitude of component i
τi lifetime of component i
b background (offset)

Qi ¼ si � aiP
j
sj � aj ð16:3Þ

In the program system FLIMX [23] a simulation procedure was performed at
different number of photons by the following steps:

Step 1: Giving a sum of e-functions with determined lifetimes and amplitudes,
corresponding to selected relative contributions.

Step 2: Modifying the sum decay by random noise
Step 3: Fit of the noisy decay by a sum of e-functions
Step 4: Comparison of given and calculated model parameters

The sum of relative errors, ES, between the correct, τset and the calculated
lifetimes, τactual was determined according to (16.4):

ES ¼
X sset1 � sactual1

sset1

����
���� � 100þ sset2 � sactual2

sset2

����
���� � 100 ð16:4Þ

The relative difference of lifetimes, not their absolute difference is crucial for the
determination of fluorophores. Generally, two fluorophores can best discriminated
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if their relative contribution Qi = 0.5. The dependence of ES on the relative con-
tribution is demonstrated in Fig. 16.3, with the number of photons as a parameter.
Here, the relative difference of lifetimes was (τ1− τ2)/τ1 = 0.75.

Figure 16.3 shows that the sum of relative errors ES is about 20 %, when 10,000
photons are collected and the relative contribution is equal of both components and
the relative lifetime difference is 0.75. For an ES of 10 % about 40,000 photons are
necessary. This result corresponds well with the data given in [24]. To reduce ES
down to about 5 %, about 80,000 photons are required. This small error sum was
than calculated for an extended interval 0.25 < Q1 < 0.75.

Considering mixtures of three components with parameters of Table 16.4,
determined in vivo on healthy subjects, the errors of lifetimes are comparable in
both spectral channels (CH1 490–560 nm, CH2 560–700 nm).

Figure 16.4 shows the lifetime error for triple-exponential decay analysis for
different numbers of photons. It can be seen that at least 50,000 photons are
required for the determination of lifetimes with acceptable errors. In this case, the
relative errors for τ1, τ2, and τ3 are about 5, 10, and 30 %. To calculate lifetimes
with a sum of relative errors ES < 10 % in a three-exponential fit, about 400,000
photons must be accumulated.

Based on these simulations, the measuring time can be calculated for accumu-
lation of certain numbers of photons. The measuring time depends on the repetition
rate of the pulse laser, on the acquisition time of an image, on the image resolution,

Table 16.4 Fit parameters of
FLIO measurements on
healthy subjects for
simulation of lifetime errors
depending on the collected
photons

CH1 CH2

τ1 in ps 60 70

τ2 in ps 400 380

τ3 in ps 3150 2250

a1 in % 86 78

a2 in % 12 20

a3 in % 2 2
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on the number of spectrally different images, and on the assumed detection prob-
ability of fluorescence photons. In a raw estimation, about 2.9 min are necessary for
collecting 400.000 photons in a limit case, when 80 MHz pulse frequency, 0.1
detection probability, a field of 150 × 150 pixel in two spectral different images and
25 binned pixels (binning factor B = 2 in SPCImage, BH software) are assumed.
Under realistic conditions, the number of collected photons is at least 10 times
lower during this measuring time [22].

16.3 Technical Implementation

The ophthalmic FLIM system uses an ophthalmic scanner of Heidelberg Engi-
neering in combination with a Becker & Hickl picosecond diode laser and Becker
and Hickl TCSPC FLIM modules. The system was developed in cooperation of the
University of Jena, Heidelberg Engineering GmbH, Heidelberg, Germany, and
Becker & Hickl GmbH, Berlin, Germany. Prototypes are currently used in clinical
[11, 13] and pre-clinical [14] studies.

The system uses a confocal scanning technique with the pupil of the eye placed in
the exit pupil of the scanning system [40]. Confocal detection suppresses light from
outside the desired focal plane inside the eye, and significantly reduces the sensi-
tivity to ambient light. The principle of the optical system is shown in Fig. 16.5.

A 473 nmpicosecond diode laser is used for fluorescence excitation. The laser is
delivered into the scanner via a single-mode optical fibre. The light from the fibre is
collimated by a lens, L1. The collimated laser beam passes a beam combiner, BC1,
and a dichroic beam splitter, BS2. The beam is then deflected by a fast optical
scanner which performs a raster scan in x andy. In the system made by Heidelberg
Engineering, the beam is scanned by galvanometer mirrors. The mirror for the
X scan works in resonance mode, with a speed of about 5000 lines per second.

0

10

20

30

40

50

60

70

80

0 50000 100000 150000 200000 250000 300000 350000 400000

Photons

E
rr

or
 in

 %

Fig. 16.4 Lifetime errors in triple-exponential fit results using data measured in vivo on healthy
subjects. Dotted Line Channel 1, dashed line channel 2

518 D. Schweitzer and M. Hammer



The beam is scanned over the aperture of the front lens of the scanner, L3. The front
lens sends a parallel beam of light into the eye. The angle of this beam changes with
the scan. The lens of the eye focuses the beam on the fundus, scanning a spot of
laser light over the fundus.

Light emitted from the illuminated spot is collected by the front lens of the
scanner, de-scanned by the galvanometer mirrors, separated from the excitation
light by the dichroic beam splitter, BS1, and projected into the pinhole by a lens,
L4. The light passing the pinhole is send to the detector assembly via an optical
fibre. There it is further split into two detection wavelength intervals by another
dichroic beam splitter, BS2, and two filters, F1 and F2. The wavelength channels
are from 490 to 560 nm and from 560 to 700 nm, respectively [33]. The signals in
the two spectral intervals are detected by fast TCSPC detectors, D1 and D2. Early
systems used MCP PMTs, recent systems use hybrid detectors [5].

The single-photon pulses delivered by the detectors are recorded by the TCSPC
modules. The early systems used a single bh SPC-830 TCSPC module [4] with a
router. (Please see Chap. 1, Sect. 1.4.1 for principle of routing). However, the
efficiency of recent systems is so good that the photons cannot be reasonable
processed by a single TCSPC channel. The photons detected by the two detectors
are therefore processed in two fully parallel SPC-150 TCSPC channels [4].

An important part of the instrument is the eye motion compensation system. Eye
motion is detected by sending an NIR laser of 785 nm wavelength into the eye
together with the excitation laser. The reflected light from this laser is separated
from the fluorescence by a dichroic beam splitter, BS3. The light is used to record a
reflection image of the fundus. The intensity of the reflection signal is sufficient for
obtaining a reflection image for every frame of the scan. The reflection images are
displayed on-line to allow the operator to focus on the desired fundus structures and
to keep the system in focus during the FLIM acquisition. More importantly, sub-
sequent reflection images are analysed to determine the displacement of the fundus
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Fig. 16.5 Functional principle of the ophthalmic FLIM system. Simplified, details of real optics
may differ from drawing
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image between the frames. A new displacement vector is determined for every
single frame, and used to correct the x-y position in the TCSPC imaging process.

The principle of the signal processing in the TCSPCmodules is shown in Fig. 16.6.
It differs from the general TCSPC FLIM principle [2] (Chap. 1, Sect. 1.4.5), in two
details.

Because thescan in the ophthalmic scanner is extremely fast it is no longer
possible to transfer a pixel clock pulse for every single pixel. Instead, the pixel
position inside the line is determined by measuring the times of the photons after
the lineclock pulses.This ‘internal pixel clock’ mode is implemented in bh TCSPC
FLIM modules [4] but not normally used for FLIM—it would be inconvenient to
use when the scanner is operated at variable line frequency. For ophthalmic FLIM
the internal pixel clock is no disadvantage: The X scan is performed by a resonance
scanner the line frequency of which does not change.

The second difference is in the determination of the pixel locations for the
photons inside the FLIM data array. As usual, the FLIM data are built up by
software accumulation. However, the pixel positions, X, X, are not taken directly
from the scanning interface of the TCSPC module. Instead, the destination of the
photons is the sum of the xy coordinates determined by the TCSPC FLIM process
and the displacement vector for the NIR imaging system of the ophthalmoscope.

FLIM data are usually recorded at a resolution of 512 × 512 pixels, and 1024
time channels per pixel. The large number of time channels is necessary because the
decay functions contain components from about 5 ns down to less than 50 ps. On
the one hand, long decay components should by recorded over a sufficiently long
time interval, on the other hand, fast decay components should be sampled at a
time-channel width no larger than 1/5 of the decay time constant. That means about
1000 time channels are needed for artefact-free recording of the decay functions.

A diagram of the signal flow in the ophthalmic FLIM system is shown in
Fig. 16.7. Figure 16.8 shows a photo of the system and a typical fundus FLIM
image recorded by the system.
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Fig. 16.7 Signal-flow scheme of the fluorescence lifetime imaging ophthalmoscope (FLIO) in the
version of Heidelberg Engineering

Fig. 16.8 Left Photo of the FLIO ophthalmic FLIM system of Heidelberg Engineering GmbH.
Right FLIM image of a healthy eye recorded by the FLIO system. 512 × 512 pixels, 1024 time
channels per pixel
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16.4 Fluorescence Decay Functions in the Fundus

16.4.1 Lateral Distribution of Lifetimes

Typical decay signatures of the ocular fundus are shown in the FLIO images in
Fig. 16.9. The shortest lifetimes are found in the macula, the longest lifetimes in the
optic disc (papilla). The lifetimes in the range outside the macula and optic disc
(PMB) range between the macula and papilla lifetimes. The lifetimes in the short-
wavelength channel are somewhat longer than in the long-wavelength channel. The
reason is the fluorescence spectrum of the crystalline lens, which is dominating in

Fig. 16.9 Lifetimes and amplitudes of decay components of a healthy subject obtained by triple-
exponential fit. Excitation at 448 nm, fluorescence detected from 490–560 nm. Top Fluorescence
decay at selected fundus sites, b-fit results. Bottom Lifetime image of a human ocular fundus.
Analysis by bh SPCImage, colour represents amplitude-weighted lifetime of triple-exponential
decay
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the short-wavelength channel. However, the long decay time of connective tissue is
also detectable in the short-wavelength channel. The fluorescence intensity at the
papilla is much weaker than at the other locations.

16.4.2 Lens Fluorescence

The influence of the fluorescence of the lens of the eye is demonstrated in
Fig. 16.10. Here, the fluorescence decay in the macula of a subject wearing an
artificial intra-ocular lens (IOL) is compared with that of a young subject with
natural crystalline lens (CL) and a subject with cataract (CAT).

Amplitudes and lifetimes of these 3 cases are given in Table 16.5. The subjects
were selected randomly.

It is somewhat surprising that the decay of the ocular lens has a considerable
influence especially on τ2 and τ3, although the fluorescence was detected confo-
cally. In reflection images, where the fundus light is detected through a small
pinhole, the reflection at the surface of the crystalline lens is highly suppressed. The
conditions for detection of fundus fluorescence in laser scanning ophthalmoscopy
have been calculated in [33]. In addition to the ratio of solid angle for detection of
light originating from the fundus and from the lens, the thickness of the fluorescent
structures must be taken into account, see (16.1). As the crystalline lens is much
thicker than the fundus, lens fluorescence is excited in a much larger volume than in
the fundus. As a result, the signal from the lens is stronger than the signal from the
fundus, and not entirely suppressed by the pinhole.

The influence of the lens fluorescence is also visible in the rising edge of
recorded decay profiles: The lens fluorescence starts earlier than the fundus fluo-
rescence. This fact should be taken into account when the left border of the fitting
interval is selected.

As demonstrated in Fig. 16.11, different values are obtained for amplitudes and
lifetimes when the left border of the fitting interval is set before the rise of the
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Fig. 16.10 Influence of the
ocular lens on fundus
fluorescence decay.
IOL-artificial intra ocular
lens, CL-natural crystalline
lens, CAT-cataract lens
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fluorescence, or to the maximum of the fluorescence in the SPCImage data analysis
software. In both cases the shift parameter was changed until the reduced chi square
was minimal. The macular decay was fitted under both conditions. As shown in
Table 16.6, the parameters amplitudes and lifetimes are considerably different,

Table 16.5 Influence of lens
fluorescence on the decay
parameters of the macula

α1 τ1 α2 τ2 α3 τ3
CH 1 IOL 81.1 42 10.7 231.4 5.1 764.6

Cryst.
lens

92.4 38 5.6 359 2 2679

Cataract 72.8 84 20.6 1905.6 6.6 10,962

CH 2 IOL 94.4 27 4.8 283.9 0.8 1633.9

Cryst.
lens

57.7 68 37.2 262.5 5.1 1717

Cataract 63.9 289 28.1 1877 7.8 5823.3
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Fig. 16.11 Influence of the
left border of the fitting
interval in data containing
lens fluorescence. Top Fit
interval starts before the rise
of the fluorescence. Bottom
Fit interval starts at the
maximum of the fluorescence

Table 16.6 Fit results, depending on the location of the left border of the fit interval

α1 τ1 α2 τ2 α3 τ3 Red. chi square

Fit of complete decay 90.8 156 3.5 1877 5.7 3417 2.78

Fit starting at maximum 91.6 59 4.6 593 3.8 3929 1.16
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despite a minimum of the reduced chi2 was reached in both cases. In case (a), the fit
in the maximum is quite bad and the lifetimes τ1 and especially τ2 are quite long.
The parameters of macular fit, reached in tail fit (b), the reduced chi2 is much
smaller. The differences are not surprising. They are simply a result of the fact that
the model function (a sum of exponentials) does not describe the fluorescence decay
accurately. To eliminate the influence of the lens fluorescence as far as possible the
results presented in this chapter were obtained by setting the left boarder of the fit
interval to the maximum of the fluorescence.

16.4.3 Correspondence of Decay Parameters with Vertical
Anatomical Structures

Although probably more than three fluorophores are excited in the FLIO mea-
surements, triple-exponential fit results of the fluorescence decay shows a certain
correspondence of the decay components with the anatomical structures of the eye.
The crystalline lens has mean lifetimes 2.5 < τm < 3.5 ns after bi-exponential fit.
Such measurements are possible if the Laser Scanning Ophthalmoscope is focussed
at the anterior part of the eye.

Besides previous measurements on isolated ocular structures and on 2-photon
investigation of the layered fundus, intersection in images of amplitudes or lifetime
confirm the relation between parameters of 3-exponential fit and fundus layers.

Figure 16.12 shows a cross section of the fundus of a human eye recorded by
optical coherence tomography (OCT). As can be seen from the figure, the retinal
pigment epithelium (RPE) is homogenously distributed across the fundus, but it is
missing at the optic disc. The neuronal retina is thinned in the macula. That means,
the relative amplitude of the strongly emitting RPE is high in the macula. On the
other hand, the amplitude of the weakly emitting neuronal retina has a minimum in
the macula. The anatomical structure of the optic disc contains predominantly
connective tissue. As a consequence, the lifetimes τ1, τ2, and τ3 are much longer
than in the other fundus regions.

choroid

RPE

neuronal retina

macula

optic disc

Fig. 16.12 Cross section through the macula and optic disc, recorded by OCT
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More can be concluded from FLIO images of a subject wearing an implanted
artificial lens (IOL). An IOL is virtually free of fluorescence. Figures 16.13, 16.14,
and 16.15 are cross sections through the macula and parts of the optic disc.
Figure 16.13 shows a cross section of amplitudes, a1, a2, a3, of the fast, medium,
and slow fluorescence decay component.

The amplitude of the fast component, α1, is dominating and reaches up to 95 %
in the macula and decreases considerably in the optic disc. No melanin is present in
the optic disc. The component α1 corresponds with the highly fluorescent retinal
pigment epithelium.

The amplitude of the medium component, α2, is about 15 %, but decreases in the
macula. The neuronal retina is very thin in the macula. Only receptor axons are
present there. Thus, the component corresponds with the neuronal retina. It is
interesting that a third component with an amplitude of some percent is required for
an optimal fit.

Figure 16.14 shows the lifetimes of the fast, medium, and slow decay component
in a macular cross section in logarithmic scale. All lifetimes come from mixtures of
different fluorophores. The lifetime τ1 is very short, about 60 ps, and further
decreases in the macula. In the optic disc, the lifetime increases because the ana-
tomical structure is completely different in comparison with the main part of the
fundus. The lifetime τ2 is about 350 ps at the whole fundus outside the optic disc.
As there is no change of τ2 in the macula, it confirms that the lifetime is independent
of the concentration, here independent of thickness. The lifetime τ2 relates to
neuronal retina. The lifetime τ3 is about 2.5 ns, but increases up to 7 ns at the optic
disc. This lifetime predominantly comes from connective tissue (collagen, elastin).

The relative contribution Qi indicates the relative intensity (or the relative number
of photons) in the corresponding exponential component of the decay function.
Figure 16.15 shows that the relative numbers of photons in the fast and medium
decay component are nearly identical outside the macula and the optic disc. The
fluorescence in the macula is dominated by the photons from the fast component; the
fluorescence in the optic disc is dominated by photons from the slow component.

These examples demonstrate the existence of a third component at the fundus. If
eyes with crystalline lenses were measured, the contribution of the third component
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increases and the value of τ3 is nearly the lifetime of the crystalline lens. In case of
cataract, the third component dominates. This influence of the crystalline lens acts
predominantly in the short-wavelength channel, where the fluorescence intensity of
the lens is much higher than in the long-wavelength channel.

16.5 Presentation of FLIO Results

16.5.1 Presentation of Local Alterations in Images of Decay
Parameters

The results of FLIO measurements are presented as images of fluorescence decay
parameters or by statistical comparison between groups of patients and of healthy
subjects. Local alterations in amplitudes or in lifetimes are visible in images of
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Fig. 16.14 Macular cross sections of FLIO lifetimes of a subject with IOL. blue T1, lifetime of
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advanced stages of a disease. In early stages of diseases, differences with healthy
subjects are demonstrable by statistical methods.

Figures 16.16 and 16.17 show images of the the mean lifetime, τm, and the fast
decay component, α1, of a healthy subject. The lifetimes and amplitudes were
obtained by a triple-exponential tail fit of the decay functions in the short-wave-
length channel.

In healthy subjects, the longest lifetime is generally detected in the optic disc and
the shortest lifetimes, τm and τ1, the macula. The relative amplitude α1 of the

Fig. 16.17 Image of a
healthy subject, amplitude of
the fast decay component, α1,
in %

Fig. 16.16 Image of a
healthy subject, mean
(amplitude-weighted)
lifetime, τm, in ps, in the
short-wavelength channel
(490–560 nm)
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shortest component is maximal in the macula. The lifetime τ2 is homogenous
outside the optic disc as demonstrated in Fig. 16.18.

The following figures demonstrate images of FLIO parameters of fundus diseases.
Figures 16.19, 16.20 and 16.21 are lifetime images recorded at patients with age-
related macular degeneration (AMD).Weak signs of pathological changes are visible
in the τ1 image of the short-wavelength channel in dry stage of AMD (Fig. 16.19).
The macula is surrounded by regions of increased values of τ1. Increased values up to

Fig. 16.18 Image of lifetime,
τ2, in channel 1, of a healthy
subject

Fig. 16.19 Lifetime of fast
decay component, τ1, in
channel 1 of a patient with dry
AMD
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1 ns are more clearly visible in τ2 images in he short-wavelength channel (Fig. 16.20).
In geographic atrophy, the final stage of AMD, the lifetime τ2 is increased up to the
values of the optic disc in the whole macula (Fig. 16.21).

Fig. 16.20 Lifetime τ2 in channel 1 of dry AMD

Fig. 16.21 Lifetime τ2 in
channel 1 of geographic
atrophy, the final stage of
AMD
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These images show local pathological alterations in severe states. Early meta-
bolic changes occur weakly in the entire ocular tissue. It can be assumed that such
alterations change the profile of histograms of FLIO parameters. That means, for
example, a missing substance or a more frequently detectable fluorophore influ-
ences the histogram of lifetime τi, which is a sum of several fluorophores, at a
certain range of time. Such comparison of differences in histograms can be statis-
tically evaluated, see section below.

16.5.2 Statistical Evaluation of Decay Parameters

The program FLIMX [23] was developed for the specific evaluation of FLIO
measurements. As demonstrated in Fig. 16.9 through Fig. 16.21, images of
FLIO parameters and cross sections in these images as well as histograms of FLIO
parameters, and statistical parameters modal value, median, mean, standard devi-
ation as well as kurtosis and skew ness can be calculated for single measurements or
for groups of subjects. Regions of the same position and size at the fundus should
be selected for statistical comparison. Figure 16.22 demonstrates amplitude images
of an AMD patient, which are different in the short-wavelength channel (left) and in
the long-wavelength channel (right). Histograms of amplitudes are also given as
well as parameters of descriptive statistics. Extended FLIO measurements were
performed by Quick [31].

Fig. 16.22 Presentation of FLIO results by program FLIMVis
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For statistical comparison between patients and healthy subjects data are
required for the clinical characterization of each subject. Such data are e.g. age,
gender, type of disease, classification and duration of disease, type of ocular lens,
and parameters of internal medicine. These data are connected with the FLIO
parameters. In this way, comparisons are possible between patients and healthy
subjects e.g. of the same age or between different stages of a disease.

The Holm-Bonferroni method [18] is used for the statistical comparison of
histograms of FLIO parameters between patients and healthy subjects. To apply this
method, each range of FLIO parameter is divided in a number of intervals. The
distribution of pathological and healthy values is compared by the Wilcoxon test in
each interval. Significant differences exist, if the error probability α is smaller than
the significance level p = 5 % divided by the number of intervals. Sensitivity and
specificity are calculated for each statistical different parameter interval. The cal-
culated cutting value allows a classification as healthy or diseased for each
individual.

There is currently a clinical study [11] to detect early metabolic alterations in the
fundus of diabetic patients having no signs of diabetic retinopathy yet. Histograms
of amplitudes, lifetimes, and or relative contributions Q were calculated in equal
regions. Such a histogram shows how many pixels of each value were detected in
this region. The FLIO parameters of forty diabetic patients type II were compared
with 30 healthy subjects. The most sensitive discrimination between both groups
was found for the lifetime τ2 in the short-wavelength channel. Figure 16.23 shows
the FLIMVis window of this comparison. The red coloured intervals permit a

Fig. 16.23 Presentation of Holm-Bonferroni test between diabetic patients, having no signs of
diabetic retinopathy, and healthy subject
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significant discrimination between diabetic patients and healthy subjects. The
highest value for sensitivity and of specificity of more than 80 % were reached in
the interval τ2 = 370 ps.

An interpretation of substance-specific changes is possible based on the differ-
ence between histograms of diabetic patients having no signs of diabetic retinop-
athy with healthy subjects. This difference histogram means that pixels are less
frequent at the fundus of diabetic patients having lifetime τ2 = 370 ps. On the other
hand, more pixels are detectable in diabetic patients having lifetime τ2 > 460 ps.
The lifetime of about 370 ps corresponds to free NADH. For free HADH the
lifetime is in the range of 2–3 ns.

Free NADH acts as electron donor in metabolic basis processes, e.g. respiratory
chain, whereas protein-bound NADH is not active in metabolism. That means,
metabolic alterations appear predominantly in the neuronal retina of diabetic
patients, already when no signs of diabetic retinopathy are detectable by other
methods.

This interpretation was confirmed by FLIO measurements in branch arterial
occlusion [39]. In this case, the metabolism is disturbed in the neuronal retina,
which is supplied by retinal vessels. As a kind of internal normalization, none-
supplied regions were compared with supplied regions at the same fundus. In the
short-wavelength channel, the lifetime of the second decay component, τ2,
increased from about 450 ps in the supplied region to more than 1 ns in the none-
supplied region.

A further promising application of FLIO was found in a pilot study comparing
patients suffering from Alzheimer’s disease with healthy subjects [19]. Although
only a small group of Alzheimer’s patients was investigated, correlations were found
between FLIO parameters with subjective as well as objective diagnostic parameters.
As demonstrated in Fig. 16.24, the MMSE score decreases with increasing relative

Fig. 16.24 Correlation
between the relative
contribution Q2 in the long-
wavelength channel with the
MMSE score in Alzheimer
patients
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contribution Q2 in the long-wavelength channel. This score characterizes the indi-
vidual cognitive properties of a subject. A healthy person reaches a score value 30.

The concentration of phospho tau 181 protein in liquor is an objective mark for
the degree of severity of Alzheimer’s disease. Again the relative contribution Q2 in
the long-wavelength channel shows a positive correlation with the concentration of
this protein, as demonstrated in Fig. 16.25. If these relations will be confirmed in
further studies, FLIO measurements can be used as an objective non-invasive test
for Alzheimer’s disease. Following the assumption that the second component
corresponds to the fluorescence in the neuronal retina in 3-exponential fit,
Alzheimer’s specific changes occur also in the neuronal retina.

16.5.3 Improved Decay Model for Ophthalmic FLIM Data

Good results are already attained by a tail fit of the fluorescence decay originating
from the layered ocular structure. The long fluorescence lifetime of the crystalline
lens and of connective tissue at the fundus are merged as lifetime τ3 in the model
function according to (16.2). The contribution of the fluorescence of the crystalline
lens can be accounted for in different ways.

Lifetime measurements at the fundus are influenced by the fluorescence of the
crystalline lens. There is a distance of 18.8 mm between the plane of the lens and
the fundus. The distances and the thickness of the fundus layers are much smaller.
The neuronal retina is about 300 µm thick and contains a number of different layers
(e.g. receptors, bipolares, plexiform layers, ganglion cell layer). The retinal pigment
epithelium is about 10 µm thick, some membranes only 1 µm. The fluorescence of
the lens is therefore visible as a step in the rising edge of the fluorescence intensity
(Fig. 16.26).

Fig. 16.25 Correlation
between concentration of
phosphor τ 181 protein in
liquor and the relative
contribution Q2 in the long-
wavelength channel
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The approximation of slope and fluorescence decay with the left border of the
fitting interval at the beginning of the rising edge results in a poor fit.

The question is how the fluorescence of the lens can be taken into account. In
common microscopic applications the left border of the fitting interval is set before
or at the beginning of the rising edge of the fluorescence signal. The earlier
detection of the fluorescence of the lens is not considered in a tail fit, where the left
border of the fitting interval is set to the maximum of fluorescence signal. Using the
model function in (16.5), both the fluorescence of the lens and the difference in
detection time of fluorescence originating from lens and from fundus is taken into
account [37]:

IðtÞ
I0

¼
Xi¼p; j¼r

i; j¼1

ai; j � e
t�tci
si; j ð16:5Þ

In this equation means:
tci distance between layers
i layer i
j component j in layer i
τi,j lifetime j in layer i
αi,j amplitude j in layer i.

In Fig. 16.27 the blue light excites the yellow fluorescence of the crystalline lens
first and a short time later the red fundus fluorescence.

The distance d between layers can be determined using the time Δtci in (16.6):

d ¼ ðtci � tcjÞ � c
2 � n ð16:6Þ

Here the ratio c/n stands for the velocity of light in the medium. The (16.5)
permits a combination of functionality (lifetime) with tomography (distances). To
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Fig. 16.26 Stepped rising edge of fluorescence intensity caused by the different transit time of
fluorescence originating from the crystalline lens and from the fundus
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reach geometrical resolution comparable with OCT in ophthalmology, detection of
differences of appearance times of fluorescence would be required at an accuracy
level of better than 100 fs. The principle of the fit according to (16.5) is demon-
strated in Fig. 16.28. The decay of exponent 3, which corresponds to the fluores-
cence in the lens, is shifted in relation to the decay of exponents 1 and 2.

The influence of the fluorescence of the crystalline lens can be investigated by
separate measurement of the lens fluorescence. The fundus fluorescence is then bi-
exponentially fitted. As shown in Fig. 16.29, the model curve fits the measured
fluorescence quite well, both the stepped slope and the decay.

Although the 2-exponential fit of the fundus fluorescence with separately mea-
sured lens fluorescence is a very good approximation of the real decay profile a
3-exponential fit might be required. In case of artificial intra ocular lens, which are
not fluorescent, a 3-exponential model fits the fundus fluorescence best.

To compare the fit results for different models and fit conditions, the fluores-
cence decay was fitted at the same pixel of the same fluorescence image. In
Tables 16.7 and 16.8 the lifetimes and the amplitudes are given for the short-
wavelength channel, calculated by left border at the beginning of the rising edge,
the tail fit, a fit with the model described by (16.5) (tci-fit), lens fluorescence and
2-exponential model (lens + 2 exp.), and lens fluorescence and 3-exponential model
(lens + 3-exp.).

Fig. 16.27 Scheme of fluorescent layers in the eye for the application of the fit according to (16.5)
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As expected, the fit from the rising edge approximation delivers poor results.
The best correspondence, both in lifetimes and in amplitudes, exists between the
results of a fit from the maximum and a tci fit. The shortest lifetimes τ1 were
calculated by the “lens + 2 exp.” and “lens + 3 exp.” fits. The lifetime τ2 was
comparable for the fit from the maximum, the tci fit and the “lens + 2 exp.” and
“lens + 3 exp.” fits.

16.6 Summary

Fluorescence lifetime imaging ophthalmoscopy is a new technique which is on its
way to become a diagnostic tool. In contrast to lifetime measurements on micro-
scopic samples, eye movement must be compensated during measurements.
Although the autofluorescence of ocular tissue is extremely weak, characteristic
fluorescence lifetimes can be determined for some ocular layers, when the fluo-
rescence decay is determined by time correlated single photon counting. The
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Table 16.8 Comparison of amplitudes obtained by different fit conditions and models

Fit from start of rising edge Fit from maximum tci fit Lens + 2 exp. Lens + 3 exp.

α1 65.5 55.3 49.5 45.5 46.8

α2 14.6 19.1 20.9 13.5 12.5

α3 18.9 25.6 29.6 1.4

Table 16.7 Comparison of lifetimes obtained by different fit conditions and models

Fit from start of rising edge Fit from maximum tci fit Lens + 2 exp. Lens + 3 exp.

τ1 372 101 100 60 80

τ2 2935 453 429 407 465

τ3 4036 2963 3412 9972
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fluorescence decay is detected in two spectral channels for better separation of
endogenous fluorophores. A change of lifetimes and of amplitudes in FLIO images
is found for local pathological alterations in fundus layers. Early alterations in
metabolism are detectable by comparing histograms of FLIO parameters of patients
and healthy subjects via statistical methods. The crucial advantage of FLIO is the
possibility to investigate cellular processes non-invasively at the living human eye.
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Chapter 17
Dynamic Mapping of the Human Brain
by Time-Resolved NIRS Techniques

Adam Liebert, Michal Kacprzak, Daniel Milej, Wolfgang Becker,
Anna Gerega, Piotr Sawosz and Roman Maniewski

Abstract Dynamic mapping of the human brain by time-resolved near-infrared-
spectroscopy (trNIRS), or functional NIRS (fNIRS), is based on the injection of
picosecond or sub-nanosecond laser pulses into the head and the measurement of
the pulse shape and the intensity after diffusion through the tissue. By analysing the
pulse shape and the intensity of the signals at different detector and source positions
and different wavelengths, changes in the oxy- and deoxy-haemoglobin concen-
tration are obtained for extracerebral and intracerebral tissue layers and for different
depth in the brain. The technique can by combined with the injection of a bolus of
an exogenous absorber. By recording either absorption or fluorescence, the in- and
outflow of the absorber in different brain compartments can be monitored. The in-
and outflow dynamics reveal differences in the blood flow caused by impaired
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perfusion or stroke. In this chapter, we describe the technical principle of
TCSPC-based fNIRS and the associated data processing techniques. Typical results
are shown for the haemodynamic response of the brain on visual-cortex stimulation,
and for brain perfusion measurement by ICG bolus injection.

17.1 Introduction

Biological applications of near-infrared spectroscopy, or NIRS, aim at the deter-
mination of the of spectroscopic parameters in deep layers of biological tissue and
their spatial distribution [1, 2]. The technique is based on the illumination of the
tissue by near-infrared (NIR) light, and the detection of diffusely transmitted or
reflected light or fluorescence. Clinical applications of NIRS techniques are optical
mammography, see Chap. 19, static brain imaging [3, 4] and ‘dynamic’ or ‘func-
tional’ brain imaging (fNIRS). Dynamic brain imaging experiments are focusing
either on the determination of the brain oxygenation and its change with brain
activity, or on measurements of the brain perfusion. Brain oxygenation measure-
ments use the fact that oxy- and deoxyhemoglobin have different absorption spectra
in the near infrared range [5]. Changes in the oxygenation are derived from the
relative absorption changes at two different wavelengths. Brain perfusion mea-
surements are based on the recording of the change in the intensity of the trans-
mitted or diffusely returned light or the fluorescence emitted by a near-infrared dye
after injection into the circulatory system.

Classical NIRS measurement at the human brain is performed by sending CW
near-infrared light through the head and analysing variations in the attenuation of
the light for different wavelengths and source and detector positions. The light is
delivered and detected through optical fibres or fibre bundles. The source-detector
separation is typically in the range of 2–4 cm. Changes in the light attenuation are
measured at several wavelengths and used to calculate changes in the relative
concentration of oxy- and deoxyhemoglobin. A distinct drawback of this technique,
called continuous wave NIRS (cw NIRS), is that the measured brain oxygenation
signals are contaminated by changes in the oxygenation of the extracerebral tissue.
Measurements at several source-detector separations are used for better differenti-
ation of the signal originating from the brain [6, 7], but signals from superficial
layers cannot entirely be suppressed.

Significant improvements are obtained by using time-resolved techniques. The
time the photons need to reach the detector position (the ‘time of flight’) not only
depends on the scattering and absorption parameters of the tissue layers they have
passed but also on the path they have taken inside the tissue.

The resulting signals can be recorded by frequency-domain and by time-domain
techniques. Frequency-domain techniques use light modulated at sub-GHz fre-
quency and determine the phase shift and the amplitude of the detected signal. The
phase shift depends on the path length of the photons between source and detector
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and on the absorption and scattering properties of the tissue [8–10] and thus delivers
information on the depth where the observed absorption changes have occurred.

Time-domain techniques are based on the injection of short (typically picosec-
ond or sub-nanosecond duration) laser pulses into the tissue and the measurement of
the pulse shape (or distribution of times of flight, DTOF) after diffusion through the
tissue [11, 12]. By analysing the pulse shape and the intensity of the signal,
absorption changes can be attributed to different depths in the tissue. The technique
is thus able to differentiate information originating from the brain and from
extracerebral tissue [13, 14].

Dynamic changes in the time-of-flight distributions acquired at the surface of the
head are caused by the heart beat, variable oxy- and deoxyhemoglobin concen-
tration induced by brain activity, and effects of associated physiological regulation.
The haemodynamic response to brain stimulation occurs on the time scale of a few
seconds [15–18]. The changes in the average time of flight of the photons are on the
order of a few picoseconds. Changes in the arrival times of the photons on the
required accuracy level can be recorded by time-correlated single photon counting
(TCSPC) [19–21]. Analysis of the distributions of time-of-flight (DTOFs) recorded
by TCSPC delivers the desired discrimination of oxygenation changes in extra- and
intracerebral compartments of the tissue [13, 14, 22, 23].

The measurement of dynamic changes in the brain oxygenation requires to
record a sequence of DTOFs for different wavelengths and different source and
detector positions over a longer period of time at a time resolution of 50–100 ms per
DTOF. This is a task that is difficult to perform with classic TCSPC devices.
Multidimensional TCSPC [19, 21], however, delivers the desired data by recording
photon distributions over several parameters simultaneously, see Chap. 1. The
general architecture of the instrument is shown in Sect. 17.3, Fig. 17.3. Results
obtained with this and a number of similar instruments are described in [24–28].
Currently, different instruments are compared in terms of accuracy, systematic
errors, signal-to-noise ratio, and other performance parameters [29, 30].

17.2 Depth-Resolved Data Analysis

The analytical form of the diffuse reflectanceR in function of absorption coefficient μa
and diffusion coefficient D in semi-infinite homogenous medium is given by [31]:

Rðr; tÞ ¼ z0

ð4pDvÞ3=2t5=2
exp � r2

4Dvt
� lavt

� �
ð17:1Þ

where: z0 = /μ′s, D ≈ 1/3μ′s, r—source-detector separation, v—speed of light in the
medium, t—time.

This formula is derived from the diffusion equation and allows to determine the
absorption coefficient, μa, and the reduced scattering coefficient, μ′s, by fitting the
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diffuse reflectance function to the measured distribution of times of flight of
photons. In this procedure the instrumental response function (IRF) of the instru-
ment must be taken into account and convolved with the theoretical distribution
before fitting [32, 33].

Alternatively, the optical properties of the homogeneous medium can be esti-
mated by analysis of the moments of the measured DTOFs as described in [32].
Moment analysis may deliver slightly lower absolute accuracy (about 5 % dis-
crepancy with fitting of the diffusion model) but is very robust (no fitting is used)
and easily takes into account the influence of the IRF (only the first and the second
moment of the IRF are needed).

Changes in the absorption of the tissue can be determined as a function of depth
by using statistical moments of the distributions of time of flight. This method is
based on sensitivity factors of the moments. These describe the relation between the
changes in the total number of photons, the mean time of flight of the photons, the
variance of the time of flight, and the changes in the absorption coefficient occurring
at a certain depth in the tissue [13].

Figure 17.1 shows the spatial sensitivity profiles to changes in the absorption
coefficient, μa, for the number of photons, the mean time offlight, and the variance of
the time of flight. The profiles were obtained from a perturbation approach based on
the diffusion approximation for the propagation of photon density [34]. For this
simulation the reduced scattering coefficient, absorption coefficient and the refractive
index were taken as µs′ = 10 cm−1, µa = 0.1 cm−1 and n = 1.33, respectively.

As can be seen from Fig. 17.1, the number of photons (i.e. the intensity) delivers
tissue properties preferentially from the surface of the tissue, especially from the
closer ranges around the source and detector position. The mean time of flight and,
even more, the variance deliver information from large depth in the tissue.
Importantly, the sensitivity to μa changes in superficial layers is much lower than
for the photon number.

The sensitivity factors are the basis of a method provided by Steinbrink et al. in
which a relation between the measured changes in the moments of the DTOF were
used for estimation of depth-resolved changes in absorption [14], see Fig. 17.2.

The sensitivity factors of the three moments for each layer indexed by l are
described as:

Fig. 17.1 Spatial sensitivity profiles for the number of photons (left), the mean time of flight
(middle) and the variance of the time of flight (right). Images courtesy of Heidrun Wabnitz,
Physikalische Bundesanstalt Berlin, Germany
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MPPl ¼ DAt

Dla;l
ð17:2Þ

MTSFl ¼ D tth i
Dla;l

ð17:3Þ

VSFl ¼ DVt

Dla;l
ð17:4Þ

where MPPl is the mean partial path length, MTSFl is the mean time of flight
sensitivity factor, and VSFl is the variance sensitivity factor and Δμa is the change of
absorption coefficient in the layers indexed by l.

The changes of the sensitivity factors as a function of depth are presented in
Fig. 17.2b. It can be noted that the variance is the most sensitive moment for the
changes of absorption coefficient in the deeper layers and the statistical moment,
which is most sensitive for superficial changes of absorption, is the integral of the
DTOF. The profiles of the sensitivity factors as a function of depth may depend on
the wavelengths utilized. However, it can be assumed that for both wavelengths
used in the experiment, the same profiles can be adopted.

The changes in μa occurring in three layers of the medium can be estimated by
solving the following system of equations:

MPP1 MPP2 MPP3

MTSF1 MTSF2 MTSF3

VSF1 VSF2 VSF3

2
4

3
5 �

Dla;1
Dla;2
Dla;3

2
4

3
5 ¼

� logðNtotC=Ntot0Þ
th iC� th i0
VC � V0

2
4

3
5 ð17:5Þ

Fig. 17.2 Model of the human head (a) where the medium is represented by ten homogeneous
layers of the same thickness (0.3 cm) divided into three compartments: extracerebral, intermediate,
and intracerebral and, corresponding to this model, the courses of sensitivity factors of the
moments of DTOFs as a function of depth (b). Mean partial path length (MPP), mean time of flight
sensitivity factor (MTSF) and variance sensitivity factor (VSF) indicate sensitivity of each moment
(integral, mean time of flight and variance) for absorption changes in the equivalent layer [77]
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where MPPk,MTSFk, and VSFk correspond to the sensitivity factors of the moments
summed for the extracerebral layers (k = 1, compartment 1), intermediate layers
(k = 2, compartment 2) and intracerebral layers (k = 3, compartment 3); μa,k represents
the unknown change of the absorption coefficient in each compartment; Ntot, th i, and
V are the moments calculated from the measured DTOFs indexed 0 and C, respec-
tively, for the measurement before and after the blood pressure changes.

Recently, the uncertainty in the estimation of Δμa for the method of moments
was analyzed [35], and an improved algorithm for a two-layered model was
proposed [36]. In several studies the authors reported that time-resolved measure-
ment allows to obtain depth-resolved information on changes in absorption via
analysis by Mellin-Laplace transform of the DTOF [37] or consideration of the
time-windows [38].

17.3 Brain Oxygenation Studies

An instrument for dynamic brain oxygenation imaging based on 8 parallel TCSPC
channels is described in [39]. The general architecture of the instrument is shown in
Fig. 17.3.

The setup uses two Becker & Hickl SPC-134 four-channel TCSPC packages
[21] in one industrial computer. Two semiconductor lasers are operating at wave-
lengths located symmetrically at both sides of the isosbestic point of the oxy- and
deoxyhemoglobin absorption. The pulses of the two lasers are interleaved, and the
DTOFs at the two wavelengths recorded as a single waveform in the same
recording time interval of the TCSPC modules (see Chap. 1, Sect. 1.4.5.3).

The DTOFS at both sides of the head are recorded simultaneously. The position
of tissue illumination is multiplexed by two 1–9 fibre switches. The current position
of the fibre switches is transferred into the TCSPC modules through their routing
input signals, and used to record the DTOFs into separate memory blocks. Please
see Chap. 1 for details).

Subsequent DTOFs were recorded in the continuous-flow (memory swapping)
mode of the SPC-134 TCSPC systems [21]. Please see Chap. 1, Sect. 1.4.4 for

Detectors
ND Wheels

Head

Fibre Switches

Fibres
to Head

Fibres
to Head

Fibres

Lasers

TCSPC Modules

Routing,
to all modules

Delay

Fibres

Fig. 17.3 Architecture of the 8-channel parallel NIRS system described in [39]
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technical details. For every source position the DTOFs are acquired for 95 ms.
Thus, one switching cycle through all 9 source positions is completed within 0.9 s.
The setup was tested in phantom experiments and validated during in vivo tests on
health volunteers. Changes in oxygenation of the brain cortex following motor
stimulation were successfully imaged in the motor cortex area [39].

The measurement of the instrument response function (IRF) needs to take into
account the dependence of the pulse dispersion in the detection fibres on the
numerical aperture the fibres are illuminated with [40]. The illumination geometry
for the IRF measurement must therefore be the same as for the experiment. This
was achieved by positioning the source fibres in front of the detecting bundles
covered by a sheet of white paper [40]. The instrumental response function (IRF) as
measured for every source-detector pair at the both wavelengths was about 800 ps
(FWHM). The IRF contains the laser pulse width, the temporal dispersion of the
light propagation in the source fibres, the temporal dispersion in the detection fibres,
and the temporal response of the detectors used. The largest contribution comes
from the temporal dispersion in the detection fibres. These are used at high NA in
order to obtain a high photon collection efficiency, which leads to large temporal
dispersion [40]. It should be noted, that this relatively wide IRF has little influence
on the accuracy on the measurement of absorption and scattering coefficients. More
important than the absolute width of the IRF is its stability [20].

Figure 17.4 gives an impression of how the data of dynamic brain mapping
experiments look like. Time-of flight curves of photons transmitted through a fore-
head were recorded in the continuous-flow mode of an SPC-134 system [21].
20 subsequent time-of-flight curves from the continuous-flow sequence are shown in
Fig. 17.4. The acquisition time was 100 ms per curve, the ADC resolution 1024
channels. The left sequence was detected at a source-detector distance of 5 cm, the
right sequence at a distance of 8 cm. The count rates were 1.8 × 105 and 4.5 × 106 s−1,
respectively.

It should be noted that a count rate of 4.5 × 106 s−1 per TCSPC channel is at the
very limit of currently available TCSPC devices. Intensity measurements at rates
this high require a correction for counting loss [19, 21]. The first and second
moments of the time-of-flight distributions are not noticeably influenced by

Fig. 17.4 20 steps of a TOF sequence recorded in the continuous flow mode of an SPC-134.
Acquisition time 100 ms per curve, ADC resolution 1024 channels. Left Source-detector distance 5
cm, count rate 4.5 × 106 s−1. Right Source-detector distance 8 cm count rate 1.8 × 105 s−1. From [21]
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counting loss but can be impaired by pile-up effects. It has been shown, however,
that the influence of pile-up is smaller than commonly believed, and can be
neglected up to count rates in the range of several MHz [19, 21]. IRF measurements
over a wide range of count rates do not show noticeable changes in the IRF shapes
[19–21].

The fluctuations in the moments of DTOFs caused by instability of light sources
and detection electronics are relatively small [39]. In principle, brain activation
response curves could be obtained by recording only a moderate number of stim-
ulation events. However, in practice there is a strong variation in the data due to
heart beat, respiration and vasomotion. The haemodynamic brain response can only
be separated from these effects by recording sequences of DTOFs over a large
number of stimulation events. All the experiments mentioned above used memory
swapping (see Chap. 1, Sect. 1.4.4) in the ‘continuous flow’ mode of the TCSPC
cards. Synchronization with the stimulation was obtained by triggering the memory
bank swapping with the stimulation.

A number of instruments based on the same principle are in use. Quaresima et al.
used a single SPC-630 TCSPC module and a multi-anode PMT to record sequences
of time-of-flight curves in eight parallel channels [41]. The acquisition time per step
of the sequence was 166 ms. The data of five steps were averaged. Values of µs’ and
µa were calculated from the averaged data by using a standard model of diffusion
theory. An improved instrument of this type used an SPC-134 package with
HRT-41 four-channel routers [21] connected to each TCSPC channel [42]. Thus,
simultaneous detection in 16 detector channels was achieved. Two lasers were
multiplexed by pulse interleaving; 16 source positions were multiplexed by fibre
switches. Applications to functional brain imaging are described in [43–45].

An instrument that multiplexes lasers of different wavelength by fibre switches
has been described by Re et al. [46]. The system avoids crosstalk of different laser
wavelengths by reflections, mutual pile-up, counting loss or detector afterpulsing
[19, 21]. An application to haemodynamics of the human brain is described by
Aletti et al. [47]. The authors show how signal components caused by skin vaso-
motion and by cerebral perfusion can be separated.

Typical results of haemodynamic response measurements performed by Liebert
et al. [22, 23] are shown in Fig. 17.5. Visual stimulation was used. An annular black
and white checkerboard alternating at 8 Hz on a computer screen was shown to the
patient. During the rest period a dark grey screen was presented while fixation was
maintained. The stimulation periods lasting 30 s were repeated 20 times separated
by 30 s of rest. Signals from 20 stimulation periods were averaged. Three multi-
plexed laser wavelengths were used. The photons were detected by four Ham-
amatsu R7400 PMTs at different source-detector positions. The DTOF curves were
recorded by an SPC-134 system in the continuous-flow mode. In Fig. 17.5 the
intensity change, the change in the mean time of flight, and the change in the
variance of the time of flight over the stimulation period are shown. Depth-resolved
intra- and extra-cerebral changes of the oxy- and deoxyhemoglobin concentrations
calculated from the data of the four detectors at the three wavelengths are shown in
Fig. 17.6.
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17.4 Brain Perfusion Assessment

Exogenous absorbers can be used by detecting either their absorption or their
fluorescence. The only NIR dye currently approved for use at human patients is
indocyanine green (ICG) [48, 49]. Absorption spectra of ICG in water are shown in
Fig. 17.7, left.

ICG absorbs strongly between 650 and 820 nm. The absorption of ICG
monomers peaks at about 780 nm. In water ICG tends to form aggregates which
cause a second absorption band around 700 nm. In blood ICG binds to the serum
albumin. Aggregation is then partially suppressed and the absorption around
780 nm dominates. Due to the binding to albumin ICG stays in the blood. It is
therefore used as a contrast agent to mark blood vessels.

Fig. 17.5 Left to right Intensity change, change in the mean time of flight, and change in the
variance of the time of flight over the stimulation period. The horizontal bars indicate the periods
of stimulation. From [23]

Fig. 17.6 Intra- and extra-cerebral changes of oxy- and deoxy-haemoglobin concentrations during
visual stimulation obtained from DTOFs measured at 3 wavelengths and four source-detector
separations. The horizontal bars indicate the stimulation period. From [23]
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Fluorescence decay curves of ICG are shown in Fig. 17.7, right. The fluores-
cence lifetime in Ethanol is about 580 ps. In water the lifetime is about 160–190 ps
[50]. In both cases the decay functions are multi-exponential, probably due to the
presence of monomeric and aggregated forms. The short lifetimes indicate that the
fluorescence quantum efficiency is low. Values given in the literature are around
4 % [48].

17.4.1 Diffuse Reflectance

Monitoring of ICG inflow and washout after its intravenous injection can be used to
detect blood-flow dynamics in the brain. This technique was successfully used for
bed-side assessment of cerebral perfusion in stroke patients [51–53]. A bolus of
ICG was injected and the subsequent absorption changes in the tissue monitored.
The instrument was essentially the same as used for visual [23] and motor stimu-
lation experiments, see Fig. 17.3. Two multiplexed lasers operating at the same
wavelength (about 800 nm) were used for the two brain hemispheres. The diffusely
reflected signals were detected by four detectors and recorded by the four parallel
channels of an SPC-134 TCSPC system. By using the Continuous-Flow Mode of
the SPC-134, time-of-flight distributions were recorded at a rate of 50 ms per curve.
From the time-of-flight distributions the changes in the attenuation, in the mean
time of flight, and in the variance of the time of flight were calculated. Figure 17.8
shows results for a healthy volunteer and a stroke patient [51]. The curves are
sliding averages over 20 subsequent 50 ms recordings. The moments were scaled to
a range from 0 to 1 by subtracting the minimum value and normalising the result to
its maximum value.

For the healthy subjects the changes in the moments appear virtually simulta-
neously in both brain hemispheres. For the stroke patients the changes in the
moments at the location of the stroke are delayed. The delay is most pronounced in
the variance, ΔVnorm. A thrombolytic therapy of the stroke patient resulted in
normal perfusion after 30 h.

600 nm 700 nm 800 nm 900

Wavelength

Concentration

Absorption

Aggregates Monomeres

Fig. 17.7 Left Absorption spectra for ICG in water, after [48]. Right Fluorescence decay of ICG in
water and ethanol, BHL-600-650 laser, PMC-100-20 detector and SPC-630 TCSPC module
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Absorption changes are not only caused by inflow dynamics of the ICG bolus
but also by physiological effects like heart beat, breathing, and blood pressure
variations. These effects can be seen as quasi-periodic oscillations in Fig. 17.8. The
mechanisms of these effects and their impact on NIRS tissue spectroscopy are
discussed in [54].

Diop et al. [55–57] used the ICG bolus technique to determine cerebral blood
flow in piglets under normocapnia, hypercapnia, and carotid occlusion. They
compared time-resolved (TCSPC) and CW data recorded under similar conditions.
Although the general correlation of the TR and CW data was good the authors also
found systematic differences. After discussing possible instrumental effects the
authors conclude that the techniques deliver information from different depth in the
brain. This is supported by the fact that in the time-resolved data the amplitude of
the attenuation change during the bolus is larger for late-arriving photons.

Recently, an instrument that records ICG concentration changes at extremely
large source-detector distance was reported [58]. By using high incident power
from a Ti:Sa laser, and placing a detector directly at the surface of the tissue the
authors were able to record at 9 cm source-detector distance. The instrument was
used both on phantoms and on human volunteers. The phantom consists of a fish

Fig. 17.8 Changes of the normalised attenuation, −ΔAnorm, the mean time of flight, Δ〈t〉norm, and
the variance of the time of flight, ΔVnorm for a healthy subject and stroke patient. The curves were
scaled to a range from 0 to 1 by subtracting the minimum value and normalising the result to its
maximum. From [51]
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tank filled with a mixture of milk, water and an absorber. The tank contained a
transparent flow-tube through which the same mixture was pumped. The ICG bolus
was simulated by injecting ICG in the flow system. The authors showed that the
ICG bolus was detectable down to a depth of 5 cm. Measurements at the human
head confirmed this result in that they showed physiological effects expected in
deep brain layers.

17.4.2 Fluorescence

For a given number of recorded photons, a fluorescence measurement in general
yields a better intrinsic SNR for the dye concentration than an absorption mea-
surement. The reason is that the dye concentration measured via fluorescence is
directly related to the number of detected photons, whereas the concentration
derived from absorption is the (usually small) difference of two large photon
numbers. However, compared to the diffusely transmitted or reflected intensity the
fluorescence intensity is lower. Therefore, the SNR actually obtained depends on
the efficiency of the optics and the detection system, the tissue thickness, the
fluorophore concentration and quantum yield, and the acceptable acquisition time.

Milej et al. compared fluorescence and diffuse reflection measurements in
phantom experiments [59]. The instrument was similar to the one shown in
Fig. 17.3 but with a laser of 780 nm and filters to suppress the laser wavelength.
They used a phantom with tubes inserted at different depths for modelling of the
dynamic inflow of indocyanine green (ICG). They showed that the use of fluo-
rescence signals delivered better sensitivity and signal-to-noise ratio compared to
the use of diffuse reflectance data. A similar study for a fluorescent inclusion within
non-fluorescent and weakly fluorescent phantoms came to the same result [60].

Liebert et al. and Milej et al. have shown that the fluorescence of ICG can well
be detected from inside the human brain [61–63]. They used R7400 PMTs con-
nected to the channels of an SPC-134 package. One group of channels detected the
diffusely reflected light, the other the fluorescence. Measurements were performed
at a rate of 10 s−1. A result is shown in Fig. 17.9.

Fig. 17.9 Normalised number of diffusely reflected photons NRnorm (grey lines) and fluorescence
photons (black line) NFnorm, changes in mean time of flight, Δ th i, and changes in variance of
distribution, ΔV, after injection of an ICG bolus. Both hemispheres of brain. Gray curve Diffuse
reflection. Black curve Fluorescence. From [61], copyright Elsevier Ltd.
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The shapes of the curves of the mean time of flight and the variance are
significantly different for the fluorescence and the diffuse reflectance. These dif-
ferences can be attributed to the time differences of the inflow of the ICG in the
intra- and extra-cerebral compartments [64, 65]. Intra- and extra-cerebral fluores-
cence components during an ICG bolus have been investigated in detail by Jelzow
et al. [66]. The authors present an algorithm to separate these components based on
the bolus function and on changes in the DTOFs over the bolus time.

Gerega et al. [67] have demonstrated multi-wavelength fluorescence detection
of ICG boli. The authors used a Becker & Hickl PML-SPEC (MW FLIM)
16-channel detector [21] connected to an SPC-830 TCSPC module. The light from
the tissue was collected by a fibre bundle and transferred into the input slit of the
PML-SPEC polychromator, see Fig. 17.10, left. A time-series of multi-wavelength
recordings was performed in the Scan Sync Out mode of the SPC-830 module.
A result is shown in Fig. 17.10, right. The authors discuss the effects of absorption,
re-absorption, ICG concentration, and depth in the tissue on the recorded data.

As mentioned above, it can be assumed that changes in the first and second
moment of the DTOFs are related mainly to changes the intracerebral, changes in
the intensity to changes in the extracerebral blood flow. This observation combined
with the analysis of the pattern of blood flow in the extra- and intra-cerebral tissues
in healthy subjects and patients with brain perfusion impairment lead to a data
analysis algorithm which is able to detect disorders in the brain perfusion. The
principle of this algorithm is shown schematically in Fig. 17.11.

In earlier publications it has been shown that for evaluation of differences in
cerebral blood flow between hemispheres with impaired and unimpaired perfusion,
the difference in the time of the inflow of an optical contrast medium between both
hemispheres ΔTTP (time-to-peak) can be used [51, 52]. In the proposed algorithm
the delay, ΔTMAX, between the inflow of ICG into extra- and intracerebral tissues
(represented by the signals of number of photons and variance of the DTOF) is
analyzed. It was observed that in healthy subjects a delay in ΔTMAX between 1 and
5 s can be observed whereas in most of the patients with brain perfusion disturbance
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Power Supply
& Control
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RoutingFibre Bundle

PML-16-1 C Routing

SYNC from Laser

Ti:Sa
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Mai Tai
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Human Head

Polychromator

Fibre

Detector
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Fig. 17.10 Left Setup for time- and wavelength-resolved bolus detection used by [67]. Right
Result of monitoring of inflow and washout of the ICG by means of fluorescence at 5 emission
wavelengths. From [67]
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this delay is reduced [68]. It should be emphasized that the size of the delay
depends on a distance between the point of emission and detection of light pulses
[58]. It was shown in a study on patients with posttraumatic brain injury that the
proposed method of signal processing can be used both for the analysis of diffuse
reflectance and fluorescence signals [68].

17.5 Summary

The advances in TCSPC technology together with the development of small-size
pulsed laser systems allowed us to build up compact time-resolved NIRS systems
for brain monitoring. The systems can be used for in vivo experiments in neuro-
physiology as well as for clinical tasks. Several other technical solutions were
proposed for brain studies in the last years. Systems based on time-gated image
intensifiers use the CCD camera as a multichannel detector [69, 70] or directly take
time-gated image the light re-emitted from the tissue [71–74]. Recently, Mazurenka
et al. reported that a scanning system with supercontinuum laser for imaging of
changes in the absorption in the brain [75, 76], see Chap. 18. This system uses
TCSPC FLIM (see Chap. 1, Sect. 1.4.5) and a supercontimuum laser with fast
multiplexing of the laser wavelength via an acousto-optical tuneable filter (AOTF).
Both approaches solve the problem of spatial under-sampling. However, direct
imaging at the surface of the head can be applied only in areas without hair.
Another problem is the influence of the topography of the head, and motion arte-
facts. Both problems can possibly be solved by recording a reference signal directly

ΔC
IC

G
ΔC

IC
G

time

time

ΔTMAX

ΔTTP

Healthy subject

Patient with disturbed
brain perfusion

Extracerebral tissues 
Intracerebral tissues 

ΔTMAX

Fig. 17.11 Principle of the
algorithm for time-resolved
data analysis. In healthy
subjects the inflow to the
brain occurs earlier than to the
extracerebral tissue. In the
patient with disturbed brain
perfusion the inflow to the
brain is delayed which leads
to a reduced delay between
the signals from extra- and
intracerebral tissue
compartments
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from the illuminated spot. Moreover, the numerical aperture of the detection in an
imaging system is necessarily small. It is therefore difficult to detect a sufficient
number of photons within a given acquisition time interval.
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Chapter 18
Time-Domain Diffuse Optical Imaging
of Tissue by Non-contact Scanning

Heidrun Wabnitz, Mikhail Mazurenka, Laura Di Sieno,
Gianluca Boso, Wolfgang Becker, Katja Fuchs, Davide Contini,
Alberto Dalla Mora, Alberto Tosi, Rainer Macdonald
and Antonio Pifferi

Abstract We present the concept, design and first in vivo tests of a novel
non-contact scanning imaging system for time-domain near-infrared spectroscopy
of tissues. Employing a supercontinuum laser in combination with an acousto-optic
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tunable filter as light source, the tissue was scanned by a galvanometer scanner from a
distance of more than 10 cm. The distance between the illumination spot (source) and
the detection spot from which the diffusely remitted photons were collected was
small (few mm) and kept fixed during the scan. A fast-gated single-photon avalanche
diode was employed to eliminate the intense early part of the diffusely remitted signal
and to detect late photons only. Polarization-selective detection was additionally
applied to suppress specular reflections from the object. An array of gated time-of-
flight distributions of photons was recorded by imaging TCSPC synchronized with
the movement of the galvanometer scanner. A tissue area of several cm2 was scanned
with 32 × 32 pixels within a frame rate of 1 s−1. The wavelength was switched line by
line between two bands centred at 760 and 860 nm. Concentration changes of oxy-
and deoxy-haemoglobin were derived from changes in photon counts in a selected
time window of the gated distributions at the two wavelengths. First in vivo tests
included the recording of haemodynamics during arm occlusion as well as brain
activation tasks. These tests demonstrated the successful non-contact imaging of
haemoglobin concentration changes in deeper tissues. Additional applications seem
feasible by increasing the spectral information content of the non-contact scanning
approach. To this end we implemented and tested the non-contact scanning in
combination with eight-wavelength multiplexing.

18.1 Introduction

Near-infrared light has been employed to image heterogeneities or monitor dynamic
processes in biological tissues of dimensions in the centimetre range. Diffuse
optical imaging and spectroscopy has become an important and well-studied field in
biomedical optics, with a growing number of clinical applications, as in optical
mammography [25] and optical brain imaging and monitoring. In this context,
optical methods provide a portable and less expensive alternative to established
neuroimaging methods. During 20 years of development of functional near-infrared
spectroscopy (fNIRS) of the brain [4], numerous approaches and technical solutions
have been reported, among them continuous wave (CW) optical topography and
tomography employing multiple sources and detectors [37] or time-domain fNIRS
imaging [43]. The fNIRS methodology has found a wide range of applications [13].
Moreover, NIRS cerebral and muscle oximetry [14] are on their way to become
tools of clinical relevance. Other applications of diffuse optical techniques target
diagnostic information related to bone, joints and skin.

While optical tomography, e.g. of the neonatal brain [19] or of the breast [16] as
well as fNIRS and tissue oximetry originally rely, in general, on direct contact
between fibre-based optodes and the tissue surface, there is a trend towards non-
contact approaches. They allow problems that arise from pressure and unstable
coupling between the optodes and the skin to be avoided. They are particularly
advantageous where physical contact causes additional pain to the patient, as in the
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case of the diagnosis of burn wound severity [23]. Another advantage of non-
contact approaches is the opportunity to obtain images that contain a larger number
and more densely spaced pixels compared to arrays of multiple optodes, by flying
spot scanning or 2D recording by cameras. In this way, the lateral spatial under-
sampling intrinsic to optode arrays can be overcome. Non-contact techniques have
been already applied, e.g. to study oxygen saturation in skin or muscle tissue
[32, 42]. In fluorescence diffuse optical imaging, non-contact schemes are rather
common. Examples are fluorescence imaging of indocyanine green (ICG) tracer
kinetics for detection of rheumatoid arthritis in finger joints [15] and small animal
imaging with fluorescent contrast agents [10].

The CW scanning technique “laminar optical tomography” [20] that is based on
diffuse scattering enables depth resolution of up to a few mm beneath the tissue
surface, by varying the distance between the spots of light incidence and detection.
In this way, 3D images, e.g., of the rat cortex [20] or of skin lesions [31] were
obtained. This CW technique, however, is not suitable to reach the adult human
cortex *1 to 2 cm beneath the surface. For that purpose larger source-detector
separations between *2 and 4 cm are necessary. In this case the detection of light
having travelled inside the tissue is hampered by the crosstalk from the comparably
large intensity at the source-tissue interface into the sensitive detection channel
[17].

Picosecond time resolution provides additional information compared to CW
recording by measuring the flight time of each photon detected. This is relevant in
diffuse optical imaging and spectroscopy of deep tissues where typical lengths of
trajectories of photons in tissue are on the order of a few tens of centimetres. The
additional information is useful to better localize and characterize inhomogeneities
as, e.g. tumours in the female breast [18], see Chap. 19 of this book. In time-domain
optical brain imaging [43] the time-of-flight information is employed to distinguish
between absorption changes in the cerebral cortex and extracranial tissues [27, 40],
in particular in fNIRS [21, 22, 24] and in perfusion monitoring by ICG bolus
tracking [26, 41].

The idea to remotely record activation in the human brain has been discussed
many years ago. The group of Britton Chance suggested a system for recording
prefrontal brain activity from a distance of 1 m, using time-resolved detection based
on TCSPC [48]. Several groups employed time-gated intensified CCD cameras to
perform non-contact fNIRS imaging, in particular, for late photons [35, 36]. A
hybrid scheme was proposed where the injection was provided by a single fibre in
contact with the head and shielded by a 1 cm diameter patch to avoid directly
reflected light, while collection was obtained via a time-gated CCD camera [47].

A specific development for time-resolved diffuse reflectance measurements for
the characterization of deep tissue compartments is the null source-detector sepa-
ration (NSDS) approach [34, 44] in conjunction with a single-photon avalanche
diode (SPAD) operated in fast-gated mode [9, 45]. By gating off early photons, late
photons that visited deep tissue regions can be recorded even for short source-
detector separation. This zero or small-distance concept was first applied with
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fibre-based technology. On this basis, a method for interstitial time-of-flight spec-
troscopy with a single fibre was developed and demonstrated on phantoms [1].
Moreover, successful in vivo measurements to detect brain activation were per-
formed with short interfibre distance [12].

The novel non-contact scanning approach described in this chapter combines the
following features introduced above, (i) non-contact imaging, (ii) a dense and
flexible grid of measurement positions, (iii) depth-selective detection (up to a few
cm depth) by time-resolved recording. This combination was feasible by using fast
spatial scanning, the imaging capability of multi-dimensional TCSPC [2, 3] and the
NSDS approach. Proof-of-principle tests of our non-contact method on phantoms
were reported in [28]. The implementation of the scanning setup and first in vivo
tests were described in [29].

In this chapter we introduce the concept of the non-contact deep-tissue scanning
in detail and describe its experimental implementation as well as examples of
in vivo applications to record haemodynamic changes, in particular in the brain of
adult subjects. In addition, we present a demonstration of non-contact scanning in
combination with eight-wavelength multiplexing.

18.2 Technical Concept

18.2.1 Scanning and TCSPC Recording

Images are obtained by scanning the object under investigation with a pulsed laser
beam. The laser beam is deflected by a fast galvanometer scanner. The light
remitted from the tissue goes back through the scan mirrors and is guided to the
detector. The spot from which the light is detected can be offset from the laser spot
by an adjustable distance (source-detector separation). The scanner runs a raster
scan at a resolution of up to 256 × 256 pixels at a frame rate of typically 1 frame per
second. This is fast enough to record haemodynamic changes in the tissue.

The distributions of times of flight of photons (DTOFs) in the particular pixels
are recorded by multi-dimensional TCSPC. The principle is identical with the one
used for TCSPC FLIM: the TCSPC module builds up a photon distribution over the
coordinates of the scan and the arrival times of the photons in the laser pulse period.
The result is an array of pixels, each containing a time-of-flight distribution in a
large number of time channels [2, 3]. Data of subsequent frames can be saved
consecutively and analyzed as time series or can be accumulated over a longer time
into the same array of DTOFs. In the first case, the data can be used to record
haemodynamic changes. In the second case, time-of-flight distributions with high
signal-to-noise ratio are generated, e.g., for model-based fitting to determine tissue
optical properties.
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18.2.2 Wavelength Multiplexing

Measurements at a minimum of two wavelengths are necessary to determine the
concentration changes in oxy- and deoxy-haemoglobin. Time-domain systems in
diffuse optics often use wavelength multiplexing by pulse-interleaved illumination
(see Chap. 19). This technique cannot be used here for two reasons. The first one is
that the system must be able to use gated detection (see below), but present time-
gated detector technology [5] can only select one of the pulses in the interleaved
pulse train. Unless several gated detectors are used, gating is thus not compatible
with pulse-interleaved illumination. The second reason is that the optical setup uses
the same beam path for excitation and detection. This causes reflection and scat-
tering at optical surfaces. Since the gated detection of late photons is performed
with largely increased sensitivity [9], even second or third order reflections from the
large amount of early photons present in the remitted light can spoil the true late-
photon signal. Thus a single wavelength at a time is easier to handle than multiple
interleaved wavelengths.

Therefore, wavelength multiplexing was performed in larger groups of pulses
(sometimes called burst mode). The principle is shown in Chap. 1, Fig. 1.16. It has
the advantage that there is no crosstalk by overlapping of the signals of different
wavelengths by optical reflections, pile-up, counting loss, or afterpulsing. The
multiplexing rate is compatible with the switching speed of acousto-optical tunable
filters (AOTF). Wavelength multiplexing can thus be performed by an AOTF in the
beam path of a super-continuum laser. To avoid aliasing with the scanning the
multiplexing is synchronised with the frames, lines or pixels of the scan.

18.2.3 Reduction of Source-Detector Separation
and Gated Detection

Increasing the number of spatial sampling points has maximum effect on the data
quality if the photons detected have travelled though a reasonably confined volume
within the turbid medium under investigation. From this point of view, recording
should be performed at short source-detector separation.

In functional optical imaging of the brain, the source-detector separation rSD is
typically between 2 and 4 cm. Such large rSD is necessary in CW measurements to
obtain a reasonable signal contribution from deep absorption changes, e.g. from the
cerebral cortex in adults at a depth of about 15 mm. With decreasing rSD the
maximum of the overall (time-integrated) sensitivity moves closer to the surface
since the probability of short photon trajectories from source to detector increases.
For rSD = 0, the overall fraction of photons that visit a region deeply beneath the
tissue surface is extremely small. Therefore in such case an absorption change in the
cortex could not be detected by a CW method.
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Time-resolved detection allows absorption changes in deep and superficial
compartments to be separated due to the different regions preferentially visited by
early and late photons (see Fig. 18.1, upper left, and Chap. 17). This concept was
first introduced for time-domain fNIRS at large source-detector separation. It
remains valid for short rSD. It was found [44] that the contrast for a deep, localized
absorption change at a fixed late time does not decrease with decreasing rSD, but is
even largest for rSD = 0 at any time. In addition, the absolute number of (late)
photons increases with decreasing rSD. Simultaneously, the fraction of early pho-
tons increases dramatically with decreasing rSD [44]. Thus it is necessary to
eliminate the early part of the DTOF when measuring deep absorption changes at
short rSD, as illustrated in Fig. 18.1, centre. This requirement results from the
limited dynamic range of detection.

The lateral spatial resolution depends on time since the size of the volume visited
by the photons that reach the detector grows with time. However, comparing the
cases with rSD of 3 cm and 0, the zero distance case has always the most confined
sensitivity volume at a given time [39]. Moreover, for rSD = 0 this volume is exactly
rotationally symmetric. Its asymmetry remains small for rSD of a few mm.

The consequences of decreasing rSD are illustrated in Fig. 18.2 for the contrast
due to deep absorption changes in a two-layered model. Del Bianco et al. [11]
showed that the time-dependent mean partial path length and thus the contrast
caused by an absorption change in a layer is independent of rSD. This is shown in
Fig. 18.2 for two different source-detector separations by Monte-Carlo simulations
based on the code originally described in [40]. The optical properties in the initial
(baseline) state were assumed as follows: reduced scattering coefficient

Fig. 18.1 Overview of the concept of time-domain non-contact scanning imaging
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µs′ = 10 cm−1, absorption coefficient µa = 0.1 cm−1 and refractive index n = 1.4.
The absorption coefficient in the lower layer was changed to µa/cm

−1 = 0.11; 0.13;
0.2. The thickness of the upper layer was 10 mm. Figure 18.2a, b depict the time-
resolved reflectance R(t) for rSD ≈ 3 mm in linear and logarithmic scale. To this
end, the photons were collected within a ring-shaped detector area with inner and
outer radius 2 and 4 mm, respectively. Figure 18.2d, e depict R(t) for a ring between
28 and 32 mm radius (rSD ≈ 30 mm). All sets of R(t) curves were divided by the
maximum of the DTOF in the baseline state in case of the source-detector sepa-
ration rSD ≈ 30 mm. The width of the DTOFs changes substantially when
increasing the source-detector separation. However, at late times, the slopes in both
cases become similar, dominated by the absorption in the lower layer. Figure 18.2c
directly compares the curves for the baseline state and both source-detector sepa-
rations. The maximum reflectance at short rSD is by orders of magnitude higher than
at large rSD. Nevertheless, the influence of absorption changes in the lower layer is
the same, leading to the same time-dependent contrast function where contrast was
defined as 1 − R(t)/R0(t) (Fig. 18.2f). It should be noted that although the contrast is
the same for each rSD, its detectability (contrast-to-noise ratio) depends on the
number of photons available in the particular time window.

A fast-gated SPAD detector [5] is able to cut off the early part of the DTOF
measured at short rSD without running the risk of damage by the large amount of
early photons that hit the detector without being detected. It should be noted,
however, that there is still an influence of the carriers that are generated by these
early photons during the gate-off state preceding the gate-on window under

Fig. 18.2 Time-resolved reflectance R(t) and contrast for various absorption values (see legend) in
the lower layer of a two-layered model, obtained from Monte-Carlo simulations for a point-like
source and effective source-detector separation of 3 mm (a, b) and 30 mm (d, e). c DTOFs for both
rSD values, for the baseline state µa = 0.1 cm−1, plotted on the same scale. f Time-dependent
contrast, the curves for both rSD values are indistinguishable
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consideration. Indeed, they lead to an afterpulse-like effect known as “memory
effect” [8], inherent to thin-junction silicon SPADs, thus increasing the background
level. Therefore it is preferable to work at small rather than zero rSD to reduce the
amount of early photons arriving at the detector to some extent. A source-detector
separation of up to 5 mm can be tolerated without significant losses in terms of
contrast and spatial resolution compared to rSD = 0 [39, 44].

Having eliminated the early part of the DTOF, the signal-to-noise ratio (SNR) of
the late part can be improved by increasing the laser power impinging on the tissue.
This is illustrated in Fig. 18.3 for a phantom experiment employing a solid phantom
with µs′ = 13.4 cm−1, µa = 0.086 cm−1, n = 1.55. At rSD = 0 the laser power had to
be attenuated dramatically. While moving the gate to later times in steps of 100 ps,
the filter attenuation was gradually decreased to keep a nearly constant count rate
(*4 × 105 s−1, collection time 10 s). Figure 18.3a shows a selection of the recorded
DTOFs. It is obvious that the SNR for late photons is enormously increased. At the
same time, residual reflections (around *2.5 and 4.3 ns) in the optical system
outgrow the noise. From all curves, the dark background (taken from the mea-
surement of the non-gated DTOF) was subtracted. For the highest power steps, an
additional constant background component is visible that is due the “memory
effect” [8] and finally limits the dynamic range. Figure 18.3b illustrates the com-
plete DTOF (black curve) that is reconstructed by making use of the rescaled gated
DTOFs [9]. It exhibits a tremendously increased dynamic range compared to the
non-gated DTOF (grey curve in Fig. 18.3a, note the different scales).

The output of the fast-gated SPAD could, in principle, be processed with time-
integrated recording. However, a combination with subsequent time-resolved
detection by TCSPC (see Fig. 18.1, centre) is advantageous for several reasons.
Having recorded the full temporal profile of the gated DTOF allows one to arbi-
trarily select specific time windows within this profile at the analysis stage, thus

Fig. 18.3 DTOFs recorded at increasing gate delays on a solid phantom (details see text), with
null source-detector separation (rSD = 0). a Original DTOFs after subtraction of dark background;
grey curve non-gated DTOF, coloured curves gated DTOFs with early part increasingly cut off by
the gate, at increased power (ratio see legend); b DTOFs rescaled according to the power ratio;
black curve reconstructed DTOF over the full dynamic range
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improving depth selectivity. This may also be important to avoid the influence of
reflections in the optical components. In addition, the signal time course within the
gate interval, i.e. for late photons, can explicitly be analyzed.

18.3 Dual-Wavelength Implementation

18.3.1 Experimental Setup

The optical setup and the signal flow of the non-contact scanning system [29] are
shown in Fig. 18.4.

18.3.1.1 Switchable Light Source

A supercontinuum (SC) laser (SC500-6, Fianium Ltd, UK) equipped with an 8-
channel AOTF for the NIR spectral range provided picosecond pulses (<100 ps) at
a repetition rate of 40.5 MHz. The wavelength of each AOTF channel can be tuned
independently. Switching between wavelengths can be performed in two ways,

Fig. 18.4 Schematic of the non-contact scanning system
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(1) by using the “FSK” (Frequency Shift Keying) mode that enables for each
channel fast switching between two preset wavelengths, triggered by an external
digital signal, (2) by turning individual channels on and off by a modulation
voltage. In the dual-wavelength implementation the first option was used. For an
application of the second option see Sect. 18.4.

To estimate the switching time in the FSK mode, the following experiment was
performed (see Fig. 18.5). A 10 kHz trigger pulse train from a pulse generator was
applied to the FSK input. The AOTF output was recorded in the triggered accu-
mulation mode of a TCSPC board (SPC 130) [3] with the same 10 kHz trigger, and
counts from 20,000 trigger periods were accumulated. A pigtailed silicon SPAD
(PDM series, MPD, Italy) was used as a detector. FSK switching was performed
between wavelengths of 640 and 940 nm. The temporal position of the corre-
sponding signals differed by *160 ps due to different delays with respect to the
sync pulse train obtained from the oscillator of the SC laser. This wavelength-
dependent time shift is mainly caused by the SC laser. The switching time was
found to be of the order of 3 µs, see Fig. 18.5.

In addition to the switching time, it is important to know the possible delay
between the digital pulse applied for switching and the response of the optical
output. A delay of about 10 μs was found, presumably caused by the propagation
times of the acoustic waves in the AOTF crystal. This delay is insignificant as long
as line-by-line or frame-by-frame multiplexing is employed.

To maximize the laser power transmitted by the AOTF, all its eight channels
were stacked together, with a wavelength spacing (*4 nm) also optimized for
maximum output. The maximum available power was *32 mW at the sample
surface. Both wavelength bands toggled by the FSK trigger are shown in Fig. 18.6.

Fig. 18.5 Determination of the switching time of the AOTF output
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The wavelengths around 760 and 860 nm were chosen as a compromise between
the achievable output power and the differences between the absorption spectra of
oxy- and deoxy-haemoglobin.

18.3.1.2 Optical System

The output beam of the AOTF was slightly focused by lens L1 and directed to the
tissue by the mirrors of the galvanometer scanner, a 2-axis laser beam deflection
unit (Superscan-7, Raylase, Germany, aperture 7 mm). Light diffusely reemitted
from the tissue passed the scanner again and was imaged by the lenses L2
(f = 300 mm) and L3 (f = 35 mm) onto a multimode fibre (diameter 200 µm,
NA = 0.22, length 2 m) that guided it to the detector. The magnification factor
determined the size of the spot from which light was collected. The focal ratio of
lens L2 and the aperture of the galvanometer scanner defined the acceptance angle.
The distance between scan head and tissue was 13 cm.

The position of the detection spot relative to the incident light spot (rSD) was
adjusted by the position of the entrance fibre tip. A separation of rSD = 4 mm was
chosen to reduce the early-photon contribution, as explained above. The output face
of the detection fibre was imaged onto the active area (100 µm diameter) of the
SPAD detector by a pair of aspheric lenses.

The optical system was designed such that reflections from the tissue surface as
well as from optical components were suppressed as far as possible. This is par-
ticularly important for the sensitive measurement at late times in the presence of a
large amount of early photons. Unlike with fluorescence detection, reflected light
cannot be rejected by spectral filtering. A substantial suppression of direct reflec-
tions as well as weakly scattered light from the sample was achieved by polari-
zation-selective detection. The linearly polarized AOTF output was further cleaned
by a polarizer. Diffusely scattered light from the tissue is randomly polarized, and
half of it passes the polarization splitting cube and can be detected. The use of

Fig. 18.6 Spectra of
oxy- and deoxy-haemoglobin
[7] (red and blue curves,
respectively); alternating
AOTF output spectra with
central wavelengths 760 nm
(cyan) and 860 nm (magenta)
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separate lenses in both arms (L1, L2) was an additional measure to avoid the
occurrence of parasitic laser light in the detection path.

18.3.1.3 Gated Detector

A second generation compact fast-gated SPAD module (Politecnico di Milano,
Italy) with embedded gating and signal conditioning circuitry [5] was employed for
selective detection of late photons. Its active area had a diameter of 100 µm. The
module included a fast pulse generator which achieved gating transitions below
200 ps at repetition rates up to 50 MHz. The gate width was 6 ns. The gate delay
was adjusted by a home-built transmission-line based delay generator with 25 ps
steps. A delay of about 1.3 ns with respect to the early-photon peak was typically
chosen in the in vivo experiments. This delay still allowed a maximum count rate of
3 × 106 s−1 to be achieved for late photons, to maintain a high SNR.

The fast-gated SPAD provided standard NIM pulses for single-photon timing.
Both gate trigger and TCSPC sync input were derived from the pulse train monitor
output of the supercontinuum laser.

18.3.1.4 Scanning and Laser Wavelength Multiplexing

A GVD-120 scan controller card (Becker & Hickl, Germany) [3] was employed to
control the scan as well as the image acquisition. Scan parameters included the size
and shape (square or rectangular) of the scan area and the acquisition time.
Corresponding X and Y signals were applied to the galvanometer scanner. In parallel,
the actual frame, line and pixel information was communicated to an imaging TCSPC
module (SPC-150, Becker & Hickl, Germany) via the Pixel Clock, Line Clock and
Frame Clock signals. The GVD-120 scan controller also provided the FSK signal for
laser wavelength switching via the AOTF. For the results presented in this chapter we
used line-by-line multiplexing. Simultaneously with the FSK signal a routing signal
to the SPC-150 module was provided. The GVD and SPC modules were controlled
by SPCM software (Becker & Hickl, Germany) [3].

18.3.1.5 Data Acquisition

For the in vivo results presented in Sect. 18.3.3, the parameters were adjusted to
cover a scan area of 4 × 4 cm2 on the tissue with a 32 × 32 pixel frame size in step
scanning mode. The frame time was chosen to be 1 s, resulting in a pixel time of
*1 ms. The Laser Routing signal was applied to the FSK input of the AOTF to
switch between the two wavelength bands from line to line. Thus for each frame
two 32 × 16 pixel images corresponding the two wavelengths were recorded quasi-
simultaneously. The TCSPC data were recorded in the Scan Sync In (hardware
accumulation) mode [3], see Chap. 1, Sect. 1.3.2.
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18.3.2 Data Analysis

The data processing was based on a time-window (TW) analysis within the late-
photon part of the DTOF that was selected by the electronic gate. The analysis was
performed in MATLAB®. For each experiment a TW was chosen in which the
photons detected were integrated for each DTOF. The limits of this time window
were defined such to include a part of the DTOF with a good signal-to-noise ratio
while avoiding the influence of residual reflections in the optical path due to early
photons. The result were two time series (time T in steps of the frame time 1 s) of
32 × 16 pixel intensity images (photon counts within the TW) corresponding to the
two wavelengths.

Since the time series contained the response to multiple repetitions of the same
stimulation paradigm (see Sect. 18.3.3, In Vivo Results) of brain activation, the
signals of all trials were summed up (block averaging) to improve the signal-
to-noise ratio. This approach is common in fNIRS of the brain where the signal
changes are small and vary from trial to trial.

The concentration changes of oxygenated and deoxygenated haemoglobin in
each pixel were estimated on the basis of the time-resolved (or microscopic)
Beer-Lambert law [33]

ITðtÞ
I0ðtÞ ¼ expð�Dlam tÞ; ð18:1Þ

where IT and I0 are the intensities at (macro) time T during the activation paradigm
and in the baseline state, respectively. IT and I0 were obtained as total photon count
in the time window under consideration. The time t (on the picosecond time scale)
was approximated by taking the time at the centre of the TW. The time-dependent
path length is L = v t where v is the speed of light in the medium (refractive index
1.4). The time origin t = 0 was determined as the maximum position of the complete
DTOF in a reference measurement without gate delay.

From the absorption changes at the two wavelengths (1, 2), the changes in oxy-
and deoxyhemoglobin concentrations (ΔcHbO2, ΔcHb) were retrieved by solving the
system of equations

Dla;1;2 ¼ ðeHbO21;2 DcHbO2 þ eHb1;2DcHbÞ lnð10Þ ð18:2Þ

where eHbO21;2 and eHb1;2 are the mean values over the respective wavelength intervals of
the molar absorption coefficients for oxy- and deoxyhemoglobin [7], respectively
(see Fig. 18.6).

This simplified approach provides quantitative concentration changes (in µM),
however, it involves a number of approximations. Notably, the absorption change is
assumed to be homogeneous within the whole tissue volume sampled. In particular,
a separation between absorption changes in brain and superficial tissue cannot be
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achieved, and an absorption change in the brain is underestimated due to the partial
path length effect.

The procedure described yielded 32 × 16 pixel images of block-averaged time
traces (T) for oxy- and deoxy-haemoglobin. An optional 4 × 2 pixel binning was
applied to obtain 8 × 8 pixel maps.

18.3.3 In Vivo Results: Forearm Occlusion
and Brain Activation

18.3.3.1 Arterial Occlusion on the Forearm

Several stimulation paradigms were performed on the forearm and the head of
healthy adult subjects. As first basic test, haemodynamic changes in the forearm
were induced by cuff occlusion, similar to the procedure of a blood pressure
measurement. In particular, arterial occlusion was induced by cuff pressure applied
to the upper arm to block the arterial inflow into as well as the venous outflow from
the forearm. The paradigm for arterial occlusion consisted of 128 s of baseline
recording, 96 s of occlusion (pressure applied: 250 mmHg), and 128 s of recovery,
without repetitions.

The results of the arterial occlusion experiment on a female subject (24 years)
are shown in Fig. 18.7. The measurement area was located on the upper inner
forearm. The three panels in the upper row of Fig. 18.7 display the time courses of
the Hb and HbO2 concentration changes for three regions of interest. For six
selected time points before, during and after occlusion complete 32 × 16 pixel
images of the whole area scanned are provided.

The arterial occlusion leads to large changes of the HbO2 and Hb concentrations,
compared to the brain activation that will be discussed below. The changes in the
total photon count (not shown) typically dropped to 40 % of the initial level at
760 nm and 50 % at 860 nm. Such large changes enable the retrieval of a signal
with reasonable signal-to-noise ratio on a single-trial level. During the build-up of
the pressure applied by a hand pump the time traces between 130 and 140 s
resemble the behaviour of venous occlusion, i.e. the concentrations of HbO2 and Hb
rise together due to blocked outflow of blood. When the pressure is large enough to
occlude the arteries, HbO2 starts decreasing (panels a and c) while the concentration
of Hb further increases. This behaviour can be explained by the conversion of HbO2

into Hb due to tissue metabolism. At the end of occlusion, the cuff is deflated again
during several seconds. While Hb quickly returns to baseline, HbO2 exhibits a
marked overshoot before returning at a slower pace.

The 2D images in the lower part of Fig. 18.7 reveal a substantial heterogeneity in
the haemodynamic response and differences for HbO2 and Hb. Such local differ-
ences might be due to the presence of superficial, but also deeper and thus less
resolved vessel structures. In particular, the Hb images display a slightly curved line
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coming from the top of the image to the bottom, left of the midline of the images,
showing elevated values compared to the surrounding tissue as well as different
time traces (panel b). This structure can be attributed to a superficial vein that was
visible beneath the skin.

This example demonstrates the advantages of an imaging approach with lateral
spatial resolution of a few mm. The clearly heterogeneous behaviour of the hae-
moglobin changes would affect results obtained by NIRS techniques, based on a
few single optodes or even optode arrays with separations in the centimeter range,
in an unknown manner.

18.3.3.2 Brain Activation by a Cognitive Task

Activation in the left frontal lobe was induced by asking the subjects to solve a
sequence of simple math problems. The paradigm included 32 s of baseline mea-
surements, 32 s of activation, followed by 32 s of rest. The whole cycle was
repeated 20 times. The scan area was centred about 5 cm to the left from the centre
of the forehead. The subjects were resting in supine position, and their head was
fixed by a vacuum cushion.

Fig. 18.7 Results of an arterial occlusion measurement. Top row time courses of HbO2 (red line)
and Hb (blue line) for three different regions of binned (4 × 2) pixels, marked by white squares on
the images below. A sliding average of 5 s was applied. Grey shaded areas mark the time of
occlusion. Bottom row 32 × 16 pixel images (pixel separation 1.25 mm in X and 2.5 mm in Y
direction) of HbO2 (top) and Hb (bottom) recorded at selected times (marked by green lines in the
upper panels), averaged over 5 frames (5 s), without spatial smoothing. The dark spots on the
upper left and lower right of the images are due to black markers fixed to the skin. Reprinted, with
permission, from [29]
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Figures 18.8 and 18.9 present the results obtained for a single subject (female,
24 years). In Fig. 18.8 the time evolution of the signal during the whole experiment
is illustrated as time series of total photon counts in the gated DTOF for both
wavelengths, integrated over the whole image. At the longer wavelength, mainly
influenced by HbO2, clear responses can be observed for almost all trials. These
changes correspond to an increase in HbO2 that is visible in the 8 × 8 map of block-
averaged data in Fig. 18.9. An activation pattern with increased HbO2 and
decreased Hb concentration due to the stimulation can be discerned throughout the
whole area scanned, with a smaller magnitude of changes in the upper left part of
the image. The most pronounced Hb response is found in the upper right part. The
substantial noise in the lower row was due to the black eye shield touching the scan
area.

By recording late photons only it cannot be excluded that the signals are also
affected by a superficial response which is known to be particularly strong with
cognitive paradigms and in the HbO2 response [24, 30]. Selective sensitivity to
changes in the brain could be achieved by combining the different information
carried by late and early photons, thus eliminating superficial signals [6, 38].

18.3.3.3 Motor Activation

The left motor cortex was stimulated by a finger tapping task executed with the
right hand. The motor paradigm consisted of 20 trials of 32 s of finger tapping
followed by 32 s of rest. The subjects were resting in supine position, with the head
tilted to centre the scan area at the motor cortex (C3 position according to the 10–20
system).

The results obtained for a subject with an almost bald head (male, 52 years) are
presented in Fig. 18.10. In an area above the centre of the image (approximate C3
position) the time traces show the typical pattern of a cerebral activation, i.e. an

Fig. 18.8 Cognitive brain activation by solving simple math tasks. Time series of photon counts
at 760 nm (cyan) and 860 nm (magenta), normalized to the signals during the initial baseline phase
and averaged over the whole image, activation periods are marked by grey-shaded areas
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increase in oxy- and a (smaller) decrease in deoxy-haemoglobin. No such response
is visible in the upper left part of the image where the SNR is similar. The iden-
tification of a localized response is another indication that the signal is indeed of
cerebral origin, while systemic changes would exhibit a more global behaviour. The
lower right part of the image is impaired by the presence of noise. The count rate in
this area was lower by a factor of four compared to the top area of the image, due to
the presence of very short hair. The experience with motor activation measurements
on other subjects showed that a useful signal is detectable only if there is absolutely
no hair present in the area of detection. Even hair of a length of only a few mm
absorbs and scatters too many photons and confounds sufficient signal levels.

This example is another illustration of the advantage of dense imaging. The
position and extension of the activated area can be determined with much better

Fig. 18.9 Cognitive brain activation by solving simple math tasks. Map of time traces of changes
of HbO2 (red) and Hb (blue) on the left forehead, activation from T = 32 to 64 s. Each pixel of the
4 × 4 cm2 image corresponds to an area of 5 × 5 mm2. A sliding average of 5 s was applied to the
block-averaged traces
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resolution than with a sparse array of source and detector fibres. A measurement
with only a single optode pair relies on the a priori knowledge of the location of the
motor cortex which may vary from subject to subject.

18.4 Eight-Wavelength Multiplexing

The dual-wavelength multiplexing as described in Sect. 18.3 is the simplest spec-
troscopic approach for fast dynamic recording of functional changes in oxy- and
deoxy-haemoglobin concentrations. The use of multiple wavelengths is required if
more than two chromophores are to be analyzed or if the wavelength dependence of
optical properties of the tissue is to be studied. We demonstrated the feasibility of
combining the non-contact scanning approach with eight-wavelength multiplexing.

Fig. 18.10 Results of motor activation of the brain (for T from 32 to 64 s). Map of block-averaged
time traces of changes of HbO2 (red) and Hb (blue) within a 4 × 4 cm2 scan area (each pixel
corresponds to a an area of 5 × 5 mm2), with approximate position of the left motor cortex (C3). In
the lower right part of the area scanned very short hair was present
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18.4.1 Setup

The principles of a tissue scanning system for recording time-of-flight distributions
with eight multiplexed laser wavelengths are shown in Fig. 18.11. The optical setup
and the major components were the same as used above. The measurement object is
scanned by a laser beam via a fast galvanometer scanner. The scanner is driven by a
GVD-120 scan controller. The light returning from the sample is separated from the
excitation beam by a beam splitter. The light passes a variable optical attenuator and
enters an optical fibre that transfers the light to the detector. The entrance face of the
fibre acts as a pinhole in the confocal arrangement. The spot on the tissue that is
imaged onto the fibre can be overlapped with the laser spot or offset by a few
millimetres.

The demonstration was performed with a non-gated detector. The large intensity
ratio between early and late photons requires a detector with a high dynamic range.
We used a hybrid detector (Becker & Hickl HPM-100-50) to record complete time-
of-flight distributions with a superior dynamic range. It should be noted that a gated
SPAD detector can be used with the eight-wavelength multiplexing option equally
well. The single-photon pulses from the detector were recorded by an SPC-150
imaging TCSPC module [3]. The pixel, line, and frame clock pulses for synchro-
nisation with the scan were provided by the GVD-120 scan controller [3].

The supercontinuum laser delivered the picosecond pulse train. Unlike in the
setup used above, the eight AOTF channels were configured to provide individual
wavelengths that could be freely selected. The ‘MOD’ inputs of the AOTF con-
troller were employed to achieve multiplexing by activating the eight individual
AOTF channels one after another. The switching signals were provided by a
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Fig. 18.11 Scanning system with 8 multiplexed wavelengths
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counter that was driven by the frame clock pulses of the scan controller. As a result,
the AOTF cycled through the 8 programmable wavelengths for subsequent frames
of the scans. Simultaneously, the routing inputs of the SPC-150 module were driven
by signals from the counter outputs. Thus, the SPC module built up separate images
for the eight individual laser wavelengths, see Chap. 1, Fig. 1.16. It should be noted
that, alternatively, line-by-line or pixel-by-pixel wavelength switching can be used.

18.4.2 In Vivo Demonstration

A result of an in vivo demonstration experiment is shown in Fig. 18.12. The hand of
a volunteer was scanned at a resolution of 128 × 128 pixels and eight diffuse-
reflection images were recorded for wavelengths from 700 to 875 nm. The source-
detector separation was 4 mm.

For a simple check of the behaviour of the DTOFs in the images, SPCImage
FLIM analysis software (Becker & Hickl, Germany) [3] was employed.
Figure 18.13 displays two images obtained by the 8-wavelength setup. Both are
taken from the 850-nm channel, and display the first moment, M1, of the time-of-
flight distribution relative to the first moment of the IRF. The left image is related to
a source-detector separation rSD = 0, the right one to rSD = 4 mm. Both images
show differences in M1 between a pixel located on a superficial vein and one on the
surrounding tissue. As expected, the difference depends on the source-detector
separation: For rSD = 0 it is only 3.5 ps, whereas it is almost 22 ps for rSD = 4 mm.
Although these differences in the mean time of flight are clearly detectable by
TCSPC there is no doubt that they are caused by relatively superficial tissue

Fig. 18.12 Diffuse-reflection scan of a human hand. Source-detector separation 4 mm,
wavelengths indicated in the images. False colour, selected to indicate different laser wavelengths
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structures. Deeper penetration can only be obtained by wider source-detector sep-
aration (which causes blurring) or by suppressing early photons by a fast-gated
SPAD.

Figure 18.13 also illustrates two other problems of non-contact scanning. The
first one is that the measurement object is not flat. Consequently, there are differ-
ences in the optical path length in air that show up in the M1 data. This problem
could be solved by taking a reference scan at rSD = 0 and using the timing of the
leading edge of the (non-gated) DTOF as a time origin for scans at larger source-
detector distances. Another problem comes from reflection and scattering at optical
surfaces in the beam path, see the bumps at late times in the DTOFs shown in
Fig. 18.13. These reflections can only be minimised by optimising the optical
system.

18.5 Conclusion

This chapter presented the concept and the instrumental setup of our novel time-
domain non-contact scanning system for diffuse reflectance imaging of deep tissues
as well as first results of its successful in vivo testing. The scanning scheme with a
frame rate of 1 s−1 over a 4 × 4 cm2 area and the quasi-simultaneous acquisition at
two wavelengths allowed dynamic changes in the oxy- and deoxy-haemoglobin
concentrations to be recorded. This included fNIRS, i.e. the study of haemodynamic
changes as a response to functional stimulation of the brain where the rise-time of
the haemoglobin concentration changes is typically a few seconds.

A major advantage of the scanning system is its flexibility with respect to the
number of pixels, the scan area on the tissue, and the frame rate. The inherently
sequential measurement and the low duty cycle at each pixel necessitate a careful
experiment design. The available photon count per pixel depends on the total count
rate, the frame rate, the number of scan positions (pixels) and wavelengths. For the
dynamic (*1 s−1) measurements mentioned above, recording at high count rates up
to 3 × 106 s−1 turned out to be essential to achieve a good signal-to-noise ratio.

Fig. 18.13 M1 images of the data in the 850-nm channel. rSD = 0 (left) and rSD = 4 mm (right)
obtained by SPCImage FLIM analysis software. The green curves are synthetic IRFs, the red
curves are single-exponential fits which are not relevant here
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Thanks to the fast-gated detector and the rather high laser power (several tens of
mW) obtained by AOTF channel stacking, such high count rates could be achieved
selectively for late parts of the DTOF. This enormously facilitated the detection of
deep absorption changes. We have shown that both motor and cognitive activation
of the brain were clearly detectable on a single-subject level, after block averaging
of 20 repetitions of the stimulation paradigm. Such block averaging is a standard
approach in fNIRS where the signal changes due to brain activation are small and
variable. For the considerably larger Hb and HbO2 changes due to arm occlusion,
even single trial data were sufficient to record the dynamic changes with good
signal-to-noise ratio.

If a frame rate on the order of 1 s−1 is too slow, e.g. if heart-beat related changes
are to be studied, a reduction from a two-dimensional scan to a line scan (like in
FLITS, see Chap. 1, Sect. 1.4.6) is an option. On the other hand, if the dynamic
requirements are less challenging, e.g. for the determination of stationary tissue
oxygenation or the content of various tissue constituents, the overall recording time
can be increased. In such case a multi-spectral approach is an option, the feasibility
of which has been demonstrated for eight-wavelength multiplexing.

An important issue with a non-contact method is the overall light collection
efficiency. It depends on the area and the acceptance angle from which light from
the tissue can be transferred to the detector. While the small size of the detector
(100 µm diameter) remains a major limitation, there is definitely room for
improvement of the transfer optics and the aperture of the scanner. The measure-
ment of the responsivity of the detection system [46] is a useful tool to optimize the
system.

The selective recording of late photons increases the sensitivity to absorption
changes occurring deeply within the tissue. However, these late photons also
propagate through superficial tissues which leads to a related signal contamination.
We pursue an advancement of the scanning system by including a second, “early
photon” detection channel with a non-gated detector. Thus signal changes in early
diffusely scattered photons can be detected and utilized to probe superficial
haemodynamics.

Non-contact scanning without mechanical fixation of the subject is inherently
prone to movement artefacts. However, time-domain image recording potentially
enables tracking of movements and related signal correction: lateral movements can
be tracked by attaching markers to the skin. Information on the distance from the
scan head can be derived from the arrival time of the early photons.

Although its applicability is restricted to hairless parts of the body, the non-
contact scanning approach may be advantageous for a number of applications
where high density functional optical mapping of deep tissues is required or helpful.
Examples are the localization of functional activation in the prefrontal cortex, the
study of peripheral vascular pathologies or intraoperative monitoring.
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Chapter 19
Breast Monitoring by Time-Resolved
Diffuse Optical Imaging

Giovanna Quarto, Alessandro Torricelli, Lorenzo Spinelli,
Antonio Pifferi, Rinaldo Cubeddu and Paola Taroni

Abstract The aim of this chapter is to provide an overview on the applications of
time-domain diffuse optics to the assessment of breast physiology and pathology. A
number of different implementations to optical mammography have been evaluated
ranging from lesion detection and characterisation using endogenous or exogenous
contrast, to breast density assessment as strong cancer risk factor, and to monitoring
during neoadjuvant chemotherapy. The time-domain approach is the common factor
of all these applications, which permits to uncouple absorption from scattering
contributions and to derive tissue optical properties in vivo. The Time-Correlated
Single-Photon Counting (TCSPC) is the measurement technique of choice to acquire
fast and weak optical signals at the picosecond time scale. For what concerns the
time-resolved optical mammography with endogenous contrast, results obtained
within the European project Optimamm are reported. The aim of the clinical trial was
to understand the detection breast tumor capability of the developed multi-wave-
length time-domain scanning systems operating in transmittance geometry on
compressed breast. Results of the Berlin and Milan groups, have shown a similar
detection rates for malignant breast lesions, with a high contrast at short wavelengths
due to the presence of high blood volume. Regarding the optical mammography with
exogenous contrast agent, a time domain optical mammography with Indocyanine
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Green (ICG) including also fluorescence measurements is presented. Results have
shown a good sensitivity of the fluorescent optical mammography in detecting
tumor. A good discrimination between healthy and tumor tissue was achieved.
Concerning the optical mammography for therapy monitoring, a time-domain
optical tomography system and very preliminary results were presented, showing
good results on monitoring tumor response to chemotherapy using this approach.
The other application presented in this chapter is based on the use of a multi-
wavelength time-domain optical mammography for the assessment of breast density
since it is a recognized independent risk factor for the development of breast cancer.
A good correlation between optical data and mammographic breast density
(provided by X-ray mammograms) was obtained, showing an increase of water and
collagen in subjects with high breast density as expected from the physiological
point of view and demonstrating the capability of the time-domain system to identify
subjects with a high risk to develop breast cancer.

19.1 Introduction

Breast cancer is one of the most common tumours and one of the leading causes of
death in women [9]. According to estimates of lifetime risk by the U.S. National
Cancer Institute [21], in the U.S about 13 % of women, which means 1 in 8 women,
will develop breast cancer in their lifetime. Many countries (e.g. UK, Italy,
Australia) offer screening programs to women for prevention, typically between 50
and 70 years of age, since early diagnosis and therapy can have huge impact in terms
of death rate and quality of life [36].

Breast screening essentially relies on X-ray mammography, which is the first
line of defence in the early diagnosis of the breast cancer. However, mammography
is less accurate in patients with dense glandular breasts [26], including young
women, with reported sensitivity as low as 48 % [24].

Magnetic resonance imaging (MRI) is the most sensitive technique to diagnose
invasive breast cancer, with good performance even in dense breast tissue, but
because of the increased sensitivity it can also lead to false positive results [25].
Moreover, MRI is characterized by high costs and long examination times, which
prevent its routine use for screening purposes.

Another important technique, non-invasive and with an excellent spatial reso-
lution which is used in the clinical practice, is breast ultrasonography (US). It is
often applied as complementary breast imaging technique in women with
mammographically dense breast tissue, permitting detection of small occult breast
cancers [30]. The technique is not particularly expensive, but US data interpretation
is strongly operator’s dependent [5].
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Positron Emission Tomography (PET) is also applied to breast imaging. It is
important in order to obtain information on the nature of the detected lesion. PET is
also effectively applied in cancer staging. However, it is an expensive technique and
involves the administration of a radioactive tracer [44].

It is worth mentioning that breast imaging aims not only at diagnosing diseases,
but also at monitoring therapy. For the latter use MRI is typically applied, but
mammography is still the gold standard among imaging techniques that aim at
diagnosing breast pathologies. Therapy monitoring involves several imaging ses-
sions concentrated in a short time period. Since the use of ionizing radiation can
have adverse effects that should be avoided, it is evident that new breast imaging
methods are needed.

Optical mammography is an emerging diagnostic tool which can provide
information on breast tissue composition and related physiological or pathological
parameters as well as tissue structure. The technique is absolutely non-invasive
thanks to the use of visible and near-infrared (NIR) light, which is a non-ionizing
radiation, able to cross some centimetres of biological tissue, offering a real
opportunity to investigate the whole breast volume in vivo. Moreover, other
advantages of optical mammography are its relative low instrumentation costs and
capability to investigate dense breasts, typical of young women, covering X-ray
mammography limits. Indeed, optical mammography could be effectively applied
as a complementary diagnostic technique. Further, optical mammography can be
performed at multiple wavelengths so as to combine imaging and spectroscopic
information for lesion detection and characterization at the same time.

Besides to all these advantages, optical mammography has also some limitations.
The technique is able to provide breast images with low spatial resolution, making
the detection of tumours smaller than 1 cm difficult. This is an intrinsic limit of the
technique, depending on NIR light diffusion in biological tissue. To overcome this
problem, multimodality imaging approaches are being developed, in which optical
mammography is combined with the conventional ones (X-ray, MRI, US and PET)
[2, 14, 35, 46], providing complementary information. Another limit affecting
optical mammography is linked to the signal acquired in breasts of big size: it has
often low information content, resulting useless for diagnostic purposes. This is a
contingent limit which could be overcome by the technological advances.

The physical basis of optical mammography, operating in the visible and near
infrared light spectrum (600–1100 nm), is the difference in propagation of light
through healthy tissue and tumours. Light is attenuated by two main phenomena:
absorption, which destroys the incoming photons, reducing the intensity of the
transmitted light, and scattering, which changes the direction of propagating pho-
tons. Light absorption is caused by chromophores, such as haemoglobin, water,
lipid and collagen, which are present in the breast tissue; light scattering originates,
instead, from changes of the refractive index occurring between connective tissues
and cell constituents. Both absorption and scattering phenomena are strongly
wavelength-dependent: at short visible wavelengths, they occur with comparable
probability, while at longer wavelengths (red and NIR), the scattering events
become dominant, but both processes are much less probable, allowing a
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significantly increased light penetration. As a consequence, to get access to deeper
tissue structures for diagnostic purposes, wavelengths in the range between 600 and
1100 nm, named ‘therapeutic window’, are usually chosen.

Light transport through highly scattering media can in principle be described
using the electromagnetic theory directly based on Maxwell’s equations and taking
into account the wave nature of light. However, due to the complex structure of
tissue, the application of the electromagnetic theory is extremely difficult and not of
practical use. Alternatively, the radiative transport theory can be considered.
Relying on the particle nature of light, it describes the photon transport in tissue
as the propagation of a particle flow. Further approximations of the transport
theory lead to the ‘Diffusion theory’, which is mathematically less rigorous than
the electromagnetic theory, yet providing an analytical solution of the problem. The
scattering events are supposed to be isotropic and strongly dominant over the
absorption events, and several scattering events need to occur into the medium
before the description provided becomes accurate enough. Actually, exact solutions
of the radiative transport equation have recently been introduced for specific
geometries [27] and other theoretical models are available [15]. However, the
diffusion approximation is still the most widely used theoretical approach in the
biomedical field, because it provides a simple analytical solution to the problem of
photon propagation in highly scattering media, such as biological tissues [28].

Different substances typically absorb at different wavelengths, so themeasurement
of the absorption spectrum of a medium allows in principle for the identification of its
constituents. Then, to obtain information on tissue composition, measurements must
be performed at several wavelengths. In fact, the absorption coefficient μa of tissue at
any wavelength λ is due to the superposition of the contributions from the different
constituents, given by the product of the intrinsic absorption ε, known in literature,
and the concentration C of each constituent, as in the following formula (Beer’s Law):

laðkÞ ¼
Xn
i¼1

eiðkÞCi ð19:1Þ

Concerning breast tissue, there are five main constituents to consider (oxy- and
deoxygenated haemoglobin, water, lipid and collagen, see Fig. 19.1, so to estimate
their concentration, measurements at a minimum of five wavelengths have to be
performed.

As shown in Fig. 19.1, blood strongly absorbs in the red spectral range, while
lipids, water and collagen are characterized by maximum absorption at wavelengths
longer than 900 nm. The need to operate at several wavelengths led to a careful
choice of their value, which had to take into account also their commercial
availability. Generally, the choice fell on red wavelengths (e.g. 635–685 nm)
because they are most sensitive to the blood components, in particular to the deoxy-
haemoglobin. Higher wavelengths below 800 nm are usually used for the oxy-
haemoglobin. The wavelengths in the near-infrared range, up to 900 nm are used
for the other two important components of biological tissues, such as lipids and
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water. In particular the wavelengths around 930 and 1040 nm, where dominant
peaks are present, are used for lipids; the wavelengths around 975 nm are used for
the discrimination of water, because here it reaches a higher absorption value than
the other chromophores. If, on one hand, the blood investigation is useful for the
breast cancer detection due to its higher vascularization than healthy tissue, another
important component to be investigated for diagnostic purposes is the collagen,
whose absorption is dominant around 1100 nm. In fact, it is one of the main com-
ponents of soft and hard tissues, and in particular of the breast one. Its contribution to
tissue absorption has to be considered for a correct quantification of the tissue
composition. Furthermore, collagen seems to be involved in the development of
breast cancer and thus sensitivity to collagen could be relevant for cancer detection.

As mentioned above, scattering is the other light attenuation phenomenon due to
the presence at microscopic level of refractive index discontinuities in biological
tissues. In particular both the size and density of scattering centres affect the scattering
properties, so their assessment can provide information on the structure of tissues.
The reduced scattering coefficient µs

′ decreases monotonically upon increasing
wavelength, without characteristic peaks. It is related to the scattering amplitude a,
which provides information on the density of scattering centres, and to the scattering
power b, which gives information on their size, according to the Mie theory:

l0sðkÞ ¼ a kð Þ�b ð19:2Þ

High values of a correspond to denser tissues, whereas smaller scattering cen-
tres, so high values of b, lead to steeper slope. An example of reduced scattering
spectra related to two different breast patterns is reported in Fig. 19.2. The steepest
spectrum (blue) refers to fibrous breast which is characterized by smaller scattering
centres with respect to the adipose breast, which has instead a flat spectrum (pink).

Since both absorption and scattering contribute to light attenuation and have
independent origins, it is important to use a technique capable to discriminate
between these two optical phenomena.

0.00

0.50

1.00

1.50

600 700 800 900 1000 1100

Wavelength (nm)

µ
a 

(a
.u

.)

Hb

HbO2

Lipid

Water

Collagen

Fig. 19.1 Normalized
extinction spectra of the main
constituents of the breast
tissue

19 Breast Monitoring by Time-Resolved Diffuse Optical Imaging 591



A number of different implementations to optical mammography have been
evaluated. The first procedure of transillumination of breast was diaphanography,
where light from a lamp was diffused throughout the tissue and randomly scattered
[10]. Opaque lesions formed shadows on the surface of the breast which acted as a
screen. The problem was that the deeper the lesion, the greater the distance from the
‘screen’, and the less the contrast. It had sensitivity only at the detector side.
Improved contrast and resolution was achieved by employing a narrow-beam light
source and by scanning it in tandem with a localized optical detector. This approach
enhances detectability of deep optical inhomogeneities and provides high sensitivity
to superficial structures near both the source and the detector side. More recently, the
approach based on the use of steady state light sources (i.e. continuous wave) and
detectors allowed for dynamic measurements and spectral information over a broad
continuous spectrum. A drawback is its inability to discriminate between absorption
and scattering properties unless a complex tomographic scheme is adopted.

To overcome these limitations, richer information content can be achieved by
performing spectroscopy or imaging in either the frequency domain, where the light
source intensity is sinusoidal modulated, or in the time domain, where the light
source is pulsed. These two implementations differ in the instrumentation used.

The frequency domain approach is based on modulating the intensity of the light
source at a certain frequency (usually of the order of 100 MHz) and detecting the
changes in amplitude and phase of the optical signal emerging from the tissue.
These parameters can provide information to characterize both absorption and
scattering properties of the tissue. Accurate estimates of the absorption and scat-
tering properties generally require measurements to be performed on a wide range
of the modulation frequency.

The time domain approach consists of injecting a short light pulse (typically with
a duration of the order of 100 ps) into the tissue and measuring the distribution of the
photon time-of-flight emerging from at a certain distance from the injection point.
Scattering and absorption events, occurring during light propagation through the
tissue, cause attenuation, delay and broadening of the injected pulse. The scattering
essentially delays the collected pulse, as each scattering event changes the direction
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of photon propagation and, thus, photons move along trajectories that are much
longer than the distance between the injection and the detection points: the higher the
scattering, the longer the delay. The absorption influences the steepness of the
temporal tail of the detected photon time-of-flight. The effects of absorption can be
mostly seen at long times, that is on the pulse tail, because the longer the photons
stay in the medium, the higher the probability of an absorption event. Thus, strong
absorption means that many photons are removed from the temporal tail of the pulse
and its slope becomes steeper.

The aim of this chapter is to provide an overview on the applications of time-
domain diffuse optics to the assessment of breast physiology and pathology. As we
will see different applications were proposed, ranging from breast lesions detection
and characterization, using endogenous (Sect. 19.2) or exogenous (Sect. 19.3)
contrast, to monitoring neoadjuvant chemotherapy (Sect. 19.4) and to the assess-
ment of breast density as strong cancer risk factor (Sect. 19.5). As mentioned, the
time-domain approach permits to uncouple absorption from scattering contributions
and to derive tissue optical properties in vivo. Furthermore, Time-Correlated
Single-Photon Counting (TCSPC) is the measurement technique often chosen to
acquire time-resolved fast and weak optical signals: it is well suited for biological
tissue spectroscopy because the overall attenuation of biological tissues is in the
order of 8–10 OD and the temporal dynamics of photon migration in diffusive
media last for 1–5 ns [3].

19.2 Time-Resolved Optical Mammography
with Endogenous Contrast

Diffuse optical imaging techniques use measurements of transmitted light to pro-
duce spatially resolved images. Images of the absorption or scattering properties of
the tissue, or other physiological parameters (such as haemoglobin, lipid, water,
collagen) may be generated. As reported in the introduction, a wide spectral range
in the NIR region is necessary in order to get information on the main constituents
of the breast tissue.

Over the past, the use of wavelengths longer than 850 nm was often prevented
by limitations on available commercial detectors, in fact most initial breast imaging
studies were performed at 2–4 wavelengths within the range of 650–850 nm. More
recently, longer wavelengths have became available, allowing operating over an
extended spectral range.

An example of set-up of a time domain scanning optical mammographs,
working at 7 wavelengths in the extended spectral range 635–1060 nm, is reported
in Fig. 19.3.

The set-up was developed by the research group at Politecnico di Milano, Italy,
and it is currently applied in a clinical trial [37]. Briefly, seven pulsed diode lasers
(PDL Heads, PicoQuant, Germany) are presently used as light sources emitting at
635, 680, and 785 nm (VIS), and at 905, 930, 975 and 1060 nm (NIR), with average
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output power of *1–4 mW, temporal width of *150–400 ps (full width at half
maximum, FWHM), and repetition rate of 20 MHz. A photomultiplier tube (PMT)
for the detection of VIS wavelengths (sensitive up to 850 nm, R5900U-01-L16,
Hamamatsu Photonics KK, Japan) and a PMT for NIR wavelengths (sensitive up to
1100 nm, H7422P-60, Hamamatsu Photonics KK, Japan) are used for the detection
of the transmitted light.

The simultaneous collection of time-resolved curves at several wavelengths has
been accomplished by means of a pulse-interleaved laser operation and the use of a
bifurcated fibre bundle coupled to the two different PMTs and two independent
TCSPC acquisition boards (mod. SPC130, Becker & Hickl GmbG, Germany [4]).
Proper delays (realized by electronic cables from the master oscillator to each laser
head driver) were inserted to allow firing of the laser pulses with nanosecond delays
(see Fig. 19.4). More details on the instrument are reported in [38].

A recent alternative to this approach (probably more efficient in terms of photon
counting capability) consists in the wavelength multiplexing with a supercontinuum
laser (see Chap. 18).

Fig. 19.3 Instrument set-up. NIR near-infrared; PMT photomultiplier tube; TCSPC time-
correlated single photon counting
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The breast is softly compressed between two parallel plates. The illumination
fibre and collecting bundle are scanned in tandem. The measurement starts searching
the top of the breast, corresponding to the nipple area. A feedback on the total
number of counts per point, ruled by an adjustable threshold, restricts the scan to the
breast area. Independent thresholds are used for the two PMTs. The VIS PMT
controls the scan, but, if the NIR threshold is reached, light to the NIR PMT can be
shut off even during scanning to prevent damaging due to high signal levels. Once
the tops for VIS and NIR are defined, the acquisition measurement starts. The NIR
attenuator will close before and open after than VIS one, performing the different
scan area, as reported in Fig. 19.5. The choice of the multianode PMT for detecting
the VIS time resolved curves is dictated by its better time transit spread (i.e. jitter of
the time of arrival of photoelectrons) as compared to the single anode solution
(approximately 180 ps for the multianode as compared to 250 ps).

Fig. 19.4 Typical waveforms at the seven wavelength acquired by the two TCSPC boards by the
instrument

Fig. 19.5 Scan procedure
during measurement. The
blue (red) path mimics the
scan performed with the VIS
(NIR) wavelengths
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In order to reduce dead time, continuous acquisition is performed and data are
stored every millimeter of path, i.e. every 25 ms with the current settings of the
translation stages. For each point both VIS and NIR curves are recorded on the two
TCSPC boards respectively, as reported in Fig. 19.4. A complete scan with a count
rate of about 106 counts/s typically requires 5 min (depending on the size of breast).

Important results on the potential of time-resolved transmittance imaging for
optical mammography were obtained within the European project ‘Optimamm:
Imaging and characterization of breast lesions by pulsed near-infrared laser light’,
performed in 2000–2004. In particular, within this project, extensive clinical data
were collected by partners in Germany [17] and Italy [39]. Time domain scanning
optical mammographs operating in transmittance geometry on the compressed
breast were developed and tested by both research groups. Images were acquired
from both breasts in two views (cranio-caudal and medio-lateral, or cranio-caudal
and oblique), in agreement with routine clinical practice for X-ray mammography
for easier comparison between optical images and standard X-ray mammograms for
the retrospective assessment of the optical technique.

In this work, the attention is focused on the results of the most extensive clinical
trials performed in Berlin and Milan. In particular, the group in Berlin [17]
developed a triple wavelength (670, 785, 843/884 nm) instrument and applied it on
154 patients, suspected of having breast cancer. Off-axis mammograms, with 2 cm
offset between the transmitting and detecting fibre bundle, were also recorded
upgrading the instrument. Off-axis scans were limited to a region of interest, pre-
sumably containing a tumour, to reduce the overall recording time. This approach
was performed in order to infer the location of the tumour along the compression
direction. Time-window analysis of distributions of times of flight of photons
recorded at a large number of scan positions was used to obtain the optical
mammograms. Additionally, absorption and reduced scattering coefficients were
used to generate mammograms. These coefficients were derived by the time-
resolved transmittance curves measured at each scan position and calculated within
the diffusion approximation for a homogeneous tissue slab. They were then used to
derive information on the constituent concentration. Setting the percentage content
of water and lipids to fixed values, total haemoglobin concentration and blood
oxygen saturation were estimated from 2 to 3-wavelength data. Seventy-two out of
102 histological confirmed tumours (71 %) were detected retrospectively in both
optical projection mammograms, and 20 more lesions (20 %) were detected in one
projection only.

The group in Milan [39] initially developed an instrument operating at 4
wavelengths (683, 785, 913 and 975 nm). In particular, 2 wavelengths were longer
than 900 nm (i.e. 915 and 975/985 nm) to increase the sensitivity to lipids and
water, which show major absorption peaks in that wavelength range (Fig. 19.1). To
investigate the diagnostic potential of shorter wavelengths, the instrument was
modified adding other wavelengths shorter than 700 nm (637 and 656 nm). The
several upgrades of the instrument led to collect mammograms at a different number
of wavelengths, from 4 to 7, even if the final version operated at four wavelengths
(637, 785, 905 and 975 nm).
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The instrument, in the several configurations, was tested on a total of 194
patients with 225 malignant and benign lesions. Forty-one out of 52 cancers (79 %)
were detected in both views and 9 more (17 %) in just one view. Concerning benign
lesions, a significant number of cysts was analysed (n = 82), achieving a detection
rate of 83 % in both views, which came to 90 % if detection in a single view was
accepted.

A synthetic scheme of the main information of the two clinical trial is reported in
Table 19.1.

Images at all wavelengths were constructed by plotting the number of photons
collected within a selected time window as well as the reduced scattering coeffi-
cient. Also in this case, data analysis was performed using the time gated approach.
As first step, a reference position was selected far from boundaries and possible
inhomogeneities. This was performed to avoid the dependence of gated intensity
images on the temporal position and width of single transmittance curves. The time
distribution of data acquired in that position was divided into 10 time windows,
each one collecting 1/10 of the total number of counts. The same time gates were
then used in any other position of the scanned area to build gated intensity images.
The 8th gate, on the tail of the pulse, was routinely applied for breast imaging. The
estimated absorption and reduced scattering coefficients (µa and µ′s, respectively)
were average values along the line of sight, as obtained from the best fit of the
experimental data with the analytical solution of the diffusion equation, with
extrapolated boundary condition, for a homogeneous slab [20, 31].

For each breast projection and wavelength, the estimate of bulk optical prop-
erties was limited to a reference area excluding the boundaries and marked
inhomogeneities, but still including most of the breast. To select that area, the time-
of-flight (i.e. the first moment of the time-resolved transmittance curve) was cal-
culated for each image pixel, and only pixels with time-of-flight greater than or
equal to the median of the distribution were included in the reference area. The
absorption and reduced scattering values of bulk tissue were then obtained by
averaging the absorption and reduced scattering coefficients over the reference area.

An example of gated intensity images acquired at six wavelengths from a patient
with a lobular invasive carcinoma in her left breast is reported in Fig. 19.6. The
tumour is visible at all wavelengths between 637 and 785 nm, but the contrast reduces
upon increasing wavelength [40]. Adipose or fibrous structure can be easily observed
at longer wavelengths, 916 and 975 nm respectively. For example, the mammary
gland, together with water-rich structures such as liquid cysts, can generally be

Table 19.1 General information of the 2 main clinical trials within the European project
Optimamm

Group N°
patients

N°
wavelengths

Spectral
range (nm)

N°
lesions

Detected lesions
in 2 views

Detected lesions
in 1 view

PTB 154 3 670–884 102a 72 20

Polimi 194 4 637–985 225 130 21
a Only lesions validated by histology
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identified at 975 nm. In the case of the adipose breast reported in Fig. 19.6, a stronger
absorption at 975 nm is observed in the lower and anterior part of the breast. A same
high absorption area is more evident in the denser breast reported in Fig. 19.7, top. In
fact, the mammary gland, which is detected as an opaque area in the X-ray mam-
mogram, is well observed as a strongly absorbing region of similar shape in the gated
intensity image at 975 nm. In that image, the mammary gland overlaps a cyst,
masking the contribution of the lesion to the overall light attenuation. However, the
presence of the cyst is revealed by the weak absorption at 905 nm, in agreement with a
lower lipid content than in the surrounding tissue.Moreover, cyst with a liquid nature,

MAX

MIN

637 656 685 785 916 975

Fig. 19.6 X-ray mammogram and late gated intensity images (637, 656, 685, 785, 916, and
975 nm) of the left breast (cranio-caudal view) of patient #146, bearing a lobular invasive
carcinoma (max. diameter = 15 mm)

MAX

MIN
MAX

MIN

683 785 905 975

Fig. 19.7 X-ray mammogram, (top) late gated intensity and (bottom) scattering images (683, 785,
905, and 975 nm) of the left breast (cranio-caudal view) of patient #185, bearing multiple cysts
(max. diameter of the cyst indicated by the arrow = 38 mm)
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are usually characterized by low scattering. In fact, it is evident from all scattering
images reported in Fig. 19.7, bottom.

Figure 19.8 reports images from a patient with a fibroadenoma in her right
breast. The detection of fibroadenomas often proved to be problematic. When
identified, they are generally characterized by higher absorption at 975 nm and
sometimes even in the red (637–683 nm), as observed in Fig. 19.8. The marked
absorption at 975 nm is likely related to the high water content, but it might also be
at least in part due to collagen, with absorption increasing both at short (<700 nm)
and long (>900 nm) wavelengths [32]. From Fig. 19.8, we can see how absorption
at 975 nm follows, even though with clearly lower spatial resolution, the patterns
identified in the X-ray mammography, with a region of strong absorption starting at
the fibroadenoma location and a second area of marked absorption in retroareolar
position. In contrast, data acquired on the lipid peak (905–916 nm) typically show
opposite behaviour, adipose tissue being transparent to X-rays. However, in the
latter case the correspondence is often not complete, possibly due to some contri-
bution from haemoglobin around 900 nm. In Fig. 19.8, dominant absorption is
observed in median position, both at 683 and 975 nm. The area corresponds to an
X-ray dense region, and is possibly highly vascularized fibro-glandular tissue.

In conclusion, both studies had similar detection rates for malignant breast
lesions. On average, late gated intensity images at short wavelengths (i.e. <700 nm)
provided the highest tumour-to-healthy contrast and also the highest contrast-
to-noise ratio. At short wavelengths, blood absorption is dominant, so the contrast
was attributed to high blood volume in the lesion. For the estimate of tissue
composition and specifically to quantify constituents in the detected lesions, simple
perturbative approaches were used, considering a single spherical lesion in an
otherwise homogeneous background [16, 34]. Both studies confirmed significantly
higher haemoglobin content in the lesion, as compared to the surrounding healthy
tissue, while blood oxygen saturation proved to be a poor discriminator.

In parallel, within the same project, also the potential of time-resolved optical
tomography of the uncompressed breast as a diagnostic tool was tested [45]. This
limited study was performed on 24 subjects, including 19 cases with a specific
lesion. In this approach, the patient lies prone with her breast pendent through a

MAX

MIN

683 785 905 975

Fig. 19.8 X-ray mammogram and late gated intensity images (683, 785, 905, and 975 nm) of the
right breast (cranio-caudal view) of patient #180, bearing a fibroadenoma (max. diameter = 20 mm)
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hole, while sources and detectors (16 in total) are distributed along one or more
rings around the breast. For each source, the time-of-flight distributions of the
photons were recorded by all detectors simultaneously. The system operated at 2
wavelengths (780 and 815 nm). Thus, for lesion detection and identification they
relied on absorption and scattering images. Seventeen out of 19 cases of lesions of
different nature were detected by optical images.

In 2005, another time-domain optical mammograph (softscan, Art, Canada)
operating at four wavelengths (760, 780, 830, and 850 nm) was developed and
applied on 49 women of different age [22]. For all patients absolute bulk and local
values of breast constituent concentrations were retrieved. In the 23 cases imaged
with suspicious masses, the optical images were consistent with the mammographic
findings. Also consistent differences between malign and benign cases were found.
In particular, the discrimination based on deoxy-haemoglobin content was statis-
tically significant between malignant and benign cases.

A multi-channel time-resolved optical mammography prototype for breast cancer
screening, operating at three wavelengths (765, 800 and 835 nm), was developed by
Ueda et al. [43]. A tomographic approach was used to collect data by using a
hemispherical cup and a liquid-coupled interface since the breast was uncompressed
and a non-contact optical fibre approach was used. Image reconstruction was per-
formed by using the time-resolved photon path distribution (PPD). Early arrival
photons were used to improve the spatial resolution. Few cases of tumour detection
were evaluated, showing that the lesion could not be detected using the peak photon
region, whereas high concentration of haemoglobin could be derived using the early
arrival photons.

19.3 Optical Mammography with Exogenous
Contrast Agent

Together with the development of experimental methods for NIR imaging, the use
of contrast agents for diffuse optical imaging was considered, aiming at improving
the detection of carcinoma. Ideally, the contrast agent should accumulate selectively
in the tumour, but not in healthy tissue, in order to increase the contrast between the
two areas. Fluorescent contrast agents with excitation and emission in the NIR
spectral range are usually considered for optical application, since they allow for
deep penetration into breast tissue and are coupled to a limited tissue autofluores-
cence. Thus, the fluorescence signal coming from the contrast agent localized in the
lesion would be dominant with respect to the one coming from the background,
leading to an increased contrast.

Nowadays, no contrast agents have these specific features. The only contrast
agent that is approved for clinical use and is suitable for breast imaging is
Indocyanine Green (ICG). While it is characterized by strong absorption and fluo-
rescence in the NIR wavelength range, it does not provide selectivity for tumour
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tissue. It operates as blood pool contrast agent: it stays in the vascular system for a
long time period and the tumour-healthy contrast is achieved by exploiting its slower
kinetics in the tumour, due to an increased resistance of the tumour vasculature to
blood flow.

An exploratory study of time domain optical mammography with ICG was
performed by the Berlin research group [19]. In particular, for this purpose the
previously developed multichannel laser pulse mammograph, (briefly described in
Sect. 19.2), was upgraded for fluorescence measurements both in transmission and
reflection [18]. The same planar geometry, with the breast slightly compressed
between two parallel glass plates, was used to detect fluorescence of a contrast agent
in the breast at high sensitivity. A picture of the final device is shown in Fig. 19.9.

The instrument was upgraded also in terms of spectral range: a new picosecond
diode laser with emission wavelength at 1066 nm was added for a better recon-
struction of the constituent concentration, whereas the other 3 wavelengths were
modified, emitting in this case at 660, 797 and 934 nm. The most important upgrade
was the introduction of the excitation laser emitting at 780 nm for fluorescent
images. Details on the instrumentation are reported in [18]. Preliminary measure-
ments were performed administrating the contrast agent intravenously by a bolus
followed by an infusion and data were recorded 30 min after the end of the infusion
of the contrast agent, corresponding to the extravascular phase. Raw absorption and
fluorescence mammograms were dominated by the absorption of the excitation and
fluorescence radiation by blood. The carcinoma, cannot be detected in the
fluorescence mammogram because of cancellation effects. The higher fluorescence
intensity of the carcinoma is in fact compensated for by the higher absorption of
laser and fluorescence radiation due to its increased blood content. In order to
eliminate the inhomogeneous background absorption of the breast tissue and

Fig. 19.9 Fluorescence
mammograph. Reprinted,
with permission, from [18]
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recognize fluorescent objects with a higher contrast, ratio images obtained dividing
the normalized total fluorescence counts by the normalized total laser photon counts
were calculated.

Preliminary results in which the system was tested on a patient bearing a tumour
demonstrated the good sensitivity of the fluorescent optical mammography. The
small amount of the extravasated ICG in the extracellular space of the carcinoma,
which generates the fluorescent signal, could be detected, allowing one to distin-
guish between malignant and benign lesions.

Fluorescence ratio mammograms in 68 years old woman with 22 mm invasive
ductal carcinoma are reported in Fig. 19.10.

Figure 19.10 shows that in ratio fluorescence image the detection of the tumour
is possible with a better contrast. Moreover other structures such as blood vessels
that are visible in absorption and fluorescence images are largely eliminated,
enabling a clear demarcation of tumour. Of course, a bigger population was needed
to test the capability of the fluorescence optical mammograph in discriminating
breast tumours.

Fig. 19.10 (a) Conventional X-ray mammogram (b) Absorption and (c) Fluorescence raw
mammograms (d) Ratio mammograms obtained dividing normalized fluorescence image data by
normalized absorption image data. Lesion is indicated by the arrow. Reprinted, with permission,
from [33]
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A further study was then performed by the same research group with a similar
instrument set-up [33]. The aim of latter study was to perform fluorescence NIR
imaging with early and late enhancement of ICG, corresponding to the vascular and
extravascular phases of contrast agent enhancement, respectively, for the detection
of breast cancer and the discrimination between benign and malignant breast
lesions. Twenty women having 21 suspicious breast lesions were investigated,
including 13 malignant and 8 benign lesions. The breast was imaged by on-axis
movement of the source and detection fibre bundle at a step size of 2.5 mm, and
optical mammograms were recorded in 5–10 min. For the measurements, the
contrast agent was administered intravenously by a bolus followed by an infusion
and data were recorded before, during and after the end of the infusion of the
contrast agent. The images acquired before the injection of the contrast agent were
used to measure the intrinsic absorption and scattering properties of the breast and
the corresponding autofluorescence. To get information on the early and late
fluorescence, absorption and fluorescence data were recorded during and after the
infusion of ICG, and then the ratio of the images was calculated. For data analysis
the total photon counts of the transmittance curve, instead of the photon counts in a
selected time window, were used to improve the signal-to-noise ratio.

Only for two lesions (one benign and one malignant) increased autoflorescence
was observed with respect to the background tissue, whereas no significant varia-
tions were observed in the remaining 19 cases. Malignant lesions were correctly
defined in 11 or 12 (depending on the reader) of 13 cases, and benign lesions
were correctly defined in 6 or 5 (depending on the reader) of 8 cases with late-
fluorescence imaging. Significant differences in the discrimination between
malignant and benign lesions were observed using the early-fluorescence ratio
mammograms with respect to the late one, indicating that late fluorescence ratio
mammograms highlight malignant tumour well with a good contrast against the
healthy tissue.

The here presented study on optical mammography with ICG led to good results
for what concerns the discrimination between healthy and tumour tissue. Of course,
the effectiveness of the system in detecting lesions and the method of imaging
reconstruction need to be further tested on a wider population.

19.4 Optical Mammography for Therapy Monitoring

Chemotherapy is widely used in the treatment of locally advanced breast cancer
before surgery to reduce the tumour size. Monitoring the response to therapy can
improve survival and reduce morbidity. Moreover, the immediate knowledge of the
individual response to the treatment reduces useless exposure to ineffective drugs
with heavy side effects.

Most of the work performed in the field of therapy monitoring concerned che-
motherapy was performed using continuous-wave and/or frequency domain set-ups
[7, 23].
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However, recently time domain optical imaging of the response to hormone
therapy has also been developed. In particular, the UCL three-dimensional time-
resolved optical imaging system (briefly described in Sect. 19.2) was used to
monitor the response to neoadjuvant chemotherapy in 3 patients bearing advanced
breast cancer. The system is characterized by 2 pulsed lasers emitting at 780 and
815 nm, which are transmitted to the breast through 31 optical fibres. Details on the
instrument set-up can be found in [12]. The patient lies prone with her breast
pendant in the liquid-coupled patient interface, as shown in Fig. 19.11.

Three optical imaging sessions were performed. The first scan was performed
before the start of the treatment; a second scan in the middle of the treatment, and
the third one before surgery, when the treatment was completed. Both breasts were
scanned, taking 3 min for each scan.

Three-dimensional (3D) images were generated from the data using the time-
resolved optical absorption and scatter tomography (TOAST) reconstruction
package developed at UCL [1].

After the reconstruction of the 3-D images of absorption, scattering and blood
parameters, a two-dimensional (2D) coronal slice was extracted from each one in
correspondence of the maximum contrast point in the lesion. Then, two circular
areas of that image were selected: one containing the tumour and another one
related to the background medium (out of the tumour area and the coupling fluid).
Similarly, equivalent areas from the contralateral healthy breast were also analysed.
In this way, changes in physiological and optical properties within the tumour and
in the rest of the breast were evaluated during the course of therapy [13].

All three patients showed changes in both optical and physiological properties
in the region of the tumour compared to the rest of the breast. In two patients, a
good response to the chemotherapy treatment led to a reduction of the tumour. A
decrease of the tumour total haemoglobin was observed in the optical images
performed within the treatment. In the third patient a lack of response to therapy
was observed and this type of response was also seen in the optical images scan
within the treatment.

Fig. 19.11 Fluid-coupled patient interface for the 3D optical breast imaging. The patient lies with
her breast pedant in a hemispherical cup filled with scattering fluid. Reprinted with permission,
from [13]
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The present study showed good preliminary results on monitoring tumour
response to chemotherapy using time domain optical tomography. Of course, a
large number of cases has to be evaluated to establish the capability of the technique
and confirm the strong correlation with treatment outcome obtained with very few
study cases.

19.5 Optical Mammography with Breast
Density Assessment

Breast density is a recognized independent risk factor for developing breast cancer
[6, 29]. At present, breast density assessment is based on the radiological appear-
ance of breast tissue, requiring the use of ionizing radiation. Its non-invasive
estimation would certainly be of diagnostic interest. Optical techniques could
contribute to assess breast density in a non-invasive way. A study on the direct
correlation of breast density with optically derived main breast constituents (water,
lipids, collagen, and haemoglobin) could lead to a better understanding of the role
of mammographic density in breast cancer risk assessment. In particular, collagen is
an important constituent of breast tissue that seems to be involved in the onset and
progression of breast cancer. Furthermore, collagen, as a major constituent of
stroma, is expected to be related to breast density [8, 29, 41]. Thus, sensitivity to
collagen content could be relevant for breast cancer development risk and its
quantification by optical means could provide useful diagnostic information.

In this line, an on-going clinical study performed with a 7-wavelength
(635–1060 nm) time domain instrument (shown in Fig. 19.3) developed by the
research group at Politecnico di Milano has given promising preliminary results
[37, 38].

Data were collected from 45 patients (age range 31–78). According to the Breast
Imaging and Reporting Data System (BI-RADS) mammographic density catego-
ries, reported in Table 19.2, breast types were classified by an expert radiologist.

For each patient, optical images in cranio-caudal and oblique views were
recorded for both breasts. Tissue composition and scattering parameters were
estimated from time-resolved transmittance data by using a global spectral fit
procedure [11] and averaged over each image in order to investigate their depen-
dence on mammographic density.

As shown in Fig. 19.12, several parameters obtained from optical data proved to
correlate with mammographic breast density: water, lipid and collagen content, as
well as the scattering power b [37].

Table 19.2 BI-RADS
mammographic density
categories and their
description

BI-RADS Description

1 Almost entirely fat

2 Scattered fibroglandular densities

3 Heterogeneously dense

4 Extremely dense
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Water content increases progressively and significantly with breast density.
Correspondingly, a gradual decrease is observed in lipid content. The amount of
collagen also increases for increasing breast density. For all the three main constit-
uents, the difference between categories is always highly significant (Mann-Whitney
test), except in some cases between category 1 and 2. Since the scattering power
b provides information on the microscopic tissue structure that is at the origin of
breast density, also this parameter was considered and a progressive increase is
observed for increasing density.

Since their contributions may not be fully independent, their combination could
result in improved correlation with mammographic density. All that parameters that
showed significant dependence on mammographic breast density were combined in
a single optical index OI, defined as follows:

OI ¼ Water½ � Collagen½ � b
Lipid½ � ð19:3Þ
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Fig. 19.12 Water (a), lipid (b), collagen (c) concentration and scattering power b (d) versus BI-
RADS categories. Results are expressed as mean ± SD and refer to the intersubject variability.
Mann-Whitney test was used to estimate statistical significance of the difference between the
different categories
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where parameters that are expected to increase with breast density (i.e., the
concentrations of water and collagen, and the scattering slope b) are all multiplied,
and divided by lipid concentration, which conversely is expected to decrease upon
increasing breast density. A good correlation was achieved between breast density
estimated using conventional mammography and the optical index, as shown in
Fig. 19.13.

In particular, Fig. 19.13 shows that the optical index can significantly separate
category 4 (highest cancer risk) from category 3, with a very good significance
(p < 0.0001) and category 4 from all the others with even higher confidence.

For the first time, the direct correlation between mammographic density and
tissue composition, in terms of the main constituents estimated from optical data,
was performed. The clinical study is still in progress, so data from a wider
population are becoming available for deeper investigations. Moreover, more
sophisticated statistical methods have been used for the correlation between optical
and radiological data, showing very promising results for the identification of
subjects at high risk to develop breast cancer [42].

19.6 Conclusions and Future Perspectives

In vivo time-resolved diffuse optical imaging and spectroscopy of breast tissue has
been widely investigated in the last few decades. Technological advances in both
pulsed light sources, fast detector and time-resolved acquisition electronics allowed
the fabrication of compact and accurate devices suitable for the clinical environment.

From what concerns light injection, the time domain approach can benefit from
pulsed laser sources with tens of picosecond duration, tens of MHz repetition rate,
and average power in the order of few mW. On the detection side, it can benefit
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Fig. 19.13 OI versus BI-RADS categories. Results are expressed as mean ± SD and refer to the
intersubject variability. Mann-Whitney test was used to estimate statistical significance of the
difference between the different categories
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from state-of-the-art TCSPC electronics with picosecond resolution and acquisition
frequency in the order of few MHz. Moreover, this approach has the advantage to
uncouple absorption from scattering contributions, leading to reconstruct the con-
stituent concentrations of the investigated tissue and thus providing a wide range of
information useful for diagnostic purposes and for the study of physiological
processes.

Different research directions of the time-resolved technique were considered,
such as lesion detection by time-gated analysis [16, 39], tumour detection with
contrast agents [18], monitoring of neoadjuvant chemotherapy [13], and assessment
of cancer risk [37].

Most of the presented imaging studies were based on the use of laser sources in
the spectral range below 800 nm, where absorption of blood is dominant. In fact,
currently the detection of lesions is essentially based on the quantification of hae-
moglobin since tumours are characterized by an increased vascularisation with
respect to the healthy tissue. It is also emerging that an increase of the connective
component (water and collagen related) could be associated to the presence of a
tumour. Furthermore, for a correct quantification of the breast tissue composition, it
is important that all chromophores which contribute to the absorption of the breast
tissue are considered. Therefore, the extension of the spectral range to the near
infrared region for the quantification also of lipid, water and collagen is necessary.
The Milan group is the only one operating in the time domain that focused the
attention on the wide spectral range and extended it over the years up to covering
the whole therapeutic window.

Even though for most of the presented research directions the technique needs to
be validated on a wider population, as outlined in this chapter, time-resolved optical
imaging techniques using near infrared light may have the potential to assist the
identification and characterization of breast lesions as well as monitor the response
to therapy and estimate cancer risk.

In the future, the spectral range extension could be one of the fundamental keys
for the investigation of lesion components to distinguish them between benign and
malignant, thus providing a specific diagnostic tool. This aspect of course involves
the use of several or tuneable laser sources. Moreover, appropriate efficient
detectors need to be identified to effectively cover the spectral range of interest.
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A
A2E, 539

fluorescence lifetime, 514, 515
Absorption coefficient, 544, 573, 590
Absorption dipole, 387
AcAc, 414
Acceptor, for FRET, 251, 282, 319
Accumulation

of continuous-flow mode data, 21
of FITS data, 217
of FLIM data, 215
of FLIM data, by hardware, 22, 572
of FLIM data, by software, 23, 75, 520
of FLIM data, ophthalmic FLIM, 520
of FLITS data, 33
of mosaic FLIM data, 32, 96
of TCSPC time series, 19, 570

Accuracy of FLIM, 22, 77
Acquisition time

of FLIM, 22, 31, 33, 77, 101, 102, 108
of PLIM, 237
of TCSPC, 6, 19, 22, 32, 33, 468
ophthalmic FLIM, 512

Acriflavine, 486
Advanced glycation end products, 510
AFM, 108
AGC, 510
AGE

fluorescence lifetime, 514, 515
Alzheimer disease, 155, 533
AMD, 529
Amplitude weighted lifetime, 261, 263
Anisotropy, 158

anisotropy decay, 345, 349
decay time, 158, 396
depolarisation factors, 399
fundamental anisotropy, 399
G-factor, 345, 349, 396

limiting anosotropy, 157, 390, 395, 396
Anti-bunching, 8
AOTF, 565, 569
Apoptosis, 440
Arterial occlusion, 574
ATP, 408, 418
ATP synthase

conformational changes, 54, 318
c-ring rotation, 54, 320, 323
single-molecule FRET, 52, 54, 315, 318,

327
Autocorrelation function

brightness analysis, 47, 286, 294, 313
calculation from TCSPC data, 42
linear-tau algorithm, 43
multi-tau algorithm, 43
online calculation, 41, 43

Autofluorescence, 152
A2E, 514
AGE, 514
carcinoma, 446
cardiac myocytes, 411
collagen, 514
elastin, 514
endogenous fluorophores, 461
FAD, 476
FLIM, 478
keratin, 478
lifetimes, 442, 446, 461, 514
lipofuscin, 514
melanin, 514
NADH, 410, 436, 466, 514
ocular fundus, 514
redox ratio, 466
sample deterioration, 484
sample storage conditions, 483
separation of fluorescence components, 417
skin, 461, 476
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Autofluorescence (cont.)
stratum corneum, 478
wavelengths, 152, 435, 461, 477

Autofluorophores, 478

B
Barrier discharges, 37
Basal cell carcinoma, 496
BGT226, 439
BHB, 414
Binning

pixels, effect on acquisition time, 78
pixels, in lifetime analysis, 78

Bodipy, 342
Bodipy-FTY720

anisotropy decay, 349
FCS in C3H10T1/2 cells, 350
FCS in plasma membrane, 351, 352
fluorescence lifetimes, 347
in C3H10T1/2 cells, 347, 349
Internalisation into C3H10T1/2 Cells, 346
lifetime heterogeneity, 342, 347

Brain oxygenation studies, 546, 548
Brain perfusion measurement

diffuse reflectance, 550
fluorescence, 549, 552

Bruch's membrane, 514
Burst analysis, 50, 52, 311

C
Calcium

calcium channels, 214
calcium imaging, 213, 491
calcium probes, 24, 149, 214
calcium transients, 97, 216
concentration measurement by FLIM, 149,

491
function in neurons, 214
sample preparation for Ca measurement,

218
Calcium green, 149
Cancer models, 442
Cardiac myocytes

fluorescence during contraction, 420
multi-spectral lifetime detection, 408, 413
single-molecule FRET of ATP, 53, 408

Cetuximab, 439
Chloride

Cl- concentration in neurons, 195, 203
Cl- concentration in salivary gland, 195
Cl- imaging, 190
Cl- imaging in GLAST-positive astrocytes,

203
Cl- imaging in KCC2-HEK293, 200

Cl- sensors, 192
Cl- sensors based on FPs, 192
Cl- sensors based on quinolinium dyes, 194
function in cells, 190
MQAE, 194
MQAE, calibration, 203

Chlorophyll
chlorophyll transients, 33, 96
FLITS, 33
multi-wavelength FLIM, 27
non-photochemical transient, 33
photochemical transient, 20, 33
time-series FLIM, 31, 96

Choroid, 514
Cisplatin, 439
Clinical FLIM

confocal, 468
dermainspect, 472
FLIM ophthalmoscope, 518
instruments, 447, 467, 469, 472, 518
MPTflex, 472
multiphoton, 470
ocular fundus, 510
skin, 467
vivascope, 447, 467, 469

Cognitive activation, 575
Collagen, 480, 514, 151

fluorescence lifetime, 514, 515
SHG, 480

Confocal detection, 188, 198, 199, 311, 313
endoscopes, 101
macroscopic FLIM, 98
NIR FLIM, 87
ophthalmic FLIM, 513, 518
piezo scanners, 105
pinhole, 513, 519
polygon scanners, 104
single-molecule detection, 311
STED, 111
tuneable excitation, 81, 98, 101, 104, 105,

279, 468
Confocal FLIM systems

supercontinuum laser, 82
synchrotron radiation, 82
wideband beamsplitter, 83

Confocal microscope
FLIM, 70
galvanometer mirrors, 68
optical principle, 68, 69
out-of-focus suppression, 69
pinhole, 69
reflectance, 468
scan lens, 67, 68

Confocal volume, 311
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Conformational changes, 119
ATP synthase, 52, 318
FRET measurement, 313
full correlation, 50, 52

Continuous-flow mixing, see microfluidic
mixing

Cornea, 512, 514
Cosmetics

asessing effectiveness by FLIM, 491
Counting loss, 135, 547
Cross-correlation function

calculation from TCSPC data, 42, 43
Cyanide, 414, 418

D
DAS, 415
Data analysis

data representation, 474, 476
frequency domain, 476
model functions, 474
phasor analysis, 476
time domain, 474

DCC-100 detector controller, 344
DCS-120 confocal FLIM system, 71, 87, 93,

99, 107
Decay associated spectra, 415
Depolarisation of fluorescence, 401
Depth resolution

by confocal detection, 67
by moments of times of flight, 543
by multiphoton excitation, 72
by time-of-flight detection, 543
in NIRS, 543

DermaInspect, 472
Descanned detection, 74
Detectors

gated image intensifier, 467
gated SPAD, 563, 572
hybrid detectors, 71, 74, 77, 87, 89, 90,

108, 111, 136, 199, 205, 234, 260, 470,
519, 579

MCP PMT, 199, 260, 343, 519
SER, 4
SPAD, 199, 279
transit time spread, 4
TTS, 4

Diffuse optical imaging
absorption coefficient, 590, 597
arterial occlusion, 574
brain, 574
endogenous contrast, 593
fluorescence, 552
mammography, 593
moments of times of flight, 543, 562

reduced scattering coefficient, 591, 597
scanning, 564
scattering coefficient, 591
time gating, 563, 597
time-of-flight distribution, 592, 597

Diffuse optical imaging, 542, 562, 588.
See also NIRS

Diode laser
confocal FLIM, 70, 71, 87, 102
endoscopic FLIM, 102
FLIM, 234
macroscopic FLIM, 99
multiplexing, 16, 29, 107, 323
NADH excitation, 408
NIR FLIM, 87
on-off modulation, 420
ophthalmic FLIM, 518
PLIM, 234
polygon scanner, 104
pulse-interleaved operation, 30
tissue spectrometer, 15

Direct detection, see NDD
Distribution of times of flight, 543, 547, 564,

566
DNP, 414
Donor, for FRET, 251, 282, 319
DPC-230, 46
DTOF, 543, 547, 564, 566
DTTCC, 89

E
Elastin, 480, 514, 515

fluorescence lifetime, 514, 515
Endogenous fluorophores, 477
Endoscopes

fibre bundle, 101
FLIM though endoscopes, 101
optical principle, 102
rigid, 102

Excitation power
endoscopic FLIM, 103
macroscopic FLIM, 100
ophthalmic FLIM, 511
two-photon FLIM, 72

Excitation wavelength multiplexing, 15, 16, 18,
29, 84, 323, 548, 565, 572, 578, 594

Experiment trigger, 21

F
FAD, 126, 152

fluorescence lifetimes, 16, 25, 28, 126, 152,
464, 515

FCS, 135
autocorrelation function, 41
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FCS (cont.)
bodipy-FTY720 in C3H10T1/2 cells, 350
brightness analysis, 47, 286, 294, 313
calculation from parameter-tag data, 41
correlation time, 313
FCS down to picosecond times, 49, 313
full correlation, 49, 313
global fit with decay data, 49
liftime-filtered, 48
linear-tau algorithm, 43
multi-tau algorithm, 43
observation volume, 350
time gating, 48
using micro times of photons, 48, 135, 345,

350
Fibre bundle, 101
Fibres, optical, 547
Fibres, pulse dispersion, 547
Fingolimod, 340, 341
FLIM

accuracy, 77
acquisition time, 31, 33, 77, 101, 102, 108,

131, 512
analog techniqies, 126, 130, 133
apoptosis detection, 465
applications, 120, 137
asessing cosmetic effectiveness, 491
autofluorescence, 152, 464, 478
basal cell carcinoma, 496
Ca measurement, 149, 491
chlorophyll, 155
classic TCSPC, 468
Cl- measurement, 150, 198
clinical, see clinical FLIM
combined with RCM, 470
confocal microscope, 70, 198, 468
counting loss, 135
data analysis, 163, 200, 263, 474
data representation, 23, 474, 476
dermatology, 493
dynamic lifetime changes, 135
endoscopes, 101
excised tissue, 465
excitation sources, 136
excitation wavelength multiplexing, 29, 84,

107, 135
eye, 155, 510
FLIM microscopy, 121, 258
FLIM techniques, 126
fluorescence-lifetime transients, 135, 216
frequency domain, 126, 133, 258
FRET measurement, 139, 260, 261, 279
gated camera, 131, 259, 450, 467
gated image intensifier, 131, 259, 450, 467

gated photon counting, 134
glucose sensing, 148
history, 121
image size, 23, 27, 75
immobilised molecules, 327
ion concentration measurement, 149, 198
laser scanning microscope, 70, 74, 199,

233, 345
line scanning, 32
macroscopic FLIM, 98
melanoma, 496
metal modified fluorescence, 146
modulated camera, 132
modulated image intensifier, 132
molecular rotors, 141
mosaic FLIM, 31, 92
multi-dimensional TCSPC, 21, 134, 233,

260, 468
multiphoton microscope, 74, 198, 199, 279,

345, 470
multi-wavelength, 26, 135, 155
NADH, see NADH
NDD, 74, 199, 345
near-infrared, 85
non-descanned detection, 74, 199, 345
nonlinear scan, 81
NSOM FLIM, 81
ocular fundus, 510
one-photon excitation, 198
ophthalmic FLIM, 510
ophthalmic FLIM system, 518
oxidative stress, 466
oxygen measurement, 152
parallel TCSPC channels, 26, 519
pH measurement, 81, 151, 450, 490
photon counting techniqies, 130
photon distribution, 22, 27, 134, 199, 520
photon efficiency, 131, 135
photon number, 77, 78, 80
pile-up effect, 135, 200
pixel time, 22
PLIM combined with FLIM, 135, 152
polygon scanner, 104, 469
pulse-interleaved excitation, 30
refractive index measurement, 145
routing, 27, 344, 519
scan clock signals, 22, 345, 520
scan rate, 22, 520
scanning, 126, 131, 133, 134
signal-to-noise ratio, 77
simultaneous FLIM and PLIM, 135, 152
skin, 102, 153, 464, 467, 476, 481, 485,

490, 493, 494
skin cancer, 494
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squamous cell carcinoma, 496
STED FLIM, 110
streak camera, 131, 260, 450
supercontinuum laser, 82
synchrotron radiation, 82
system architecture, 21
techniques, 467
teeth, 155
temerature measurement, 143
time domain, 126, 259
time-series by mosaic FLIM, 31, 96
time-series by record-and-save procedure,

31, 215
time-series recording, 31, 215
triggered accumulation, 33
viscosity measurement, 141
wide field, 126, 131, 132, 450, 467
wide field TCSPC, 132
wound healing, 465
z stack recording, 110, 153

FLIM techniques, 126
FLITS

chlorophyll transients, 33
photon distribution, 32, 216
principle, 32, 216
procedure for recording Ca transients, 219
recording calcium transients, 219
recording speed, 33
triggered accumulation, 32, 33, 216, 217

Flow-Mixing experiments, see microfluidic
mixing

Fluo-3, 149
Fluo-4, 149, 221
Fluorescein, 486
Fluorescence, 122

aggregation, 25
amplitude-weighted lifetime, 263
anatomical structures of the eye, 514, 522,

523, 525
anisotropy, 157, 158, 349, 387, 390, 395
anisotropy decay time, 396
apparent lifetime, of 2exp.decay, 264
average lifetime, of 2exp.decay, 263, 264
calcium sensors, 24
cardiac myocytes, 413, 428
decay function, 7, 23, 124, 263
decay model function, 263
decay rates, 123
depolarisation, 401
endogenous fluorophores, 461, 514, 515
excitation spectrum, 386
history, 120
in diffuse optical imaging, 552
in NIRS, 552

intensity-weighted lifetime, 264
Jablonski diagram, 122
lifetime, 7, 23, 48, 49, 123, 263, 387, 396
lifetime of single molecules, 312
lifetimes of endogenous fluorophores, 347,

514
lifetime, refractive index, 124
mechanism, 122
mechanisms of lifetime changes, 23, 126
metal surfaces, 24
mitochondria, 411
multi-wavelength detection, 15, 408
pH sensors, 24
polarisation, 157, 387, 395
quantum yield, 123
quenching, 23, 196
rotational correlation time, 396
rotational depolarisation, 157
skin, 15
stokes shift, 387
Strickler-Berg equation, 124
viscosity sensors, 24, 122

Fluorescence lifetime-transient scanning, see
FLITS

Fluorescent probes, 125
for calcium, 128, 149
for chloride ions, 128, 150
for Cu++, 128, 150
for glucose, 129, 148
for ion concentrations, 149
for Mg++, 128
for Na+ and K+, 128, 150
for oxygen, 128, 152, 227
for oxygen, calibration, 238
for pH, 128, 151
for refractive index, 128, 145
for temperature, 144
for viscosity, 127, 142
nanoparticles, 228
oxygen-sensitive scaffolds, 125, 242

Fluorescent proteins
anisotropy, 396
cerulean, 254
Cl- Sensors, 192
eGFP, 254
excitation/emission wavelengths, 254
fluorescence lifetimes, 254, 285
FRET, 254
FRET acceptors, 254
FRET donors, 254
GFP, 282, 291, 298
mCherry, 283, 291, 298
mTFP, 254
mTurquoise, 254
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Venus, 396
Fluorophores

acriflavine, 486
DTTCC, 89
endogenous, 102, 461, 514
endogenous, lifetimes, 514
exogenous, 486
fluorescein, 486
GFP, 282, 291, 298
ICG, 87, 90, 549
in ophthalmic FLIM, 514
in skin, 461
mCherry, 291, 298
methylene blue, 90
near-infrared, 85, 87, 89, 90

FNIRS, see NIRS
Förster resonance energy transfer, see FRET
Frame clock, 22, 32, 106, 217, 470
FRET, 23, 137, 147, 278, 487

acceptor, 25, 137, 251, 266, 282, 319, 380
acceptor bleedthrough, 256, 257
acceptor excitation, 279
amplitude-weighted lifetime, 264
dark acceptor, 266
depolarisation, 402
distance, 251, 378
donor, 25, 137, 251, 282, 319
donor bleedthrough, 256, 257, 279
donor decay function, 140, 264, 282, 284
donor lifetime, 139, 279
double-exponential decay analysis, 264,

284
endogenous fluorophores, 270
fixed samples, 268
FLIM FRET, 261
fluorescent proteins, 254, 280
Förster distance, 138, 251, 280, 282, 378
Förster radius, 138, 251, 280, 282, 314, 378
FRET efficiency, 139, 251, 261, 264, 282,

314, 373
FRET pairs, 253, 254, 266
FRET standards, 261, 268
homo-dimerization, 269
homo FRET, 161, 402
intensity-based FRET measurement, 256,

257, 278
lifetime-based FRET measurement, 139,

261, 365
mechanism of FRET, 137, 251, 282, 319
microfluidic mixing, 365, 378
multi-exponential donor decay, 264
multiple acceptors, 280
orientation factor, 252, 280

orientation of donor-acceptor, 251
PFRET, 256
protein oligomers, 280, 282
random FRET, 280
sFRET, 257
single-molecule FRET, 52, 313
spectral FRET, 257
spectral overlap, 251
stoichiometry, 140
tryptophane-NADH, 25, 137, 270, 279, 487
k2 factor, 280

FTY720, 340
Fundus of the eye, 510

G
Galvanometer scanner, 33, 68, 97, 234, 472,

518, 564, 571
Gated camera, 131, 259, 467
Gated SPAD, 563, 572
G factor, 345, 349
GFP, 282, 291, 298
Glioma, 451
Glucose sensing, 148
GVD-120 scan controller, 38, 107, 572, 579

H
Haemodynamic response, 548
Haemoglobin, 590
HIV-1 proteins, 281
HIV-1 virus, 278, 281
Homo FRET, 161
Hybrid detector, 71, 77, 87, 89, 90, 108, 111,

136, 199, 205, 234, 260, 470, 519, 579

I
ICG, 87, 90, 549, 601
Indocyanin green, 87, 90, 549, 601
Instrument response function, see IRF
Internal pixel clock, 345, 520
Ion concentration measurement, 149
IRF

comparison with single-electron response, 4
convolution with model function, 263
from urea crystals, 265
in 2p FLIM system, 265
in NIRS, 547
influence of optical fibres, 547
measured vs. synthetic, 265
of FLIM system, 264
of TCSPC system, 4, 263, 264

J
Jablonski diagram, 122
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K
Keratin, 478

L
Lactate, 414
Lanthanide dyes, 254
Lasers

picosecond diode laser, 71, 99, 136, 233,
408, 518

supercontinuum laser, 71, 82, 99, 111, 137,
233, 569, 579

titanium-sapphire laser, 72, 74, 82, 86, 135,
136, 198, 279, 343, 366

Laser scanning microscopes, 67, 68, 254
confocal, 68
multiphoton, 72, 233, 279

Late photons, 593
Lens

fluorescence of the lens of the eye, 523
front lens of ophthalmic scanner, 519
of the eye, 511, 512, 523
scan lens, 68, 98, 102, 469, 472

Lifetime
amplitude weighted, 261, 263
anatomical structures of the eye, 515
apparent, of multi-exp.decay, 264
average, of multi-exp.decay, 263
cardiomyocytes, 414
endogenous fluorophores, 414, 461, 515
fluorescent proteins, 253, 254, 285
FRET donors, 253
histograms for single molecules, 317
intensity weighted, 264
lens of the eye, 524
MQAE, different environment, 197
oxygen sensors, 52, 53, 228, 230

Lifetime spectrometer
excitation wavelength mulitplexing, 15
micro spectrometer, 408
multi-wavelength, 15, 408
tissue spectrometer, 15, 16

Line clock, 22, 32, 106, 217, 470
Lipofuscin

fluorescence lifetime, 480, 510, 514, 515
LSM 710/780

confocal port, 71, 89
NDD ports, 74
NIR FLIM, 89
NLO multiphoton system, 74, 89
NLO, OPO excitation, 90
ps diode lasers, 71
tuneable excitation, 71

Luminescence lifetime imaging, see PLIM

M
Macroscopic FLIM, 98
Macula, 522
Magic angle, 367
Mammography, optical

breast density, 605
clinical trials, 597
endogenous Contrast, 593
exogenous contrast agent, 600
fluid-coupled interface, 604
fluorescence, 600, 602
gated images, 597
ICG, 601
instrument, 593
scanning mammograph, 593
therapy Monitoring, 588, 603

MCherry, 283, 291, 298
Mean partial path length, 544, 566
Melanin

excitation and emission wavelenths, 480
fluorescence lifetimes, 514
in skin tumor, 479, 482, 483, 495

Melanoma
FLIM, 29, 450, 483, 495

Metabolic parameters, 25
Metabolism, 408
Metal modfied fluorescence, 146
Methylene blue, 90
Microfluidic mixing

analog detection, 370
chaotic, 362
data acquisition protocol, 368
data analysis, 371
decay analysis by first moment, 372
flow cell, 362, 363
FRET, 360, 365, 371
global analysis, 374
global analysis, with diffusion, 376
laminar, 361
maximum entropy analysis, 377
methods, 361
multi-anode PMT, 370
optical alignment, 367
simulation, 364
streak camera, 371
SVD analysis, 377
TCSPC, 360, 363, 365
TCSPC, instrument setup, 366

Micro-spectrometry, 16, 343, 408
Modulation of experiment parameters, 37
Molecular environment parameters, 23
Molecular rotors, 141
Moments

Index 619



Moments (cont.)
moment analysis, in mixing experiments,
372
moment analysis, in NIRS, 544
of DTOF, 544
of photon distribution, 544
of time-of-flight distribution, 544

Mosaic FLIM
multi-wavelength, 93
temporal, 96
x-y, 92
z-stack, 31, 95

Motor cortex activation, 576
MPTflex, 472
MQAE

Cl- calibration, 203
Cl- imaging in GLAST-Positive Astrocytes,

203
Cl- imaging in KCC2-HEK293 Cells, 200
excitation wavelength, 194
lifetime, 194, 196, 197
quantum yield, 194
stern-volmer constant, 194, 197

Multi-detector TCSPC
multi-anode PMT, 15
multi-wavelength FLIM, 26
principle, 13
routing, 13, 14

Multi-dimensional TCSPC, 9
Multiphoton excitation

descanned detection, 74
non-descanned detection, 73, 343
optical system, 72, 73

Multiphoton imaging, 464
Multiphoton microscope

depth penetration, 72, 470
descanned detection, 74
non-descanned detection, 73, 343
optical sectioning, 72, 470
photodamage, 72, 73, 198, 279, 343

Multiphoton tomography of human skin, 29
Multiplexing

excitation wavelength, 15
excitation wavelength, 16, 18, 29, 84, 323,

548, 565, 570, 572, 578, 579, 594
spatial multiplexing, 18

Multipoton imaging, 470
Multi-spectral FLIM, 26, 155
Multi-spectral TCSPC, 13, 450, 553
Multi-wavelength FLIM, 155
Multi-wavelength TCSPC, 13, 553
Mytochondria

fluorescence decay functions, 412

function in respiratory chain, 408
localisation by TMRM, 411

N
NADH, 126, 152

amplitudes of decay components, 25, 438
analysis of fluorescence components, 413
bound-unbound, 25, 152, 436, 464, 466
decay associated spectra, 415
effect of ouabin, 424
emission spectra, 410
fluorescence, 435
fluorescence lifetimes, 410, 435, 465, 515
fluorescence lifetimes during apoptosis, 440
fluorescence lifetimes during necrosis, 440
fluorescence lifetimes, carcinoma, 438, 446,

450
fluorescence lifetimes, malignant versus

nonmalignant, 438, 442, 446
fluorescence of excised tissue, 443
fluorescence, dependence on environment,

411, 437
fluorescence, dependence on metabolism,

437
fluorescence, dependence on viscosity, 411
fluorescence of fixed samples, 445
fluorescence of frozen tissue, 443
FRET from tryptophane, 270
Global analysis, 415
mytochondria, 411
oxydative stress, 426, 466
photobleaching, 422
redox ratio, 464, 466, 510
rejection of transplanted hearts, 428
TRANES, 416
TRES, 16, 25, 28, 126, 152, 408, 416, 435,

464
Nanoparticles, 487, 490

gold, 487
silica, 490
silver, 487
ZnO, 487

NDD, 487
field lens, 73, 343, 344
laser blocking filter, 73
optical principle, 73, 343, 471

Near-infrared FLIM, 85
Near-infrared spectroscopy

see NIRS
Necrosis, 440
NIR

diffuse optical imaging, 562
excitation, multiphoton, 72
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excitation, one-photon, 85
FLIM, 85
NIRS, 562

NIRS, 541, 546
8 wavelength multiplexing, 579
absorption coefficient, 544, 573
arterial occlusion, 574
brain, 542, 574
brain mapping, 542
brain oxygenation, 546
brain perfusion measurement, 549
cognitive activation, 575
cw, 542, 563
depth resolution, 543
distribution of times of flight, 543, 564, 566
DTOF, 543, 547, 564, 566
early photons, 567
fluorescence, 552
fNIRS, 542
frequency domain, 542
haemodynamic response, 548
late photons, 567
layered tissue model, 566
mean partial path length, 544, 566
motor activation, 576
non-contact, 562
non-contact scanning, 569, 579
null source detector separation, 563, 565
oxy and deoxyhemoglobin, 542, 548, 573,

574
scanning, 564, 579
sensitivity factors, 544
source detector separation, 565
time domain, 543, 563
time-window analysis, 573
wavelength multiplexing, 542, 562, 565,

578
Non-descanned detection, see NDD
NSOM FLIM, 108

O
OCT, 464
Oligomerisation, 289

HIV-1 proteins, 281, 291
Pr55Gag, 296
Vif, 291
Vpr, 278, 281

Ophthalmic FLIM
acquisition time, 512
Alzheimer disease, 533
AMD, 529
anatomy of the eye, 512
confocal detection, 513, 518
cross-sections through fundus, 525

decay Models, 534
detection wavelength intervals, 514
eye motion, 512, 519
FLIM of diseased eye, 529
FLIM of healthy eye, 528
fluorophores, 514
instrument, 518
lifetimes of anatomical structures, 514, 522,

523, 525
lifetimes of fluorophores, 514
number of photons, 516
out-of-focus suppression, 513, 518
photodamage, 511
signal flow, 520
statistical evaluation of decay parameters,

531
TCSPC system, 519, 520
technical Implementation, 518
transmission of ocular media, 512

OPO, 90
OPO FLIM, 90
Optical fibres, 547
Optical sectioning

by confocal detection, 67
by multiphoton excitation, 72

Optical tomography, see diffuse optical
imaging

Oregon green, 149, 150, 214, 219
Organ, 461
Ouabin, 424
Oxidative stress, 466
Oxygen

concentration, 227
concentration measurement, 152, 229
in cells, 226
measurement protocol, 236
oxygen probes, 152, 227
oxygen probes, calibration, 238
oxygen probes, staining samples, 238
oxygen-sensitive scaffolds, 242
PLIM data processing, 226, 237

P
Papilla, 522
Parameter-tag mode, 12, 40, 50, 324
Penetration of exonenous compunds into skin,

485
Penetration of ZnO into skin, 493
Periscopes, 101
pH

pH imaging, 151, 490
pH Measurement, 150
pH Measurement by FLIM, 150, 490
pH sensors, 24, 151
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Phasor analysis, 200, 269, 476
Phosphorescence

calibration of phosphorescent probes, 238
lifetime imaging, 135, 231
oxygen sensing, 152
phosphorescent probes, 227
phosphorescent probes, staining samples,

238
phosphorescent scaffolds, 242
quenching, 34, 227

Phosphorescence lifetime imaging, see PLIM
Phosphorylation, 408, 437
Photobleaching, 140, 422, 463
Photodamage, 73, 511
Photon distribution

built up in system computer, 12
built up in TCSPC device, 12
classic TCSPC, 4
excitation-wavelength multiplexing, 16
FLIM, 22
FLITS, 32
mosaic FLIM, 93, 96
multi-dimensional TCSPC, 9
multi-wavelength FLIM, 27
multi-wavelength TCSPC, 13
PLIM, 36
time-series recording, 19

Photon efficiency, 467, 468, 513, 516
Piezo stages, 105, 327

combination with TCSPC, 106
control from FLIM system, 107
FLIM of single-molecules, 327
GVD-120 scan controller, 107
NSOM FLIM, 108
STED FLIM, 111

Pile-up effect, 6, 135, 200, 547
Pile-up error as function of photon rate, 6
Pinhole, 68, 69, 105, 513, 519
Pixel clock, 32, 35, 106, 217, 520

external, 104
internal, 104, 345, 520
nonlinear scan, 22, 32, 81, 106, 217, 470

Pixels
binning, effect on acquisition time, 79
number of, effect on acquisition time, 79

PLIM, 55, 225, 498
combined with FLIM, 35, 152, 498
data analysis, 237
DCS-120 system, 498
excitation principle, 34
LSM 710/780, 498, 499
of ZnO nanoparticles in skin, 498
oxygen measurement, 152, 236
recording principle, 35

ruthenium dye, 36
system architecture, 34, 35, 231, 498

PMB, 522
Polarisation, 395
Polygon scanners, 104, 469
Pr55Gag protein, 296
Probes, see fluorescent probes
Protein folding, 358
Probes, see fluorescent probes
Protein interaction, 358. See also FRET
Protein oligomerisation, see oligomerisation
Pulse dispersion, in fibres, 547
Pulse-interleaved excitation, 17, 30, 325, 594

Q
Quantum dots, 254
Quenching

by oxygen, 227
of fluorescence, 23, 196
of phosphorescence, 227
stern-volmer equation, 196, 227, 229

R
Raman imaging, 464
RCM, 468
RCM, combined with FLIM, 470
Redox ratio, 464, 466, 510
Reflectance confocal microscope, 468
Refractive index

influence on fluorescence lifetime, 124
Refractive Index

measurement by FLIM, 145
Respiratory chain, 408
Rotational correlation time, 396
Rotational depolarisation, 396
Rotational diffusion time, 158, 396
Rotenone, 414, 418, 437
Router, 472

for individual detectors, 14
for multi-anode PMTs, 15, 472

Routing, 26
eight-wavelength multiplexing, 580
excitation wavelength multiplexing, 16,

580
multi-wavelength detection, 15
principle, 14
several detectors, 344
spatial multiplexing, 13, 18

RPE, 514

S
SAAID, 485
Sample deterioration, 484
Scaffolds, 227
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Scan clock pulses, 22, 32, 36, 41, 104, 106,
217, 345, 470

Scan control signals, 22
Scan head, 69, 98, 101
Scan lens, 68, 98, 102, 469, 472
Scanners

galvanometer, 68, 472, 518, 564, 571, 579
measurement of barrier discharges, 38
NIRS, 571, 579
piezo stages, 327
polygon, 104, 469
resonance, 518, 520
scan rate, 108, 469, 470, 520
scanner control, from TCSPC system, 572
sinusoidal scan, 81

Scanning
confocal microscope, 68
immobilised molecules, 327
multiphoton microscope, 73
NIRS, 564
ophthalmic FLIM, 518
scanning vs. wide-field imaging, 66
through periscopes, 66, 68, 101

Scanning microscope, 68
Scan rate, 22, 104, 108, 468, 469, 520
Scattering coefficient, 72, 591
Second-harmonic generation, see SHG
Sensitivity factors, in NIRS, 544
Sepectrally resolved FLIM, 155
SER, 4
SHG, 28, 154

collagen, 480
extraction from FLIM data, 480

Signal-to-noise ratio of FLIM, 77
Simple-tau system, 24, 89, 90, 93, 470
Single molecules

ATP synthase, 54, 318
burst analysis, 50
concentration, 311
confocal volume, 311
detection of single molecules, 311
diffusing molecules, 50, 311
FRET, 52, 311
FRET analysis, 313
FRET density plot, 54, 323
immobilised molecules, 327
multi-parameter detection, 51
photon bursts, 311

Single-electron response, 4
siRNA, 487
Skin

confocal imaging, 462
FLIM, 102, 153, 464, 467, 476, 481, 485,

490, 493, 494

fluorophores, 461
multiphoton imaging, 462, 464, 472
OCT, 464
papilloma, 102
wide-field imaging, 464
wide-field imaging vs. scanning, 66
z stack FLIM, 153

Skin aging index, 485
Skin cancer

basal cell carcinoma, 495
effects seen by FLIM, 494
melanoma, 495
squamous cell carcinoma, 497

SLIM, 26
Source detector separation, in NIRS, 565
SPC-150 TCSPC module, 24, 26, 38, 71, 472,

519, 572, 579
SPC-830 TCSPC module, 344, 472
Spheroids

of cells, 227, 240
oxygen concentration in, 240

Sphingosine-1-phosphate, 340, 341
Squamous cell carcinoma, 496
Staining, with phosphorescent probe, 238
STED

dual-wavelength, 111
STED FLIM, 110
with supercontinuum laser, 111

Stem cells
differentiation, 25, 440
lifetime images, 25, 440

Stern-Volmer constant for MQAE, 197
Stern-Volmer equation, 196, 227, 229
Stokes shift, 387
Stratum corneum, 494
Streak camera, 260, 450
Strickler-Berg equation, 124
Supercontinuum laser, 30, 83, 554, 561, 572,

579
AOTF, 570
FLIM, 29
FSK mode of AOTF, 570
MOD inputs of AOTF, 579
NIRS, 569
speed of AOTF, 570
wavelength switching by AOTF, 28, 29, 71,

82, 99, 233, 569, 570, 579
Synchrotron radiation, 82

T
TCSPC

calculation of FCS, 41
continuous flow mode, 546, 547
counting efficiency, 4
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excitation wavelength multiplexing, 15, 16,
18, 29, 84, 323, 450, 548, 565, 572,
578, 594

FLIM, 21, 260
FLITS, 32, 216
fNIRS, 546
general principle, 3
instrument response function, 4
IRF, 4
laser multiplexing, 323, 548, 578, 579
memory swapping, 546, 547
microfluidic mixing, 366
micro-spectrometry, 16, 408
multi-detector operation, 13
multi-dimensional, 9, 11, 21
multi-spectral, 13, 26, 408, 450, 553
multi-wavelength, 13, 26, 408, 450, 553
NIRS, 546
parallel TCSPC channels, 26, 367, 519, 546
parameter-tag mode, 12, 40
phosphorescenc lifetime imaging, 34
photon distribution, 4, 9, 13, 16, 19, 22, 27,

32, 36
PLIM, 34
pulse-interleaved excitation, 17, 30, 325,

594
reversed start-stop, 11
routing, 13, 519, 580
spatial multiplexing, 18
time-gated SPAD, 568
time-series recording, 19, 31
time-tag mode, 12, 40
wide field FLIM, 132

Temperature
fluorescent probes for, 143
measurement by FLIM, 143

Tile imaging, 92
Time-resolved area-normalized spectra, 416
Time-resolved spectra, 416
Time-series recording

continuous flow mode, 20, 546, 547
FLIM time series, 31
in NIRS, 546
memory swapping, 20, 546, 547
mosaic FLIM, 31
multi-dimensional TCSPC, 19
record-and-save procedure, 19
sequence of curves, 19
triggered accumulation, 19, 570

Time-tag mode, 12, 40
Time-window analysis, in NIRS, 573
Tissue cultures, 226
Tissue spectrometers, 15

Titanium sapphire laser
for multiphoton excitation, 72, 74, 279, 343
for one-photon excitation, 86
in microfluidic mixing experiment, 366

TRANES, 416
Transfection, with fluorescent proteins, 254
Transition dipole, 387
Transit time spread, 4
Transplanted hearts, NADH

fluorescence, 428
Trastuzumab, 439
TRES, 416
Trigger

continuous flow sequence, 21
for contraction of myocytes, 420
for FLITS, 33
for mosaic time series, 32
for time series, 19, 570
from experiment, 12, 19

Tryptophane, 29
FRET to NADH, 28, 270

TTS, 4
Two-photon excitation, 74

descanned detection, 74
non-descanned detection, 72, 73, 343

Two-photon microscope
principle, 73

V
Vif protein, 291
Viscosity, 411
Viscosity measurement, 141
Viscosity sensors, 24
Vivascope, 281

FLIM, 469
fluorescence, 469
RCM, 104, 468

Vpr protein, 281

W
Wavelength multiplexing

NIRS, 565
PIE, 17, 30, 565, 594
pulse-group multiplexing, 16, 29, 84, 565,

570, 572, 579
supercontinuum laser, 565, 579

Wide-field FLIM, 450
Wide-field imaging, 66, 464

Z
Zink oxide, 489
Z stack FLIM, 153
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