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Abstract. Every form of human gesture has been recognized in the liter-
ature as a means of providing natural and intuitive ways to interact with
computers across many computer application domains. In this paper we
propose a real time gesture recognition approach which uses a depth sen-
sor to extract the initial human skeleton. Then, robust and significant
features have been compared and the most unrelated and representa-
tive features have been selected and fed to a set of supervised classifiers
trained to recognize different gestures. Different problems concerning the
gesture initialization, segmentation, and normalization have been consid-
ered. Several experiments have demonstrated that the proposed approach
works effectively in real time applications.

1 Introduction

Recognition of human gesture from video sequences is a popular task in the
computer vision community since it has wide applications including, among oth-
ers, human computer interface, video surveillance and monitoring, augmented
reality, and so on. In the last decade, the use of color cameras made this one a
challenging problem due to the complex interpretation of real-life scenarios such
as multiple people in the scene, cluttered background, occlusion, illumination
and scale variations and so on [7,15]. Many papers presented in literature have
mostly been concerned with the problem of extracting visual features and com-
bine them in space and time for making a decision on what actions are present in
the video. The promising results were obtained using, for both training and test-
ing, action recognition databases containing segmented video clips each showing
single person performing actions from start to finish [11,12]. The recent availabil-
ity of depth sensors has provided a new impetus to this research field, avoiding
many of the problems described above and allowing applications in real time
contexts. In particular, inexpensive Kinect sensors have been largely used by the
scientific community as they provide an RGB image and a depth of each pixel
in the scene. Open source frameworks, such as OpenNI, are available to process
depth sensory data and allow the achievement of complex tasks such as people
segmentation, real time tracking of a human skeleton, scene information, and so
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on [8]. The direct availability of real-time information about joint coordinates
and orientations has provided a great impetus to research and many papers on
gesture recognition have been published in the last years.

The hand orientation and four hand gestures (open, fist,...) are used in [3] for
a gesture recognition system integrated on an interactive robot which looks for a
person to interact with, ask for directions, and detects a 3D pointing direction.
In [13], the 3D hand trajectories of a Graffiti gesture set are assigned to a binary
decision tree for a coarse classification and then provided to a MultiClass SVM
for the final decision. The motion profiles obtained from the Kinect depth data
are used in [5] to recognize different gestures by a multi class SVM. The motion
information is extracted by noting the variation in depth between each pair of
consecutive frames. Aircraft marshaling gestures, used in the military air force,
are recognized in [4] considering seven upper body joints. The method requires
the data stream editing by a human observed who marks the starting and ending
frame of each gesture. The nodes of the skeleton, in [16], are converted in joint
angle representation that provides invariance to sensor orientation. Then a mul-
ticlass SVM is used to classify key poses which are forwarded as a sequence to a
decision forest for the final gesture recognition. Also in [9] joint angles are con-
sidered for the recognition of six different gestures but different HMMs have been
used to model the gestures. The HMM which provides the maximum likelihood
gives the type of gesture. Four joint coordinates relative to the left and right
hands and elbows are considered in [14]. The normalized distances among these
joints form the feature vector which is used in a nearest neighbor classification
approach. A rule based approach is used in [10] to recognize key postures and
body gestures by using an intuitive reasoning module which performs forward
chaining reasoning (like a classic expert system) with its inference engine every
time new portion of data arrives from the feature extraction library.

In this paper we propose a gesture recognition approach which uses as signif-
icant features, the quaternions, of some skeleton joints provided by the Kinect
sensor and a supervised approach to build the gesture models. We focus our
attention on some issues related to the use of these methodologies for real time
applications: the detection of the initial frame of each gesture, the normaliza-
tion of the length of different gestures, the ability of the system to avoid false
positives when the user is not involved in any gesture. The gesture segmentation
is fundamental for the success of every gesture recognition method and it has
to be solved before recognition to make the model matching more efficient. In
this paper we propose a periodicity analysis to extract the gesture length and to
normalize the test sequences in order to have sequences comparable with the gen-
erated models. In addition, in order to be independent from the starting frame of
the sequence, we propose the use of a sliding window and a consensus analysis to
make a decision on the recognized gesture. Real time experiments demonstrate
the applicability of the proposed approach both in terms of computational load
and in terms of detection performances.
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The rest of the paper is organized as follows: Sect. 2 describes the gesture
model generation phase, Sect. 3 the off-line and on-line tests, and finally Sect. 4
reports discussion and conclusions.

2 Model Generation Phase

In this work we propose a Gesture Recognition approach which can be used by
a human operator as a natural human computer interface. We use the abilities
of the Kinect framework to identify and track people in the environment and to
extract the skeleton with the joint coordinates for the gesture recognition. We
identify ten different gestures executed with the right arm (see Fig. 1). Frame
sequences of gestures executed several times by only one person are considered
for the gesture model generation (training phase). Different sequences of gestures
executed by other people are used for the test phase, instead.

Fig. 1. Ten different gestures selected from the army visual signals report [2] are shown.
Gestures G5, G6, G8 and G9 are pictured in a perspective view as the arm has a forward
motion. In gestures G1, G2, G3, G4, G7 and G10 the arm has lateral motion instead,
so the front view is drawn.

2.1 Feature Selection

The problem of selecting significant features which preserve relevant information
to the classification, is fundamental for the ability of the method to recognize
gestures. Many papers of the literature consider the coordinate variations of
some joints such as the hand, the elbow, the shoulder and the torso nodes [6,17].
However, when coordinates are considered, it is necessary to introduce a kind of
normalization in order to be independent of the position and the height of the
person in the scene. An alternative way could be the use of angles among joint
nodes [1,9], but the angle representation is not exhaustive to describe rotation
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in 3D space as the axis of rotation has to be specified to represent a 3D rotation.
After a comparative evaluation of all the feature set provided by the Kinect
framework, we selected the Quaternions of some joint nodes. A Quaternion is a
set of numbers that comprises a four-dimensional vector space and is denoted by
q = a+bi+cj+dk, where a, b, c, d are real numbers and i, j, k are imaginary units.
The quaternion q represents an easy way to code any 3D rotation expressed as
a combination of a rotation angle and a rotation axis. Quaternions offer funda-
mental computational implementation and data handling advantages over the
conventional rotation matrices. Quaternions provide a straight forward way of
representing rotations in a three-dimensional space. Considering the defined ges-
tures, the quaternions of the arm and shoulder joint nodes maintain the infor-
mation about the direction the relative bone is pointing to. For this reason, the
quaternions of the right shoulder and elbow nodes have been selected as features.
As a consequence, for each frame i an eight-dimensional feature vector has been
defined:
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where superscripts s and e stands for shoulder and elbow respectively.

2.2 Feature Normalization

The execution of the gestures by different people or by the same person can
greatly vary. Different velocities can be used by each user when executing ges-
tures. So the length of each gesture execution, in terms of number of frames, can
be variable also for the same gesture. For this reason, the frame sequence con-
taining each gesture, has been normalized in both phases: training and testing.

During the training phase, one single person was asked to repeat each gesture
for several times and with a 2-s pause among the executions. The sequences
relative to gesture execution were extracted and normalized to the same length
(60 frames) by using a Spherical Linear Interpolation (SLERP) [18]. SLERP
provides a simple and elegant interpolation between points on a hypersphere.
A quaternion, indeed, describes a hypersphere, i.e. a four-dimensional sphere
with a three-dimensional surface. If q1 and q2 are two quaternions and t is a
parameter moving from 0 to 1, a reasonable geometric condition to impose is
that qt lies on the hyperspherical arc connecting q1 and q2. The formula for
obtaining this, is given by:

Slerp(q1, q2; t) =
sin(1 − t)θ

sin θ
q1 +

sin tθ

sin θ
q2

where q1 · q2 = cos θ. So, by using this Slerp equation the sequences of frames
containing one gesture execution can be normalized to the same length (sub-
sampling and over-sampling).

2.3 Gesture Length Estimation

During the testing phase, different people were asked to repeat the gestures with-
out interruption and all the frames of the sequences were recorded. As already
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mentioned each people execute gestures by using different velocities, so the length
of the sequence containing one gesture execution cannot be a priori known.
Therefore a gesture length estimation method must be applied in order to deter-
mine when the gesture starts and ends. An algorithm based on Fast Fourier
Transform (FFT) has been applied in order to automatically evaluate the time
period of each gesture execution. In particular, sequences of 300 frames have
been considered for the period evaluation. By tacking the position of the funda-
mental harmonic component, the period is evaluated as the reciprocal value of
the peak position. In Fig. 2(a) and (b) the value a of the elbow joint quaternion
of one gesture is pictured, whereas Fig. 2(c) and (d) show their respective FFT.
As can be seen in Fig. 2(a) and (b) two different velocities have been used for
the gesture execution. If k is the peak position in the frequency sampled domain
of the FFT representation, the period estimation can be given considering that:

k

N
=

f0
fc

=
Tc

T0

where N is the number of samples of the frequency domain of the transformed
time series, fc the used sampling frequency, f0 the fundamental frequency com-
ponent and T0 and Tc the time periods of the corresponding frequencies. As
T0 = n × Tc where n is the number of samples of the gesture duration, the
period of the gesture can be simply computed by n = N/k. So, n = 50 for the
example represented in Fig. 2(a); whereas n = 27 for the case shown in Fig. 2(b).

2.4 Neural Network Training

The models for the gesture recognition are constructed by using ten different
supervised Neural Networks (NN), one for each gesture. Each training set is
built considering a set of feature sequences of one gesture as positive examples
and the remaining sequences of all the other gestures as negative examples. Each
NN has an input layer of 480 nodes corresponding to the eight-dimensional fea-
ture vectors of 60 frames, an hidden layer of 100 nodes and an output layer
where there is one node returning a 1 if the gesture is recognized, zero oth-
erwise. A Backpropagation algorithm has been used for training and the best
configuration of hidden nodes and network parameters was selected in an heuris-
tic way after several experiments. At the end of the learning phase, in order to
recognize a gesture, a sequence of features is fed to all the 10 NNs and the one
which returns the maximum answer wins providing the recognized gesture. How-
ever notice that this procedure always gives a result, even if a gesture does not
belong to any of the ten classes. For this reason a threshold has been introduced
in order to decide if the maximum answer must be considered reliable or not.
In the case the maximum answer is under the threshold (fixed equal to 0.7) the
gesture is classified as a No-Gesture (NG).

3 Experiments

Two different sets of experiments have been carried out: (1) off-line experi-
ments in order to test the gesture recognition algorithm on recorded sequences of



A Real Time Gesture Recognition System for Human Computer Interaction 97

(a) (b)

(c) (d)

Fig. 2. (a, b): plot of the a component of the elbow joint quaternion of one gesture
executed at two different velocities; (c, d): the respective FFT.

gestures executed by different people included and not included in the training
set; (2) on-line experiments in order to test the ability of the proposed algo-
rithm in real-time during the on-line acquisition of frames by the Kinect sensor.
This step is fundamental to test the gesture segmentation approach presented
in Sect. 2.3 and allows us to use the proposed system in real situations and not
only on stored databases.

3.1 Off-Line Experiments

The proposed algorithm has been tested using a database of 10 gestures per-
formed by 10 different people. A selection of sequences of gestures executed
by only one person have been used to train the NNs, while all the remaining
sequences of gestures performed by all the other people have been used for the
test.

In Table 1 the percentages of gesture recognitions are reported. This case
refers to the tests carried out considering only one person for gesture execu-
tions, the same one whose gestures were used for training the NNs. As can be
seen, the majority of gestures are 100 % correctly recognized, only gestures G7

and G10 have lower recognition percentages. In Table 2, instead, the recognition
percentages of gesture executed by people not considered for the training set
are listed. Also in this case some erroneous results occur. Sometimes False Pos-
itives, as for G10 in Table 2, are due to the complexity and similarity of some
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Table 1. Percentages of gesture recognitions: the test set contains instances of gestures
executed by the same person considered for the training set.

% G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 NG

G1 100 0 0 0 0 0 0 0 0 0 0

G2 0 100 0 0 0 0 0 0 0 0 0

G3 0 0 100 0 0 0 0 0 0 0 0

G4 0 0 0 100 0 0 0 0 0 0 0

G5 0 0 0 0 100 0 0 0 0 0 0

G6 0 0 0 0 0 100 0 0 0 0 0

G7 0 0 0 0 0 0 89 0 0 0 11

G8 0 0 0 0 0 0 0 100 0 0 0

G9 0 0 0 0 0 0 0 0 100 0 0

G10 0 0 0 0 0 0 0 0 0 85 15

Table 2. Percentages of gesture recognitions: the test set contains instances of gestures
executed by people different from the one considered for the training set.

% G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 NG

G1 100 0 0 0 0 0 0 0 0 0 0

G2 0 90 0 0 0 0 0 0 0 0 10

G3 0 0 100 0 0 0 0 0 0 0 0

G4 0 0 0 97 0 0 0 0 0 0 3

G5 0 0 0 0 63 0 0 0 0 0 37

G6 0 0 0 0 0 96 0 0 0 0 4

G7 0 0 0 0 0 0 100 0 0 0 0

G8 0 0 0 0 0 0 0 100 0 0 0

G9 0 0 0 0 0 0 0 0 100 0 0

G10 0 7 14 0 0 0 0 0 0 68 11

gestures executions that could be ambiguously recognized by the NNs. But for
both cases (of Tables 1 and 2) the fundamental problem is due to the instability
of joints detected by the Kinect framework. Indeed gesture G10, for example, is
performed with the arm direction perpendicular to the camera and in this case,
experimental evidence demonstrates that the skeleton and then the joints are
not correctly detected as the arm is not completely visible. This is also the case
of gestures G2, G5 and G6 which involve arm movements perpendicularly to the
camera.
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3.2 On-Line Experiments

During on-line experiments, the system has been stressed to recognize the ges-
tures executed at different velocities and by different people. As the initial frame
or the length of each gesture are not known, the user in front of the Kinect, was
asked to perform repeatedly the gesture. As introduced in Sect. 2.3 and FFT-
based approach has been applied to evaluate the period n of the performed
gesture. In addition two further steps are introduced as reported in Fig. 3: an
initial sliding window approach and a final gesture recognition step by consensus
evaluation. The video sequences containing more repetitions of the same gesture
are divided into multiple overlapping segments of n frames. Then, these seg-
ments are re-sampled by using the SLERP procedure and are fed to all the 10
NNs. A consensus decision making is applied to sequences of 300 frames: the
number of consecutive concordant answers of the same NN is counted and if this
number exceeds a fixed threshold (=10), an additional 11-dimensional vector of
counters is used to register the gesture class (G1 or G2, . . ., G10, or NG). The
gesture class with the maximum counter wins, so the corresponding gesture is
recognized.

Fig. 3. The proposed approach for gesture recognition.

Figure 4 shows the results obtained when gestures are performed continuously
but at different velocities. In particular they refer to the executions of gesture G9

first slowly (n = 64), then faster (n = 36) and finally very slowly (n = 99). Thanks
to the FFT-based algorithm capable of extracting the different periods, the system
is however able to correctly recognize the gesture as shown in Fig. 4. Some wrong
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Fig. 4. Recognition results when gesture G9 is executed at different velocities. Figure
at the top plots the a feature component showing the different periodicity of the signal.
Figure at the bottom shows the NN answers, gesture G9 is recognized.

results occur, but these do not affect the final decision of the consensus based pro-
cedure which, as mentioned above, is based on a sliding window approach and on
the number of consecutive concordant answers of the same neural network.

4 Discussion and Conclusions

In this paper we propose a gesture recognition system using a Kinect sensor
which provides the people segmentation in an effective way and skeleton infor-
mation for real time processing. We use the quaternion features of the right
shoulder and elbow nodes to construct the models of 10 different gestures. In
this paper we consider some problems related to the application of a gesture
recognition system to real time experiments. These are the lack of knowledge of
the initial frame and the length of the gesture and the ability of the algorithm to
avoid false detections when the user is not involved in any gesture. The obtained
results are very encouraging as the number of false positives is very small.
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