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Abstract. In this paper, a novel framework is proposed for feature
extraction and classification of facial expression recognition, namely mul-
tiple manifold discriminant analysis (MMDA), which assumes samples of
different expressions reside on different manifolds, thereby learning mul-
tiple projection matrices from training set. In particular, MMDA first
incorporates five local patches, including the regions of left and right
eyes, mouth and left and right cheeks from each training sample to form
a new training set, and then learns projection matrix from each expres-
sion so that maximizes the manifold margins among different expressions
and minimizes the manifold distances of the same expression. A key fea-
ture of MMDA is that it can extract the discriminative information of
expression-specific for classification rather than that of subject-specific,
leading to a robust performance in practical applications. Our experi-
ments on Cohn-Kanade and JAFFE databases demonstrate that MMDA
can effectively enhance the discriminant power of the extracted expres-
sion features.

Keywords: Manifold learning · Facial expression recognition · Local
patches · Multiple manifolds discriminant analysis

1 Introduction

Manifold learning methods have been widely applied to human emotion recog-
nition, based on the fact that variations of expression can be represented as
low dimensional manifold embedded in high dimensional data space. The orig-
inal LPP [1], operated in an unsupervised manner, fails to embed the facial
set in low dimensional space in which different expression classes are well clus-
tered. Hence, supervised methods based on LPP are proposed for human emotion
recognition [2]. Besides, Ptucha et al. [3] investigated the performance of com-
bining automatic AAM landmark placement and LPP method for human emo-
tion recognition and demonstrated the effectiveness on expression classification
accuracy.
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Note that the aforementioned methods assume that only one common mani-
fold is developed from training set. However, it is difficult to determine how one
manifold could well represent the structure of high dimensional data. To address
this problem, Xiao et al. [4] proposed a human emotion recognition method by
utilizing multiple manifolds. They claimed that different expressions may reside
on different manifolds, and obtained the promising recognition performance. Lu
et al. [5] presented a discriminative multimanifold analysis method to solve the
single sample per person problem in face recognition, by splitting each face image
into several local patches to form a training set, and sequentially learning dis-
criminative information from each subject.

It is known that, under uncontrolled conditions, a number of specific facial
areas play a more important role than the others in the formation of facial
expressions and would be more robust to the variation of environmental light-
ing conditions. In light of the development, several methods are put forward to
represent the local features. Chang et al. [7] constructed a training set of man-
ifold from each local patch, and performed expression analysis based on local
discriminant embedding method. Kotsia et al. [8] argued that local patches of
facial images provide more discriminant information for recognizing emotional
states.

Inspired by the aforementioned works, we propose a novel framework for
feature extraction and classification of human emotion recognition from local
patches set, namely multiple manifolds discriminant analysis (MMDA). MMDA
first models face and obtain the landmark points of interest consisting of points
from facial images based on ASM [9], and then focus on five local patches,
including the regions of left and right eyes, mouth and left and right cheeks, to
form a sample set for each expression. MMDA learns projection matrix of each
expression so that maximizing the manifold margins among different expressions
and minimizing the manifold distances of the same expression. As in [4,5], a
reconstruction error criterion is employed for computing the distance of manifold-
to-manifold.

2 The Proposed Method

Assume that a dataset given in Rm contains n samples from c classes xk
i , k =

1, 2, · · · , c, i = 1, 2, · · · , nk, where nk denotes the sample size of the k -th class,∑c
k=1 nk = n and xk

i is the i -th sample in the k -th class. We extract five local
patches from each facial image xk

i such as the regions of two eyes, mouth and
right and left cheeks, with the size of each salient patch being a × b.

2.1 Problem Formation

To visually study the five local patches, we randomly pick seven facial samples
with seven expressions: ‘Anger’ (AN), ‘Sadness’ (SA), ‘Fear’ (FE), ‘Surprise’
(SU), ‘Disgust’ (DI), ‘Happiness’ (HA) and ‘Neutral’ (NE) from Cohn-Kanade
database [10]. At an intuitive level, different local patches are far apart, e.g., eyes
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versus cheeks of anger, while the same local patches are very close, e.g., eyes ver-
sus eyes. Hence, it is difficult to ensure one common manifold can model the high
dimensional data well and guarantee the best performance of classification. Fur-
thermore, it is more likely that these patches of the same expressions reside on
the same manifold. In this case, we can model local patches of the same expres-
sion as one manifold so that local patches with the same manifold become closer
and these patches with different manifolds are far apart.

2.2 Model Formation

Let M = [M1, · · · ,Mc] ∈ �d×� be a set of local patches and Mk = [P k
1 , P k

2 , · · · ,
P k

nk
] ∈ �d×lk is the manifold of the k -th expression, where P k

i = [xk
i1, x

k
i2, · · · , xk

it]
be the patch set of the i -th facial sample in the k -th class, t is the number of local
patches of each facial sample, lk = t · nk and � =

∑c
k=1 lk.The generic problem

of feature extraction for MMDA is to seek c projection matrices W1,W2, · · · ,Wc

that maps manifold of each expression to low dimensional feature space. i.e., Yk =
WT

k Mk, so that Yk represents Mk well in terms of certain optimal criterion, where
Wk ∈ �d×dk , with d and dk respectively denoting the dimensions of original local
patch and feature space.

According to the study of Sect. 2.1, MMDA aims at maximizing the ratio of
the trace of inter-manifold scatter matrix to the trace of intra-manifold scatter
matrix. To achieve this goal, we formulate the proposed MMDA as the following
optimization problem: (1).

J1(W1, · · · ,Wc) =

∑
k,i,j

∑
x̂k
ijr∈Nb(xk

ij)
||WT

k xk
ij − WT

k x̂k
ijr||Ak

ijr
∑

k,i,j

∑
x̃k
ijr∈Nw(xk

ij)
||WT

k xk
ij − WT

k x̃k
ijr||Bk

ijr

(1)

where Nb(xk
ij) and Nw(xk

ij) denote the kb-intermanifold neighbors and kw-intra
manifold neighbors of xk

ij as well as x̃k
ijr denotes the rth kb-nearest intermanifold

neighbors and x̂k
ijr represents the rth kw-nearest intermanifold neighbors. the

Ak
ijr, Bk

ijr are the weight imposed on the edge that connects xk
ij with x̂k

ijr ∈
Nb(xb

ij) as well as that xk
ij with x̃k

ijr ∈ Nw(xb
ij), respectively. Just defined as in

the LPP [1].
For convenience, (1) can be written in a more compact form

J2(W1, · · · ,Wc) =
∑c

k=1 trace(WT
k S̃k

b Wk)
∑c

k=1 trace(WT
k S̃k

wWk)
(2)

where S̃k
b =

∑nk

i=1

∑t
j=1

∑
x̂k
ijr∈Nb(xk

ij)
(xk

ij − x̂k
ijr)(x

k
ij − x̂k

ijr)
T Ak

ijr,

S̃k
w =

∑nk

i=1

∑t
j=1

∑
x̃k
ijr∈Nw(xk

ij)
(xk

ij − x̃k
ijr)(x

k
ij − x̃k

ijr)
T Bk

ijr are respectively
inter-manifold and intra-manifold scatter matrices of the k -th expression.

Since (wk
v )T wk

ε = δvε, S̃k
b and S̃k

w are positive semi-definite matrices, it holds
that trace(WT

k S̃k
b Wk) ≥ 0 and trace(WT

k S̃k
wWk) > 0, we and end up with a new

optimization function from (2)
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J3(W1, · · · ,Wc) =
c∑

k=1

trace(WT
k S̃k

b Wk)
trace(WT

k S̃k
wWk)

(3)

without losing generality, we can easily know that J3(W1, · · · ,Wc) ≥ J2(W1,
· · · ,Wc).

Which means that (3) can obtain more discriminating features from training
set than (2). However, there is no close-form solution for simultaneously obtain-
ing c projection matrices from (2). To address the problem, we sequentially solve
each projection matrix inspired by Fisher linear discriminant criterion [11]

J(Wk) =
trace(WT

k S̃k
b Wk)

trace(WT
k S̃k

wWk)
(4)

S̃k
b can be explicitly written as shown in Eq. (5).

S̃k
b =

nk∑

i=1

t∑

j=1

kb∑

r=1

(xk
ij − x̂k

ijr)(x
k
ij − x̂k

ijr)
T Ak

ijr

= MkDc
kMT

k − (L−
b + L−

b

T
) + M̄kDl

kM̄T
k (5)

where L−
b = MkΣkM̄T

k , Σk is a lk × (kb ∗ lk) matrix with entries Ak
ijr, M̄k =

{x̂k
ijr ∈ Nb(xk

ij)} , Dc
k and Dl

k are diagonal matrices with entries being the
column and row sums of Ak

ijr, i.e., Dc
k ← ∑

r Ak
ijr and Dl

k ← ∑
ij Ak

ijr.
Similarly, S̃k

w can also be reformed as shown in Eq. (6).

S̃k
w =

nk∑

i=1

t∑

j=1

kw∑

r=1

(xk
ij − x̃k

ijr)(x
k
ij − x̃k

ijr)
T Bk

ijr = 2Mk(Dk − Aw
k )MT

k (6)

where Dk is the diagonal matrix whose entries on the diagonal are the column
sum of Aw

k and Aw
k is the matrix which is combined with entries of Bk

ijr.
In general, we can solve the following eigenvalue equation by Fisher discrim-

inant criterion

S̃k
b wk

v = λk
vS̃k

w (7)

where wk
1 , wk

2 , · · · , wk
dk

denote the eigenvectors corresponding to the dk largest
eigenvalues and v = 1, 2, · · · , dk.

Note that, for a task with high dimensional data such as facial images, (7)
may encounter several difficulties. One of them is that we have to confront
the issue of how to determine the feature dimension dk for each projection
matrix Wk. For this sake, we utilize a feature dimension determination method
by trace ratio. In particular, because S̃k

b and S̃k
w are non-negative semi-definite

matrices, we can screen out the eigenvectors corresponding to eigenvalues so that
they meet the following condition

J2(wk
v ) =

(wk
v )T S̃k

b wk
v

(wk
v )T S̃k

wwk
v

≥ 1 (8)
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If J2(wk
v ) ≥ 1, local patches reside on the same manifold (intra-manifold)

are close and those patches reside on different manifolds (inter-manifold) are far
apart. According to this criterion, we can automatically determine the feature
dimension dk for the k -th projection matrix Wk.

In conclusion, we summarize the steps to complete MMDA in Algorithm 1.

Algorithm 1. Multiple manifolds discriminant analysis algorithm
Input: M = [M1, · · · , Mc] ∈ �d×� ;
Output: W1, W2, · · · , Wc, where Wk ∈ �d×dk ;
1: For each local patch xk

ij , calculate two weight matrices Ak
ijr and Bk

ijr respectively.
2: For k = 1 : c

1. Compute S̃k
b and S̃k

w as shown in (5) and (6), respectively.
2. Solve the eigenvectors [wk

1 , wk
2 , · · · , wk

dk
] and eigenvalues [λk

1 , λk
2 , · · · , λk

dk
] by

DLDA method.
3. Sort their eigenvectors [wk

1 , wk
2 , · · · , wk

dk
] according to their associated eigenval-

ues: λk
1 ≥ λk

2 ≥ · · · ≥ λk
dk

. If J2(w
k
v ) ≥ 1, simultaneously satisfy J2(w

k
v+1) < 1,

then dk = v, where v = 1, 2, · · · , dk − 1.
4. Obtain the k -th projection matrix Wk = [wk

1 , wk
2 , · · · , wk

dk
].

end

3 Experiments

We perform experiments on two public databases: Cohn-Kanade human emo-
tion database [10] and Jaffe database [13], which are the most commonly used
databases in the current human emotion research community.

3.1 Human Emotion Database

Cohn-Kanade database is acquired from 97 people aged from 18 to 30 years
old with six prototype emotions (Anger, Disgust, Fear, Happiness, Sadness, and
Surprise). In our study, 300 sequences which are selected. The selection crite-
rion is that a sequence can be labeled as one of the six basic emotions and
three peak frames of each sequence are used for processing. At last, 684 images
are selected, including 19 subjects, 36 images of each subject and 6 images
of each expression from each subject. Each normalized image is scaled down
to the size of 128 × 128. Some example images in this database are depicted
in Fig. 1.

JAFFE human emotion database consists of 213 images of Japanese female
facial expressions. Ten subjects posed three or four examples for each of the six
basic expressions. Additionally, a simple preprocessing step is applied to Jaffe
database before performing training and testing. Each normalized image is scaled
down to the size of 80×80. Some of the cropped face images in the Jaffe database
with different human emotion are shown in Fig. 2.
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Fig. 1. Six samples from Cohn-Kanade database.

Fig. 2. Six samples from Jaffe database.

3.2 Experimental Results and Analysis

In this paper, we compare the performance of MMDA with existing feature
extraction and classification methods, including PCA+LDA [14], modular PCA
[15], GMMSD [16], LPP [1], DLPP [17], MFA [18], Xiao’s [4]. For fair comparison,
we explore the performance on all possible feature dimension in the discriminant
step and report the best results. The experimental results are listed in Table 1.
From these results, we make several observations:

Table 1. Recognition rates of comparative methods on Cohn-Kanade and Jaffe
databases

Methods [14] [15] [16] [1] [17] [18] [4] MMDA

Cohn-Kanade 65.20% 44.08% 78.39% 41.95% 59.07% 58.72% 84.71% 91.22%

JAFFE 50.94% 43.45% 61.03% 24.85% 43.03% 41.73% 68.89% 74.96%

(1) MMDA and Xiao’s consistently outperform other methods, further indi-
cating that modeling each expression as one manifold is better because the geo-
metric structure of expression-specific can be discovered and not influenced by
that of subject-specific.

(2) Comparing the performance between MMDA and Xaio’s, the second best
method in the comparison, reveals that MMDA encodes more discriminating
information in the low-dimensional manifold subspace by preserving the local
structure which is more important than the global structure for classification.

(3) It is observed that recognition performance on JAFFE database is much
poorer than that on Cohn-Kanade database, likely due to the fact that there are
fewer samples or subjects in the database resulting in a poor sampling of the
underlying discriminant space.

In order to provide a more detailed observations, we show the correspond-
ing mean confusion matrixes which analyze the confusion between the emotions
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when applying MMDA to human emotion recognition on Cohn-Kanade and Jaffe
(See Tables 2 and 3). In Table 2, we can draw the following conclusions: ‘Anger’,
‘Happiness’, ‘Surprise’ and ‘Sadness’ are better distinguished by MMDA. How-
ever, ‘Disgust’ obtains the worst performance in the confusion matrix. To sum
up, we know that MMDA well learns expression-specific of local patches belong
to ‘Anger’, ‘Happiness’, ‘Surprise’ and ‘Sadness’. In Table 3, we see that it is
very difficult to find the expression of ‘Fear’ accurately, which consistent with
the result reported in [13].

Table 2. The confusion matrix by applying MMDA for facial expression recognition
on Cohn-Kanade database

AN DI FE HA SA SU

AN 93.66 % 4.25 % 0 0 2.09 % 0

DI 6.52 % 78.59 % 5.66 % 0 9.23 % 0

FE 0 18.18 % 81.82 % 0 0 0

HA 0 3.06 % 0 92.42 % 0 1.52 %

SA 4.88 % 1.65 % 0 0 93.47 % 0

SU 0 0 0 2.86 % 0 90.9 %

Table 3. The confusion matrix by applying MMDA for facial expression recognition
on Jaffe database

AN DI FE HA SA SU

AN 92.84 % 0 3.75 % 0 3.41 % 0

DI 0 85.84 % 0 14.16 % 0 0

FE 12.58 % 9.65 % 69.8 % 0 0 7.97 %

HA 0 0 18.31 % 81.69 % 0 0

SA 0 0 16.85 % 0 83.15 % 0

SU 0 0 6.6 % 2.94 % 0 90.46 %

4 Conclusions

We in this paper propose a novel model for human emotion recognition, which
learns discriminative information based on the principle of multiple manifolds
discriminant analysis (MMDA). Considering that local appearances can effec-
tively reflect the structure of facial space on one manifold and provide more
important discriminative information, we focus on five local patches including
the regions of left and right eyes, mouth and left and right cheeks from each
facial image to learn multiple manifolds features. Hence, the semantic similarity
of expression from different subjects is well kept on each manifold. Extensive
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experiments on Cohn-Kanade and JAFFE databases are performed. Compared
with several other human emotion recognition methods, MMDA demonstrates
superior performance.
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