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Abstract. Aimed at the Gaussian kernel parameter σ sensitive issue of the tradi-
tional spectral clustering algorithm, this paper proposed to utilize the similarity 
measure based on data density during creating the similarity matrix, inspired by 
density sensitive similarity measure. Making it increase the distance of the pairs 
of data in the high density areas, which are located in different spaces. And it 
can reduce the similarity degree among the pairs of data in the same density re-
gion, so as to find the spatial distribution characteristics complex data. Accord-
ing to this point, we designed two similarity measure methods, and both of 
them didn’t introduce Gaussian kernel function parameter σ . The main differ-
ence between the two methods is that the first method introduces a shortest 
path, while the second method doesn’t. The second method proved to have bet-
ter comprehensive performance of similarity measure, experimental verification 
showed that it improved stability of the entire algorithm. In addition to match-
ing spectral clustering algorithm, the final stage of the algorithm is to use the k-
means (or other traditional clustering algorithms) for the selected feature vector 
to cluster, however the k-means algorithm is sensitive to the initial cluster cen-
ters. Therefore, we also designed a simple and effective method to optimize the 
initial cluster centers leads to improve the k-means algorithm, and applied the 
improved method to the proposed spectral clustering algorithm. Experimental 
results on UCI1 datasets show that the improved k-means clustering algorithm 
can further make cluster more stable. 

Keywords: spectral clustering, Gaussian kernel, density sensitive, similarity 
measure, shortest path, k-means. 

1 Introduction 

The clustering is that the sample divided into many different clusters, the obtained 
clusters after division should meet the samples in the same cluster has a relatively high 
similarity degree, the similarity of samples in different clusters vary greatly [8, 9, 17]. 
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Cluster analysis technique can be used at all stages of data mining, such as data pre-
processing stage, the demand for data, you can have a complex structure of multidi-
mensional data clustering process by making complex structure data standardization, 
and thus provide data mining pretreatment for other methods of data mining. Cluster 
analysis can dig out hidden natural classification in the datasets, and the data is divided 
into different clusters [5,16,18]. Traditional clustering method usually does not require 
a priori information, it is unsupervised learning. Selecting a suitable method of similar-
ity measure in cluster analysis is crucial, it is used as the basis for division. And a clus-
tering method using different similarity measure is likely to produce different cluster-
ing results, even if the same method of similarity measure, when scale parameters are 
set differently, it would also lead  large differences in the clustering results. Because 
data mining is widely used, its application has been optimistic about the prospects, 
clustering technology becomes a hot research topic. Therefore, people continue to 
strengthen the academic study of various clustering algorithms, their work has a very 
important significance. 

Traditional clustering algorithms, such as k-means algorithm [6, 12], EM algorithm 
[2], which are based on the assumption that the sample space are convex and spheri-
cal. When the sample space is not convex, the algorithm is easy to fall into local op-
timum, so the application of these algorithms is limited. In recent years, spectral clus-
tering algorithm as a new clustering technique attracts the researcher attentions and 
becomes a hot topic of machine learning, pattern recognition and other areas [19]. It is 
known that spectral clustering are based on dividing the spectrum theory. Compared 
with other traditional clustering technology, it can find clustering in the sample space 
with randomly distributed clustering structure, and eventually converges to the global 
optimal solution. According to the feature vector data, spectral clustering constructs a 
more simple data space during the implementation process, it not only reduces the 
dimension of the sample data, but also makes the distribution structure of the sample 
data become clearer in the subspace. 

Spectral clustering method by solving the Laplacian matrix of feature vectors, and 
then execute the selected feature vectors division to identify the type of non-convex 
clusters [15, 20]. The implement of the algorithm is also simple. The efficiency of 
spectral clustering only concerns the number of data points, rather than the dimension 
of datum, so the algorithm can avoid the curse of dimensionality caused by high-
dimensional. Spectral clustering demonstrated an excellent clustering effect in nu-
merous experiments and applications, and its performance is better than those tradi-
tional clustering algorithms, moreover it can handle large data sets. Therefore, the 
current spectral clustering applications such as image and video segmentation, speech 
recognition, text mining and so on. 

Traditional spectral clustering algorithms typically use Gaussian kernel function as 
a similarity measure, it needs to introduce a parameterσ . During creating a similarity 
matrix W, the raw spectral clustering is often based on Euclidean distance, but it is 
impossible to accurately reflect the complexity of the data distribution [22, 23, 24, 25, 
26, 27, 28, 29]. Inspired by the algorithm proposed by Wang Lin [13, 14], this paper 
makes it to increase the distance of pairs of data in the high density areas which are 
located in different rooms, while can reduce the similarity degree between the pairs of 
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data in the same density region, so can find the spatial distribution characteristics of 
complex data. Meanwhile, in order not be affected by parameterσ , the Gaussian 
kernel function is not introduced in the design of similar matrix, so do not need to set 
any parameters and it is not affected by parameterσ . Distance can be directly used to 
calculate the similarity between data points, but also achieve the effect of scaling the 
similarity, and clustering results obtained are more stable. In addition, we all know 
that the time complexity of shortest path algorithm is generally O(n3) when solving 
figure issues, even though there are a lot improved fast algorithms, the time complexi-
ty is still very high.  

When the data collection is increasing, the usual computer running the algorithm will 
not be executed, and data mining is often facing a huge data sets [30, 31, 32, 33]. Based 
on these reasons, this paper proposed another simple method of similarity measure, 
which does not need to calculate the shortest path, and does not introduce any parame-
ter. Finally, the last step of traditional spectral clustering algorithm is completed by  
k-means algorithm. In the experiments, for a certainσ value to do many times experi-
ments, the obtained clustering results (although the difference of clustering results is 
unapparent) is often different, that is caused by the k-means algorithm. Based on the 
study k-means algorithm and related improvements, this paper designs a simple and 
effective method of selecting initial cluster centers. The method is only to do a simple 
change based on the traditional k-means that is increasing random number (e.g. 50) in 
the step of random initializing the clustering center. For each randomly initialized k 
cluster centers, computing European cluster each other. Then save and choose the larg-
est distance of k clustering centers as the initial clustering center. Applying the obtained 
clustering centers in the proposed clustering algorithm, it can make the clustering effect 
greatly improved, while maintaining the clustering results stable. 

The remainder of the paper is arranged as follows. We review the previous work 
on the applications of clustering in Section 2. We give the detail of the proposed 
method in Section 3. Furthermore, we analyze the experimental results in Section 4, 
and give our conclusion in Section 5. 

2 Related Work 

Clustering analysis method is one of the main analytical methods in data mining, and 
it has been be studied by many researchers. We introduce the related research work as 
follows: 

Guha proposed a new clustering algorithm called CURE that is more robust to out-
liers, CURE achieves this by representing each cluster by a certain fixed number of 
points [3]. Nearest neighbor consistency is a central concept in statistical pattern 
recognition, Ding and He extended this concept to data clustering, requiring that for 
any data point in a cluster, its k-nearest neighbors and mutual nearest neighbors 
should also be in the same cluster. And they proposed kNN and kMN consistency 
enforcing and improving algorithm that indicates the local consistency information 
helps the global cluster objective function optimization [1]. Gelbard compared differ-
ent clustering methods using several datasets, and proposed a novel method called 
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Binary-Positive clustering, which is a kind of hierarchic cluster algorithm. It adjusted 
to use binary datasets and developed Binary-Positive similarity measures, and shows 
that converting raw data into Binary-Positive format will improve clustering accuracy 
and robustness, especially while using hierarchical algorithms [4]. Zhang Proposed an 
algorithm for predicting item’s long-term popularity through influential users, whose 
opinions or preferences strongly affect that of the other users. They employed the k-
means clustering algorithm and clustering smoothing model for recommender systems 
has shown extremely performance [21]. Michael present a tabu search based cluster-
ing algorithm, to extend the k-means paradigm to categorical domains, and domains 
with both numeric and categorical values [7]. As is the case with most data clustering 
algorithms, the algorithm requires a presetting or random selection of initial points 
(modes) of the clusters. The differences on the initial points often lead to considerable 
distinct cluster results. Sun present an experimental study on applying Bradley and 
Fayyad iterative initial-point refinement algorithm to the k-modes clustering to im-
prove the accurate and repetitiveness of the clustering results [10]. 

3 Method 

In this part, we analysis the spectral clustering from our sub experimental results and 
point out the existed problem, and then introduced the relevant knowledge involved in 
this paper, such as the similarity measure and k-means, lastly, the improved algorithm 
we design. 

3.1 Spectral Clustering Method 

The spectral clustering algorithm is a matching algorithm. The algorithm has three 
main processes:  

The first step: calculate feature values and feature vectors of the sample similarity 
matrix; the second step: select the appropriate feature vector; the third step: use the k-
means algorithm (or other traditional clustering algorithms) to cluster finally feature 
vector. Mainly, spectral clustering and the k-means clustering algorithm have a large 
difference is because that the ultimate objects of clustering are not different. Feature 
vector is selected clustering in spectral clustering, but k-means clustering is per-
formed directly on the sample. 

The following sub experiments is used to compare differences in the two algorithms 
on the clustering effect. The used data are three dedicated individuals working data sets 
(total six data sets) for studying the spectral clustering. In the Fig 1, (a), (c), (e) is the 
results of the spectral clustering algorithm, and (b), (d), (f) is the result of using the k-
means clustering algorithm. It should be noted that the spectral clustering algorithm 
parameter σ is set to 0.01 (the value ofσ is determined by many experiments). 
Through the left graphs, they show the perfect clustering results of spectral clustering. 
That the k-means algorithm have a limitation is because that it is based on a simple 
distance measure, which easy to fall into local optimal solution. So it is impossible to 
cluster these three artificial data sets correctly. 
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                      (a)                             (b) 
 

  
                 (c)                              (d) 
 

  
              (e)                                (f) 

Fig. 1. The result of clustering on Spectral clustering and k-means algorithm 
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Through the above experimental results shows that, although the spectral clustering 
algorithm can find three dedicated individuals working data sets to cluster correctly, 
but the value ofσ is needed for high demands. But the parameterσ usually needs to be 
set manually, and the different values ofσ  corresponding the clustering results will 
vary greatly, therefore, we need to make many times experiments to compare for se-
lecting the corresponding σ value of the optimal clustering results. Spectral clustering 
find the right clustering results whenσ is set of 0.01 in the Fig 1. Noted that the same 
valuesσ may belong to the different data sets that corresponding to the correct cluster-
ing is usually not the same, which related to the size of data attribute. Following by 
the experiments on UCI benchmark data sets shows these problems. This part of the 
experiment using the UCI data sets given in the Table 1. 

The experiments using Normalized Mutual Information [11] (NMI) to evaluate the 
quality of the final clustering, and to achieve the level of quality to measure the accu-
racy of the matching index ACCURACY (ACC). The value of NMI (given in Eq. (4)) 
and ACC is bigger, the clustering quality is better. In our experiment, set σ =0.01, 
0.05, 0.1, 0.5, 1, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, and make a repeat experiment 
for the dataset (each dataset set corresponding the values of σ , and then run 50 times), 
finally output the average value. 

From Fig. 2 and Fig. 3, we can see clustering efficiency on the four data sets rela-
tively large difference by spectral clustering algorithm. And the clustering effect by 
the parameter of σ impact is large relatively on the same data set. So we know spectral 
clustering algorithm on the performance is not enough stable. In order to reduce the 
influence of this parameter, and get a more stable spectral clustering algorithm, this 
paper constructs a similarity matrix to improve the traditional spectral clustering. 

 

Fig. 2. Impact on the clustering performance parameters σ NMI 



 Improved Spectral Clustering Algorithm Based on Similarity Measure 647 

 

 

Fig. 3. Impact on the clustering performance parameters σ ACC 

3.2 Similarity Measure 

In the process of creating a similarity matrix W, the traditional spectral clustering 
usually calculated the similarity by Gaussian kernel based on Euclidean distance, but 
it can’t reflect the complexity of the data distribution accurately. Therefore, this paper 
proposes that improving the similarity measure based on data density during creating 
the similarity matrix W. Making it to increase the distance of pairs of data in the high 
density areas which are located in different rooms, while can reduce the similarity 
degree between the pairs of data in the same density region, so can find the spatial 
distribution characteristics of complex data. The mainly step is to find the space dis-
tribution characteristics. Furthermore, in order to the clustering result is not affected 
by the parameter σ during design the similarity matrix, we don’t introduce the Gaussi-
an kernel function in the new algorithm, therefore, the clustering results are more 
stable and no affected by the parameter. 

Firstly, we need to define the local line length: 

                     1),(
),(2

−= jid

ji e
xxxxL .                         (1) 

Where ),( jid xx  is the Euclidean distance between the data points x
i
and jx . 
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We regard the point as a vertex V in weighted undirected graph {V,E}=G , the set 

of edge represents the connection weights between each pair of data points during the 
calculation. We regard lVp∈ as the path of length 1−= pl , which connected between 

the point
1
p and

2
p . And ijp represents 1, Ek kp p + ∈（ ）  the set of all path that connect the 

data points of {
1 2

x ,x }, where 1 ,i j n≤ <（ ）. And the new Similarity distance be-

tween x
i
and x j defined as follows: 
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jippjim ed xx , ),( jimd xx  is the shortest path distance be-

tween points x
i
and x j . And ）（ 1, +kk ppd  is the Euclidean distance x

i
and x j in graph 

the shortest path between any two adjacent points. 
Traditional spectral clustering algorithms regard Gaussian kernel function as a typ-

ically similarity measure, but it needs to introduce a parameterσ . Similarity measure 
mentioned without introducing the kernel functions in this paper, so there is no need 
to set any parameters. And not only directly used the distance to calculate the similari-
ty between the data points, but also reached a scaled similarity effect.  

It is generally known that the time complexity of the shortest path algorithm to 
solve the issue of graph is O(n3), and the time complexity is very high. When the data 
collection is increasing, the algorithm will not be executed in PC. Moreover, data 
mining usually need to face large data sets, so this paper proposed another simple 
method of similarity measure, without calculate the shortest path.  

In Similarity measure, the similarity distance is defined as follows: 

                 
1)),(1(In

1

++
=

ji

ij d xx
W .                                                  (3) 

Where ),( jid xx  is the Euclidean distance x
i
to x j . 

3.3 k-Means Method and the Optimization Clustering Method 

From the foregoing, the final step of the traditional spectral clustering algorithm is 
completed by the k-means algorithm to cluster. Do many times experiments of spec-
tral clustering for a certain σ  value, they often get different clustering results. Due to 
the k-means algorithm is dependent on initial cluster centers seriously, however, the 
initial cluster centers usually randomly generated, so each cluster center is not  
the same at the start of the basic algorithm, and which may produce the unstable  
clustering results. 
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The pseudo of the traditional k-means algorithm as follows:  
 

Algorithm 1： k-means method 
     Input： Contains n data members to be clustering of the dataset X and the number of clusters k. 

output： k clusters. 
 
1： Preprocessing the dataset X, 
2： Choose from the dataset X random produce k data members as the initial cluster centers, 
3： Calculate the Euclidean distance all data objects in the dataset X to each cluster center,  

 the data object is divided into the cluster with a minimum Euclidean distance, 
4： Separately calculate the average of in each class all the data objects, we regard these    

 average values as the new cluster center class, 
5： Until the criterion function is convergent or the cluster centers is no changed. 

 
The pseudo of improved spectral clustering as follows: 
 

Algorithm 2： The improved spectral clustering 

Input： n data points n
iix 1=｝｛ . 

Output： The divided of data points kCCC ,, 21 。  
 

1： Construct the matrix nmR ×∈W  by the similarity measure based on data density   

     similarity matrix w. In matrix, any element of can be represent
1)),(1(In

1

++
=

jim

ij xxd
W   

    or 
1)),(1(In

1

++
=

ji

ij xxd
W ,where the element njiii <≤= ,1,0W  on the diagonal. 

2： To construct Laplacian matrix 2/12/1 −−= WDDL , where D is a diagonal matrix,  

 ∑
=

=
n

j

ijii

1

WD . 

3： Seeking the feature vectors
kvvv ,, 21

corresponding to the k largest feature value in a Laplacian  

matrix L, and to constructing matrix kn
k Rvvv ×∈= ],,[ 21V , where V is the column vector. 

4： Unitization the row of V, and get matrix Y , where )/( 2∑=
j

ijijij VVY . 

5： Each row of Y is regard as a point in kR , which be clustered into k classes by k-means 
algorithm to optimize the initial cluster centers. 

6： If the i-th row of Y belongs to class j, the original data points are classified into class j. 

 

According to study the k-means algorithm and its relevant improved methods, we 
designed a simple and effective method of selecting initial cluster centers. The meth-
od is only to do a simple change based on the traditional k-means that is increasing 
random number (e.g. 50) in the step of random initializing the clustering center. For 
each randomly initialized k cluster centers, computing European cluster each other. 
Then save and choose the largest distance of k clustering centers as the initial cluster-
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ing center. In result, the cluster center made clustering results stable and making the 
clustering result has been greatly improved. 

The core of the improved algorithm as follow: random choose k data objects as the 
initial cluster centers from the dataset X; calculate the Euclidean distance between k 
clustering centers; and then repeat selected k data objects randomly; calculated Eu-
clidean distance between k clustering centers again. If the distance is larger than the 
last time, we need to save the k cluster centers and the corresponding distance, or 
without modification for the next random selection until reach the set random number. 
Eventually， the algorithm will get a better initial cluster center. The pseudo is given 
in algorithm 2. 

4 Experimental Analysis 

We coded the algorithm with MATLAB 7.10.1（ R2010a）  in windows 7 system. The 
used datasets mainly came from UCI, and showed the detail of the datasets in Table 1. 
In order to evaluate the quality of the clustering by using the Normalized Mutual In-
formation (NMI) , and matching accuracy index of the extent of the clustering quality 
measure: ACC.  

First of all, let X and Y are respectively the clustering results
a
p , and random vari-

ables of the predetermined categories results 
b
p , and H(X) and H(Y) are X and Y 

entropy, let I(X, Y) for the mutual information between X and Y, we can find that 
I(X, Y) is no limit, and the H(X) =I(X, X), so in the literature of I(X, Y) have been 
standardized, finally get the NMI as follows: 

                  
( , )

NMI
( ) ( )

= I X Y

H X H Y
.                                              (4) 

Table 1. Detailed information of benchmark data 

Dataset Wine Iris Ionosphere glass 

Instances 178 150 351 214 

Features 13 4 34 9 

classes 3 3 2 6 

 
In order to exhibit the reliability, advantages and disadvantages of the two similari-

ty measures, and the improvement effect of the k-means algorithm, the experiments 
were divided into three sub experiments, to facilitate comparison. 

Experiment 1: algorithm using the similarity measure of Eq. (2), and the step (5) 
with the traditional k-means algorithm. 

Experiment 2: algorithm using the similarity measure of Eq. (3), and the step (5) 
with the traditional k-means algorithm. 
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Experiment 3: algorithm adopts the similarity measure of Eq. (3), and the step (5) 
with the improved k-means algorithm. 

Each part of the experiments were repeated 20 times, and then take the average of 
NMI and ACC. In addition, experiment 1, experiment 2 are recorded the algorithm 
running time (s) of each time, compared the shortest path effect on the running time 
of the algorithm. 

(1) Experiment 1: 
We summarized the clustering quality evaluation indicators results in Table 2. 

Control of the Table 2 and the Fig 2, Fig 3 in terms of the clustering quality indexes 
of NMI and ACC, we clearly found that the Fig 2 and Fig 3 reflects the stability of the 
traditional clustering algorithm exists some shortcomings during the clustering. And 
our improved method though conducted many times experiments, but, little difference 
between the results of each experiment, and the experimental result reached the high-
est value in the stable interval of the traditional spectral clustering algorithm in Fig 2, 
Fig 3. Especially, the iris dataset of NMI 0.7578 is the maximum among four datasets, 
the performance is evident. 

Table 2. The test results in terms of two evaluation index value 

Evaluate indicators  Wine iris Ionosphere glass 

NMI 0.4021 0.7578 0.1969 0.3553 
ACC 71.7977 90 72.1368 49.3458 
TIME 1510 634.1531 45000 3720 

(2) Experiment 2: 
In experiment 2, we obtained the clustering quality evaluation indicators shown in 

Table 3. Compared Table 3 with Table 2 in terms of NMI, ACC, TIME, we can easily 
find TIME in Table 2 is much larger than Table 3, the reason is that the algorithm in 
experiment 1 needs to calculate the shortest path, and the time complexity of compu-
ting for the shortest path algorithm requires too much time. And in terms of NMI and 
ACC, exception NMI and ACC of the iris dataset is same, the other data sets in Table 
3 in terms of the index values were slightly smaller than the Table 2. This shows that 
the introduction of the shortest path in experiment 1 plays a good role, but not obvi-
ous. From the TIME point of view, experiment 2 algorithm is more suitable for prac-
tical application. 

Table 3. The test results in terms of two evaluation index value 

Evaluate index Wine iris Ionosphere glass 

NMI 0.3976 0.7578 0.1963 0.3491 
ACC 71.6292 90 72.0798 48.5514 
TIME 0.9878 0.8096 5.4177 1.4794 

 
In order to facilitate the experiment, experiment 3 also uses similarity measure, but 

not introduce the shortest path metric method, and compared with experiment 2. 
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(3)  Experiment 3: 
This part experiment, the introduced k-means algorithm to optimize the initial clus-

ter center, and we proposed to use similarity measure methods in Eq. (3), the purpose 
is to further improve the stability of the improved algorithm. Comparing Table 4 and 
Table 3, we can see that the evaluation index of NMI and ACC have a small range 
increase. This is because of the k-means on the initial clustering center is dependent 
and may cause the clustering quality difference. So the improved k-means algorithm 
is introduced in this paper greatly, we can get the initial cluster center of high quality, 
diversity and the clustering result is not significant, so the average index evaluation 
experiments will be improved. Especially, the glass dataset improved most signifi-
cantly, the dataset contains the most data categories, thus easily divided class mistake, 
so the traditional k-means behave more unstable. In Table 4, we can see that the clus-
tering results of the glass data set ACC is least, this also shows that the instability of 
clustering, the clustering result is relatively more stable after the improved k-means 
algorithm is introduced than the clustering method in experiment 1 and experiment 2. 

Table 4. The test results in terms of two evaluation index value 

Evaluate index  Wine iris Ionosphere glass 

NMI 0.4122 0.7632 0.2135 0.3893 
ACC 73.0337 90.6667 72.4986 52.8037 

5 Conclusion 

In view of the density sensitive similarity measure, we designed two methods to 
measure the similarity to improve the traditional spectral clustering algorithm. The 
experiments demonstrate the second method of similarity measure has a better per-
formance than the first one. The proposed method solved the sensitive problem of 
Gauss kernel function parameter σ , the method is a non-parameter method. Lastly, the 
last stage of spectral clustering is sensitive to the initial clustering center of k-means 
algorithm to the selected feature vector clustering, so we designed an improved k-
means algorithm that is very effective to optimize the initial cluster. The experimental 
result verified the improved spectral clustering method has better performance than 
other clustering methods. 
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