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Preface

This volume contains the papers presented at ADMA 2014: the 10th Interna-
tional Conference on Advanced Data Mining and Applications held during De-
cember 19–21, 2014, in Guilin.

There were 90 submissions. Each submission was reviewed by up to four, and
on average 2.9, Program Committee (PC) members and additional reviewers.
The committee decided to accept 48 main conference papers plus ten workshop
papers.

Since its start in 2005, ADMA has been an important forum on theoretical
and application aspects of data mining and knowledge discovery in the world.
The previous ADMA conferences were held in Wuhan (2005), Xi’an (2006),
Harbin (2007), Chengdu (2008), Beijing (2009 and 2011), Chongqing (2010),
Nanjing (2012), and Hangzhou (2013).

Program co-chairs Xudong Luo and Jeffrey Xu Yu put in a lot of effort
for the difficult and highly competitive selection of research papers. ADMA
2014 attracted 90 papers from 18 countries and regions. Honorary Chair Ruqian
Lu, local Organization Chair Zhi Li, and Steering Committee Chair Xue Li all
contributed significantly to the paper review process. We thank Hui Xiong and
Osmar R. Zaiane for their keynotes, which were the highlights of the conference.

So many people worked hard to make ADMA 2014 successful. The excellent
conference and banquet places were managed by local Organization Chair Zhi Li;
Publicity Chair Xianquan Zhang promoted the conference. Treasurer Guoquan
Chen played an important role in the financial management.

Different to the previous nine ADMA conferences, we held two important ac-
tivities. One was to grant the best paper award to three submissions to ADMA
2014. Another was to grant the 10-year best paper award to three papers pub-
lished in previous ADMA conferences. These papers were selected by Steering
Committee Chair Xue Li, PC Co-chairs Xudong Luo and Jeffrey Xu Yu, as well
as PC chairs of past conferences. We must thank the Guangxi Key Lab of Multi-
ple Data Mining and Safety at the College of Computer Science and Information
Technology at Guangxi Normal University for offering the honorarium for these
best papers.

This year, in addition to the conference, we organized for papers to be pub-
lished in a special issue in the renowned international journal Knowledge-Based
Systems, which were selected and coordinated by PC Co-chairs Xudong Luo and
Jeffrey Xu Yu and Steering Committee Chair Xue Li. The authors of the top
11 papers were invited to extend their contributions for possible publication in
Knowledge-Based Systems.



VI Preface

Furthermore, we would like to thank the many individuals, including Din-
grong Yuan, Xiaofeng Zhu, Zhenjun Tang, and some Master students at the
College of Computer Science and Information Technology at Guangxi Normal
University, who took care of various aspects of the conference.

We hope that you enjoy these proceedings.

October 2014 Shichao Zhang
Xianxian Li

Changan Yuan
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A New Improved Apriori Algorithm  
Based on Compression Matrix 

Taoshen Li and Dan Luo  

School of Computer, Electronics and Information,  
Guangxi University, 530004 Nanning, China 

tshli@gxu.edu.cn, 360081437@qq.com 

Abstract. The existing Apriori algorithm based on matrix still has the problems 
that the candidate itemsets are too large and matrix takes up too much memory 
space. To solve these problems, an improved Apriori algorithm based on 
compression matrix is proposed. The improvement ideas of this algorithm are 
as follows: (1) reducing the times of scanning matrix set during compressing by 
adding two arrays to record the counts of 1 in the row and column; (2) 
minimizing the scale of matrix and improving space utilization by deleting the 
itemsets which cannot be connected and the infrequent itemsets in compressing 
matrix; (3) decreasing the errors of the mining result by changing the condition 
of deleting the unnecessary transaction column;(4) reducing the cycling number 
of algorithm by changing the stopping condition of program. Instance analysis 
and experimental results show that the proposed algorithm can accurately and 
efficiently mines all frequent itemsets in transaction database, and improves the  
efficiency of mining association rules.  

Keywords: Data mining, Frequent itemsets, Apriori algorithm, Association 
rules, Compressed matrix. 

1 Introduction 

Association rule mining is an important research field in data mining. It discovers 
interesting relationship between transaction records by mining frequent itemsets in 
database. With the growth of the data sets in the size and complexity, association rule 
mining is facing with enormous challenge. How to improve the efficiency of 
discovering the frequent itemsets for large-scale data sets is a major problem of 
association rule mining. 

Apriori algorithm is one of the most efficient association rule mining algorithm 
which has been brought in 1993 by Agrawal[1]. It follows a generate-and-test 
methodology for finding frequent item sets, generating successively longer candidate 
item sets from shorter ones that are known to be frequent. At the kth iteration (for 
k>1), it forms frequent (k+1)-itemset candidates based on the frequent k-itemsets, and 
scans the database once to find the complete set of frequent (k+1)-itemsets, Lk+1. It can 
mine association rules accurately and efficiently. However, this algorithm have to 
scan the transaction database every time when it wants to know the k-frequent item 
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sets, and generates huge candidate itemsets. It will require a lot of I/O load and waste 
huge running time and larger memory space. In order to solve the existed problems of 
Apriori algorithm, some improved algorithms are proposed, such as FP-Growth 
algorithm[2],Hash-based algorithm[3], Partitioning-based algorithm[4], Sampling-
based algorithm[5], Dynamic Itemsets Counting-based algorithm[6], Scalable 
algorithm[7], et al. In these improved algorithm, some algorithm is designed too 
complicated and not practical. Although some algorithms can improve the 
shortcomings of the Apriori algorithm, but they may cause other problems to increase 
running cost and affect the operation efficiency. 

In [8], Huang et al. first proposed the Apriori algorithm based on matrix, which is 
called BitMatrix algorithm. The algorithm first converts the transaction database into 
Boolean Matrix, and then uses the "AND" operation to calculate the candidate support 
count to find the frequent itemsets. It can find all 1-frequent item sets in the first time 
scanning and only needs to scan the database once. The following operations are 
carried on the matrix. In recent years, many researchers have made improvement to 
the Apriori algorithm based on matrix. Yuan and Huang[9] propose a matrix 
algorithm for efficient generating large frequent candidate sets. This algorithm first 
generates a matrix which entries 1 or 0 by passing over the cruel database only once, 
and then the frequent candidate sets are obtained from the resulting matrix. Zhang et 
al.[10] present a fast algorithm for mining association rules based on boolean Matrix, 
which is based on the concept lattice and can certify all association rules with only 
one scan of databases. Wand and Li [11] put forward an improved Apriori algorithm 
based on the matix. This algorithm first makes use of the matrix to find out frequent 
k-itemsets with most items, and finds out all frequent sub-itemsets from frequent k-
itemsets and deletes these sub-itemsets from candidate itemset to decrease duplicated 
scan. And then it finds the remaining frequent itemsets from frequent 2-itemsets to 
frequent (k-1)itemsets. In case of smaller support, this algorithm's performance is 
better, but its calculation process of the maximum frequent itemsets is too complex. 

In order to adapt to the different needs of mining, people has improved Apriori 
algorithm based on matrix. In [12], a quantitative association rules mining algorithm 
based on matrix is presented. This algorithm firstly transformed quantitative database 
into Boolean matrix, and then used Boolean "AND" operation to generate frequent 
item sets on matrix vector, thereby reducing the database scanning frequency. Khar et 
al.[13] put forward a Boolean matrix based algorithm for mining multidimensional 
association rules from relational databases. The algorithm adopts Boolean relational 
calculus to discover frequent predicate sets, and uses Boolean logical operations to 
generate the association rules. Luo et al. [14] present an improved Apriori algorithm 
based on matrix. In order to increase algorithm's running time, this algorithm 
transforms the event database into matrix database so as to get the matrix item set of 
maximum item set. When finding the frequent k-item set from the frequent k-item set, 
only its matrix set is found. Krajca et al. [15] propose an algorithm for computing 
factorizations based on approximate Boolean matrix decomposition, which first 
utilizes frequent closed itemsets as candidates for factor-items and then computes the 
remaining factor-items by incrementally joining items. This algorithm can reduce the  
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dimensionality of data while keeping high approximation degree. In [16], a new 
algorithm by extracting maximum frequent itemsets based on a Boolean matrix is 
presented. In [17], a matrix-based and sorting index association rules algorithm is 
proposed. This algorithm scans database only once, and can directly find the 
frequency k-itemsets. Especially when frequent item sets are higher or need to have a 
date mining update, the algorithm has higher efficiency and feasibility. In [18], an 
improved Apriori algorithm based on MapReduce mode is described, which can 
handle massive datasets with a large number of nodes on Hadoop platform. In [19], 
authors realize the parallelization of Apriori algorithm for the massive Web log 
mining, and verify the efficiency of Apriori algorithm which has been improved by 
parallelization. 

Compared with Apriori algorithm, the Apriori algorithm based on matrix can 
reduce the number of scanning the database and save the time of computing the 
support count. But it also exist some problems: (1) scan matrix for many times in the 
process of computing support count; (2) increase the complex calculation process to 
reduce the number of frequent candidate itemsets; (3) store a lot of elements unrelated 
to generate frequent itemsets in matrix due to compression of the matrix is not 
thorough; (4) decrease the accuracy of generated frequent itemsets because 
compression transaction delete too many margin transactions; (5)due to the design of 
algorithms is too complicated, for high intensive and a large quantity of transaction 
database, algorithm needs to cast a large of times for processing matrix and itemsets.  
Aiming at these problems, this paper proposes a new improved Apriori algorithm 
based on compressed matrix, which is called NCMA algorithm. The goal of this 
NCMA algorithm is to accurately and efficiently mine all frequent itemsets from 
transaction database. 

2 Problem Description 

2.1 Problem Description 

Let I={I1,I2,...,Im} be a set of item. Let D={D1,D2,...,Dn} be a set of database 
transactions where each transaction T is a set of items such that T�I. Each 
transaction is associated with an identifier, called TID. An association rule is an 
implication of the form A⇒B, where A⊂I,B⊂I, A∩B=Ф. The support is the 
percentage of transactions in D that contain A∪B (i.e., both A and B). This is 
taken to be the probability, P(A∪B). The confidence is in the transaction set D is 
the percentage of transactions in D containing A that also contain B. 

A set of items is referred to as an itemset. An itemset that contains k items is a 
k-itemset. The occurrence frequency of an itemset is the number of transactions 
that contain the itemset. That is also known, simple, as the frequency, support 
count of the iemset. If occurrence frequency of an itemset is greater than or equal 
to product of minimum support(min_sup) and the total number of transaction in 
D, then it satisfies minimum support. An temset is a frequent itemset if it satisfies 
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pre-determined minimum support. The set of frequent k-itemset is commonly 
denoted an Lk.  

Rules that satisfy both a minimum support threshold(min_sup) and a minimum 
confidence threshold(min_conf) are called strong. Association rule mining aims to 
find strong rules in the transaction database that satisfy both the minimum support 
and minimum confidence given by user. It is a two-step process:(1)find all 
frequent itemsets, (2)generate strong association rules from the frequent itemsets. 

In Apriori algorithm based on matrix, the Boolean matrix is used to describe 
the transaction database. And the number '1' and '0' are used to replace the 
corresponding items. Firstly, the transaction database needs to be converted into 
Boolean matrix. If the transaction database contained m items and n transactions 
the Boolean matrix will have m+1 row and n+2 columns. The first column 
registers “items” and the first row records “TID” of the transactions. The last 
column is used to record the support of the itemsets. Secondly, the minimum 
support(min_sup) is compared with the support of the itemsets. If the support of 
the itemsets is smaller than the min-sup , the row of the itemsets will be deleted. 
By doing this the new Boolean matrix just contains the one-frequent itemsets. 
And if it wants to know the k-frequent item sets, the “AND” operation will just be 
carried out on the k rows. Finally all the frequent itemsets can be found out. 

The NCMA algorithm is faced with the question: 1) how to reduce the number of 
scanning the matrix; 2) how to efficiently mine all frequent itemsets from transaction 
database; 3) delete itemsets to be independent of generated frequent itemset, 

2.2 Relevant Property and Theorem 

In order to better explain algorithm, some relevant fundamental properties, theorems 
and inferences are describes as follows: 

Property 1: All nonempty subsets of a frequent itemset must also be frequent, and all 
supersets of a infrequent itemset must also be infrequent. 

Inference 1[13]: If Lk is frequent k-itemset in D, then the number of frequent (k-1)-
itemset that is contained in Lk will be k. 

Inference 2[12]: If a frequent k-itemset can also generate frequent (k+1)-itemset, then 
the number of frequent k-itemset must be larger than k. 

Property 2: Transaction that does not contains any frequent k-itemset cannot contain 
any frequent (k+1)-itemset. 

Theorem 1[20]: If the length of a transaction in D is k, the transaction cannot contain 
any frequent itemset that number of item is larger than k. 

Theorem 2[21]: Assuming that items in itemset are sorted in the dictionary order. 
While (k+1)-itemset is generated by k-itemset, if previous k-1 item of two itemset is 
different, then the connection operation between the two itemset will be give up 
because the generated itemsets either are duplicated itemsets or infrequent itemsets. 
At this point, the two itemsets is considered to be not connected. 
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Inference 3[22]: Assuming that each transaction and itemsets in transaction are sorted 
in order of the dictionary. If two frequent k-itemsets Ix and Iy are unable to connect, 
then all itemsets after Ix and Iy are not connected. 

3 An Improved Algorithm Based on Compressed Matrix 

3.1 Ideas of Improvement 

Aiming at existing problems of Apriori algorithm based on matrix, the improved ideas 
of NCMA algorithm proposed in this paper are as follows. 

(1) Improving matrix storage method. In order to reduce the size and the number of 
scanning matrix, we added two array . The weight array w is used to record the count 
for the same transaction. Using array w, each column in the matrix only stores one or 
more transaction information, and no duplicate column. Array m is used to record the 
number of 1 in each column. When compressing matrix, algorithm can obtain the 
transaction length by scanning the array m. So algorithm can avoid scanning the entire 
matrix, reduces scanning time and compresses the matrix quickly and effectively. 

(2) Improving method of matrix compression. This improvement is to remove 
useless transaction for finding frequent itemsets, so that the matrix is compressed to 
be smaller. Improve matrix compression includes the row (itemsets) compression and  
column (transaction) compression. The matrix row compression needs to utilize 
theorem 2 and inference 3, and the process of row compression is as follows: 1) scan 
matrix, if an itemset is unable to connect with its neighbor itemsets, then the row 
vector corresponding to this itemset will be deleted; 2) update the values of array m 
accordingly; 3) the remaining row vectors are combined into a new matrix in   
original order. The matrix column compression has to use property 2 and theorem 1, 
and the process of column compression is as follows: 1) after row compression, scan 
matrix m, if there are value that less than or equal to the 1, then delete column vector 
corresponding to this value. 2)the remaining column vectors are combined into a new 
matrix in original order. 

(3) Calculating support count. By improving method of calculating support count, 
the algorithm can reduce the number of scanning the matrix row and more simply and 
quickly find the frequent itemsets. In process of calculating support count, the “AND” 
operation will be carried out on the row vectors corresponding to two connected 
itemsets, and multiplied by the corresponding weight in array w. Its weight sum is the 
support count of itemset after connected. If the support count of an itemset is greater 
than or equal to min_sup, then the row vector corresponding to this itemset will be 
saved, otherwise rejected. When an itemset cannot be connected with the next itemset, 
the connection operation of next itemsets and behind itemsets will be executed, until 
all the itemsets scanning is completed. 

(4) Updating end condition of algorithm to reduce cycle times of algorithm 
execution. This improvement needs to utilize inference 1 and 2. According to 
inference 2, when the number of frequent k-itemsets is less than k+1(i.e. the row of 
the matrix is less than k+1), the algorithm does not need to find frequent (k+1)-
itemsets (k+1). At this time, the algorithm can be terminated. 
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3.2 Algorithm's Description 

The NCMA algorithm is described as follows: 
Input：transaction database D，minimum support: min_sup 
Output：Completed frequent itemset 
Method： 
for(i=0; i<M; i++){  //M is the number of item 

for(j=0; j<N; j++){  // N is the number of non-duplicated transaction 
   if(Ii in Tj)  D[i][ j] =1; 
   else  D[i][ j] =0; 
} 

}  // Constructing Boolean matrix D 
for (i=0; i<N; i++)    // For same transaction count, the count is saved to array w 
   if(Ti has duplicated transaction)  w[i]++; 
for each li in D  { 

support_count= ; 
if(support_counts≥min_support×the number of transaction)    
   add  li to L1; 

} // Calculating frequent 1-itemset 
Output L1; 
delete the column vector appending to infrequent item in D; 
D1←QuickSort(D)     // Quick sorting D in ascending order of support count 
for(i=0; i<M1; i++){     //M1 is the row number of D1 
  for(j=i+1; j<M1; j++){ 
    for(q=0; q<N1; q++)  {   // N1 is the column number of D1 

   support_counts+=D1[i][q]×D1[j][q]×w[q];  
} 
if(support_counts≥min_support×the number of transaction)  { 
  add this itemset to L2; 
  accumulate the row vectors appending to this itemset to array m by bits; 
} 

  } 
}//Calculating frequent 2-itemset 
Output L2; 
D2←the row vectors appending to L2; 
for(k=2; |Lk|≥k+1; k++){ 
  for each itemset l in Lk   { 
    if(l is unable to carry out join operation with adjacent itemsets)  {   
       array m bitwise minus the value of row vector appending to l; 
       delete the column vector appending to l; 
    } 
  } // Row(itemset) compression 
  arrange the remaining rows of Dk  in order; 
  for(i=0; i<Nk; i++){  // Nk  is the number of column in Dk 
    if(m[i]≤1)    
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       delete i-th column and w[i]; 
  } // Column (transaction) compression     
  arrange the remaining columns of  Dk  in order 
  clear(m);     // Clear array m 
  for(i=0; i<Mk

’; i++) {    //Mk
’ is the row number of Dk

’ 
    for(j=i+1; j<Mk

’; j++)  { 
      if((li[1]=lj[1])∧(li[2]=lj[2])∧…∧(li[k-1]=lj[k-1])∧(li[k]<lj[k]))  { 

for(q=0; q<Nk
’; q++) 

       support_counts+=Dk
’[i][q]×Dk

’[j][q]×w[q];  
     if(support_counts≥min_support×the number of transactions) { 
       add this itemset to Lk+1; 
       accumulate the row vectors appending to this itemset to array m by bits; 
     } 
  }  
  else break; 
} 

  } 
  Output Lk+1; 
  Dk+1←the row vectors appending to Lk+1; 
} 

4 Instance Analysis and Experiment of Algorithm 

4.1 Instance Analysis 

Let's look at an example as shown in Table 1. There are ten transactions in this 
database, and six itemsets(i.e. I={I1,I2,I3,I4,I5,I6} ). Suppose that the minimum support 
count requested is 2(i.e. min-sup=2/10=20%).  

Table 1. A example of transaction database  

TID List of item_IDs 

T1 I1, I2, I4, I5, I6 
T2 I2, I3, I5, I6 
T3 I2, I3 
T4 I3, I4, I5 
T5 I3, I5, I6 
T6 I2, I3, I5, I6 
T7 I3 
T8 I2, I4, I5, I6 
T9 I3, I4, I5 
T10 I5, I6 

 
The execution process of the NCMA algorithm is described as follows: 
(1) Scan transaction database D and generate Boolean matrix array m. As seen 

from Table 1, the transaction T3 and T10 contain the same project, and T5 and T7 
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also contain the same project. Then, the weights for third and fifth column of the 
matrix are 2, the weights of rest column are 1. D and w are as follows: 

 

  
(2) Determine the set of frequent 1-itemsets, L1. It consist of the candidate set of 1-

itemsets satisfying minimum support. The transaction in D are scanned and the 
support count of all itemsets is accumulated. support(I1)=6, support(I2)=8, 
support(I3)=7, support(I4)=4, support(I5)=3. And then, the saved row vectors are 
arranged in ascending order of support count(i.e. {I5, I4, I1, I3, I2}). The initial matrix 
D1 generated by recombination is as follows. 

 
(3) Determine the set of frequent 2-itemsets, L2. Each row of D1 carries out 

weighted vector inner product operation with other row in order. For example, 
I5∧I4=00000001,support_count(I5I4)=0×1+0×1+0×2+0×1+0×2+0×1+0×1+1×1=1. 
Because the support count of itemset {I5I4} is less than minimum support count, the 
row vector appending to itemset is removed. After calculation, a set of {I5I1, I5I3, I5I2, 
I4I1, I4I3, I4I2, I1I3, I1I2, I3I2} is the itemsets which support count is greater than or 
equal to the minimum support count. The row vectors appending to this itemset are 
accumulated to array m by bits, and the itemsets appending to the saved row vector is 
L2. After recombining D1 in itemsets order, we can get the new matrix D2 as shown 
follows: 
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(4) Compressing matrix D2. At first, the transactions in D2  are scanned and the 
row vectors corresponding to the itemset {I3 I2} that is unable to connect with its 
neighbor itemsets are removed. The array m needs to subtract the vector value 
corresponding to {I3 I2}. The remaining row vectors are recombined into a new D2 in 
original order. Secondly, matrix m is scanned. The columns which value is less than 
or equal to the 1 will be removed, such as 2, 3 and 5 column. The remaining column 
vectors are recombined into a new D2

'
  in order.  D2 and D2

'
 are shown as follows. 

       
(5) Determine the set of frequent 3-itemsets, L3.The array m is cleared. Each itemset 

in D2
' that is able to join carries out weighted vector inner product operation in order. 

For example, {I5I1, I5I3} may be joined to itemset {I5I1I3} ， I5∧I1∧I3= 
I5I1∧I5I3=00011 ， support_count(I5I1I3)=0×1+0×1+0×1+1×1+1×1=2. Because the 
support count of itemset {I5I1I3} is equal to minimum support count, the row vector 
appending to the itemset will be retained. Similarly, the row vectors appending to 
{I5I1I2, I5I3I2, I4I1I2, I4I3I2, I1I3I2} will also be retained. At the same time, these row vectors 
are accumulated to array m by bits. The row vector appending to {I4I1I3} will be 
removed. The itemsets appending to the saved row vector is L3. After recombination in 
itemsets order, we can get the matrix D3 as shown follows. Due to the row number of 
D3 is 6 and is larger than 4, the operation will enter the next round of computing. 

 
(6) Compressing matrix D3. At first, the transactions in D3  are scanned and the row 

vectors corresponding to the {I5I3I2, I4I1I2, I4I3I2, I1I3I2} that is unable to connect with 
its neighbor itemsets are removed. When removing one row, the value of array m needs 
to be updated correspondingly. The remaining row vectors are recombined into a new 
D3 in order. Secondly, matrix m is scanned. The columns which its value is less than or 
equal to the 1 will be removed, such as 1, 2 and 3 column. The remaining column 
vectors are recombined into a new D3

'
  in order. D3 and D3

'
 are shown as follows. 



10 T. Li and D. Luo 

 

       
(7) Determine the set of frequent 4-itemsets, L4.The array m is cleared again. 

{I5I1I3, I5I1I2} is joined to {I5I1I2I3}，and the weighted vector inner product operation 
is carried out. I5∧I1∧I3∧I2=I5I1I3∧I5I1I2=11，support_count(I5I1I3I2)=1×1+1×1=2. 
Because the support count of itemset {I5I1I3I2} is equal to minimum support count, the 
row vector appending to this itemset will be retained. At the same time, this row 
vectors are accumulated to array m by bits. The itemsets appending to saved row 
vector is L4. After recombination in order, we can get the matrix D4 as shown follows. 
Due to the row number of D4 is 2 and is less than 5, the L5  has not to be determined. 
At this time, maximal frequent itemsets is frequent 4-itemsets, and running of 
algorithm is stopped. 

                              w=[1  1] 
                       D4= I5I1I3I2 [1  1] 
                              m=[1  1] 

Before ordering L1, generated L2 is {I1I2, I1I3, I1I4, I1I5, I2I3, I2I4, I2I5, I3I4, I3I5}, 
correspondent L3  is {I1I2I3, I1I2I4, I1I2I5, I1I3I4, I1I3I5, I1I4I5, I2I3I4, I2I3I5, I2I4I5, I3I4I5}, 
L4  is {I1I2I3I4, I1I2I3I5, I1I2I4I5, I2I3I4I5}. After ordering L1, L3 is {I5I1I3, I5I1I2, I5I3I2, 
I4I1I3, I4I1I2, I4I3I2, I1I3I2}, L4 is {I5I1I3I2}. Compared with the L3 and L4  generated 
before ordering, the frequent itemset number of L3 and L4 generated after ordering 
decrease 3 respectively, thus reducing the three vector inner product operations 
respectively. Obviously, after the NCMA has sorting frequent 1-itemsets in increasing 
order, the number of 3 candidate frequent 3-itemsets and later candidate frequent 
itemsets that are generated by algorithm are decreased. For the frequent itemsets 
generated in later, the effect of sorting will be getting better and better. So, NCMA 
algorithm can greatly improve the operation efficiency of running algorithm. 

4.2 Experimental Results and Analysis 

In order to analyze algorithm’s performance, Apriori algorithm, CM_Appriori_1 
algorithm proposed in [24] and NCMA algorithm proposed in this paper are 
compared in experiments. In experiment, three algorithms are programmed by Java 
programming language. The developmental tool is Eclipse SDK. The configuration of 
hardware ia as follows: CPU 2.50GHz, 4GB memory, 64-bit Windows 7.  

IBM Quest Market-Basket Synthetic Data Generator is common a tool of artificial 
data synthesis in the research of association rule mining. In experiment, we use this 
data generator to generate three different experiment databases which have the 
different number of transactions and items, different average length of transactions.  

Table 2 and Figure 1 give the runtime comparison results under different number 
of transactions for three algorithms. In experiment, the number of items is 40, the 
average length of transactions is 24, and the support is 30%. The efficiency of the 
algorithms is measured by the algorithm’s running time (seconds). 
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Table 2. The results under different number of transactions’ database  

The number of 
transaction 

Appriori  
algorithm 

CM_Appriori_1 
algorithm 

NCMA 
algorithm 

500 350 6.301 3.245 
1000 680 10.686 4.699 
1500 1090 16.248 7.591 
2000 1420 21.612 10.622 
2500 1720 24.32 11.435 
3000 2110 28.553 14.424 
3500 2460 35.454 16.39 

 

   
(a) Comparison of the three algorithms          (b) Comparison of CM_Apriori and NCMA 

Fig. 1. The runtime comparison of different number of transactions 

As can be seen from Figure 1, the running time of the traditional Apriori 
algorithm is increased with the increase of the number of transactions, and its 
running time is much larger than the other two Apriori algorithms based on 
compression matrix. Compared with CM_Apriori algorithm, the running time of 
NCMA algorithm is smaller, which shows that the NCMA algorithm has a good 
performance. 

Table 3 and Figure 2 show the runtime comparison results of different support 
under the same database for three algorithms. In experiment, the number of 
transactions is 40, the average length of transaction is 24, and the support is 30%. The 
efficiency of the algorithms is measured by the algorithm’s running time (seconds). 

Table 3. The results under different supports from the same database 

Support Appriori  
algorithm 

CM_Appriori_1 
algorithm 

NCMA 
algorithm 

15 1177 33.495 15.301 
20 415 11.969 5.837 
25 176.4 5.034 2.387 
30 82.6 2.392 1.28 
35 42 1.343 0.78 
40 22 0.774 0.468 
45 12 0.482 0.359 
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(a) Comparison of the three algorithms        (b) Comparison of CM_Apriori and NCMA 

Fig. 2. The runtime comparison of different supports 

Obviously, with the increase of the degree of support, the running time of Apriori 
algorithm is reduced gradually. When the support is small, the running time of two 
Apriori algorithms based on compression matrix is far less than the traditional 
Apriori algorithm, and the running time of NCMA algorithm is less than the 
CM_Apriori algorithm. 

Table 4 and Figure 3 give the runtime comparison results under different number of 
item’s database for three algorithms. In experiment, the number of transactions is 2000, 
and the average length proportion of transaction is 0.6, and the support is 45%. The 
efficiency of the algorithms is measured by the algorithm’s running time (seconds). 

Table 4. The results under different number of items’ databases 

The number of 
transaction 

Appriori  
algorithm 

CM_Appriori_1 
algorithm 

NCMA 
algorithm 

20 1.655 0.189 0.156 
30 13.873 0.492 0.311 
40 126.403 2.308 1.186 
50 709.824 8.349 3.934 
60 4555.225 51.841 22.294 

 

    
(a) Comparison of the three algorithms        (b) Comparison of CM_Apriori and NCMA  

Fig. 3. The runtime comparison of different number of item’s databases 
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As can be seen from the Figure 3, with the increase of item numbers, the running 
time of the traditional Apriori algorithm is exponential growth, and its running time is 
much larger than the other two Apriori algorithms based on compression matrix. With 
the increase of item numbers, the running time of NCMA algorithm is less than CM_ 
Apriori algorithm, which shows that NCMA algorithm has good operating efficiency. 

Table 5 and Figure 4 show the runtime comparison results under different density’s 
database for three algorithms. In experiment, the number of transactions is 1000, the 
number of items is 50, and the support is 45%. The efficiency of the algorithms is 
measured by the algorithm’s running time (seconds). 

Table 5. The results under different density’s database 

The average number 
of transaction 

Appriori  
algorithm 

CM_Appriori_1 
algorithm 

NCMA 
algorithm 

10 0.483 0.111 0.093 
15 1.717 0.153 0.124 
20 15.447 0.348 0.219 
25 169.889 2.969 1.22 
30 4264.339 70.428 39.137 

  

   
(a) Comparison of the three algorithms       (b) Comparison of CM_Apriori and NCMA 

Fig. 4. The runtime comparison of different database density 

From the Figure 4, with the increase of database density, the running time of 
traditional Apriori algorithm is increased exponentially. When the database density is 
more than 0.5, the running time of Apriori is much larger than CM_Apriori algorithm 
and NCMA algorithm. The running time of NCMA algorithm is smaller than 
CM_Apriori algorithm. 

According to above experimental results, we can conclude the analysis conclusion. 
(1) When dealing with high density and high correlation data, because the Appriori 

algorithm needs to scan database many times and will generates huge candidate 
itemsets, its running time is higher than the Apriori algorithm based on compression 
matrix. The NCMA algorithm only scans the database once, and the sorting of 
frequent 1-itemsets effectively reduce the number of candidate itemsets produced by 
the compression matrix. At the same time, the algorithm removes a large number of 
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useless transactions by using compression matrix, and can quickly compute support 
count through logic "and" operation. 

(2) For more items and high intensive database, in the case of increased number of 
transactions and dropped support, the performance of NCMA algorithm is much 
better than that of CM_Apriori algorithm. Because the number of frequent itemsets 
mined in more items and high dense database is huge, the matrix will become bigger 
and bigger with the increasing of row number. In this case, the improvement steps of 
NCMA algorithm in compression matrix have more obvious advantage. Because the 
algorithm eliminates the itemsets that is unable to be connected when compressing 
matrix, the scanning matrix generated by compressing is smaller. In addition, because 
of changing the end condition of the algorithm, the cycle number of NCMA algorithm 
is less than or equal to CM_Apriori algorithm. As a result, the running time of NCMA 
algorithm is less than CM_Appriori algorithm, and its running efficiency is also better 
than CM_Appriori algorithm. 

5 Conclusion 

The existing Appriori algorithms based on matrix and its improved algorithms still 
have some problems: (1) the candidate itemsets is too large and matrix takes up too 
much memory space; (2) because of only compressing the transaction or itemset in 
the process of compression, compression matrix still stores a lot of elements that are 
independent of generated frequent itemset; (3) the process of calculating the support 
count needs to repeatedly scan matrix, so it increases the running time. To solve these 
problem, a new improved Apriori algorithm based on compressed matrix called 
NCMA is proposed in this paper. The algorithm is improved from matrix storing, 
itemsets sorting, matrix compressing, support count computing and the condition of 
stopping algorithm. The Instance analysis and experiment results show that proposed 
NCMA algorithm can reduce the number of scanning the matrix, compress the scale 
of matrix greatly, reduce the number of candidate itemsets and raise the efficiency of 
mining frequent itemsets. The algorithm has better operation efficiency and scalability 
than existing Apriori algorithms based on compressed matrix when mining more 
items and high dense databases. However, NCMA algorithm is a serialization 
algorithm, and not adapted to handle huge amounts of data because the matrix 
generated by algorithm is easy to cause memory overflow. The next work is to design 
parallel NCMA algorithm to mine large databases effectively.  
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Abstract. High utility itemset (HUI) mining is a popular data mining
task. It consists of discovering sets of items generating high profit in
a transaction database. Several efficient algorithms have been proposed
for this task. But few can handle items with negative unit profits despite
that such items occurs in many real-life transaction databases. Mining
HUIs in a database where items have positive and negative unit prof-
its is a very computationally expensive task. To address this issue, we
present an efficient algorithm named FHN (Faster High-Utility itemset
miner with Negative unit profits). FHN discovers HUIs without gener-
ating candidates and introduces several strategies to handle items with
negative unit profits efficiently. Experimental results with six real-life
datasets shows that FHN is up to 500 times faster and can use up to 250
times less memory than the state-of-the-art algorithm HUINIV-Mine.

Keywords: frequent pattern mining, high-utility itemset mining, nega-
tive unit profit, negative weights, transaction database.

1 Introduction

Frequent Itemset Mining (FIM) [2] is a popular data mining task that is essential
to a wide range of applications. Given a transaction database, FIM consists of
discovering frequent itemsets. i.e. groups of items (itemsets) appearing frequently
in transactions [2]. However, an important limitation of FIM is that it assumes
that each item cannot appear more than once in each transaction and that all
items have the same importance (weight, unit profit or value). These assump-
tions often do not hold in real applications. For example, consider a database of
customer transactions containing information about the quantities of items in
each transaction and the unit profit of each item. FIM algorithms would discard
this information and may thus discover many frequent itemsets generating a low
profit and fail to discover less frequent itemsets that generate a high profit. To
address this issue, the problem of FIM has been redefined as High-Utility Itemset
Mining (HUIM) to consider the case where items can appear more than once in
each transaction and where each item has a weight (e.g. unit profit). The goal of
HUIM is to discover high utility itemsets (HUIs), i.e. itemsets generating a high
profit. HUIM has a wide range of applications such as website click stream anal-
ysis, cross-marketing in retail stores and biomedical applications [3,9,12]. HUIM
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has also inspired several important data mining tasks such as high-utility se-
quential pattern mining [15,16], high-utility episode mining [14] and high-utility
stream mining [11].

The problem of HUIM is widely recognized as more difficult than the problem
of FIM. In FIM, the downward-closure property states that the support of an
itemset is anti-monotonic, that is the supersets of an infrequent itemset are
infrequent and subsets of a frequent itemset are frequent. This property is very
powerful to prune the search space. In HUIM, the utility of an itemset is neither
monotonic or anti-monotonic, that is a high utility itemset may have a superset
or subset with lower, equal or higher utility [2]. Thus, techniques to prune the
search space developed in FIM cannot be directly applied in HUIM.

Many studies have been carried to develop efficient HUIM algorithms
[3,8,4,9,10,12,13]. However, these algorithms are not designed to handle items
having negative weights/unit profits, despite that such items occur in many
real-life transaction databases. For example, it is common that retail stores sell
items at a loss (e.g. printers) to stimulate the sale of other related items (e.g.
proprietary printer cartridges). It was demonstrated that if classical HUIM algo-
rithms are applied on databases containing items with negative unit profits, they
can generate an incomplete set of HUIs [1]. The reason is that these algorithms
over-estimate the utility of itemsets to prune the search space. But, when items
with negative unit profits are considered, these estimations may become under-
estimations, and thus HUIs may be pruned. The state-of-the-art algorithm for
mining HUIs while considering negative unit profits is HUINIV-Mine [1]. How-
ever, mining HUIs with negative unit profits remains very costly in terms of
execution time and memory. Therefore, an important challenge is to design a
more efficient algorithm for this task.

In this paper, we address this challenge. We present a novel algorithm named
FHN (Fast High-utility itemset miner with Negative unit profits) to mine HUIs
while considering both positive and negative unit profits. It extends the current
fastest HUI mining algorithm named FHM [4] so that it can handle negative
unit profits efficiently. We compare the performance of FHN and HUINIV-Mine
on six real-life datasets. Results show that FHN is up to 500 times faster than
HUINIV-Mine and consumes up to 250 times less memory. The rest of this paper
is organized as follows. Section 2, 3, 4 and 5 respectively presents the problem
definition and related work, the FHN algorithm, the experimental evaluation
and the conclusion.

2 Problem Definition and Related Work

We first introduce important preliminary definitions.

Definition 1 (transaction database). Let I be a set of items (symbols).
A transaction database is a set of transactions D = {T1, T2, ..., Tn} such that
for each transaction Tc, Tc ∈ I and Tc has a unique identifier c called its Tid.
Each item i ∈ I is associated with a positive or negative number p(i), called
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its external utility (e.g. unit profit). For each transaction Tc such that i ∈ Tc, a
positive number q(i, Tc) is called the internal utility of i (e.g. purchase quantity).

Example 1. Consider the database of Fig. 1 (left), which will be used as our run-
ning example. This database contains five transactions (T1, T2...T5). Transaction
T2 indicates that items a, c, e and g appear in this transaction with an internal
utility of respectively 2, 6, 2 and 5. Fig. 1 (right) indicates that the external
utility of these items are respectively -5, 1, 3 and 1. Thus, item a is sold at loss.

Definition 2 (utility of an item/itemset in a transaction). The utility of
an item i in a transaction Tc is denoted as u(i, Tc) and defined as p(i)× q(i, Tc).
The utility of an itemset X (a group of items X ⊆ I) in a transaction Tc is
denoted as u(X,Tc) and defined as u(X,Tc) =

∑
i∈X u(i, Tc).

 
TID Transactions  Item a b c d e f g 
T1 (a,1)(c,1)(d,1)  Profit -5 2 1 2 3 1 1 
T2 (a,2)(c,6)(e,2)(g,5)        
T3 (a,1)(b,2)(c,1)(d,6),(e,1),(f,5)         
T4 (b,4)(c,3)(d,3)(e,1)         
T5 (b,2)(c,2)(e,1)(g,2)         

Fig. 1. A transaction database (left) and external utility values (right)

Example 2. The utility of item e in T2 is u(e, T2) = 3× 2 = 6. The utility of the
itemset {c, e} in T2 is u({c, e}, T2) = u(c, T2) + u(e, T2) = 1× 6 + 3× 2 = 12.

Definition 3 (utility of an itemset in a database). The utility of an item-
set X is denoted as u(X) and defined as u(X) =

∑
Tc∈g(X) u(X,Tc), where g(X)

is the set of transactions containing X .

Example 3. The utility of the itemset {c, e} is u({c, e}) = (u(c, T2) + u(e, T2))+
(u(c, T3)+u(e, T3))+ (u(c, T4)+ u(e, T4))+ (u(c, T5)+ u(e, T5)) = (6+ 6)+ (1+
3) + (3 + 3) + (2 + 3) = 27. The utility of the itemset {a, d, f} is u({a, d, f}) =
(u(a, T3) + u(d, T3)) + u(f, T3)) = −5 + 12 + 5 = 12.

Definition 4 (problem of HUI mining with/without negative unit prof-
its). Let minutil be a threshold set by the user. An itemset X is a high-utility
itemset if u(X) ≥ minutil. Otherwise, X is a low-utility itemset. The prob-
lem of high-utility itemset mining is to discover all high-utility itemsets in a
database where external utility values are positive. The problem of high-utility
itemset mining with negative unit profits is to discover all high-utility itemsets
in a database where external utility values may be positive or negative.

Example 4. Ifminutil = 20, twenty HUIs should be found in the database. They
are {a, b, c, d, e, f}:20, {b, d, f}:21, {b, d, e, f}:24, {b, c, d, e, f}:25, {b, c, d, f}:22,
{d, e, f}:20, {c, d, e, f}:21, {c, e, g}:24, {d}:20, {b, d}:30, {b, d, e}:36, {b, c, d, e}:40,
{b, c, d}:34, {d, e}:24, {c, d, e}:28, {c, d}:25, {b, e}:25, {b, c, e}:31, {b, c}:22 and
{c, e}:27, where the number following each itemset is its utility.
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Two known properties of HUIs with respect to items having negative unit
profits are the following.

Property 1 (a HUI may contain items having negative external utilities). It can
be clearly seen from the example that a HUI may contain items having a nega-
tive external utility value. For example, {a, b, c, d, e, f} contains a, which has an
external utility of −5.

Property 2 (a HUI must contain at least an item having a positive external utility
[1]). Although a HUI may or may not contain items having negative external
utility values, a HUI need to contain at least an item having a positive external
utility value (otherwise its utility would be negative and it would not be a HUI).

It can be demonstrated that the utility measure is not monotonic or anti-
monotonic. In other words, an itemset may have a utility lower, equal or higher
than the utility of its subsets. Therefore, the strategies that are used in FIM
to prune the search space based on the anti-monotonicity of the support can-
not be directly applied to discover high-utility itemsets. Several HUIM algo-
rithms circumvent this problem by overestimating the utility of itemsets using a
measure called the Transaction-Weighted Utilization (TWU) [3,10,12], which is
anti-monotonic. The TWU measure assumes that all items have positive external
utility values. The TWU measure is defined as follows.

Definition 5 (transaction utility). The transaction utility (TU) of a trans-
action Tc is the sum of the utility of the items from Tc in Tc. i.e. TU(Tc) =∑

x∈Tc
u(x, Tc).

Definition 6 (transaction weighted utilization). The transaction-weighted
utilization (TWU) of an itemset X is defined as the sum of the transaction utility
of transactions containing X , i.e. TWU(X) =

∑
Tc∈g(X) TU(Tc).

Example 5. Consider the database of the running example and that the external
utility value of item a is 5 rather than −5 (p(a) = 5). The TU of transactions T1,
T2, T3, T4 and T5 are respectively 8, 27, 30, 20 and 11. The TWU of items a, b,
c, d, e, f and g are 65, 61, 96, 58, 88, 30 and 38. Consider item b. TWU({b}) =
TU(T3) + TU(T4) + TU(T5) = 30 + 20 + 11 = 61.

The TWU measure has three important properties that are used to prune the
search space. These properties only hold if external utility values of items are
positive [1].

Property 3 (overestimation). The TWU of an itemset X is higher than or equal
to its utility, i.e. TWU(X) ≥ u(X) [10].

Property 4 (antimonotonicity). The TWU measure is anti-monotonic. Let X
and Y be two itemsets. If X ⊂ Y , then TWU(X) ≥ TWU(Y ) [10].

Property 5 (pruning). Let X be an itemset. If TWU(X) < minutil, then the
itemset X is a low-utility itemset as well as all its supersets [10].
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Most algorithms for high utility mining that only handle positive external
utility values (e.g. Two-Phase [10], IHUP [3] and UPGrowth [12]) utilizes Prop-
erty 5 to prune the search space. They operate in two phases. In Phase 1, they
identify candidate high-utility itemsets by calculating their TWU. In Phase 2,
they scan the database to calculate the exact utility of all candidates found in
Phase 1 to eliminate low-utility itemsets. However, if such algorithms are applied
on databases containing negative unit profits, some HUIs may not be output.
For example, consider the running example. If item a has an external utility of
−5 rather than 5 as we previously considered, TWU({c, e, g}) = TWU(T2) = 7
and u({c, e, g}) = 17, which would be a violation of Property 5 stating that the
TWU of an itemset is an overestimation of its utility. The consequence is that
if minutil = 10, the itemset {c, e, g} would not be output by algorithms relying
on that property even though this itemset is a HUI (it would be pruned because
TWU({c, e, g}) < minutil).

To mine high utility itemsets while considering both positive and negative
unit profits and output the full set of HUIs, the state-of-the-art algorithm is
HUINIV-Mine [1]. It is an extension of the Two-Phase algorithm [10]. To avoid
the aforementioned problem, HUINIV-Mine redefines the notion of transaction
utility as follows (and thus the TWU measure).

Definition 7 (redefined transaction utility). The redefined transaction util-
ity of a transaction Tc is the sum of the utility of the items from Tc having positive
external utilities. i.e. TU(Tc) =

∑
x∈Tc∧p(x)>0 u(x, Tc).

Example 6. Fig. 2 (left) shows the redefined TU of transactions T1, T2, T3, T4, T5

for the running example. Fig. 2 (right) shows the TWU of single items based
on the redefined transaction utility values. Consider itemsets {c, e, g} and {e, g}.
The values TWU({c, e, g}) and TWU({e, g}) are equal to 17, which are over-
estimations of u({c, e, g}) = 17 and u({e, g}) = 11.

Using the redefined transaction utility restores Property 5. This is what allows
HUINIV-Mine to find the complete set of HUIs. However, a major problem is
that the task of mining HUIs while considering both positive and negative unit
profits remain computationally very expensive both in terms of execution time
and memory, especially for datasets containing dense or long transactions. It is
thus a challenge to build more efficient algorithms.

To address this issue, in this paper, we propose an algorithm named FHN that
is a variation of the FHM algorithm [4]. FHM is a recently proposed algorithm
for HUI mining, which is designed to handle only positive external utility val-
ues. FHM provides the benefit of mining HUIs in a single phase, thus avoiding
the candidate generation step of other HUI mining algorithms such as Two-
Phase, UPGrowth and IHUP. FHM utilizes the depth-first search procedure and
utility-list structure recently introduced in HUI-Miner [9] to explore the search
space of itemsets, but also provides an efficient optimization named EUCP (Es-
timated Utility Co-occurrence Pruning) that makes FHM up to 6 times faster
than HUI-Miner. FHM associates a utility-list [9] to each pattern. Utility-lists
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allow calculating the utility of a pattern quickly by making join operations with
utility-lists of smaller patterns. Utility-lists are defined as follows.

Definition 8 (Utility-list). Let � be any total order on items from I. The
utility-list of an itemset X in a database D is a set of tuples such that there is a
tuple (tid, iutil, rutil) for each transaction Ttid containing X . The iutil element
of a tuple is the utility of X in Ttid. i.e., u(X,Ttid). The rutil element of a tuple
is defined as

∑
i∈Ttid∧i�x∀x∈X u(i, Ttid).

Example 7. Assume that � is the alphabetical order and that the external utility
of item a is 5 rather than -5. The utility-list of {a} is {(T1, 5, 3), (T2, 10, 17),
(T3, 5, 25)}. The utility-list of {d} is {(T1, 2, 0), (T3, 12, 8), (T4, 6, 3)}. The utility-
list of {a, d} is {(T1, 7, 0), (T3, 17, 8)}.

FHM discovers HUIs by performing a single database scan to create utility-
lists of patterns containing single items. Then, longer patterns are obtained
by performing the join operation of utility-lists of shorter patterns. The join
operation for single items is performed as follows. Consider two items x, y such
that x � y, and their utility-lists ul({x}) and ul({y}). The utility-list of {x, y}
is obtained by creating a tuple (ex.tid, ex.iutil+ ey.iutil, ey.rutil) for each pairs
of tuples ex ∈ ul({x}) and ey ∈ ul({y}) such that ex.tid = ey.tid. The join
operation for two itemsets P ∪ {x} and P ∪ {y} such that x � y is performed
as follows. Let ul(P ), ul({x}) and ul({y}) be the utility-lists of P , {x} and {y}.
The utility-list of P ∪ {x, y} is obtained by creating a tuple (ex.tid, ex.iutil +
ey.iutil − ep.iutil, ey.rutil) for each set of tuples ex ∈ ul({x}), ey ∈ ul({y}),
ep ∈ ul(P ) such that ex.tid = ey.tid = ep.tid. Calculating the utility of an
itemset using its utility-list and pruning the search space is done as follows.

Property 6 (Calculating utility of an itemset using its utility-list). The utility of
an itemset is the sum of iutil values in its utility-list [9].

Property 7 (Pruning search space using utility-lists). Let X be an itemset. Let
the extensions of X be the itemsets that can be obtained by appending an item
y to X such that y � i, ∀i ∈ X . If the sum of iutil and rutil values in ul(X) is
less than minutil, then X and its extensions are low utility [9].

Before presenting our algorithm, we demonstrate with an example that the
pruning property used by FHM and HUI-Miner is invalid if both negative and
positive external utility values appears in a database. Consider that item a and d
in the running example have respectively external utility values of 5 and −2, and
that minutil = 10. The utility-list of {a, b} would thus contains a single element,
which is {(T3, 9,−3). According to Property 7, because the sum of iutil and rutil
values in ul({a, b}) is 6, which is less than minutil, {a, b} and its extensions are
low utility. However, this is not the case since itemset u({a, b, f}) = 14. Because
of this, FHM and HUI-Miner would not find this HUI.



22 P. Fournier-Viger

TID TU  Item TWU  Item a b c d e f 
T1 3  a  45  b 25      
T2 17  b 56  c 45 56     
T3 25  c 77  d 28 45 48    
T4 20  d 48  e 42 56 74 45   
T5 11  e 74  f 25 25 25 25 25  
   f 25  g 17 11 28 0 28 0 
   g 28        

Fig. 2. Transaction utilities (left), TWU values of single items (center) and EUCS
(right)

3 The FHN Algorithm

In this section, we present our proposal, the FHN algorithm. We first describe the
main procedure, which is inspired by the FHM [4] algorithm. This procedure can
only handle positive external utility values. We then explain how it is adapted
to handle negative unit profits without missing any HUIs. We call this new
algorithm the FHN algorithm.

3.1 Main Procedure

The main procedure (Algorithm 1) takes as input a transaction database with
utility values and the minutil threshold. The algorithm first scans the database
to calculate the TWU of each item. Then, the algorithm identifies the set I∗

of all items having a TWU no less than minutil (other items are ignored since
they cannot be part of a high-utility itemset by Property 3). The TWU values
of items are then used to establish a total order � on items, which is the or-
der of ascending TWU values (as suggested in [9]). A second database scan is
then performed. During this database scan, items in transactions are reordered
according to the total order �, the utility-list of each item i ∈ I∗ is built and
a structure named EUCS (Estimated Utility Co-Occurrence Structure) is built
[4]. This latter structure stores the TWU of all pairs of items {a, b} such that
u({a, b}) 	= 0. As suggested in FHM, the EUCS is implemented as a hashmap
of hashmaps since in practice a limited number of pairs of items co-occurs in
transactions (see [4] for more details). Building the EUCS is very fast (it is per-
formed with a single database scan) and occupies a small amount of memory,
bounded by |I∗| × |I∗|, although in practice the size is much smaller because a
limited number of pairs of items co-occurs in transactions. After the construction
of the EUCS, the depth-first search exploration of itemsets starts by calling the
recursive procedure Search with the empty itemset ∅, the set of single items I∗,
minutil and the EUCS.

The Search procedure (Algorithm 2) takes as input (1) an itemset P , (2)
extensions of P having the form Pz meaning that Pz was previously obtained by
appending an item z to P , (3) minutil and (4) the EUCS. The search procedure
operates as follows. For each extension Px of P , if the sum of the iutil values
of the utility-list of Px is no less than minutil, then Px is a high-utility itemset
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Algorithm 1. The FHN algorithm

input : D: a transaction database, minutil: a user-specified threshold
output: the set of high-utility itemsets

1 Scan D to calculate the TWU of single items;
2 I∗ ← each item i such that TWU(i) ≥ minutil;
3 Let � be the total order of TWU ascending values on I∗;
4 Scan D to built the utility-list of each item i ∈ I∗ and build the EUCS

structure;
5 Search (∅, I∗, minutil, EUCS);

and it is output (cf. Property 4). Then, if the sum of iutil and rutil values
in the utility-list of Px are no less than minutil, it means that extensions of
Px should be explored (cf. Property 7). This is performed by merging Px with
all extensions Py of P such that y � x and TWU({x, y}) ≥ minutil, to form
extensions of the form Pxy containing |Px|+ 1 items. The utility-list of Pxy is
then constructed as in FHM by calling the Construct procedure (cf. Algorithm
3) to join the utility-lists of P , Px and Py. This latter procedure is the same as
in FHM [4] and is thus not detailed here. Then, a recursive call to the Search
procedure with Pxy is done to calculate its utility and explore its extension(s).
Since the Search procedure starts from single items, it recursively explores the
search space of itemsets by appending single items and it only prunes the search
space based on Property 7. It can be easily seen based on Properties 6 and 7
that this procedure is correct and complete to discover all high-utility itemsets.

3.2 Modifying the Algorithm to Handle Negative Item Unit Profits

We next explain how the algorithm is modified to handle negative unit profits.
Let the term ”positive items” and ”negative items” denote items respectively
having positive and negative external utility values. To be able to transform the
algorithm described in the previous subsection into an algorithm that outputs all
HUIs when both negative and positive items are used, we first make a few novel
and very important observations that were not done or used in HUINIV-Mine.

It is well-known in HUI mining that appending a positive item z to an itemset
X will produce an itemset X ∪ {z} that may have a utility that is higher, equal
or less than X [10]. However, what happens if a negative item z is appended to
an itemset X? The following property holds:

Property 8 (downward closure of extensions with negative items). Let X be an
itemset and z be a negative item such that z 	∈ X . It follows that u(X ∪ {z}) <
u(X). Rationale. Since item z is appended to X , the resulting itemset X ∪{z}
can only appear in as much or less transactions as X . Thus, the utility provided
by each item e ∈ X to u(X) can only be the same or less. Furthermore, appending
z toX can only decrease the overall utility ofX since z is by definition a negative
item.
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Algorithm 2. The Search procedure

input : P : an itemset, ExtensionsOfP: a set of extensions of P , the minutil
threshold, the EUCS structure

output: the set of high-utility itemsets

1 foreach itemset Px ∈ ExtensionsOfP do
2 if SUM(Px.utilitylist.iutils) ≥ minutil then
3 output Px;
4 end
5 if SUM(Px.utilitylist.iutils)+SUM(Px.utilitylist.rutils) ≥ minutil then
6 ExtensionsOfPx ← ∅;
7 foreach itemset Py ∈ ExtensionsOfP such that y � x do
8 if TWU({x, y}) ≥ minutil) then
9 Pxy ← Px ∪ Py;

10 Pxy.utilitylist ← Construct (P, Px, Py);
11 ExtensionsOfPx ← ExtensionsOfPx ∪ Pxy;

12 end

13 end
14 Search (Px, ExtensionsOfPx, minutil);

15 end

16 end

A second key observation is that the previous property can be generalized for
successive extensions of an itemset with negative items. However, this general-
ization is only possible if we define the total order � such that negative items
always succeed all positive items. In other words, the property can be generalized
only if the algorithm always appends positive items before appending negative
items to extend itemsets. The generalized property is defined as follows and is
very powerful for pruning the search space.

Property 9 (downward closure of transitive extensions of an itemset with nega-
tive items). Let X be an itemset. Transitive extensions of X can only have a
utility lower than X if ∀y ∈ X ∀e ∈ I \ X , e � y and e is a negative item.
Rationale. For each negative item e that can extend X , extending X with e
will result in an itemset with a utility lower than X by Property 8. Since only
negative items can be added to X according to the total order �, the utility of
transitive extensions of X can also only be lower than u(X).

Property 10 (pruning condition for itemsets containing negative items based on
the total order �). Let X be an itemset such that u(X) < minutil and only
negative items can be used to extend X based on the total order �. Therefore
all transitive extensions of X with these items will be low utility and can be
pruned. Rationale. This pruning condition directly follows from the previous
property.

Based on the above properties, the FHN algorithm is obtained by making
the following modifications. First, instead of calculating the original TWU, the
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Algorithm 3. The Construct procedure

input : P : an itemset, Px: the extension of P with an item x, Py: the
extension of P with an item y

output: the utility-list of Pxy

1 UtilityListOfPxy ← ∅;
2 foreach tuple ex ∈ Px.utilitylist do
3 if ∃ey ∈ Py.utilitylist and ex.tid = exy.tid then
4 if P.utilitylist 	= ∅ then
5 Search element e ∈ P.utilitylist such that e.tid = ex.tid.;
6 exy ← (ex.tid, ex.iutil + ey.iutil − e.iutil, ey.rutil);

7 end
8 else
9 exy ← (ex.tid, ex.iutil + ey.iutil, ey.rutil);

10 end
11 UtilityListOfPxy ← UtilityListOfPxy ∪ {exy};
12 end

13 end
14 return UtilityListPxy ;

redefined TWU is used to avoid underestimating the utility of HUIs containing
positive items (similarly to HUINIV-Mine presented in section 2). Fig. 2 shows
the redefined transaction utility values (left), TWU of single items (center) and
EUCS (right), when this modification is done. Second, utility-lists are redefined
such that only utility values of positive items are included in rutil values of
utility-lists. The reason is that the algorithm can miss some HUIs if rutil values
of negative items are included in utility lists as we have demonstrated in the last
paragraph of Section 2. Third, the � total order is defined such that all negative
items succeed positive items (as previously explained). Fourth, the TWU pruning
condition TWU({x, y}) < minutil using the EUCS structure is only used for
positive items.

We now discuss the correctness of these modifications for finding all HUIs
when positive and negative items are used. This explanation can be broken
down into two parts (1) the algorithm first extends an itemset by appending
positive items and (2) the algorithm then appends negative items (based on �).

During the first part, FHN is correct since it behaves as a regular HUI min-
ing algorithm for discovering HUIs containing only positive items. This is true
because negative items are always appended after positive items (thus negative
items are not considered when forming HUIs containing only positive items).
Furthermore, the pruning condition that the sum of rutil and iutil values must
be higher than minutil remains correct since rutil values of negative items are
not considered in utility-lists when the algorithm is generating HUIs containing
only positive items. The pruning condition that an extension Pxy should not
be explored if TWU({x, y} < minutil also remains correct since the redefined
TWU is used.
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To show that the FHN algorithm is also correct in the second part (when
negative items are appended), we need to show that the two pruning conditions
that are used hold for extensions with negative items. This would ensure that no
HUIs containing negative items are missed by the algorithm. The first pruning
condition is that extensions of an itemset should not be explored if the sum of
iutil and rutil values are less than minutil. It can be observed that in the second
part, the sum of rutil values will be equal to zero since only positive items are
considered in rutil values of utility-lists. Thus, the second term of the pruning
condition is zero, and the pruning condition is simplified as follows. An extension
of an itemset will be pruned if the sum of iutil values in its utility-list is less
than minutil. This condition is correct since it is equivalent to Property 10. The
second pruning condition is that an extension Pxy should not be explored if
TWU({x, y}) < minutil. This does not influence the correctness of the FHN
algorithm since this condition is not used for negative items (it is only used for
pairs of positive items x and y, as we have previously explained).

4 Experimental Study

We evaluated the performance of the proposed FHN algorithm. Experiments
were performed on a computer with a third generation 64 bit Core i5 processor
running Windows 7 and 5 GB of free RAM. We compared the performance of
FHN with the state-of-the-art algorithm HUINIV-Mine for high-utility itemset
mining with negative unit profit. All memory measurements were done using
the Java API. Experiments were carried on six real-life datasets having varied
characteristics.

– mushroom is a dense dataset with 120 distinct items, 8,124 transactions, and
an average transaction length of 23 items.

– The retail dataset contains 88,162 transactions with 16,470 distinct items
and an average transaction length of 10,30 items.

– kosarak is a dataset that contains 41,270 distinct items, 990,000 transactions,
and transaction have an average length of 8.09 items.

– The chess dataset contains 3,196 transactions with 75 distinct items and an
average transaction length of 35 items.

– The psumb dataset contains 49,046 transactions with 7,116 distinct items
and an average transaction length of 74 items.

– The accidents dataset contains 340,183 transactions having an average length
of 33.80 items, and 468 distinct items.

For all datasets, external utilities for items are generated between -1,000 and
1,000 by using a log-normal distribution and quantities of items are generated
randomly between 1 and 5, similarly to the settings of [3,4,9,12]. The source code
of all algorithms and datasets can be downloaded from the SPMF data mining
library ( http://www.philippe-fournier-viger.com/spmf/).

For each dataset, we ran the FHN and HUINIV-Mine algorithms, while de-
creasing the minutil threshold until the algorithms became too long to execute,

http://www.philippe-fournier-viger.com/spmf/
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Fig. 3. Execution times

ran out of memory or a clear winner was observed. For each dataset, we recorded
the execution time and the maximum memory usage. The comparison of execu-
tion times is shown in Fig. 3 for all datasets. For mushroom, retail, kosarak, chess,
psumb and accidents, FHN was respectively up to 42 times faster, 18 times faster,
38 times faster, 500 times, 15 times and 25 times faster than HUINIV-Mine.

In terms of memory usage, FHN uses much less memory than HUINIV-Mine.
For the mushroom dataset and minutil = 450000, HUINIV-Mine used up to
4.97 GB while FHN was using only up to 250 MB. On kosarak, chess, psumb
and accidents HUINIV-Mine ran out of memory under our 5 GB memory limit
while FHN was respectively using 20 MB, 1179 MB, 100 MB and 350 MB for
the lowest minutil values. Lastly, for the retail dataset, the memory usage of
FHN was about five times less than HUINIV-Mine. Overall, FHN used up to
250 times less memory than HUINIV-Mine.
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An interesting observation is that FHN performs very well on dense datasets
such as mushroom compared to HUINIV-Mine. There are several reasons why
FHN performs better than HUINIV-Mine. The first reason is that HUINIV-Mine
strictly relies on the TWU model for pruning the search space. But the TWU
model provides a less strict upper bound on the utility of itemsets than utility-
lists [4,9]. FHN uses both utility-lists and TWU of itemsets containing two items
(the EUCS) to prune the search space. Thus, it can prune a larger part of the
search space. The second reason is that defining the total order � such that
negative items are used to extend itemsets after all positive items have been
considered allows handling negative items much more efficiently (when negative
items are used to extend an itemset, the exact utility is used to prune the search
space). This greatly reduces the search space. Third, HUINIV-Mine is a level-
wise algorithm that need to maintain a large amount of itemsets in memory to
find larger patterns. Furthermore, since it is using a two-phase approach based
on the TWU model it suffers from the problem of generating and maintaining a
huge amount of candidates in memory before low-utilty itemsets can be pruned.
In FHN, these problems are avoided by using a depth-first search that mines
high-utility itemsets without generating candidates. This is what allows FHN to
consume much less memory than HUINIV-Mine.

5 Conclusion

In this paper, we have presented a novel algorithm named FHN (Fast High-utility
itemset miner with Negative unit profits) for mining HUIs in databases where
item unit profits may be positive or negative. The algorithm is an extension of
the FHM algorithm [4] for HUI mining.

It is important to note that the strategies that we have presented in the FHN
algorithm to handle items with negative unit profits could also be applied in
other algorithms that are based on the utility-list structure (e.g. in GHUI-Miner
and HUG-Miner [7]).

We have performed an extensive experimental study on six real-life datasets to
compare the performance of FHN with the state-of-the-art algorithm HUINIV-
Mine. Results show that FHN is up to 500 times faster and can use up to
250 times less memory than HUINIV-Mine, and was shown to perform very
well on dense datasets. The source code of all algorithms and datasets used in
our experiments can be downloaded as part of the SPMF data mining library
http://www.philippe-fournier-viger/spmf/. For future work, we are inter-
ested in exploring other interesting problems involving utility mining in itemset
mining and sequential pattern mining [5,6].
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Abstract. Mining High Utility Itemsets (HUIs) is an important task
with many applications. However, the set of HUIs can be very large,
which makes HUI mining algorithms suffer from long execution times
and huge memory consumption. To address this issue, concise represen-
tations of HUIs have been proposed. However, no concise representation
of HUIs has been proposed based on the concept of generator despite that
it provides several benefits in many applications. In this paper, we incor-
porate the concept of generator into HUI mining and devise two new con-
cise representations of HUIs, called High Utility Generators (HUGs) and
Generator of High Utility Itemsets (GHUIs). Two efficient algorithms
named HUG-Miner and GHUI-Miner are proposed to respectively mine
these representations. Experiments on both real and synthetic datasets
show that proposed algorithms are very efficient and that these repre-
sentations are up to 36 times smaller than the set of all HUIs.

Keywords: pattern mining, high utility itemset mining, concise repre-
sentation, high utility generator, generator of high utility itemsets.

1 Introduction

High Utility Itemset Mining (HUIM ) [2,4,6,13] is an important research topic
in data mining. As opposed to Frequent itemset Mining (FIM ) [1], HUIM con-
siders the importance of items (e.g. unit profit) and their quantities in transac-
tions. Therefore, it can be used to discover itemsets having a high utility (e.g.
high profit), that is High Utility Itemsets (HUIs). HUIM has a wide range of
applications such as cross-marketing and click stream analysis and biomedical
applications [2,4,6,13]. The problem of HUIM is widely recognized as more dif-
ficult than that of FIM. In FIM, the downward-closure property states that the
support (frequency) of an itemset is anti-monotonic [1], that is the supersets of
an infrequent itemset are infrequent. This property is very powerful to prune
the search space. In HUIM, the utility of an itemset is neither monotonic or
anti-monotonic. That is, a HUI may have a superset or subset with lower, equal
or higher utility [2,4,6,13]. Thus techniques to prune the search space developed
in FIM cannot be directly applied to HUIM.

X. Luo, J.X. Yu, and Z. Li (Eds.): ADMA 2014, LNAI 8933, pp. 30–43, 2014.
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Many studies have been carried to develop efficient HUIM algorithms
[2,4,6,7,13]. However, a crucial problem of HUIM is that the set of HUIs gener-
ated by these algorithms can be very large. This makes HUIM algorithms suffer
from long execution times and even fail to run due to huge memory consumption
or lack of storage space. Moreover, it is very inconvenient for a user to analyze
a very large set of HUIs. To address this issue, it was proposed to mine concise
representations of HUIs rather than all HUIs. GUIDE [9] is an approximate algo-
rithm that integrates the concept of maximal pattern from FIM to mine maximal
HUIs (HUIs having no proper supersets that are high utility). Another work is
CHUD [14], which adapts the concept of closed pattern from FIM to discover
closed HUIs (HUIs having no proper supersets that are HUIs and have the same
support). Although these representations are useful, no work has been done yet
on integrating the concept of generator pattern (or simply called generators)
in HUIM despite that generators have shown to provides several benefits over
all/closed/maximal patterns in many applications [5,8,10,11,12].

A generator is an itemset that has no proper subset having the same support.
Generators provide the following benefits. First, when generators are combined
with closed patterns, they give additional information that closed patterns alone
cannot provide, for example to generate minimal rules between patterns with
a minimal antecedent (generator) and a maximal consequent (closed pattern)
[8]. Second, generators can provide higher classification accuracy and are more
useful for model selection than using all or only closed patterns [8]. Third, gener-
ators are preferable according to the Minimum Description Length principle to
closed/maximal patterns, since generators are the minimal members of equiva-
lence classes rather than the maximal ones [5,8,11,12]. Lastly, mining generators
is generally more efficient than discovering all patterns because it is generally a
very small subset of all patterns [5].

Therefore, several interesting questions are raised: How to integrate the con-
cept of generator in HUIM to define meaningful concise representations of HUIs?
Howmuch reduction can be achieved by these representations? Can efficient algo-
rithms be developed to mine these representations? What are the pros and cons
of these representations? To answer these questions, we investigate the proper-
ties of generators in the context of HUIM and devise two alternative concise
representations of HUIs using generators, respectively called High Utility Gen-
erators (HUGs) and Generator of High Utility Itemsets (GHUIs). We propose
two efficient algorithms named HUG-Miner and GHUI-Miner to respectively
mine these representations, and we analyze their respective advantages in terms
of speed and number of patterns found. Experimental results on both real and
synthetic datasets show that the proposed algorithms are very efficient and that
the mined representations are up to 36 times smaller than the set of HUIs.

The rest of this paper is organized as follows. Section 2, 3, 4 and 5 respectively
presents the problem definition and related work, the proposed algorithms, the
experimental evaluation and the conclusion.
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TID Transactions  Item a b c d e 
T0 (a,1), (b,5), (c,1), (d,3), (e,1)  Profit 5 2 1 2 3 
T1 (b,4), (c,3), (d,3), (e,1)       
T2 (a,1), (c,1), (d,1)         
T3 (a,2), (c,6), (e,2)        
T4 (b,2),(c,2),(e,1)        

Fig. 1. A transaction database (left) and external utility values (right)

2 Problem Definition and Related Work

2.1 High Utility Itemset Mining

Let I be a set of items. A transaction database is a set of transactions D =
{T0, T1, ..., Tn} such that for each transaction Tc, Tc ∈ I and Tc has a unique
identifier c called its Tid. Each item i ∈ I is associated with a positive number
p(i), called its external utility (e.g. unit profit). For each transaction Tc such
that i ∈ Tc, a positive number q(i, Tc) is called the internal utility of i (e.g.
purchase quantity). For example, Fig. 1 show a transaction database containing
five transactions (T0, T1...T4). External utilities of items a, c, and e in T2 are
q(a, T2) = 2, q(c, T2) = 6 and q(e, T2) = 2. Fig. 1 (right) indicates that the
external utility of a, b, e are respectively p(a) = 5, p(c) = 1 and p(e) = 3.

Definition 1 (Utility of an itemset). The utility of an item i in a transaction
Tc is denoted as u(i, Tc) and defined as p(i) × q(i, Tc). An itemset is a set of
items. The utility of an itemset X in a transaction Tc is defined as u(X,Tc) =∑

i∈X u(i, Tc). The set of transactions containing X is denoted as g(X). The
utility of X in a database is defined as u(X) =

∑
Tc∈g(X) u(X,Tc).

Example 1. The utility of the itemset {a, e} in the transaction T0 is u({a, e}, T0)
= u({a}, T0) + u({e}, T0) = 1×5 + 1×3 = 8. The utility of {a, e} is u({a, e}, T0)
+ u({a, e}, T3) = 8 + 16 = 24.

Definition 2 (Problem of HUI mining). An itemset X is a high utility
itemset if its utility is no less than a user-specified minimum utility threshold
minutil given by the user. Otherwise, X is a low utility itemset. The problem of
high utility itemset mining is to discover all high utility itemsets in the database.

Example 2. If minutil = 25, the complete set of HUIs is {a, c} : 28, {a, c, e} : 31,
{a, b, c, d, e} : 25, {b, c} : 28, {b, c, d} : 34, {b, c, d, e} : 40, {b, c, e} : 37, {b, d} : 30,
{b, d, e} : 36, {b, e} : 31 and {c, e} : 27, where each HUI is annotated with its
utility.

HUIM is harder than FIM because the utility measure is not monotonic or
anti-monotonic [2,7,13], i.e., an itemset may have a utility lower, equal or higher
than the utility of its subsets. Thus, strategies used in FIM to prune the search
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space based on the anti-monotonicity of the support cannot be directly transfered
to HUIM. Several HUIM algorithms circumvent this problem by overestimating
the utility of itemsets using the Transaction-Weighted Utilization (TWU) mea-
sure [2,7,13], which is anti-monotonic, and defined as follows.

Definition 3 (Transaction weighted utilization). The transaction utility
(TU ) of a transaction Tc is the sum of the utility of all the items in Tc. i.e.
TU(Tc) =

∑
x∈Tc

u(x, Tc). The transaction-weighted utilization (TWU ) of an
itemset X is defined as the sum of the transaction utility of transactions con-
taining X , i.e. TWU(X) =

∑
Tc∈g(X) TU(Tc).

Example 3. The TUs of T0, T1, T2, T3 and T4 are respectively 25, 20, 8, 22 and
9. The TWU of single items a, b, c, d, e are respectively 55, 54, 84, 53 and 76.
TWU({c, d}) = TU(T0) + TU(T1) + TU(T2) = 25 + 20 + 8 = 53.

Property 1 (Pruning search space using the TWU). Let X be an itemset, if
TWU(X) < minutil, then X and its supersets are low utility. [7]

Algorithms such as Two-Phase [7], IHUP [2] and UP-Growth [13] utilizes the
above property to prune the search space. They operate in two phases. In the first
phase, they identify candidate high utility itemsets by calculating their TWUs.
In the second phase, they scan the database to calculate the exact utility of all
candidates found in the first phase to eliminate low utility itemsets. Recently, an
alternative approach called HUI-Miner [6] was proposed to mine HUIs directly
using a single phase. A faster algorithm named FHM was then proposed. FHM is
to our knowledge the fastest algorithm for mining HUIs[4]. It utilizes the depth-
first search procedure of HUI-Miner [6] to explore the search space of HUIs but
introduces an additional optimization named EUCP [4] that makes FHM up
to 6 tims faster than HUI-Miner. In FHM, each itemset is associated with a
structure named utility-list [4,6]. Utility-lists allow calculating the utility of an
itemset quickly by making join operations with utility-lists of shorter patterns.
utility-lists a re defined as follows.

Definition 4 (Utility-list). Let � be any total order on items from I. The
utility-list of an itemset X in a database D is a set of tuples such that there is a
tuple (tid, iutil, rutil) for each transaction Ttid containing X . The iutil element
of a tuple is the utility of X in Ttid. i.e., u(X,Ttid). The rutil element of a tuple
is defined as

∑
i∈Ttid∧i�x∀x∈X u(i, Ttid).

Example 4. Assume that � is the alphabetical order. The utility-list of {a} is
{(T0, 5, 20), (T2, 5, 3), (T3, 10, 12)}. The utility-list of {d} is {(T0, 6, 3), (T1, 6, 3),
(T2, 2, 0)}. The utility-list of {a, d} is {(T0, 11, 3), (T2, 7, 0)}.

To discover HUIs, FHM performs a single database scan to create utility-
lists of patterns containing single items. Then, longer patterns are obtained
by performing the join operation of utility-lists of shorter patterns. The join
operation for single items is performed as follows. Consider two items x, y such
that x � y, and their utility-lists ul({x}) and ul({y}). The utility-list of {x, y}
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is obtained by creating a tuple (ex.tid, ex.iutil+ ey.iutil, ey.rutil) for each pairs
of tuples ex ∈ ul({x}) and ey ∈ ul({y}) such that ex.tid = ey.tid. The join
operation for two itemsets P ∪ {x} and P ∪ {y} such that x � y is performed
as follows. Let ul(P ), ul({x}) and ul({y}) be the utility-lists of P , {x} and {y}.
The utility-list of P ∪ {x, y} is obtained by creating a tuple (ex.tid, ex.iutil +
ey.iutil − ep.iutil, ey.rutil) for each set of tuples ex ∈ ul({x}), ey ∈ ul({y}),
ep ∈ ul(P ) such that ex.tid = ey.tid = ep.tid. Calculating the utility of an
itemset using its utility-list and pruning the search space is done as follows.

Property 2 (Calculating utility of an itemset using its utility-list). The utility of
an itemset is the sum of iutil values in its utility-list [6].

Property 3 (Pruning search space using utility-lists). Let X be an itemset. Let
the extensions of X be the itemsets that can be obtained by appending an item
y to X such that y � i, ∀i ∈ X . If the sum of iutil and rutil values in ul(X) is
less than minutil, X and its extensions are low utility [6].

FHM is very efficient. However, it can generate a huge amount of HUIs. This
can make the algorithm run out of storage space and fail to terminate. Further-
more, it is very inconvenient for a user to analyze a large set of HUIs.

2.2 Concise Representations of High Utility Itemsets

To discover small and representative subsets of all HUIs, concise representations
of HUIs such as closed HUIs [14] andmaximal HUIs [9] have been proposed, which
are defined as follows.

Definition 5 (Closed HUIs and maximal HUIs). The support of an item-
set X in a database D is denoted as sup(X) and defined as |g(X)|. A HUI X
is a closed HUI (CHUI ) [14] iff there exists no HUI Y such that X ⊂ Y and
sup(X) = sup(Y ). A HUI X is a maximal HUI (MHUI ) [9] iff there exists no
HUI Y , such that X ⊂ Y .

Although these representations are useful in some applications, to our knowl-
edge, no work has been done on integrating the concept of generator pattern
from FIM in HUIM, despite that generators provides several benefits over closed
and maximal patterns [5,8,11,12]. In FIM, an itemset X is a generator (a.k.a
key pattern or minimal pattern) iff there is no itemset Y such that Y ⊂ X
and sup(X) = sup(Y ) [5,10,11]. A generator pattern X is the generator of an
itemset Y if X ⊆ Y and sup(X) = sup(Y ). The concept of generator pattern
is directly related to the concept of closed pattern [10,11]. An alternative and
equivalent definition of generator patterns and closed patterns is the following.
Let an equivalence class be the set of all itemsets supported by the same set of
transactions. Generator patterns are the minimal members of each equivalence
class, while closed patterns are the maximal members of each equivalence class.
For example, consider the equivalence class {{a, e}, {a, c, e}} of itemsets appear-
ing in T0 and T2. {a,e} is a generator and {a,c,e} is the closed pattern. Each
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equivalence class contains one or more generators and a single closed pattern [11]
called their closure. Thus, the closure of an itemset X is the unique closed pat-
tern Y such that sup(X) = sup(Y ) ∧X ⊆ Y . Algorithms for mining generator
patterns uses the following property to prune the search space [10,11].

Property 4 (Downward closure for generator patterns). An itemset X is not a
generator pattern if there exists a strict subset of X that is not a generator [11].

2.3 Integrating the Concept of Generator in HUIM

To understand how the concept of generator can be applied to HUIM, consider
the equivalence classes shown in Fig. 2 for the running example. Each equivalence
class is represented as a Hasse diagram inside a rectangle and is labelled with the
supporting transactions and support of its itemsets. For example, the equivalence
class of T0, T1 and T4 contains itemsets {b}, {b, c}, {b, e} and {b, c, e}, which have
a support of 3. In this figure, HUIs are represented as shapes with a solid line.
The first important observation is that some equivalence classes (not shown in
the figure) do not contain any HUIs. We name generators appearing in those
equivalence classes l-generators (LGs). It is clear that LGs should not be mined.
For example, {d} should not be mined since its equivalence class do not contain
any HUIs. The second important observation is that some equivalence classes
contain at least one HUI. We name generators appearing in these equivalence
classes Generators of High Utility Itemsets (GHUIs). It can be observed that
some GHUIs are HUIs and other are not HUIs. We use the term High Utility
Generator (HUGs) to refer to those that are HUIs and the term Low Utility
Generator (LUGs) to refer to those that are not HUIs. LUGs, HUGs, GHUIs
and CHUIs for the running example are illustrated in Fig. 2.

Fig. 2. HUIs and their equivalence classes (represented as Hasse diagrams)
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Based on these definitions, it can be clearly seen that the set of all LUGs
and the set of all HUGs are disjoint, and are subsets of the set of all GHUIs.
Moreover, the set of all GHUIs is disjoint from the set of LGs. Furthermore,
three important properties are:

Property 5 (Utility of itemsets in an equivalence class). Consider an equivalence
class Q. Given that all itemsets in Q appear in the same set of transactions, it
can be demonstrated that if X ⊂ Y then u(X) < u(Y ), ∀X,Y ∈ Q.

Property 6 (utility of supersets of a HUG). In each equivalence class, supersets
of a HUG are HUIs.

Property 7 (Highest utility in an equivalence class). In each equivalence class,
the closure has the highest utility among all itemsets [14].

In the following, we are interested in mining the concise representations of
all GHUIs and that of all HUGs. The set of GHUIs is meaningful following
the Minimum Description Length principle since GHUIs describe each set of
transactions (equivalence class) containing HUIs using minimal sets of items.
However, as we will show mining LUGs is more expensive than mining HUGs
because LUGs may have a very low utility. For this reason and because HUGs
provides the interesting property that all supersets of a HUG are high utility,
we also consider mining only HUGs.

3 The GHUI-Miner and HUG-Miner Algorithms

In this section, we first propose an algorithm named GHUI-Miner for mining all
GHUIs. Then we explain how a variation named HUG-Miner is devised to mine
only HUGs.

Mining GHUIs is a very difficult problem. For the reader, it may seems that
GHUIs could be obtained by simply adding a generator checking mechanism
used in FIM to a HUIM algorithm. However, doing so would result in an incom-
plete algorithm. The reason is that HUIM algorithms attempts to only explore
HUIs. Thus, only HUGs would be found. To mine all GHUIs, it is thus necessary
to design an algorithm that considers a larger search space, that avoids pruning
LUGs. Moreover, another important challenge is that when a low utility gener-
ator is considered, checking if it is a LUGs requires to verify if there is a HUI in
its equivalence class. However, state-of-the-art algorithms for generator mining
[10,11] uses a depth-first search and do not keep equivalence classes into mem-
ory (maintaining them would be inefficient). Thus, it is not possible to compare
an itemset with all the other members of its equivalence class efficiently. An
idea that we propose to circumvent this challenge is to only compare a generator
with its closure. Since the closure has the highest utility in each equivalence class
(Property 7), it is sufficient to only consider the closure to determine if a low
utility generator is a LUG. However, even with this solution, a problem is how to
obtain the closure of a generator. In FIM, no depth-first search algorithm com-
pute closure and generators at the same time and it cannot be done easily since
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closed patterns mining algorithms do not visit all generators. In fact, the state-
of-the-art algorithm for mining generators and their closures [12] is a compound
algorithm that mines closed pattern and generators separately by applying two
algorithms and then links generators to closed patterns by post-processing. This
approach is not a viable solution for GHUI mining since it would require keep-
ing too many candidate generators in memory. To address this issue, we initially
attempted to compute the closure of each found low utility generator on-the-fly.
This can be done by intersecting transactions containing the generator. However,
even on moderately large datasets, this approach cannot terminate in reason-
able time due to the high cost of closure calculation. A better solution that we
use in GHUI-Miner is to first mine CHUIs by using a CHUI mining algorithm
and then to mine generators using a modified FHM [4] search procedure. The
procedure is modified to only explore generator patterns by adding an efficient
generator checking mechanism. Furthermore, the procedure is modified to only
explores itemsets that are subsets of CHUIs, thus greatly pruning the search
space. When the algorithm produces a generator X , if X is high utility, it is out-
put. If X is low utility, its corresponding CHUI is retrieved to quickly determine
if X is a LUG that should be output. Furthermore, several pruning conditions
are added to further prune the search space.

Algorithm 1. The GHUI-Miner algorithm

input : D: a transaction database, minutil: a user-specified threshold,
CHUIs: the set of CHUIs

output: the set of GHUIs

1 Iclosed ← items appearing in CHUIs.;
2 Scan D to calculate the TWU of items in Iclosed;
3 Let � be the total order of TWU ascending values on Iclosed;
4 Scan D to build the utility-list of each item i ∈ Iclosed and the E structure;
5 if ∃C ∈ CHUIs such that sup(C) = |D| then Output (∅);
6 foreach {i} ∈ Iclosed do
7 if IsGenerator ({i}) = false ∨ SUM(i.utilitylist.iutil) +

SUM(i.utilitylist.rutil) < minutil then Iclosed ← Iclosed \ {{i}};
8 else if SUM(i.utilitylist.iutil) ≥ minutil then
9 Output ({i});

10 if IsNotStrictSubsetOfACHUI ({i}, CHUIs) then
11 Iclosed ← Iclosed \ {{i}} ;

12 else if GetClosureOf ({i}, CHUIs) 	= null then Output ({i})
13 end
14 SearchGHUI (Iclosed, minutil, E, CHUIs);

Main Procedure of GHUI-Miner. The main procedure of GHUI-Miner (Al-
gorithm 1) takes as input a transaction database D, the minutil threshold and
the set of CHUIS. The set of CHUIs need to be first mined using an algorithm for
mining CHUIs (CHUD [14] in our implementation). GHUI-Miner first select the
set of items appearing in CHUIs (Iclosed) because only these items may appear
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in GHUIs. Then, the algorithm scans D to calculate the TWU of each of those
items. Note that considering only items in Iclosed for TWU calculation reduces
the TWU values (an thus provide a more tight upper bounds on the utility). The
TWU values of items are then used to establish a total order � on items, which
is the order of ascending TWU values (as suggested in [6]). A second database
scan is then performed. During this database scan, items in transactions are re-
ordered according to the total order �, the utility-list of each item i ∈ Iclosed is
built, and a structure named E is created. The E structure stores the TWU of
all pairs of items {a, b} such that u({a, b}) 	= 0. The E structure could be imple-
mented as a triangular matrix. But, for memory efficiency, we have implemented
it as a hashmap of hashmaps since in practice a limited number of pairs of items
co-occurs in transactions. After the construction of E, the empty set is output
if there is a CHUIs with its support equal to |D| (meaning that the empty set
is a LUG). Then, a loop is performed to consider each item {i} ∈ Iclosed. A call
to the method IsGenerator is made to verify if {i} is a generator (this method
will be explained later). If {i} is not a generator, then it is removed from Iclosed
because any superset of a non generator cannot be a generator (Property 4). If
the sum of iutil and rutil values in the utility-list of {i} is less than minsup,
{i} and all its supersets are low utility, {i} is discarded (Property 3). Then, the
algorithm checks if {i} is a GHUI. If the sum of iutil values in the utility-list
of {i} is no less than minutil, {i} is a HUG and it is output. If {i} is a HUG
and {i} is not a strict subset of a CHUI, it is removed from Iclosed because none
of its supersets can be a GHUI. If {i} is not a HUG, an attempt is made to re-
trieve the closure of {i} from CHUIs (i.e. to retrieve a set Z such that {i} ⊆ Z
∧ sup({i}) = sup(Z). If the closure is found, {i} is a LUG and it is output.
Then, a recursive depth-first search exploration of generators having more than
1 item starts by calling the procedure SearchGHUI with the set of single items
Iclosed, minutil and the E structure.

The SearchGHUI Procedure. The SearchGHUI procedure (Algorithm 2)
takes as input (1) a set of itemsets called ExtensionsOfP having the form Pw
meaning that Pw was previously obtained by appending an item w to an itemset
P , (2) minutil, (3) the E structure and (4) the set of CHUIs. A loop is first
performed over each itemset Px ∈ ExtensionsOfP to explore its extensions.
This is performed by merging Px with all extensions Py of ExtensionsOfP
such that y � x to form extensions of the form Pxy containing |Px|+ 1 items.
For each extension Pxy, several checks are performed to prune the search space.
First, if TWU({x, y}) < minutil according to the E structure, then Pxy and all
its supersets are low utility and it can be discarded (Property 1). Second, if Pxy
is not a subset of a CHUI, it can be discarded since none of its supersets can be
GHUIs. Third, if the support of Pxy is equal to the support of Px or Py, Pxy
is not a generator and its supersets cannot be generators (Property 4). Thus,
Pxy is discarded. Fourth, if the sum of iutil and rutil values in Pxy utility-lists
are less than minsup, Pxy and all its supersets are low utility and Pxy is thus
discarded (Property 3). Fifth, if Pxy is not a generator (which is checked using
the IsGenerator method to be described later), it is also discarded. Then, the
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Algorithm 2. The SearchGHUI procedure

input : ExtensionsOfP: a set of itemsets having a common prefix P , the
minutil threshold, the E structure, CHUIs: the set of CHUIs

output: the set of high utility itemsets

1 foreach itemset Px ∈ ExtensionsOfP do
2 ExtensionsOfPx ← ∅;
3 foreach itemset Py ∈ ExtensionsOfP such that y � x do
4 Pxy ← Px ∪ Py;
5 if TWU(x, y) ≥ minutil according to E ∧ IsSubsetOfACHUI

(Pxy,CHUIs) ∧ |Pxy.utilitylist| 	= 0 ∧ |Pxy.utilitylist| 	=
|Px.utilitylist| ∧ |Pxy.utilitylist| 	= |Py.utilitylist| ∧
SUM(i.utilitylist.iutil) + SUM(i.utilitylist.rutil) ≥ minutil ∧
IsGenerator (Pxy) then

6 if SUM(Pxy.utilitylist.iutil) ≥ minsup then Output (Pxy);
7 else if GetClosureOf ( Pxy, CHUIs) 	= null then Output (Pxy) ;
8 ExtensionsOfPx ← ExtensionsOfPx ∪ {Pxy}
9 end

10 end
11 SearchGHUI (ExtensionsOfPx, minutil, CHUIs);

12 end

algorithm check if the sum of iutil values in the utility-list of Pxy is no less than
minutil. If yes, then Pxy is a HUG and it is output. Otherwise, an attempt
is made to retrivee the closure of Pxy from the set of CHUIs. If the closure is
found, Pxy is a LUG and it is output. Furthermore, if Pxy is a generator, it is
added to a set ExtensionsOfPx for storing itemsets that should be considered
for further extensions (Property 4). Finally, a recursive call to the SearchGHUI
procedure with ExtensionsOfPx is done to explore extension(s) of its itemsets.

Since the SearchGHUI procedure starts from single items, it recursively ex-
plore the search space of generators by appending single items to find all GHUIs.
Though, we do not have space to provide the proofs of completeness and cor-
rectness, it can be easily seen that this main procedure is correct and complete
for finding GHUIs based on previous definitions and properties.

Updating Utility-Lists. In FHM, the rutil values in utility-lists are updated
assuming that no item m will be added to extend an itemset X if m � k for an
item k ∈ X . This is a correct assumption for FHM for pruning the search space
using Property 3 since items are added to itemsets following the total order �.
However, in GHUI-Miner, we need to consider a larger search space that avoids
pruning an itemset X if its closure is a HUI (to keep LUGs), and the closure may
contains such an itemm. To solve this problem, the rutil element of a tuple for an
itemset X and a tid tid is redefined as

∑
i∈Ttid∧i�∈X u(i, Ttid). Moroever, utility-

lists for the join of two itemsets Px and Py is done as follows. Let ul({x}) and
ul({y}) be the utility-lists of Px and Py. The utility-list of P ∪{x, y} is obtained
by creating a tuple (ex.tid, ex.iutil+ey.iutil−ep.iutil, ex.rutil−ey.iutil) for each
set of tuples ex ∈ ul({x}), ey ∈ ul({y}), ep ∈ ul(P ) such that ex.tid = ey.tid.
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The IsGenerator Procedure. GHUI-Miner integrates an efficient mechanism
to determine if an itemset is a generator on-the-fly, that is, without having to
compare an itemset with its subsets. The mechanism is inspired by the one
used in the DefMe algorithm [10], although this later is desgined for a different
search procedure. To describe the generator checking mechanism in GHUI-Miner,
we introduce the concept of critical transactions. For an itemset X , the critical
transactions of an item e inX are denoted as crit(X, e) and defined as g(X\{e})\
g(e), where g(X) is the set of transactions containingX . Based on this definition,
it can be easily seen that a necessary and sufficient condition for an itemset X
to be a generator is that ∀e ∈ X , crit(X, e) 	= ∅. Performing generator checking
using this condition requires to be able to compute critical transactions for any
itemset efficiently. Fortunately, it can be done by modifying the GHUI-Miner
search procedure. LetX be an itemset. It can be demonstrated that for any items
a, b, crit(X ∪{b}, a) = crit(X, a)∩g({b}). Consider the join of a pair of itemsets
P ∪{x} and P ∪{y} by GHUI-Miner to generate P ∪{x, y}. The critical objects
of P ∪ {x, y} with respect to an item z ∈ P can be calculated using crit(P ∪
{x}, z) and g(y). Thus critical transactions of an itemset can be calculated using
critical transactions of the pairs of itemsets that were joined to obtain the new
itemset. Note that for an itemset {i} containing a single item, crit({i}, i) = g(∅)\
g(i). This generator checking mechanism is efficient. In GHUI-Miner, critical
transactions are represented as bitsets for memory-efficiency. Moreover, another
optimization is to stop generator checking for an itemset as soon as the itemset
is determined to not be a generator (a set of critical transactions is found to be
empty).

The IsSubsetOfACHUI and GetClosure Procedures. These procedures are
implemented efficiently by storing CHUIs in a structure that indexes itemsets by
their size and their support (a list of lists in our implementation). Thus, when
searching for the closure of an itemset X , only itemsets of size greater or equal
to |X | and having a support equal to sup(X) are considered. Similarly, when
searching for a (strict) superset that is CHUI, only itemsets of size greater than
(or equal to) |X | and having a support smaller or equal to sup(X) are considered.

The HUG−Miner Algorithm. We also propose a variation of GHUI-Miner
named HUG-Miner to mine only HUGs, which does not includes instructions
specific to LUGs. More precisely, HUG-Miner does not take the set of CHUIs as
parameter and it considers the set of items I instead of Iclosed. In Algorithm 1,
lines 5, 10 and 11 are removed. In Algorithm 2, the call to IsSubsetOfACHUI
and line 7 are removed. Moreover, HUG-Miner updates utility-list as described
in section 2.1 since it only need to find HUIs.

4 Experimental Study

We performed an experiment to assess the performance of GHUI-Miner and
HUG-Miner, and analyze their respective advantages. The experiment was per-
formed on a computer with a third generation 64 bit Core i5 processor run-
ning Windows 7 and 5 GB of free RAM. We compared the performance of
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GHUI-Miner and HUG-Miner with the state-of-the-art algorithm FHM for high
utility itemset mining. CHUD [14] was used to generate the CHUIs needed by
GHUI-Miner. All memory measurements were done using the Java API. The
experiment was carried on four real-life datasets commonly used in the HUIM
litterature: mushroom, retail, kosarak and foodmart. These datasets have varied
characteristics and represents the main types of data typically encountered in
real-life scenarios (dense, sparse and long transactions). Let |I|, |D| and A repre-
sents the number of transactions, distinct items and average transaction length.
mushroom is a dense dataset (|I| = 16,470, |D| = 88,162, A = 23). kosarak is
a dataset that contains many long transactions (|I| = 41,270, |D| = 990,000, A
= 8.09). retail is a sparse dataset with many different items (|I| = 16,470, |D|
= 88,162, A = 10,30). foodmart is a sparse dataset (|I| = 1,559, |D| = 4,141, A
= 4.4). foodmart contains real external and internal utility values. For the other
datasets, external utilities for items are generated between 1 and 1,000 by using a
log-normal distribution and quantities of items are generated randomly between
1 and 5, as the settings of [2,6,13]. The source code of all algorithms and datasets
can be downloaded from http://www.philippe-fournier-viger.com/spmf/.
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Fig. 3. Execution times

Algorithms were run on each dataset, while decreasing the minutil threshold
until they became too long to execute, ran out of memory or a clear trend was
observed. In fig. 3, we show the execution times of GHUI-Miner, HUG-Miner,
CHUD and FHM. In Table 1, we show the number of HUIs, CHUIs, GHUIs,
HUGs and LUGs for the lowest minutil value for each dataset.

It can first be observed that mining HUGs using HUG-Miner is much faster
than mining all GHUIs by running CHUD and then GHUI-Miner. There are
two reasons. First, GHUI-Miner needs to explore a larger search space to avoid
pruning LUGs. In some cases, LUGs can have a very low utility, which makes
them very expensive to mine. Second, mining the set of CHUIs that is needed

http://www.philippe-fournier-viger.com/spmf/
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by GHUI-Miner to verify if generators are LUGs is expensive. In the figure, it
can be clearly seen that CHUD is in general the main cost to obtain GHUIs.
Thus, an interesting possibility to improve the performance of mining GHUIs is
to eventually replace CHUD with a faster algorithm.

A second observation is that mining HUGs is up to 100 times faster than
mining all HUIs or CHUIs. On the other hand, mining GHUIs is faster than
mining all HUIs using FHM on mushroom and foodmart. The reason why the
combination of CHUD and GHUI-Miner is sometimes slower than FHM is the
cost of closure computation and the larger search space to avoid pruning LUGs.
The reason why the combination of CHUD and GHUI-Miner is up to 46 times
faster than FHM on mushroom is that a small proportion of itemsets are gener-
ators in that dataset. It is also a well-known fact that algorithms for mining a
concise representation of patterns perform better on dense datasets [14].

A third observation is that the set of GHUIs and the set of HUGs are up to 36
times smaller than the set of HUIs. This shows that these concise representations
of HUIs are very compact. Furthermore, it can be observed that the set of LUGs
is often very small. Thus, if one mines only HUGs using HUG-Miner, it may
obtain an interesting compromise by missing a small portion of GHUIs but
having a short execution time.

Table 1. Number of patterns found

Dataset |HUIs| |CHUIs| |GHUIs| |HUGs| |LUGs|
mushroom 3,538,181 10,311 98,315 5,979 92,336
retail 14,314 14,090 14,697 14,090 607
kosarak 56 56 67 30 37
foodmart 233,231 6,680 40,178 40,178 0

5 Conclusion

This paper proposes a new framework for mining concise representations of
high utility itemsets using generators. We investigate the properties of gen-
erators and incorporate the concept of generator into HUI mining. We ex-
plore two new concise representations of HUIs, called High Utility Generator
(HUG) and Generator of High Utility Itemsets (GHUIs). Two efficient algo-
rithms named HUG-Miner and GHUI-Miner are proposed to respectively mine
these representations. The algorithms provide different trade-offs between exe-
cution time and completeness. GHUI-Miner captures the complete set of GHUIs
but spends more time because it needs to consider generators that are not
HUIs. On the other hand, HUG-Miner is over 100 times faster than GHUI-
Miner but misses GHUIs that are LUGs. Experimental results on both real-life
and synthetic datasets show that the proposed algorithms are very efficient and
achieve a massive reduction in terms of number of patterns found. Moreover,
HUG-Miner is up to two orders of magnitude faster than the state-of-the-art
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algorithms for CHUI mining and HUI mining. Source codes of all algorithms
and datasets can be downloaded as part of the SPMF pattern mining library
http://www.philippe-fournier-viger.com/spmf/. For future work, we will
consider utility mining problems in sequential pattern mining [3]
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Abstract. High-utility itemsets mining (HUIM) is designed to solve the 
limitations of association-rule mining by considering both the quantity and 
profit measures. Most algorithms of HUIM are designed to handle the static 
database. Fewer research handles the dynamic HUIM with transaction insertion, 
thus requiring the computations of database rescan and combination explosion 
of pattern-growth mechanism. In this paper, an efficient incremental algorithm 
with transaction insertion is designed to reduce computations without candidate 
generation based on the utility-list structures. The enumeration tree and the 
relationships between 2-itemsets are also adopted in the proposed algorithm to 
speed up computations. Several experiments are conducted to show the 
performance of the proposed algorithm in terms of runtime, and memory 
consumption.   

Keywords: utility mining, transaction insertion, utility-list, enumeration tree, 
dynamic databases. 

1 Introduction 

Association-rule mining (ARM) [2, 3, 4, 8] is a fundamental task for revealing the 
relationships among items. Many algorithms have been respectively proposed to 
efficiently mine the association rules based on whether the level-wise or pattern-
growth mechanism [3, 8]. Both the level-wise or pattern-growth approaches can only 
handle the static database in batch mode. When transactions are changed in the 
database, new information may arise and old ones may become invalid. The updated 
database is required to be processed to mine the updated information in batch mode, 
which is not suitable in practical applications. To solve the limitations of mining 
algorithms in batch mode [11, 17], Cheung et al. proposed the Fast-UPdated (FUP) 
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algorithm [9] to maintain and update the discovered information with transaction 
insertion. When the itemsets are small in the original database (support ratio is lower 
than minimum support threshold) but large (support ratio is larger than or equal to the 
minimum support threshold) in the inserted database, the original database is still 
required to be rescanned to find the actual occurrence frequencies of the small 
itemsets in the original database. 

For ARM, the implicit factors such as profit or quantity are not considered. High-
utility itemsets mining (HUIM) [7, 20] was thus proposed to partially solve the 
limitations of ARM. It may be thought of as an extension of frequent-itemset mining 
by considering the sold quantities and profits of the items. Several algorithms have 
been proposed to mine HUIs in a static database [12, 16, 18, 19]. Some HUIM 
algorithms have been proposed with transaction insertion [6, 13, 14]. The original 
database is still, however, required to be rescanned for maintaining and updating the 
HUIs in some cases. The problem of combination explosion based on level-wise 
approach is also a critical issue to be solved. 

In this paper, a memory-based incremental approach is proposed with transaction 
insertion to efficiently discover HUIs. The proposed algorithm inherits the HUI-Miner 
algorithm [15] to build the utility-list structures for mining HUIs with transaction 
insertion. An Estimated Utility Co-Occurrence Structure (EUCS) [10] is also applied 
in the proposed algorithm to speed up the performance of the proposed approach. 
Based on the designed algorithm, it outperforms the two-phase algorithm [16] and the 
state-of-the-art FHM algorithm [10] in batch mode and other previous algorithms for 
incremental mining [13, 14].  

2 Related Work 

Utility mining [7, 20] is concerned as an extension of the frequent itemsets by 
considering both the quantities and profits of items to discover the valuable itemsets 
than the frequent ones. An itemset is concerned as a HUI if its utility is larger than or 
equal to the minimum utility count. Chan et al. first proposed the top-k objective-
directed data mining to mine the top-k closed utility patterns based on business 
objective [7]. Yao et al. proposed the utility model to firstly consider both quantities 
and profits of the items to mine the HUIs [20]. Liu et al. proposed the two-phase 
model [16] to mine HUIs based on the developed transaction-weighted downward 
closure (TWDC) property. Many algorithms been proposed to mine HUIs based on 
two-phase model. Lin et al. designed a high utility pattern tree (HUP-tree) algorithm 
[12] to compress the original database into a tree structure. Tseng et al. then proposed 
the UP-tree structure with UP-growth and UP-growth+ mining algorithms to 
efficiently mine HUIs [18]. Liu et al. then proposed a HUI-Miner algorithm [15] to 
compress the database into the utility-list structures. Each entry in the utility-list 
structure stores transaction IDs (TIDs), the utility of itemset X in the transaction 
(Iutility), and the rest utilities of itemsets except X in the transaction (Rutility). Based 
on the HUI-Miner algorithm and the designed pruning strategy of the enumeration 
tree, the HUIs can be easily discovered. Fournier-Viger et al. then modified the  
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HUI-Miner algorithm and designed an Estimated Utility Co-Occurrence Structure 
(EUCS) to keep the relationships between 2-itemsets, thus speeding up the 
computations compared to the HUI-Miner algorithm [10]. 

Most algorithms process the static database to mine HUIs. Ahmed et al. proposed 
an IHUP algorithm with three tree structures for mining HUIs with transaction 
insertion [6]. Lin et al. proposed an incremental algorithm (FUP-HUI-INS) [13] for 
updating the discovered HUIs based on the FUP concept [9] and two-phase model 
[16] with transaction insertion. Lin et al. then also proposed an improved pre-large 
concept for mining high-utility itemsets with transaction insertion (PRE-HUI-INS) 
[14]. Since FUP-HUI-INS and PRE-HUI-INS algorithms are processed by two-phase 
model, an additional database rescan is still necessary performed to find the actually 
HUIs. Besides, both of them required computations to find the HTWUIs based on the 
pattern-growth approach. 

3 Preliminaries and Problem Statement 

Definition 1. An itemset X is a set of k distinct items {i1, i2, …, ik} in a quantitative 
database D = {T1, T2, …, Tn}, in which k is the length of an itemset. An itemset X is 
contained in a transaction Tn if X ⊆ Tn.  

Definition 2. The utility of an item ij in Tq is defined as u(ij, Tq) = q(ij, Tq) × p(ij), in 
which q(ij, Tq) is the quantity of an item ij in Tq, p(ij) is the profit value of an item ij. 

Definition 3. The utility of an itemset X in transaction Tq is denoted as u(X, Tq), which 
can be defined as: 

∑ ⊆∧∈
=

qj TXXi qjq TiuTXu ),(),( . 

Definition 4. The utility of an itemset X in D is denoted as u(X), which can be defined 
as: 

∑ ∈∧⊆
=

DTTX q
qq

TXuXu ),()( . 

Definition 5. The transaction utility of transaction Tq is denoted as tu(Tq), in which m 
is the number of items in Tq. Thus tu(Tq) can be defined as: 

∑
=

=
m

j
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),()( . 

Definition 6. Total utility of D is denoted as TUD, which can be defined as: 

∑ ∈
=

DT q
D

q

TtuTU )( . 

Definition 7. Given a database D and the minimum high utility threshold is set as ¶, a 
high-utility itemset X in D is denoted as HUID(X), which can be defined as: 

D

DTTX q
D TUTXuXHUI

qq

×≥=∑ ∈∧⊆
ε),()( . 
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Problem Statement. Given a transactional database D, its total utility is defined as 
TUD from D, a minimum utility threshold is set at 0 <ε ≤ 1, the HUIM is to find the 
completely k-itemsets whose utilities larger than or equal to minimum utility count as 
(ε ×TUD

). 
Since the downward-closure property of ARM is not kept in HUIM, the 

transaction-weighted downward closure property (TWDC) was thus proposed by two-
phase model [16]. 

Definition 8. The transaction-weighted utility of an itemset X is the sum of all 
transaction utilities tu(Tq) containing an itemset X, which is defined as: 

∑ ∈⊆ ∧
=

DTTX q
qq

TtuXTWU )()( . 

Definition 9. An itemset X is defined as a high transaction-weighted utilization 
itemset (HTWUI) if TWUD(X) ≥ ε × TUD. 

Property 1. The transaction-weighted downward closure (TWDC) property of two-
phase model is that if an itemset X is not as a HTWUI, the subsets of X could not be 
HUIs. 

4 Proposed Incremental Algorithm 

In this paper, the HUI-Miner algorithm [15] is adopted to design the incremental 
algorithm for HUIM. Before transactions are inserted into the original database, the 
utility-list structures are built in advance to keep not only the HTWUIs but also those 
itemsets which are not the high transaction-weighted utilization itemsets from the 
original database to avoid the database rescan with transaction insertion.  

4.1 Utility-List Structures 

Definition 10. An entry of X in the utility-list structure consisted of the set TIDs for X 
in Tq (X ⊆ Tq ∈ D), the set of utility for X in Tq (Iutility), and the set of remaining 
utility for X in Tq (Rutility), in which Rutility is defined as: 

∑ ∉∧∈
=

XiTi qjq
jqj

TiuTRutilityX ),()(. . 

The construction algorithm can be found from HUI-Miner approach [15]. In the 
construction process, the itemsets are sorted in ascending order of their transaction-
weighted utility (TWU). For the Rutility of an itemset X in a transaction, it keeps the 
rest utilities in the transaction except the processed itemset X. Since the TWU values 
of the itemsets are changed with transaction insertion, the sorted order of the utility-
list structures and the Rutility value should also be changed. The number of inserted 
transactions is, however, very small compared to the original database. In the 
proposed algorithm, the sorted order of the itemsets in the inserted transactions 
follows the initially order of itemsets in the original database. 
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Definition 11. The X.Iutility.sum is to sum the utilities of an itemset X in database D 
as: 

∑ ∈∧⊆
=

DTTX q
qq

TIutilityXsumIutilityX )(... . 

Definition 12. The X.Rutility.sum is to sum the rest utilities except an itemset X in 
database D as: 

∑ ∈∧⊆
=

DTTX q
qq

TRutilityXsumRutilityX )(... . 

For more k-itemsets, the utility-list structures are recursively constructed until no 
candidates are generated for determination.  

Definition 13. Any extension of an itemset X is a combination of X with the 
itemset(s) after an itemset X, which is denoted as X’.  

For example, assume the itemset B, then the extension of B is BC, BD and so on, 
both BC and BD can denoted as B’. 

Based on the HUI-Miner [15], a pruning strategy can also be adopted to compress 
the border for determination than the TWDC property. 

Property 2. Given the utility-list structure of an itemset X, if the summation of Iutility 
and Rutility of an itemset X in D is less than the minimum utility count, any extension 
X’ of X is not a HUI. 

In addition, the Estimated Utility Co-occurrence Pruning (EUCP) strategy [10] is 
also adopted in the proposed algorithm to further keep the relationship of 2-itemsets, 
thus eliminating the extension itemsets with lower utility without re-constructing the 
utility-list structures. 

4.2 Proposed Algorithm 

Based on the above properties inheriting from HUI-Miner and EUCS structures, the 
proposed incremental algorithm is described in Fig. 1.  

 
Algorithm 1: HUI-list-INS algorithm  
INPUT: D, the original database; d, the incremental database; TUD, the total utility 

in D; TUd, the total utility in d; ptable, the profit table; ε, the minimum 
utility threshold; EUCS, the Estimated Utility Co-Occurrence Structure; 
DB.UL, the utility list of D; db.UL, the utility list of d; U.UL, the utility 
list of U; X.UL, the utility list of itemset X. 

OUTPUT: High-utility itemsets. 
BEGIN Procedure 
1. DB.UL=NULL, db.UL=NULL, U.UL=NULL, X.UL=NULL; 
2. FOR each Tq in D DO 
3.   FOR each X in Tq DO 
4.      X.UL  {Tq, Iutility, Rutility}. 
5.      EUCS  {X, X’}.                         //X’, the extension of X. 
6.   END FOR  
7. END FOR 
8. DB.UL∪X.UL. 

Fig. 1. Pseudo code of the proposed HUI-list-INS algorithm 
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9. FOR each Tq in d DO 
10.   FOR each X in Tq DO 
11.      X.UL  {Tq, Iutility, Rutility}. 
12.      update the TWU(X) in EUCS. 
13.   END FOR 
14. END FOR 
15. db.UL∪X.UL. 
16. call merge-list(DB.UL,db.UL, U.UL).   
17. FOR each X in U.UL DO 
18.   IF X.Iutility.sum ≥ (TUD+TUd) × ε  
19.      HUIsX. 
20.   END IF 
21.   IF X.Iutility.sum + X.Rutility.sum ≥ (TUD+TUd) × ε THEN 
22.      extULs  null.    // extULs, the set of utility list of all X’s 1-extensions; 
23.      FOR each Y after X in U.UL DO 
24.         IF ∃(X,Y,Z)∈EUCS and Z ≥ (TUD+TUd) × ε THEN 
25.            extULs  extULs + Construct(X.UL, Y, Z). 
26.         END IF 
27.      END FOR 
28.      call HUI-list-INS(X, extULs, ε). 
29.   END IF 
30. END FOR 
END Procedure 

Fig. 1. (continued) 

For the designed incremental algorithm with transaction insertion, the original 
database is firstly scanned to construct the utility-list structures for all 1-itemsets and 
the EUCS structure for each item (Line 2-8). Similarly, the inserted transactions are 
processed in the same way. Each related TWU values of items in the built EUCS are 
also updated by the inserted transactions (Line 9-15). The designed merge-list 
algorithm is used to combine the utility-list structures from the original database and 
inserted transactions into the updated utility-list structures (Line 16). After that, the 1-
extensions of an itemset X is recursively processed (Line 17-28) by using a depth-first 
procedure. Each itemset X is then determined by the designed condition to check 
whether it is a HUI (Line 18-20). The extensions of the processed itemset are then 
determined by the designed condition (Line 21) for depth-first search. The updated 
EUCS structure is also used to prune the unpromising itemset, thus reducing the 
search space for mining high-utility itemsets (Line 24-26). The construction of utility-
list structure algorithm is then performed to construct the extULs of X. The proposed 
HUI-list-INS algorithm is then recursively performed to mine HUIs (Line 21-29). The 
algorithm is then terminated until no itemsets are generated. The construction 
procedure of utility-list structures are recursively processed for k-itemsets if it is 
necessary to process the depth-first search in the search space. The construction 
algorithm is similar as the algorithm shown in [15]. The proposed merge-list 
algorithm to combine original database and the incremental one is described in Fig. 2. 
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Algorithm 2: merge-list algorithm
INPUT: DB.UL is the utility-list of D; db.UL is the utility-list of d; U.UL is the 

utility-list of U. 
OUTPUT: U.UL. 
BEGIN Procedure 
1. U.UL = null, X.UL = null. 
2. FOR each itemset X and X.UL∈DB.UL DO 
3.    IF X.UL ≠ null THEN 
4.       search itemset X∈DB.UL in db.UL 
5.       IF ∃( X∈DB.UL and X∈db.UL) THEN 
             /* Ei is the element of X.UL */ 
6.          FOR each element Ei∈X.UL and X.UL∈db.UL DO 
7.              X.Iutility.sum  X.Iutility.sum + Ei.Iutility; 
8.              X.Rutility.sum  X.Rutility.sum + Ei.Rutility; 
9.              X.UL Ei. 
10.          END FOR 
11.       END IF 
12.       U.UL  X.UL. 
13.    END IF 
14. END FOR 
15. RETURN U.UL. 
END Procedure 

Fig. 2. Pseudo code of the proposed merge-list algorithm 

5 Experimental Evaluation 

Several experiments in terms of execution time, and memory consumption are 
conducted to show the performance of the proposed algorithm in four database 
including three real-life [1] and a synthetic databases [5]. The two-phase algorithm 
[16], the state-of-the-art FHM algorithm [10], two incremental FUP-HUI-INS [13] 
and PRE-HUI-INS [14] algorithms are used to compare the proposed algorithm. The 
values of quantities and profits were assigned to the purchased items in all databases 
by the two-phase model [16] except foodmart database. Parameters and characteristics 
for four databases are respectively described in Tables 1 and 2. 

Table 1. Parameters descriptions 

#|D| Total number of transactions 
#|I| Number of distinct items 

AvgLen Average length of transactions 
MaxLen Maximal length of transactions 
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Table 2. Characteristics of used databases 

Databases #|D| #|I| AvgLen MaxLen 
foodmart 21,556 1,559 4 11 

retail 88,162 16,470 10.3 76 
chess 3,196 75 37 37 

T10I4D100K 100,000 870 10.1 29 

5.1 Runtime 

Experiments were made to show the runtime of the proposed algorithm compared to 
the two-phase and FHM algorithms in batch mode and the other two incremental 
algorithms. The runtime includes the construction and mining phases. Experiments 
are then conducted to show the comparisons under various minimum utility thresholds 
(MUs) with a fixed insertion ratio (IR). The results are shown in Fig. 3. 
 

 
Fig. 3. Runtime under various minimum utility thresholds 

From Fig. 3, it can be observed that the proposed algorithm has better performance 
than the two-phase and FHM algorithms in batch mode and the incremental  
FUP-HUI-INS and PRE-HUI-IN algorithms. The runtime is decreasing along with the 
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increasing of MU. The observation is reasonable since less candidates of HUIs are 
generated when MU is set higher. When MU is set lower, the gap between the 
proposed algorithm and other three algorithms becomes large except the FHM 
algorithm, which indicates that the other three algorithms required more runtime than 
the proposed algorithm. Since the FHM algorithm uses the similar pruning strategies 
as the proposed approach, there is no great difference between them. The FHM is, 
however, performed in batch mode, thus requiring database rescan each time when 
the transactions are inserted into the original database. Experiments are then 
conducted to show the comparisons under different IRs with a fixed MU. The results 
are shown in Fig. 4. 

 

 

Fig. 4. Runtime under various insertion ratios 

From Fig. 4, it also can observed that the proposed algorithm outperforms the other 
algorithms under various IRs. Take an example of Fig. 4(b), the MU is set at 0.15%, 
and the IRs are respectively set from 2% to 10%, with 2% increments each time. Two 
incremental FUP-HUI-INS and PRE-HUI-INS algorithms have worse performance 
than the other algorithms. When the IR is set lower than 8%, the average runtime of 
two-phase algorithm is 420 seconds, the FHM is 28 seconds, and the proposed 
algorithm is 16 seconds. The runtime of FUP-HUI-INS and PRE-HUI-INS algorithms 
exceed 104 seconds. The reason is that FUP-HUI-INS and PRE-HUI-INS algorithms 
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could have “combination explosion” problem when MU or IR is set lower. This 
situation may frequently occur depending on the database characteristics. From the 
above results, the other algorithms have worse performance in chess database except 
the FHM and the proposed algorithm, which can be easily observed from Fig. 3(c) 
and Fig. 4(c). Since the chess belongs to dense database with long patterns in the 
transactions, a great amount of HTWUIs are generated by the two-phase, FUP-HUI-
INS and PRE-HUI-INS algorithms. 

5.2 Memory Consumption 

Memory consumption of the propose algorithm compared to the other algorithms is 
then evaluated. Experiments are then conducted to show the comparisons under 
various MUs with a fixed IR. The results are shown in Fig. 5. 
 

 
Fig. 5. Memory consumption under various minimum utility thresholds 

From Fig. 5, it can be observed that the FHM and the proposed algorithms requires 
steady memory along with the increasing of MUs compared to the other algorithms. 
This is because that the FHM and the proposed algorithms are necessary to build the 
utility-list structures for keep the itemsets. When MU is set lower, the proposed 
algorithm requires fewer memory than the other algorithms, which can be observed 
from Fig. 5(a). Experiments are then conducted to show the comparisons under 
various IRs with a fixed MU. The results are shown in Fig. 6. 
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Fig. 6. Memory consumption under various insertion ratios 

From Fig. 6(a), it can be observed that the proposed algorithm requires less 
memory than the other incremental algorithms along with the increasing of IRs. From 
Fig. 6(b) and (d), it can be observed that the proposed algorithm requires more 
memory than the other algorithms. This is reasonable since more itemsets are kept in 
the proposed algorithm for later incremental database. 

6 Conclusion 

In this paper, a novel incremental algorithm is proposed to maintain and update the 
built utility-list structures for mining HUIs with transaction insertion. Based on the 
utility-list structures, related information in the original database can thus be 
compressed. The proposed algorithm also applies the Estimated Utility Co-
Occurrence Structure (EUCS) to keep the information between 2-itemsets, thus 
speeding up the computations. Without the level-wise approach for generate-and-test 
candidates, HUIs can be easily discovered based on the designed algorithm for the 
incremental database. Experimental results show that the performance of the proposed 
algorithm outperforms than other algorithms. 
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Abstract. Frequent closed sequential pattern mining plays an impor-
tant role in sequence data mining and has a wide range of applications in
real life, such as protein sequence analysis, financial data investigation,
and user behavior prediction. In previous studies, a user predefined gap
constraint is considered in frequent closed sequential pattern mining as
a parameter. However, it is difficult for users, who are lacking sufficient
priori knowledge, to set suitable gap constraints. Furthermore, different
gap constraints may lead to different results, and some useful patterns
may be missed if the gap constraint is chosen inappropriately. To deal
with this, we present a novel problem of mining frequent closed sequential
patterns with non-user-defined gap constraints. In addition, we propose
an efficient algorithm to find the frequent closed sequential patterns with
the most suitable gap constraints. Our empirical study on protein data
sets demonstrates that our algorithm is effective and efficient.

Keywords: frequent closed sequential pattern, gap constraint, sequence
data mining.

1 Introduction

Ever since sequential pattern mining problem was introduced by Agrawal and
Srikant [1], sequential pattern mining has become a significant task in data min-
ing and has received wide attention. Different types of sequential patterns have
been proposed, such as frequent sequential pattern [2], distinguishing sequential
pattern [3], closed sequential pattern [4], and periodic sequential pattern [5].
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Moreover, sequential pattern mining has been applied in various fields. For in-
stance, in biological field [6,7], mining protein and nucleotide sequences helps
researchers to identify distinguished protein families in DNA. In commercial
field, analyzing customers’ behavior sequences can help managers get more use-
ful information about customers’ personalized tastes.

Gap constraint, which can make the expression of a pattern more flexible and
general, has been widely used in sequential pattern mining. Specifically, a gap
constraint defines the minimum and maximum numbers of wildcards1 between
two elements in a sequence. For example, given a sequence S = A$C$$F , a valid
gap constraint can be [1, 2].

Recent research [8] indicated that mining closed sequential patterns instead of
all frequent sequential patterns could get a more compact yet complete result set,
and the efficiency of mining is improved greatly. In previous studies on frequent
closed sequential pattern mining, such as [9,10], a predefined gap constraint is
necessary as a parameter. However it is difficult for users to set suitable gap
constraints. Without enough a priori knowledge, users have to pick up a gap
constraint randomly or do a large number of experiments to find a suitable one.
Please note that different gap constraints lead to different results. Example 1
demonstrates this situation.

Example 1. Given a set D of sequences in Table 1, we mine subsequences that
appear in all sequences. If the gap constraint is [0, 2], the result is {BA,CC}. If
the gap constraint is [0, 3], the result is {BA,CC,CA}.

Table 1. An example of sequential data set

Id Sequence

S1 ABDAFCAC
S2 CACDFABBA
S3 BCAECAFC
S4 CCBAEDFB
S5 ECBDFACCE

To break the limitation of predefining gap constraints, we propose an algo-
rithm, named FOUNTAIN, for mining frequent closed sequential patterns with
non-user-defined gap constraints. To our best knowledge, there is no previous
work considering mining frequent closed sequential patterns without user pre-
defined gap constraints. The main contributions of this work include: (1) ana-
lyzing the impact of gap constraint selection to the mining result; (2) propos-
ing the problem of mining frequent closed sequential patterns with non-user-
defined gap constraints; (3) designing an efficient algorithm to solve this prob-
lem, and conducting experiments on real data sets to verify it’s effectiveness and
efficiency.

1 In this paper, we use ‘$’ to represent a wildcard.
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The rest of the paper is organized as follows. Section 2 summarizes the re-
lated work. Section 3 provides the detailed definitions, as well as the necessary
notations and terms. Section 4 presents our FOUNTAIN algorithm. Section 5 re-
ports an experimental study on the data sets concerning protein families. Finally,
Section 6 discusses the concluding remarks and future work.

2 Related Work

Frequent closed sequential pattern mining has been extensively studied in recent
years, because of it’s more compact yet complete result set and better efficiency.
The CloSpan algorithm [4] was proposed for mining closed sequential patterns. It
needs to maintain a candidate set to prune the search space and check the closure
property. As maintenance of candidate set consumes much memory, Wang et
al. [8] presented BIDE algorithm to mining frequent closed sequential pattern
without candidate maintenance. The new pruning strategies and closure checking
scheme make BIDE more efficient than previous algorithms.

Introducing gap constraints into sequence data mining can make the sequen-
tial patterns more flexible and general. For instance in biology analysis, gap con-
straints are widely considered in DNA or protein sequence mining [6,11,12,13].

Gap constraints have been used in mining a variety of types of sequential pat-
terns. Antunes et al. [14] proposed an algorithm to handle the sequence pattern
mining problem with gap constraints based on PrefixSpan [15]. Xie et al. [12]
studied the frequent pattern mining under the condition of predefined minimum
support and gap constraints. Zhang et al. [5] mined frequent periodic patterns
satisfying a gap constraint. Shah et al. [16] introduced contrast patterns with
gap constraint to peptide folding prediction. Ji et al. [3] designed ConSGapMiner
to find minimal contrast subsequence patterns with gap constraints, which are
frequent in one class and infrequent in the other. Wang et al. [17] proposed the
concept of density in the mining task. He et al. [10] put forward a method of
mining closed sequential patterns with gap constraints to analyze the growing
log database. The Gap-BIDE algorithm, an expansion of BIDE by Li et al. [9],
discovers frequent closed sequential patterns with gap constraints.

To the best of our knowledge, [9] is the work most related to ours. However,
Gap-BIDE requires a predefined (fixed) gap constraint, which is hard for users
to set, if they lack sufficient a priori knowledge. In contrast, our method doesn’t
require a predefined gap constraint. Our method finds the most suitable gap
constraint for each frequent closed sequential pattern. As a result, our method
is more user-friendly and practical.

3 Problem Definition and Analysis

In this section, we give the formal definition for frequent closed sequential pat-
terns with non-user-defined gap constraints. First of all, we present some nota-
tions and terms used in this paper.
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Let Σ be the alphabet, which is a finite set of distinct symbols. A sequence S
over Σ is an ordered list with the form S = s1s2...sn, where si ∈ Σ (1 ≤ i ≤ n).
The length of S is the number of elements it contains, denoted by |S|.

We use S[i] to denote the i-th element in S (1 ≤ i ≤ |S|). For two elements S[i]

and S[j] in S satisfying 1 ≤ i < j ≤ |S|, the gap between S[i] and S[j], denoted
by Gap(S, i, j), is the number of elements between S[i] and S[j] in S. That is,
Gap(S, i, j) = j − i− 1.

For two sequences S and S′ satisfying |S| > |S′|, if there exist integers 1 ≤
k1 < k2 < ... < k|S′| ≤ |S|, such that S′ = S[k1]S[k2]...S[k|S′|], we say that

sequence S′ is a sub-sequence of S and S is a super-sequence of S′.

Example 2. Given an alphabet Σ = {A,C,G, T } and a sequence S =
ACGTCAT , we have |S| = 7, S[1] = A, S[3] = G, S[5] = C, S[7] = T . Moreover,
the gap between the first ‘A’ and the last ‘C’, i.e. Gap(S, 1, 5), is 3.

A gap constraint γ is an interval that consists of two non-negative integers,
γ.min (lower bound) and γ.max (upper bound), satisfying γ.min ≤ γ.max. That
is, γ = [γ.min, γ.max]. The width of γ, denoted by ||γ||, is γ.max− γ.min+ 1.
Take γ = [2, 5] as an example, ||γ|| = 5− 2 + 1 = 4.

For two sequences S and S′ satisfying S′ = S[k1]S[k2]...S[k|S′|] (1 ≤ k1 <

k|S′| ≤ |S|), given a gap constraint γ, if for any ki and ki+1 (1 ≤ i < |S′|),
γ.min ≤ Gap(S, ki, ki+1) ≤ γ.max, we say sequence S′ is contained in sequence
S with gap constraint γ, denoted by S′ �γ S. We denote an instance of S′ in S
by < k1, k2, ..., k|S′| >.

Example 3. Let S = ACGTCAT , S′ = ACT , and γ = [0, 3]. Then S′ �γ S, and
both < 1, 2, 4 > and < 1, 5, 7 > are instances of S′ in S.

Given a set D of sequences, the support of sequence P with gap constraint γ,
denoted by Sup(P, γ), is the fraction of sequences in D that contain P with γ.
Specifically,

Sup(P, γ) =
|{S ∈ D | P �γ S}|

|D| (1)

Given a support threshold α, P is frequent in D with gap constraint γ, if
Sup(P, γ) ≥ α.

Intuitively, closed patterns, instead of all patterns, result in a more compact
yet complete presentation and better mining efficiency. However, as analyzed
in [9], the downward closure property no longer holds in the gap-constrained
sequential pattern. For example, given S = ACGTCAT , P = ATA, P ′ = AA,
and γ = [1, 2], we can see that P �γ S, while P ′ 	�γ S.

To break this limitation, a concept called contiguous sub-sequences is intro-
duced in the definition of closed sequential pattern [9]. We also adopt this concept
in this work.

For two sequences S and S′ satisfying |S| > |S′|, if there exists |S′| integers,
|S′|−1
∪
i=0

k+ i (k ≥ 1), such that ∀0 ≤ i ≤ |S′| − 1: S′
[i+1] = S[k+i], we say sequence
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S′ is a contiguous sub-sequence of S and S is a contiguous super-sequence of
S′. For example, for S = ACGT , S1 = ACG and S2 = CGT are contiguous
sub-sequences of it, yet S3 = ACT is not.

Lemma 1. Let sequence P ′ be a contiguous sub-sequence of P . Given a gap
constraint γ, then Sup(P ′, γ) ≥ Sup(P, γ).

Proof. Since P ′ is a contiguous sub-sequence of P and P �γ S, then we have
P ′ �γ S. Thus,

|{S ∈ D | P ′ �γ S}| ≥ |{S ∈ D | P �γ S}|

By Equation 1, Sup(P ′, γ) ≥ Sup(P, γ).

Corollary 1. Suppose sequence P is frequent with gap constraint γ, then all
contiguous sub-sequences of P are frequent with γ.

Intuitively, a gap constraint with smaller width is more accurate and useful. In
this work, gap constraints with smaller width are preferred. In the case of same
width, the gap constraint with smaller lower bound is preferred. More often than
not, users do not want to see gap constraints with large width as answers, since
large width is hard to understand and may be impractical. Thus, we assume a
maximum gap constraint width ω > 0, and consider only gap constraints whose
width are not greater than ω.

Definition 1 (Frequent Closed Sequential Pattern with the Most Com-
pact Gap Constraint). Given a set D of sequences, a support threshold α, and
a maximum gap constraint width ω, the tuple T consisting of sequence P and gap
constraint γ (||γ|| ≤ ω), denoted by T =< P, γ >, is a frequent closed sequential
pattern with the most compact gap constraint, if conditions (1–3) are true:

1. (frequency condition) Sup(P, γ) ≥ α;
2. (closure condition) for any contiguous super-sequence P ′ of P , Sup(P, γ) >

Sup(P ′, γ);
3. (the most compact gap constraint) there is no gap constraint γ′ satisfying

either ||γ′|| < ||γ||, or ||γ′|| = ||γ|| and γ′.min < γ.min, such that conditions
1 and 2 hold.

Given a set of sequences, a support threshold and a maximum gap constraints
width, the problem of mining frequent closed sequential patterns with non-user-
defined gap constraints is to discover all frequent closed sequential patterns with
the most compact gap constraints as defined in Definition 1.

Example 4. Observing the data set in Table 1, suppose α = 0.8. For the sequence
P = CA, the tuple< P, γ > always satisfies the frequency and closure conditions,
when γ = [0, 1], γ = [0, 2], or γ = [2, 3]. From these three candidates, we select
< P, [0, 1] > as output because the width of gap constraint [0, 1] is shorter than
[0, 2] and the lower bound of [0, 1] is smaller than [2, 3]. Furthermore, all frequent
closed sequential patterns generated by FOUNTAIN include: {< CF, [2, 4] >,<
CA, [0, 1] >,< CC, [0, 1] >,< CAC, [0, 3] >,< BF, [1, 5] >,< BA, [0, 1] >,<
AF, [2, 3] >,< AC, [0, 1] >,< DF, [0, 1] >}.



62 W. Wang et al.

4 Mining Algorithm

In this section, we present our algorithm FOUNTAIN for discovering frequent
closed sequential patterns with non-user-defined gap constraints. In general,
FOUNTAIN consists of three main steps: candidate generation, frequency con-
dition checking, and closure condition checking.

4.1 The Framework of FOUNTAIN

As a frequent closed sequential patterns with the most compact gap constraint
(Definition 1) is a tuple consisting of a sequence and a gap constraint, FOUN-
TAIN generates candidate sequences and for each candidate sequence, FOUN-
TAIN checks whether there exists a gap constraint such that the frequency and
closure conditions are satisfied.

In order to find all frequent closed patterns, FOUNTAIN enumerates each
candidate sequence by the approach of set-enumeration tree [18], which takes a
total order on the set, the symbols in alphabet in the context of our problem, and
then enumerates all possible combinations systematically. FOUNTAIN traverses
the set-enumeration tree in a depth-first search manner. Figure 1 illustrates an
example of a set-enumeration tree with Σ = {A,B,C}. Algorithm 1 presents
the framework of FOUNTAIN.

Fig. 1. An example of a set-enumeration tree

4.2 Frequency Checking

For a candidate sequence P , FOUNTAIN first checks whether there exists a gap
constraint γ, such that < P, γ > is frequent. According to Equation 2, we can
get the upper bound of < P, γ >’s support.

Proposition 1. For a sequence P , given a gap constraint γ, the smallest upper
bound of Sup(P, γ), denoted by Supmax(P ), is

Sup(P, γ) ≤ |{S ∈ D | P is a sub-sequence of S}|
|D| = Supmax(P ) (2)
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Algorithm 1. The Framework of FOUNTAIN

Input: D: set of sequences, α: support threshold, ω: maximum gap constraint width
Output: R: set of frequent closed sequential patterns with the most compact gap

constraints
1: traverse the sequence set-enumeration tree in a depth-first search manner;
2: for each sequence P do
3: Γ ← {γ | Sup(P, γ) ≥ α}; // Section 4.2
4: if Γ¬∅ then
5: γ ← the most compact gap constraint in Γ ;
6: if < P, γ > is closed then
7: R ← R ∪ {< P, γ >}; // Section 4.3
8: end if
9: end if
10: end for
11: return R;

By Proposition 1, if Supmax(P ) is less than the support threshold α, then P
cannot be frequent with any gap constraint. We get the following pruning rule.

Pruning Rule 1. For sequence P , if Supmax(P ) is less than the support thresh-
old α, P and its child nodes in the set-enumeration tree are pruned.

Let � be the maximum length of a sequence in data set D. All gap constraints
are contained in interval [0, �− 2]. Therefore, we can get a set of candidate gap
constraints Γ = {γ | 0 ≤ γ.min ≤ γ.max ≤ (�− 2)}. Algorithm 2 presents the
pseudo-code of generating candidate gap constraints with time complexity O(�2).
Note that the result of Algorithm 2 may include non-compact gap constraints.

Algorithm 2. A Straightforward Way to Generate Candidate Gap Constraints

Input: �: maximum sequence length in D, ω: maximum gap constraint width
Output: Γ : set of candidate gap constraints
1: Γ ← ∅;
2: for i ← 0 to �− 2 do
3: for j ← i to i+ ω − 1 do
4: if j ≤ �− 2 then
5: Γ ← Γ ∪ {[i, j]};
6: end if
7: end for
8: end for
9: return Γ ;

Example 5. In Table 1, the length of the longest sequence in D is 9. So for every
candidate gap constraint γ, we have 0 ≤ γ.min ≤ γ.max ≤ 7. Let sequence P =
DC. Then there are four instances, which correspond to three gap constraints:
[2,2], [3,3], [4,4]. Namely, the minimal gap between ‘D’ and ‘C’ is 2. Thus, gap
constraints [0, 0] and [1, 1] are redundant candidates for P .
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For the sake of efficiency, inspired by merge sort [19], we design a new method
to generate candidate gap constraints, and select the most compact gap con-
straint one by one. For any two gap constraints γ1, γ2, a new gap constraint γ,
merged from γ1 and γ2 (denoted by γ1 ∪ γ2), is

γ.min = MIN {γ1.min, γ2.min} , γ.max = MAX {γ1.max, γ2.max}

For example, if γ1 = [1, 4], γ2 = [2, 5], then γ1 ∪ γ2 = [1, 5].

Definition 2 (Minimal Single Instance Gap Constraint). Given two se-
quences P and S satisfying P = S[k1]S[k2]...S[k|P |] (1 ≤ k1 < k|P | ≤ |S|),
then the gap constraint γ = [MIN {Gap(S, ki, ki+1)} ,MAX {Gap(S, ki, ki+1)}]
(1 ≤ i < |P |) is a minimal single instance gap constraint.

Example 6. For the data in Table 1, let sequence P = CAC. Then P have five
different minimal single instance gap constraints: [0,0], [0,1], [1,3], [0,3] and [0,4].

Let Γs be the set of minimal single instance gap constraints. We use Bl to
denote the lower bounds of gap constraints in Γs. That is, Bl = {γ.min | γ ∈ Γs}.
For each i ∈ Bl, all candidate upper bounds, denoted by U(i), are

U(i) = {γ2.max | ∃γ1, γ2 ∈ Γs, i = γ1.min, i ≤ γ2.min, γ1.max ≤ γ2.max} (3)

FOUNTAIN sorts U(i) in ascending order. Algorithm 3 gives the pseudo-code
for finding the most compact gap constraint for a candidate sequence.

Algorithm 3. Frequency Checking with the Most Compact Gap Constraint

Input: Γs: set of single instance gap constraints, P : candidate sequence, α: support
threshold

Output: γ: the most compact gap constraint satisfying Sup(P, γ) ≥ α
1: Bl ← {γ′.min | γ′ ∈ Γs};
2: for each i ∈ Bl do
3: generate U(i) by Equation 3;
4: sort U(i) by ascending order;
5: end for
6: repeat
7: R ← {[i, j] | i ∈ Bl, j is the first element in U(i)};
8: γ ← the most compact gap constraint in R;
9: U(γ.min) ← U(γ.min) \ {γ.max};
10: if Sup(P, γ) ≥ α then
11: return γ;
12: end if
13: until R = ∅;
14: return null;
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Example 7. Let Γs = {[0, 2], [0, 4], [1, 1], [1, 3], [2, 3], [2, 6]}. Then Bl = {0, 1, 2}
and U(0) = {2, 3, 4, 6}, U(1) = {1, 3, 6}, U(2) = {3, 6}. The selection process
goes as follows. First, FOUNTAIN selects the gap constraint γ = [1, 1] (the
width is minimum), and then checks whether < P, γ > satisfies the closure
condition for sequence P . If it does, < P, γ > is output. Otherwise, 1 is removed
from U(1), and FOUNTAIN continues to select the most compact gap constraint
from U(0), U(1), and U(2). Figure 2 demonstrates this process.

Fig. 2. Removal of a gap when selecting the most compact gap constraint

Lemma 2. Given a set D of sequences, let P be a contiguous sub-sequence of
Q. Then MAX {Sup(P, γ) | γ ∈ Γ} ≥ MAX {Sup(Q, γ) | γ ∈ Γ}.

Proof. Assume, for contradiction, that there exists a gap constraint γ′ ∈ Γ mak-
ing MAX {Sup(P, γ) | γ ∈ Γ} < Sup(Q, γ′) is true. Then Sup(P, γ′) ≤
MAX {Sup(P, γ) | γ ∈ Γ} < Sup(Q, γ′).

From Equation 1, we get

Sup(P, γ′) =
|{S ∈ D | P �γ′ S}|

|D| < Sup(Q, γ′) =
|{S ∈ D | Q �γ′ S}|

|D| (4)

However, P is a contiguous sub-sequence of Q. Therefore according to Lemma 1,
Sup(P, γ′) ≥ Sup(Q, γ′). This contradicts with Equation 4, completing the proof.

According to Lemma 2, we get Pruning Rule 2.

Pruning Rule 2. If Sup {(P, γ) | ∀γ ∈ Γ} < α, then we can prune all children
nodes of P in set-enumeration tree.

After getting the most compact gap constraint γ and Sup(P, γ) ≥ α, consid-
ering the correlation between sub-sequence and super-sequence, we get Pruning
Rule 3.

Pruning Rule 3. Let P be a contiguous sub-sequence of Q and γ the most
compact gap constraint of P . When searching for the most compact gap constraint
for Q, if Sup(P, γ) ≥ α, then we can prune all gap constraints before γ in the
sorted order, if they correspond to Q and are selected from the set Γ .
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For example, suppose Sup(P, [2, 5]) ≥ α, and [2,5] is the most compact gap
constraint for P . Then for any super-sequence of P , we can ignore all gap con-
straints whose width is less then 4, and select the most compact one starting
from gap constraint [2, 5].

When we get the most compact gap constraint γ, the next step is checking
whether < P, γ > satisfies frequency and closure conditions. In the next subsec-
tion, we illustrate the implementation of closure checking.

4.3 Closure Checking

Recalling Definition 1, given < P, γ >, the key point of closure checking is
the comparison of Sup(P, γ) with tuples, each of which consists P ’s contiguous
super-sequence and γ.

Li et al. [9] presented an efficient method for closure checking without main-
taining a candidate set. We adopt the same way to check closure condition.

In order to check closure condition, FOUNTAIN scans every sequence, in
which P has an instance, denoted by I, satisfying γI ⊆ γ. Here γI is the minimal
single instance gap constraint of I. Suppose S[f ] and S[e] are the first and last
elements of I in S.

Let Φ(S) = {S[k] | f − γ.max − 1 ≤ k ≤ f − γ.min− 1} and Ψ(S) = {S[k] |
e + γ.min+ 1 ≤ k ≤ e + γ.max + 1}. After FOUNTAIN has finished the scan
process, if ⋂

P
γS

Φ(S) = ∅ and
⋂

P
γS

Ψ(S) = ∅

then < P, γ > is a closed sequential pattern, i.e. < P, γ > is a frequent closed
sequential pattern with the most compact gap constraint.

Example 8. For the data in Table 1, suppose the current candidate pattern is
< CF, [2, 4] >. We can obtain Ψ{S2} = {A,B}, Ψ{S5} = {C,E} through
scanning all instances of P = CF . Now Ψ{S2} ∩ Ψ{S5} = ∅, in other words
there is no contiguous super-sequence of P that has the same support with P
when gap constraint is [2, 4]. So, < CF, [2, 4] > is a frequent closed sequential
pattern with gap constraint [2, 4].

5 Empirical Evaluation

In this section, we report a systematic empirical study using real data sets to
verify the effectiveness and efficiency of our method. All experiments were con-
ducted on a PC computer with an Intel Core i7-4770 3.40 GHz CPU, and 8
GB main memory, running Windows 7 operating system. All algorithms were
implemented in Java and compiled by JDK 7.
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Fig. 3. Distribution of results on CbiX Fig. 4. Distribution of results on DUF1694

5.1 Effectiveness

To have realistic and interesting mining results, we select two protein sequential
data sets CbiX and DUF1694 from Pfam2. Statistics of these two data sets are
listed in Table 2.

Table 2. Statistics of data sets

Data set # sequences # symbols Average length of
sequences (Avg. len.)

CbiX 76 40 106
DUF1694 16 22 123

In order to verify the effectiveness of our method, FOUNTAIN, we apply it
to mining frequent closed sequential patterns from CbiX and DUF1694, respec-
tively. Figure 3 (Figure 4) illustrates the number of patterns discovered from
CbiX (DUF1694) using different support thresholds (α) and values of maximum
gap constraint width (ω). We can see that the number of patterns decreases
as α increases. In addition, as α increases, the numbers of patterns discovered
using different ω are closer to each other. The reason is that more sequences are
pruned by Pruning Rules 1 and 2 as the increase of α, no matter what the value
of ω is.

Recall that in this paper we don’t predefine a gap constraint when mining
frequent closed sequential patterns. Instead, we find the most compact gap con-
straints in the process of mining. Table 3 and Table 4 show the statistics of
patterns on CbiX when α = 0.9 and ω = 8, respectively.

Table 5 lists the mining results of FOUNTAIN in CbiX when α = 0.9 and
ω = 2. We can see that patterns with different gap constraints are discovered by
FOUNTAIN. Thus, our method is more flexible compared with previous closed
sequential pattern mining methods which need user to predefine a gap constraint.

2 Protein Family Database. http://www.sanger.ac.uk/

http://www.sanger.ac.uk/
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Table 3. Statistics of patterns on CbiX
(α = 0.9)

ω # patterns Avg. len.

4 44 2.023
6 84 2.083
8 156 2.321
10 282 2.585

Table 4. Statistics of patterns on CbiX
(ω = 8)

α ∗ |CbiX| # patterns Avg. len.

46 2686 3.371
53 1049 2.991
61 447 2.678
75 156 2.321

Table 5. Mining results in CbiX (α = 0.9 and ω = 2)

< EL, [0, 1] > < LA, [0, 1] > < LE, [0, 1] > < PL, [0, 1] >
< LL, [1, 2] > < V L, [2, 3] > < LV, [7, 8] > < GL, [8, 9] >
< AL, [11, 12] > < GA, [13, 14] >
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Fig. 5. Runtime in CbiX when α = 0.9
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Fig. 6. Runtime in DUF1694 when α = 0.9
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Fig. 7. Runtime in CbiX when ω = 4
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Fig. 8. Runtime in DUF1694 when ω = 4

5.2 Efficiency

To the best of our knowledge, there was no existing method similar to our
method. So we adopt Algorithm 2 as a baseline to generate candidate gap con-
straints and compare it with FOUNTAIN in running time. We applied FOUN-
TAIN as well as baseline on the protein families to mining frequent closed se-
quential patterns.

Figures 5 and 6 show the efficiency test on CbiX and DUF1694 with respect
to ω when α = 0.9, respectively. We can see that FOUNTAIN runs faster than
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the baseline, because the number of candidate gap constraints generated by
FOUNTAIN is smaller than that of the baseline.

Figures 7 and 8 compare the runtime of FOUNTAIN with the baseline on CbiX
and DUF1694, respectively. When α is larger, the number of candidate patterns
is smaller, so the decrease in runtime is significant. FOUNTAIN is more efficient
than the baseline because Pruning Rule 1 speeds up the search process.

6 Conclusions

The previous frequent closed sequential pattern mining problem requires users
to predefine a gap constraint as a parameter. But setting a suitable gap con-
straint is difficult for users who lack enough background knowledge, so many
interesting patterns may be missed. To deal with this problem, we present an
algorithm, named FOUNTAIN, to find frequent closed sequential patterns with
the most suitable gap constraints. The experiments on protein data sets verify
the effectiveness and efficiency of FOUNTAIN.

As future work, we attempt to apply our method to more medical data analysis
and study the situation of multi-items instead of one item on mining frequent
closed sequential patterns with non-user-defined gap constraints.
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Abstract. This paper focuses on the problem of mining high utility episodes
from complex event sequences. Episode mining, one of the fundamental prob-
lems of sequential pattern mining, has been continuously drawing attention over
the past decade. Meanwhile, there is also tremendous interest in the problem of
high utility mining. Recently, the problem of high utility episode mining comes
into view from the interface of these two research areas. Although prior work [11]
has proposed algorithm UP-Span to tackle this problem, their method suffers
from several performance drawbacks. To that end, firstly, we explicitly interpret
the high utility episode mining problem as a complete traversal of the lexico-
graphic prefix tree. Secondly, under the framework of lexicographic prefix tree,
we examine the original UP-Span algorithm and present several improvements
on it. In addition, we propose several clever strategies from a practical perspec-
tive and obtain much tighter utility upper bounds of a given node. Based on these
optimizations, an efficient algorithm named TSpan is presented for fast high util-
ity episode mining using tighter upper bounds, which reduces huge search space
over the prefix tree. Extensive experiments on both synthetic and real-life datasets
demonstrate that TSpan outperforms the state-of-the-art in terms of both search
space and running time significantly.

1 Introduction

Sequential pattern mining [6], one of the most important data mining problems, has
been continuously drawing attention from researchers. And when the sequential data
becomes event sequence, the task of frequent episodes mining (FEM) [7] is introduced.
FEM reveals a lot of useful information hidden in the event sequence with a wide range
of applications [2,4,7,8,10]. However, the discovered frequent episode is still too simple
and primitive. In some cases, FEM may lose some important information. It only takes
the presence and absence of events into account and neglects the semantic information
of different events. However, in reality, events in the same sequence can be significantly
different from each other. For example, different web pages/items are of different im-
portance/cost/profit for the decision makers (both producers and consumers). If we only
apply FEM to event sequences, some truly interesting episodes, such as high-profit ones,
may be filtered out due to their low frequency.

X. Luo, J.X. Yu, and Z. Li (Eds.): ADMA 2014, LNAI 8933, pp. 71–84, 2014.
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To tackle the above challenge, the concept of utility is introduced as an alternative
measure aside from frequency [3,12]. In high utility mining, unlike the traditional fre-
quency based pattern mining, the downward closure property does not keep. In other
words, when appending a new item/event to an itemset/episode one by one, the fre-
quency of an itemset/episode decreases monotonously or remains unchanged, but the
utility varies irregularly. As a result, previous optimization methods in frequent pattern
mining become invalid in high utility mining. Without efficient pruning strategies, high
utility mining becomes prohibitive due to the curse of dimensionality. Fortunately, ex-
ploiting transaction/sequence weighted utility (TWU/SWU) [5,13], we can first generate
candidates efficiently using TWU/SWU’s downward closure property, and then identify
high utility ones from far smaller number of candidates.

However, previous high utility mining works mainly focus on the transactional
databases, seldom consider other types of databases, like sequence database. As far
as we know, Wu et al. [11] presented the first attempt to solve the problem of high util-
ity episode mining1 in complex event sequence. But the proposed algorithm UP-Span
suffers from low efficiency in both running time and memory consumption. More im-
portantly, the proposed utility upper bound named Episode Weighted Utility (EWU) is
only a loose and basic utility bound for episodes. In practice, we may need to check
a large number of candidates when using EWU, which becomes a bottleneck for high
utility episode mining in large databases. To that end, in this paper we present several
improvements over UP-Span, and an efficient algorithm named TSpan, which has two
much tighter upper bounds than EWU for high utility episode mining.

Contribution. In this paper, we first explicitly tackle high utility episode mining under
the framework of a traversal of lexicographic prefix tree. Under this framework, we dis-
cuss how to implement the UP-Span algorithm in a much more efficient manner, which
can save a lot of search space and running time. Moreover, leveraging the lexicographic
prefix tree, we propose algorithm named TSpan (Tighter upper bound when Spanning
prefixes), which consists of two tighter upper bounds for operations related to spanning
episodes. These upper bounds are able to maintain the preferable downward closure
property, which effectively reduces search space over the tree. Last but not least, we
conduct experiments with both synthetic and real-life datasets and clearly show that
TSpan can effectively reduce both search space and running time.

2 Preliminaries and Lexicographic Prefix Tree

Fig. 1 shows a simple complex event sequence, where each event in the sequence is
associated with an event type and occurrence time. It is called complex event sequence
because at each occurrence time there can be events occurring simultaneously and the
frequency of events at a given time is different, as shown in Fig. 1. Following [11],
events occur at the same time point are called simultaneous events SE. For high utility
episode mining, each event is associate with an external utility value and Table 1 shows
an example utility table for the example event sequence in Fig. 1.

1 Following [11], when talking about the word episode, we specifically refer to serial episode.
Other type of episodes are good candidates for future research.
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Fig. 1. A simple complex event sequence

Table 1. External utilities for events in Fig. 1

Event a b c d
Utility 1 1 1 1.5

Introduced in [7], the number of minimal occurrences is a popular measure for fre-
quent episode mining. Formal definition of minimal occurrence is as follows: an oc-
currence of an episode α, [Ts, Te], is minimal iff α does not occur at any subinterval
[T

′
s, T

′
e] ⊂ [Ts, Te]. For simplicity, here we denote a minimal occurrence of episode α

as mo(α). The set of all minimal occurrences of α is denoted as moSet(α). For in-
stance, in Fig. 1, the time interval [1,2] is one of the minimal occurrences of episode
〈ab〉 and moSet(〈a, b〉) = {[1, 2], [2, 3]}.

Based on minimal occurrence, we can define the utility of an episode. Given an
episode α = 〈SE1, SE2, ..., SEk〉, where each simultaneous events SEi is associ-
ated with a time point Ti, the utility of episode α w.r.t. minimal occurrence mo(α) =

[Ts, Te] is u(α,mo(α)) =
∑k

i=1 u(SEi, Ti). For example, u(〈ab〉, [1, 2]) = u(a, T1)+
u(b, T2) = 2+1 = 3. As one episode may have multiple minimal occurrences, the util-
ity of an episode can be naturally defined as the sum of episode’s utility w.r.t. each min-
imal occurrence, i.e., u(α) =

∑
mo(α)∈moSet(α) u(α,mo(α))/u(CES)2. For episode

〈ab〉 in Fig. 1, u(〈ab〉) = (u(〈ab〉, [1, 2]) + u(〈ab〉, [2, 3]))/11 = (3 + 3)/11 = 0.55.
In real world cases, the events of an episode usually happen together within a rea-

sonable time period. Following [11], we name maximum time duration of an episode
as MTD. For any minimal occurrence mo(α) = [Ts, Te] of α, it must satisfy the con-
dition that Te − Ts + 1 ≤ MTD. With MTD, we can then formally introduce the
concept EWU presented in [11] as follows.

Definition 1 (EWU(α)). Given episodeα = 〈(SE1), (SE2), ..., (SEn)〉 andmo(α) =
[Ts, Te] is one of its minimal occurrence, EWU (Episode3 Weighted Utility) value of α

w.r.t. mo(α), i.e., EWU(α,mo(α)) =
n∑

i=1

u(SEi, Ti) +
s+MTD−1∑

i=e

u(CESi, Ti). Then

givenmoSet(α) = {mo(α)1,mo(α)2, ...,mo(α)k}, EWU(α) =
k∑

i=1

EWU(α,mo(α)i)

/u(CES).

2 For simplicity of comparison, episode’s utility is defined a ratio between its utility value and
complex event sequence’s total utility value.

3 Under the current context, the term “episode” specifically denotes the largest episode when
expanding α given a user specified MTD.
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Similar to TWU/SWU, EWU serves as upper bound of an episode’s utility and
maintains the favorable downward closure property. Using this upper bound, the
candidate-generation-and-test mechanism can then be effectively used in high utility
episode mining. In this way, the computing cost of high utility episode mining becomes
acceptable.

Different from [11], we view high utility episode mining from complex event
sequences as a complete traversal over the lexicographic prefix tree. Under this frame-
work, a more clear understanding of the process can be obtained, and further devel-
opment of optimization becomes easier. Before formally introducing lexicographic
prefix tree, we would like to first define two operations over the prefix tree, i.e., I-
Concatenation and S-Concatenation, which are closely related to this concept.

Definition 2 (I-Concatenation and S-Concatenation). Assume that we have an l-
episode4 α, appending an event to the end of α will lead to an expanded episode,
which is an (l+1)-episode. We call this operation as concatenation. Specifically, when
the time duration of α does not change, we denote this operation as I-Concatenation.
However, when the time duration of α is increased by 1, we denote this operation as
S-Concatenation.

Fig. 2. Lexicographic prefix tree for event sequence in Fig. 1 (MTD=2, min util=0.7)

Definition 3 (Lexicographic prefix tree). In lexicographic prefix tree, a) the root node5

of the prefix tree is empty, b) all the child nodes are generated from the I-Concatenation
or S-Concatenation of a parent node, c) all the child nodes are listed in an incremental
and lexicographic order.

Fig. 2 shows an example lexicographic prefix tree for the example event sequence
〈(ac)(abd)(bc)〉 in Fig. 1. In Fig. 2, we also present the minimal occurrences associated
with each episode. As it can be seen, even for such short an event sequence with MTD=2
and min util=0.7, large number of nodes need checking if there is no pruning strategy
employed. In Fig. 2, the black solid line shows the search space boundary over the

4 An l-episode means that the episode’s length is l.
5 Without ambiguity, the terms episode and node will be used interchangeably in the following.
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prefix tree when only using EWU(α) as the upper bound estimation of episode’s utility
for pruning. In the following, we will also take Fig. 2 as example for explaining our
improvements over UP-Span and proposed pruning strategies. For easy reference, we
summarize the notations defined above in Table 2.

Table 2. Summary of notations described above

CES The total complex event sequence
SEk Simultaneous events at time Tk

mo(α) The minimal occurrence of episode α

moSet(α) The set of all minimal occurrences of episode α

u(α) The utility value of α
MTD Maximum time duration of episodes
EWU(α) Episode Weighted Utility of α
I-Concatenation Concatenation operation that increases episode length by

1, but episode’s time duration size keeps unchanged
S-Concatenation Concatenation operation that increases episode length by

1, and also increases episode’s time duration size by 1

3 Efficient High Utility Episode Mining

In this section, we will first discuss the improvements over the original UP-Span algo-
rithm we have made. Secondly, we will present our proposed pruning strategies, which
are more tighter and efficient than EWU. Our strategies effectively improve the algo-
rithm’s efficiency by further reducing the search space. In the example lexicographic
prefix tree (Fig. 2) for event sequence 〈(ac)(abd)(bc)〉, the search space boundary us-
ing our pruning strategies is shown by the dashed cut line (red). Compared to EWU,
this example clearly shows that our proposed upper bound based pruning strategies are
much more effective and efficient.

3.1 Efficient Implementation of the UP-Span Algorithm

The algorithm UP-Span (high Utility ePisode mining by Spanning prefixes) presented
in [11], adopts idea similar to that of [13,9], all following the same prefix-growth (also
known as pattern-growth) paradigm. When spanning prefixes in the complex event se-
quences, there are two kinds of candidate events, i.e., the simultaneous events and se-
rial events, to extend with. Thus, we need to define two different procedures for span-
ning episode prefixes in high utility episode mining. The UP-Span algorithm uses the
term miningSimultHUE and miningSerialHUE to denote these two procedures. Read-
ers can refer to [11] for the details of the UP-Span algorithm. However, we’d like to
adopt I-Concatenation and S-Concatenation [13] to denote these two different proce-
dures, since these two terms explicitly indicating that these two operations are on the
lexicographic prefix tree. The details of our implementation of I-Concatenation and S-
Concatenation are shown in Algorithm 1 and 2. The procedure named Prefix-Growth
is omitted since it is simply a successive call of these two operations.
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Algorithm 1. I-Concatenation
Input : (1) α: episode (2) moSet(α): all minimal occurrences of α (3) MTD:

maximum time duration (4) min utility: minimum utility threshold
Output: The set of high utility simultaneous episodes w.r.t prefix α

1 for each mo(α) = [Ts, Te] ∈ moSet(α) do
2 IES = {e | event e occurs at Te and e is after the last event in α };
3 for each event e ∈ IES do
4 β = I-concatenate(α, e);
5 mo(β) = mo(α);
6 betaSet = betaSet ∪ β;
7 moSet(β) = moSet(β) ∪mo(β);

8 for each β ∈ betaSet do
9 if EWU(β) ≥ min utility then

10 if u(β) ≥ min utility then
11 HUE Set = HUE Set ∪ β;

12 Prefix-Growth(β,moSet(β),MTD,min utility);

Algorithm 2. S-Concatenation
Input : (1) α: episode (2) moSet(α): all minimal occurrences of α (3) MTD:

maximum time duration (4) min utility: minimum utility threshold
Output: The set of high utility simultaneous episodes w.r.t prefix α

1 for each mo(α) = [Ts, Te] ∈ moSet(α) do
2 for each time point t in [Te + 1, Ts +MTD + 1] do
3 SESt = {e | event e occurs at t};
4 for each event e ∈ SESt do
5 β = S-concatenate(α, e);
6 mo(β) = [Ts, t];
7 M = {mo | mo ∈ moSet(β) and mo ⊆ mo(β)};
8 if M = ∅ then
9 N = {mo | mo ∈ moSet(β) and mo(β) ⊂ mo};

10 if N 	= ∅ then
11 moSet(β) = moSet(β)−N ;
12 moSet(β) = moSet(β) ∪mo(β);

13 else
14 betaSet = betaSet∪ β;
15 moSet(β) = moSet(β) ∪mo(β);

16 for each β ∈ betaSet do
17 if EWU(β) ≥ min utility then
18 if u(β) ≥ min utility then
19 HUE Set = HUE Set ∪ β;

20 Prefix-Growth(β,moSet(β),MTD,min utility);
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Both I-Concatenation and S-Concatenation follow the same framework: firstly, gen-
erate all the valid candidates betaSet and their corresponding minimal occurrence set
moSet(β) by means of prefix growth from episode α (the first for loop); then each can-
didate is checked to see if its EWU value is above the threshold min utility to decide
whether or not to recursively call the procedure prefix-growth (the second for loop).
If the candidate β’s exact utility is above min utility, it will be added to HUE Set
(Line 11 and 19 respectively). After this recursive procedure prefix-growth is executed
on all the 1-episodes in lexicographic order, it exactly finishes the complete search on
the lexicographic prefix tree and all the high utility episodes will be collected into the
set HUE Set. It is worth noting that the sub-procedure I-Concatenate/S-Concatenate
performs simultaneous/serial concatenation operation on α and e ∈ IES/SES to form
candidate episode β (Line 4 and 5 respectively), and the sub-procedure EWU and u(α)
computes the EWU and utility value of an episode respectively.

Discussion. Although the main procedure of the above presented algorithms is the same
as the UP-Span algorithm, we make a couple of improvements compared to the original
UP-Span algorithm.

First of all, we conduct the search process explicitly under the framework of lex-
icographical prefix tree. Before the search process begins, the simultaneous events at
each time point are sorted in the lexicographic order as it is required in lexicographi-
cal tree. Consequently, we have the following nice property: Using the I-Concatenation
procedure described in Algorithm 1, 1) all the candidate simultaneous episodes betaSet
with prefix α will be generated, and 2) each β ∈ betaSet has exactly the complete and
correct minimal occurrence set moSet(β)6.

Secondly, when spanning prefixes using S-Concatenation (Algorithm 2), we do not
simply first collect all the serial candidate episode sets betaSet and their corresponding
minimal occurrence set moSet(β), and then filter out the illegal minimal occurrences
of each β. Instead, whenever adding a new minimal occurrence of β, we check if there
exists a minimal occurrence mo in moSet(β) such that mo ⊆ mo(β) (this set of mo is
denoted as M in Line 7) or mo ⊃ mo(β) (this set of mo is denoted as N in Line 9). If
M is not ∅, then mo(β) is not a valid minimal occurrence for episode β, and no further
steps are taken. On the other hand, if M is ∅ (Line 8), and N is not ∅, the set N will be
deleted from the moSet(β) (N is not minimal occurrence because of the new mo(β));
otherwise, mo(β) will be directly added to moSet(β) (Line 10-15).

Furthermore, as we can see, different from the UP-Span algorithm, the projected
database is not utilized in these algorithms, which is a common trick in sequential pat-
tern mining to facilitate the prefix-growth process. It is because that not only the episode
α itself, but also its minimal occurrence set moSet(α) are stored during the mining pro-
cess. Together with the original event sequence and MTD, moSet(α) already provides
a sparse representation of projected database w.r.t. α, which can be used to compute the
EWU value and utility of α efficiently.

The final optimization of our implementation is that we propose to compute the exact
utility of candidate episodes incrementally since the prefix-growth paradigm generates
patterns recursively. As every minimal occurrence mo(β) of the candidate episode β

6 The proof is omitted due to space limit.
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will be generated, u(β,mo(β)) can be directly obtained from the sum of the corre-
sponding mo(α)’s utility and the newly appended event e’s utility. Thereafter, the util-
ity of β can be obtained from the sum of u(β,mo(β)). In this way, we can avoid the
frequent scans of the original database to compute the value of u(β).

3.2 Efficient Pruning Strategies

Although the pruning strategies proposed using EWU is effective as demonstrated
in [11], we argue here that the performance of this algorithm can be further improved.
Our proposed upper bounds are able to further prune the search space over the lexico-
graphic prefix tree and reduce the running time of algorithm significantly.

Table 3. Notations used in the following

Elast(α) The last event of α
IESi(α) Event Set for I-Concatenation w.r.t. moi(α)

SESi(α) Event Set for S-Concatenation w.r.t. moi(α)

IES(α) Event Set for I-Concatenation w.r.t. α
SES(α) Event Set for S-Concatenation w.r.t. α

Improved EWU for I-Concatenation As described in Definition 1, the computation
of EWU(α) w.r.t. one minimal occurrence mo(α) = [Ts, Te] is the sum of two parts,
episode α’s own utility w.r.t. mo(α), and the partial utility of CES starting from time
point Te to Ts +MTD− 1. Taking all the minimal occurrences of α into account, we
can then get EWU(α) by summing all the EWU(α,moi(α)). However, the estimated
utility upper bound is still very loose. In fact, the first and second part have overlaps
with each other during computation. That is, if α =< SEs, SEs+1, ..., SEe >, the
utility of event set SEe is counted twice during computation.

Under the framework of lexicographic prefix tree, events in each simultaneous event
set are sorted in the lexicographic order. Hopefully, the repetitive calculation of utility of
the events e ∈ SEe can be avoided. Specifically, we propose to compute an upper bound
in this way: the first part keeps unchanged; the second part becomes the sum of utility of
events after Elast in CESe, i.e. u(IES(α)), and utility of events in subsequent CESi

after CESe, i.e. u(SES(α)). As there often exist events in the set SEe, this method
can be seen as an improved upper bound of u(α) before I-Concatenation. We denote
this new upper bound as IEIC (Improved EWU for I-Concatenation).

IEIC(α,moi(α)) =

k∑
j=1

u(SEj , Tj) + u(IESi(α)) + u(SESi(α)), (1)

where α =< (SE1), (SE2), ..., < SEj >, ..., (SEk) >, moi(α) = [Tsi, Tei], and the
meaning of IESi(α) and SESi(α) is illustrated in Table 3.

Taking all the minimal occurrences mo(α) of episode α into consideration, we can
then obtain the value of IEIC(α):

IEIC(α) = (u(α) + u(IES(α)) + u(SES(α)))/u(CES). (2)
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This newly proposed upper bound IEIC(α), can be directly applied to replace the
function of EWU used in Algorithm 1, and 2. In this way, we get a more efficient upper
bound for pruning the search space.

Improved EWU for S-Concatenation. When it comes to S-Concatenation in the
prefix-growth procedure, an improved upper bound of u(α) can be obtained similar
to IEIC. Any S-concatenation episode β of α w.r.t. mo(α) = [Ts, Te] only considers
the event e ∈ {CESi | e+ 1 ≤ i ≤ s+MTD− 1}, i.e., SES(α). Therefore, there is
no need to take the utility of event set IES(α) into account when estimating the upper
bound of u(α) for S-Concatenation. Similar to IEIC, we denote this new upper bound
as IESC (Improved estimation of EWU for S-Concatenation).

IESC(α) = (u(α) + u(SES(α)))/u(CES). (3)

This efficient estimation of utility upper bound can only be applied before the sub-
procedure of S-Concatenation. Thus, the prefix-growth procedure for high utility
episode mining can be improved by employing this upper bound. We call this up-
dated prefix-growth procedure as TSpan, which is illustrated as follows.

Algorithm 3. TSpan
Input : (1) α: episode (2) moSet(α): all minimal occurrences of α (3) MTD:

maximum time duration (4) min utility: minimum utility threshold
Output: The set of high utility episodes with α as the prefix

1 I-Concatenation(α,moSet(α),MTD,min utility);
2 if IESC(α) ≥ min utility then
3 S-Concatenation(α,moSet(α),MTD,min utility);

Discussion. Replacing function EWU(α) with IEIC(α) and procedure Prefix-Growth
with TSpan (Algorithm 3) in Algorithm 1, 2, we finally obtain our improved algorithm
TSpan over UP-Span. As TSpan adopts strategies including tighter upper bound esti-
mation of u(α) and tighter upper bound estimation for S-Concatenation, much more
search space is pruned compared to UP-Span. The efficiency of TSpan can be shown
clearly in the example lexicographic prefix tree in Fig. 2. The black solid line shows the
search space boundary of the UP-Span algorithm, while the red dashed line shows the
search space boundary of TSpan.

To be specific, the total utility of u(〈(ac)(abd)(bc)〉) = 11 under the above settings.
Therefore, the utility of a given node α, i.e., u(α) must be greater than 7.7(11 ∗ 0.7) to
be recognized as a high utility episode. Using UP-Span, only nodes 〈(ab)(bc)〉 and
〈(b)(bc)〉 are pruned, while TSpan is much more efficient at reducing search space
in this example. For instance, the child nodes of 〈(ad)〉 are not pruned by UP-Span
since EWU(〈(ad)〉) = (u(〈(ad)〉) + u(〈(abd)(bc)〉))/11 = 1.1, greater than 0.7.
But IEIC(〈(ad)〉) = (u(〈(ad)〉) + u(〈(bc)〉))/11 = 7/11 < 0.7 , thus the child
nodes of 〈(ad)〉 is not searched using our proposed algorithm. Before performing S-
Concatenation operation on node 〈(b)〉, the original upper bound EWU(〈(b)〉) is sure
to be larger than 0.7 due to two minimal occurrences of 〈(b)〉. But IESC(〈(b)〉) =
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(u(〈(b)〉, [2, 2]) + u(〈(bc)〉) + u(〈(b)〉, [3, 3]))/11 = 6/11 < 0.7. As a result, all the
serial concatenation episodes of 〈(b)〉 are pruned from the search space. Similar results
can also be demonstrated for other pruned nodes.

4 Performance Evaluation

In this section, we will conduct experiments on various algorithms to evaluate the
performance of our proposed strategies.The main characteristics of datasets used in
experiments are presented in Table 4. The synthetic dataset is generated with the IBM
synthetic data generator for transactional database [1]. The main parameters to generate
these dataset include T: the average size of transactions; I: the average size of maximal
potential pattern; D: the total number of transactions; N: the number of distinct items.
Aside from synthetic dataset, three real-life datasets are also employed during evalu-
ation. The first one is Foodmart2000 database7, a well known example database for
business intelligence. The second one is Retail dataset, obtained from the FIMI dataset
repository8. The last one is Chainstore dataset, a large dataset downloaded from NU-
MineBench repository9.

Table 4. Statistical information of different datasets

DataSet #Trans #Items Avg. Length
T20I12N1KD10K 10,000 1,000 20

FoodMart2000 5,581 1,559 15.6
Retail 88,162 8,600 11.2

ChainStoreSmall 10,000 46,086 14.3

It should be noted that both the synthetic and real-life datasets can be seen as transac-
tional databases. But they can also be viewed as a single long complex event sequence
by considering each item as an event and each transaction as a simultaneous event set
at a time point. In the experiments, we only use the first 10k transactions of dataset Re-
tail and ChainStore as this size is enough for comparison and bigger size of the dataset
will cost too much time to run. Only the FoodMart2000 and Chainstore dataset have
unit profits (i.e., external utility) and product sales (i.e., internal utility). Therefore, we
generate unit profits and product sales as follows: the unit profits of each item are gen-
erated using a log-normal distribution ranging from 1 to 1000 and sales of each items
are generated randomly between 1 and 5.

To evaluate the proposed algorithm for high utility episodes mining, we com-
pare TSpan with three baseline algorithms, that is, the original UP-Span algo-
rithm (UP-Span), improved algorithm with strategy IEIC (IEIC Only), improved al-
gorithm with strategy IESC (IESC Only) and our proposed algorithm TSpan with

7 http://msdn.microsoft.com/en-us/library/
aa217032(v=sql.80).aspx

8 http://fimi.ua.ac.be/data/
9 http://cucis.ece.northwestern.edu/projects/DMS/MineBench.html

http://msdn.microsoft.com/en-us/library/aa217032(v=sql.80).aspx
http://msdn.microsoft.com/en-us/library/aa217032(v=sql.80).aspx
http://fimi.ua.ac.be/data/
http://cucis.ece.northwestern.edu/projects/DMS/MineBench.html
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both strategies (TSpan). As the optimization over the implementation of operations I-
Concatenation and S-Concatenation in Section 3.1 is in very fine granularity and is sure
to save running time and memory consumption, we focus on the performance compari-
son between TSpan and UP-Span. It is worth noting that both the baselines and TSpan
here adopt the implementation improvement in Section 3.1.

4.1 Evaluation on Synthetic Dataset

As shown in Fig. 3, the tendency between search space and running time are very
consistent. That is, the more the searched nodes, the longer the running time. Both
the proposed strategies IEIC and IESC take effects, reducing the running time and
search space as much as 25% when min utility = 0.05. And the combination of
both proposed pruning strategies leads to further improved efficiency. As it can be
seen, the difference between the four algorithms’ performance becomes larger when
the min utility decreases, and we can forecast that the gap between algorithms will
be larger as min utility continues to decrease. Since experiments are conducted under
the setting that MTD = 8 and utilities of events follow the lognormal distribution, high
utility episodes can only be generated when min utility is very small. All these facts
lead to the conclusion that the proposed strategies are practically useful.
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Fig. 3. Evaluation under varied min utility on dataset T20I12N1KD10K (MTD=8)

We also tested the scalability of the four algorithms when the size of the transac-
tions (i.e., the size of the complex event sequence) increases. The results are reported
in Fig. 4. As we generate the dataset using the same algorithm and all other settings
are the same, the number of searched nodes keeps the same. But the running time of
these algorithms grows linearly, indicating that the algorithms’ scalability is very good.
In Fig. 5, we vary the average length of transactions, i.e., the average length of simulta-
neous event set, to compare the performance difference between the algorithms. TSpan
grows smoothly in both number of searched nodes and running time, while the baselines
grow much faster, demonstrating that TSpan is more efficient.
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Fig. 4. Evaluation under varied #Trans on dataset T20I12N1KDxK (min utility=0.1, MTD=8)
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Fig. 5. Evaluation under varied Avg.Length on dataset TxI12N1KD10K (min utility=0.1,
MTD=8)

4.2 Evaluation on Real-life Dataset

Fig. 6 shows the performance comparison on real-life dataset FoodMart2000. As this
dataset is quite small and sparse, the execution time of the four algorithms is very short.
However, we can still clearly observe that the proposed algorithms outperform the base-
line by a large margin. For example, when min utility = 0.08, TSpan finishes in only
one fifth of the time needed by UP-Span. For dataset Retail, due to its inherent char-
acteristics and our settings on external utilities, the running time of these algorithms
becomes too long to observe when MTD > 4. So we only report the performance
comparison when MTD = 4, which is still capable of demonstrating the performance
advantage of our proposed strategies.We can predict from the curve’s trend of Fig. 7
(a) that the gap between the TSpan and the baselines will become even larger when
min utility is smaller than 0.1. In Fig. 7 (b), we can conclude that TSpan is faster
than the UP-Span algorithm by more than 2000 seconds in most cases. Fig. 8 shows
that TSpan is always the winner compared with others, similar to the other two real-
life datasets. And strategy IEIC and IESC can compensate each other well to further
improve the algorithm’s performance.
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Fig. 6. Evaluation under varied minimum utility thresholds on dataset FoodMart2000 (MTD=8)
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Fig. 7. Evaluation under varied minimum utility thresholds on dataset Retail (MTD=4)
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Fig. 8. Evaluation under varied minimum utility thresholds on dataset ChainStoreSmall (MTD=6)

5 Conclusion and Future Work

In this paper, we focus on proposing practical and fast high utility episode mining al-
gorithms. The most important thing we did is that we tackle the problem under the
framework of a complete traversal of the lexicographic prefix tree. Using this frame-
work, we first presented four efficient improvements over the original implementation
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of UP-Span. Secondly, we proposed two novel strategies named IEIC and IESC to
obtain tighter upper bounds of a given node’s utility, which bring about the efficient
algorithm TSpan. Finally, we demonstrated the effectiveness of these strategies sys-
tematically on both synthetic and real life datasets. Experimental results show that the
proposed strategies can improve the performance significantly by reducing the number
of searched nodes and the running time. We believe that these proposed strategies can be
incorporated with other similar high utility mining tasks, and more effective strategies
can be proposed using lexicographic prefix tree in the future.
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Abstract. Social networks are analyzed and mined to find communi-
ties, or groupings of interrelated entities. Community mining provides
this higher level of structure and offers greater understanding, but net-
works change over time. Their constituent communities change, and the
elements of those communities change over time as well. By performing
event analysis, the evolutions of communities are abstracted in order to
see structure in the dynamic change over time. This higher level of analy-
sis has a counterpart that deals with the fine grain changes in community
members with relation to their communities or the global network. We
discuss here an approach to analyzing community evolution events and
entity role changes to uncover critical information in dynamic networks.

1 Introduction

Many complex information networks and social networks can be modelled by
graphs of interconnected nodes to represent the interaction of individuals or en-
tities with one another. For instance, the graph of co-authorship relationships
between researchers, the interaction between posters on an on-line forum, the
graph of web pages inter-connected through hyperlinks, and Protein-Protein In-
teraction (PPI) networks are examples of complex networks. In these networks,
understanding the underlying structure and determining the structural proper-
ties of the network facilitates the global understanding of the system and benefits
applications such as targeted marketing and advertising, influential individuals
identification, information diffusion modelling, and much more. One way to gain
information about the network is the identification of communities, which are
sets of densely connected individuals that are loosely connected to others [18].
There has been a considerable amount of work done to detect communities in
static graphs, such as modularity methods [18,8,13], stochastic methods [2,9],
and heterogeneous clustering methods [24,3]. For a comparative surveys, see, for
example [15,19].

Social networks usually model systems that are evolving over time as the en-
tities change their activities and interactions (authors publish papers with new

X. Luo, J.X. Yu, and Z. Li (Eds.): ADMA 2014, LNAI 8933, pp. 85–97, 2014.
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co-authors, old pages are deleted while new ones are added to the web, etc.). Fur-
thermore, the communities in these dynamic networks usually have fluctuating
members and these communities grow and shrink over time. However, studying
these dynamic networks as static graphs discards the temporal information as-
sociated with the interaction. In order to explicitly address the dynamic nature
of the interactions, the dynamic social network can be modelled by a series of
static snapshots. In these models, each snapshot corresponds to a discrete time
interval, constituted of the interactions during that specific interval. In some
scenarios the size of such a time interval is determined, while for many cases the
interval size is arbitrary. However, the size of a time interval has a great impact
on the observation found by the dynamic network analysis. Recently, Caceres et
al. [6] propose an algorithm to determine the appropriate time interval by finding
a balance between minimizing the noise and loss of temporal information. After
modeming the dynamic social network with the appropriate time interval, the
temporal evolution of the network can be studied. Leskovec et al. [16] study the
patterns of growth for large social networks based on the properties of large net-
works, such as the degree of distribution. The problem of mining patterns of link
formations and link predictions in a time evolving graph is proposed in [21]. All
the aforementioned studies considered the macroscopic properties on the graph
level and overlooked the mesoscopic properties on the level of communities.

Tantipathananandh and Berger [27] formulate the detection of dynamic com-
munities as a graph colouring problem and prove that their algorithm is a small
constant factor approximation. Falkowski et al. [10] discover the evolution of
communities by applying clustering on a graph formed by all detected commu-
nities at different time points. A number of researchers are working on identifying
critical events that characterize the evolution of communities in dynamic social
networks. Palla et al. [20] identify events by applying Clique Percolation Method
(CPM) community mining on a graph formed by the communities discovered at
two consecutive snapshots. Then, based on the results of the community mining
algorithm, events pertaining to the communities are specified. Asur et al. [4] de-
fine critical events between detected communities at two consecutive snapshots
which are implement in the form of bit operations. However, these events do not
cover all of the transitions that may occur for a particular community. Greene
et al. [12] describe a weighted bipartite matching to map communities and then
characterized each community by a series of events.

In all of the above work, the communities in each snapshot are mined inde-
pendently without considering the temporal information and their relationship
to communities at previous snapshots. This independent community mining ap-
proach is suitable for the social networks with highly dynamic community struc-
tures. Another approach is to use incremental community mining, where the
community mining at a particular time snapshot is influenced by the communi-
ties detected in previous timeframes. Thus, the incremental community mining
approach finds a sequence of communities with temporal similarity and hence,
is suitable for networks with community structures that are more stable over
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time. Incremental community mining approaches, which consider both current
and historic information in the mining process, are proposed in [17,28,5,25].

In our previous work, we provide an event-based framework, MODEC (Mod-
elling and Detecting the Evolutions of Communities), to capture the events and
transitions of communities and individuals over the entire observation time [26].
However, in the MODEC framework, the reason why a community or an indi-
vidual experiences a specific event is not addressed. The changes in the role of
individuals in a community can have a high influence on the development of the
community and can act as triggers to evoke community changes. For example,
if the leader of a community leaves, it might cause the remaining community
members to become less active or disperse to other communities.

In this paper, we illustrate event analysis and change of individual’s roles.
Our main contribution is to propose a framework to reveal the relation between
the structure of communities and the behavior of individuals in a dynamic sce-
nario. In the following section, we present how the evolutions of communities are
abstracted in order to see structure in the dynamic change over time. Then we
describe different roles that an individual can play in the whole network and in
their communities and also how these roles change after events. Finally through
the visualizations in our last section, we demonstrate that analyzing community
evolution events and entity role events uncovers critical information in dynamic
networks. We implemented the proposed visualizations in our tool Meerkat, a
social network analysis system that encompasses our MODEC framework [7].

2 Community Dynamics Modelling

In order to analyze dynamic social networks and study the evolution of their com-
munities and individuals, we propose a two-stage framework, called MODEC,
that analyzes the dynamic evolution of communities [26]. Our framework as-
sumes that the communities are independently extracted in each snapshot by an
arbitrary community mining algorithm. In the first stage of the framework we
employ a one-to-one matching algorithm to match the communities extracted in
different snapshots. A meta community, which is a series of similar communities
detected by the matching algorithm in different timeframes, is then constructed.
In the second stage, we identify a series of significant events and transitions
which are used to explain how the communities and individuals of a meta com-
munity evolve over time. In this section, we review the MODEC framework and
the event definitions proposed to track communities or individuals over time.

We model the dynamic social network as a sequence of graphs {G1, G2, ..., Gn},
where Gi = (Vi, Ei) denotes a graph containing the set of individuals and their
interactions at a particular snapshot i. The set Ci =

{
C1

i , C
2
i , ..., C

ni

i

}
denoted

the ni communities detected at the ith snapshot, where community Cp
i ∈ Ci is

also a graph represented by (V p
i , E

p
i ). Here, we distinguish between a commu-

nity and a meta community. A community contains individuals that are densely
connected to each other at a particular snapshot, whereas a meta community
is a series of similar communities from different snapshots which represents the
evolution of its constituent communities over time.
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Fig. 1. Visualization of captured MODEC defined events along the time dimension
(Visualization by Meerkat http://meerkat.aicml.ca/)

In order to capture the changes that are likely to occur for a community, we
consider five events (form, dissolve, survive, split, and merge) and define four
transitions (size, compactness, leader, and persistence transition). A community
may split at a later snapshot if it fractures into multiple communities. It can sur-
vive if there exists a similar community in a future snapshot. In the case where
there is no similar community at a later snapshot, the community dissolves. A
set of communities may also merge together at a later snapshot. Finally, at any
snapshot there may be newly formed communities which are defined as com-
munities that have no similar community in any previous snapshots. The meta
community is then a sequence of survival communities ordered by time, from
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the timeframe where it first appears to the timeframe where it is last observed.
Furthermore, a community may undergo different transitions at the same time.
The size transition occurs when the number of nodes of a community increases
(i.e. expand) or decreases (i.e. shrink) over time. Moreover, a community com-
pacts or diffuses at a later snapshot if its normalized number of edges increases
or decreases respectively. For the case when the number of nodes and edges of a
community remains the same, the community persists. Finally, when the most
central member of a community shifts from one node to the other, the commu-
nity experiences leader shift. Figure 1 presents an example of such events and
changes in communities while the complete definition of our proposed events and
transitions can be found in [26].

The key concept for the detection of the events, meta community, and also
transitions is the notion of similarity between communities from different snap-
shots. The similarity between different communities can be determined using
the similarity measures such as Jaccard, correlation-based, and more. However,
in this paper, we consider two communities discovered at different snapshots
as similar if the percentage of their mutual members exceed a given threshold
k ∈ [0, 1]. After selecting the similarity measure, the set of communities extracted
by a community mining algorithm at a given snapshot have to be matched to
the communities at previous snapshots based on their similarity. This matching
is non-trivial, because a community may be similar to several communities at
the same time. We use greedy matching, and a weight bipartite matching [26]
to match communities at different snapshots.

In order to analyze the behaviour of individuals in communities, we define
four events involving individuals (appear, disappear, join, leave) [26]. A node
appears at a snapshot when it exists in that snapshot but was not present in
the previous snapshots. It may disappear from one snapshot if it exists in that
snapshot but will not occur in the next snapshots. A node joins to a community
if it exists in that community but did not belong to a community with the same
meta community in the previous snapshots. Finally, it leaves a community if it
exists in that community but will not belong to a community with the same
meta community in the next snapshots.

To capture the behavioural characteristics of the individuals, we define two
metrics [26]: the stability metric calculates the tendency of an individual to
interact with the same nodes over the observation time; the influence metric
determines how one individual influences others to join or leave a community.
In the next section we present a more comprehensive list of possible roles that
an individual can play both within its community and in the whole network and
how these roles are related to the temporal events.

3 Role Analysis and Event Triggers

Walton [29] states that the changing nature of an individual community and its
leadership are of central importance to the explanation of community action.
Here, we explore different roles associated with individuals in a social networks,
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and in the later section we will provide examples of how the changes in these
roles affect the events detected for communities.

In our discussion of roles within dynamic community mining, we explore some
domain agnostic, generic network roles. These roles should be interpretable in
any network, although the names may not apply all of their connotations. The
presence of these roles in a given analysis is dependent upon the specific dataset,
the community mining algorithm used, the event detection framework applied,
and any thresholds applied for the roles.

We define these generic roles across two possible role scopes. The role scopes
are either global to the network, or limited to the community the individual is
in. Some of the defined roles have both global and community bound versions,
while some roles cannot have a community bound version. There is also some
notion of connectivity incorporated in the definition of roles; which could be the
betweenness metric, node degree, or another appropriate metric. The choice of
metric will have an effect on the results of the analysis, but the role definitions
do not rely on the selected metric.

Fig. 2. An token example showing a change of role of individuals vis-à-vis principal
role. While Dylan was authoritative in t1, he lost his principal role by t10. Mary on
the other hand became authoritative in t10 when she had a low principal score in t5.

We will start with the more well-studied role, the “outlier role”. The outlier
role reflects individuals who are not a part of any community. Gao et al. [11]
and Aggarwal et al. [1] introduced the concept of community outliers and then
proposed algorithms to find these community outliers. However, not all mining
algorithms allow individuals to be excluded from all communities, so its presence
is mining algorithm dependent. This role does not have an associated threshold,
nor is there a community role equivalent.

The “principal role” (or authority role) indicates an individual who is very
central due to high connectivity. Community leaders are evaluated within the
community, the induced subnetwork, they belong to, whereas global principals
have high centrality within the entire network. Note that communities with flat
intra-community degree distribution for their member nodes will be without a
principal, which is acceptable. In the case the distribution is nearly flat, with a
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few extremes with only slightly higher degree, we see a need to scale the threshold
relative to the community density to prevent assignment of a principal by blind
faith. When looking at the principal role in a social domain, we might expect
some followers to move with the principal if a principal changes communities
(see Figure 2).The concept of principle role in general and more specifically
community leader is also used to detect communities in the social network [22,23].

The “peripheral role” indicates individuals with the least connectivity.
These individuals have the lowest levels of centrality within their community,
or centrality within the network for the global version. To identify these individ-
uals that are not well integrated into a community, we apply a threshold to select
the individuals with the least connectivity, relative to the network or community
density, in the same way as for the principal role. If the threshold is not relative
to edge density, sparsely and evenly connected communities could consist en-
tirely of members who are both peripheral and principal. One could argue that
this would be acceptable, but our perspective is that such communities are best
described as having no member in either of the principal or peripheral roles.

The “mediator role” indicates an individual which has high centrality but
does not belong solely to one specific community. This can include individuals
who happen to belong to multiple communities when the mining algorithm sup-
ports overlap and hub detection, or those that are excluded from community
membership but are still highly connected, but insufficiently to be a community
member.

The community based equivalent of the mediator role is the “extrovert role”
whom must belong to some community. Unlike the rest of the roles defined so
far, the extrovert is detected by comparing their inter-community connections to
their intra-community connections. The threshold can be set somewhere slightly
above 1.0, since community members tend to have many of their connections
within their community. Having slightly more reaching out indicates an extro-
vert. Depending on the community mining algorithm used, extroverts could have
significantly more inter-community edges. If this is the case, the threshold can
be made much higher than 1.0, particularly when the mining algorithm detects
many communities where conservative algorithms detect very few.

Note that both the mediator and extrovert roles differ from hubs as defined
by the HITS algorithm [14], because a hub is defined as connecting multiple
authorities, whereas these two roles do not have to connect identified authorities
but any set of individuals from more than one community. Likewise, the principal
role is not defined as resulting from connections from multiple hubs.

It is desirable to scale the roles’ thresholds by the community density as they
are applied to each community. This is defined as the number of edges present
divided by the number of possible edges density. When this is not done, very
sparse or very dense communities may have a preponderance or lack of members
filling the roles, or members filling the roles when our intuitive sense of the roles
would expect none.

Events usually indicate structural change in a network, excepting the survive
event, which can occur with no accompanying changes such joining and leaving
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Fig. 3. An example showing how one can monitor changes in roles over time

members (or it can occur despite accompanying changes). For the remaining
community events (merge, split, form, dissolve), significant structural changes
are almost always indicated, and individual roles are dependent upon network
and community structures. When individual events occur (join, leave, appear,
disappear), the likelihood of an impact upon individual roles is less likely, or
at least dependent upon there being a large number of individual events, or
individuals with more central roles coming into competition.

Some clear examples of the effects of events upon role changes may be de-
scribed. A community authority (or having a principal role) may leave one com-
munity, and afterwards they cannot be an authority for the community they just
left. If they join another community, they might or might not have a principal
role in the new community.They may also have been a global authority, but
the changes that led to them leaving their original community might also have
caused them to lose connectivity to the greater network, and they may no longer
be globally authoritative. The same sort of considerations apply to merge and
split events, where the community context has changed an old principal now has
competition from others, or has lost connections vital to their authoritative role.

For any given role change, we can identify the community events involved.
Our current method of role change attribution consists of associating each sig-
nificant role change with all events involving that individual directly, as well as
events involving the communities that the individual was involved with before
and after the role change. This will not capture domain dependent attributions,
that is, attributions that require domain knowledge. For example, a change in
authority may be associated with a merge of the authority’s community with
two other communities, resulting in a loss of authority role for that individual.
There might also have been splits and joins elsewhere in the network, not in-
volving this individual or these three networks. If the domain contained causal
connections between domain specific events and the change in role, and if those
domain specific events had no clean relation to the generic network events, the
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Fig. 4. An example of event visualization

causal connection would go undetected in the network analysis. This is a domain
dependent risk, and it is not clear that a generic analysis can ever deal with all
such possibilities.

Other than these community-event-individual associations, it might be possi-
ble to give deeper attributions of events upon role changes. This would require a
much more in depth analysis framework, and would involve questions of ambigu-
ous causality at the generic network level. If tentative causal links are identified,
they could then be associated with real domain events that are not represented in
SNA models. For example, if an individual changes from being a community au-
thority to being an authority in another community following a leave/join event,
there might be a discrete real-world event corresponding with this change, such
as the individual being promoted from being director of one department to being
a director of another department. It is our position that to understand network
dynamics at the domain level, it is necessary to have the generic, quantitative
backing from dynamic SNA, including both community event analysis as well
as individual role analysis. The generic network methods are intended to offer
evidence and act as a modelling lens for domain specific hypotheses and descrip-
tions. These two sources of knowledge may be compared and contrasted with
the combination of theoretical analysis and statistical modelling found in ex-
perimental scientific disciplines. Without network analytic evidence to support
domain hypotheses or measure domain events, full understanding cannot occur.

4 Visualization and Analysis

In this section, we illustrate the practical application of the proposed role anal-
ysis on the Enron email dataset. The Enron email dataset contains the emails
exchanged between employees of the Enron Corporation. The entire dataset in-
cludes a period of 15 years and the corresponding graph for the entire data has
over 80,000 nodes and several hundred thousand edges, where nodes are employ-
ees and edges are emails between them. We study the year 2001 and consider a
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(a) January (b) February (c) March

Fig. 5. Changing the role of an individual, Paul Kaufman, from January till
March, changing from a peripheral role to principal role (Visualization by Meerkat
http://meerkat.aicml.ca/).

total of 285 nodes and 23559 edges, with each month being one snapshot. For
each of the 12 snapshots, one graph is constructed with the extracted employees
as the nodes and email exchanged between them as the edges. Due to compu-
tational efficiency, we apply the weighted local community mining algorithm [8]
to produce sets of disjoint communities for each snapshot.

Figure 3 illustrated an example of the changes in roles over time. Here we focus
on two individuals. One of them, Adam, is globally peripheral for all timeframes.
The other, Jeff, is relatively central both globally and locally to his communities,
but displays changes in his principal role value over time. In May, Jeff is a
member of the blue community. However, in June, he is a member of the cyan
community. Due to his move, the blue community itself splits to the blue and
green communities. Then in July when Jeff comes back to the blue community,
the communities that had split, merge back into one. So it seems that Jeff acts
as a glue between the two, which shows an example of the involvement of a role
in the community evolutions.

Community events can be visualized as a second order network. Vertices cor-
respond to communities, with names and colours identifying those that corre-
spond across multiple timeframes. Events themselves are portrayed as edges that
connect the communities. We see in Figure 4 a subset of communities from the
Enron data. This diagram depicts community events occurring across timeframes
May, June, and July only for communities, blue, cyan, and green. The split that
occurs here, where blue community splits and cyan community is formed, corre-
sponds with the move of Jeff from community blue to green, and other members
following him there. The subsequent merge also relates to Jeff’s move.

These event diagrams facilitate the abstraction of communities over time into
communities that evolve via community events. Furthermore, it allows users to
explore and pick out interesting and critical changes occurring in their data over
time. The depicted diagram is a filtered subset for purposes of illustration.

A more refined level of detail could be obtained by a series of concentric circles
that visually show the role metric scores for all vertices in a selected community,
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as depicted in Figure5. Those vertices closer to the centre of the circles have high
metric scores and those on the outskirts have low metric scores. Here, we only
provide the circles for blue community in the first three months. Using these
concentric circles we can visually observe that for instance an individual name
Paul Kaufman (marked by red circles), at the beginning is among peripheral
nodes, but as times goes he develop his relationship and become more central
within his community.

5 Conclusion

Social networks are dynamic. The change affects the network as a whole, the
individual communities, as well as the particular entities in the network. We
depicted in this paper the MODEC defined events and transitions that pertain
to the evolution of communities and the events associated to individuals moving
between these communities. We also described the detectable roles individuals
may take globally or within their respective community (principal, peripheral,
outlier, mediator, etc.). We explained the relationship between the evolution
of communities, the movement of individuals between these communities and
changes in the role of those individuals. We further illustrated that changes
in the role of individuals in a community have a direct relationship with the
development of the community. The role change can act as triggers to evoke
community changes. Role modification can affect the dynamics of communities
and the events in the communities can alter the role of individuals. Through our
visualizations, we demonstrated that analyzing community evolution events and
entity role events gives us valuable insights on the dynamics of networks.
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Abstract. The scale of current networked system is becoming increas-
ingly large, which exerts significant challenges to acquire the knowledge
of the entire graph structure, and most global community detection
methods often suffer from the computational inefficiency. Local com-
munity detection aims at finding a community structure starting from a
seed vertex without global information. In this article, we propose a Lo-
cal Community Extraction algorithm (LCE) to find the local community
from a seed vertex. First, a local search model is carefully designed to
determine candidate vertices to be preserved or discarded, which only re-
lies on the local/incomplete knowledge rather than the global view of the
network. Second, we expand LCE for the global non-overlapping com-
munity detection, in which the labels of detected local communities are
seen as vertices’ attributive tags. Finally, we adopt the results of LCE
to calculate a membership matrix, which can been used to detect the
global overlapping community of a graph. Experimental results on four
real-life networks demonstrate the advantage of LCE over the existing
degree-based and similarity-based local community detection methods
by either effectiveness or efficiency validity.

Keywords: Complex Network, Incomplete Knowledge, Local Commu-
nity Extraction, Non-overlapping Community, Overlapping community.

1 Introduction

A complex network is composed by a large number of highly interconnected
dynamical nodes. Social , biological, and computer science networks are only a
few examples of complex networks, and they often display a common topologi-
cal feature-community structure. Discovering the latent communities therein is
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a useful way to infer some important functions. e.g., in social network, commu-
nities can be defined as subgroups whose members are “friends” to each other.
A common formulation of the problem of community detection is to find a par-
titioning, P = {C1, · · · , CK}, of disjoint or joint subsets of vertices of the graph
representing the network, in a meaningful manner.

In general, a community should be thought of a set of nodes that has more
and/or better-connected edges between its members than between its mem-
bers and the remainder of the network. The existing community definitions
in the literature can be roughly divided into three categories, one is global-
based [3,4,15], the other based on the vertex-similarity [8,17], and the third is
local-based [13,16]. 1) The global-based definitions consider the graph as a whole,
they follow the assumption that a graph has community structure if it is different
from a random graph, e.g., the null model of Newman and Girvan [15]. 2) The
vertex-similarity-based definitions are based the assumption that communities
are groups of vertices similar to each other. e.g., the graph vertices can be embed
in an n-dimensional Euclidean space, then the similarity of any vertex pair can
be measured by their Euclidean distance. 3) The local-based definitions compare
the internal and external cohesion of a sub-graph. The first recipe of this kind
is LS-set [13], which stems from social network analysis. Some other local-based
definitions can be found in recent literature.

Existing global-based and the vertex-similarity-based community detection
approaches require clear pictures of the entire graph structure. And they are of-
ten described as global community detection(in short as GCD henceforth). As the
scale of current networked system is becoming increasingly large, which exerts
significant challenges to acquire the knowledge of the entire graph structure, and
most GCD methods often suffer from the computational inefficiency. In spite of
these limitations, local community detection(in short as LCD henceforth) would
be very useful. Several LCD methods have been proposed to find the community
containing a particular starting vertex for decades. According to the ways of how
to evaluate the quality of a local community, the existing approaches to LCD
can be classified into two main categories, namely, degree-based methods and
similarity-based methods. 1)Degree-based methods [2,6,1,7,14] evaluate the local
community quality by investigating vertices’ degrees. 2)Similarity-based methods
utilize similarities between vertices to help evaluate the local community qual-
ity [9,12,5]. Although LCD methods based degree and similarity are extensively
studied, further study is still needed on finding a nice balance between the high
efficiency of local search models and the high accuracy of detected communities.
And how to ingeniously use the results of LCD to discovery the global non-
overlapping and overlapping community structures is worth an in-depth study
and concern.

In this work, we attempt to design a novel similarity-based method(LCE)
for extracting local communities from large-scaled networks. In particular, LCE
picks the neighbor vertex with the largest structure similarity as the candidate
vertex and calculate the modularity gain to determine whether it should be
added to the local community or not. Our method is naturally a heuristic, since
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it does not examine all of vertices in the network, and the structural similarity of
each pair of vertices in LCE is calculated only once by using a dynamical priority
queue. So the execution of LCE is accelerated and the accuracy remains high.
We further expand LCE for the global non-overlapping community detection, in
which the labels of detected local communities are used as vertices’ attributive
tags. Finally, we adopt the results of LCE to calculate a membership matrix,
which can been used to detect the global overlapping community of a graph.
Experimental results on four real-life networks demonstrate the superiority of
LCE over the classic degree-based and similarity-based LCD methods by either
effectiveness or efficiency validity.

2 Problem Definition and Preliminaries

Let G = (V,E,w) be a given weighted undirected graph, where V is the set of
nodes (|V | = n), E is the set of edges (|E| = m) that connect the nodes in V ,
and w is the weight of every edge in E. LCD is formulated as finding a subset of
graph G′ = (V ′, E′) from a seed vs ∈ V . Note that in LCD, the entire network
structure is unknown at the beginning. Besides the detected local community,
only partial information, i.e., the local community’s neighbors and their linkage
information, are available after each detection process. To be specific, we divide
the explored graph into three regions: the local community C, the boundary area
B and a larger unknown area U . Initially, we add the seed vs to C. Then, all of
neighbors of nodes in C (e.g., vs) are added to B. In such local search model, C
can be locally expanded from vs with a predefined criterion.

Generally, a community is measured by a specific property of the vertices
within it. For this task, different community measurements have been pro-
posed [16,1,7,14] in recent years. In this paper, we adopt a structural similarity
measure from the cosine similarity function [9] to effectively denotes the local
connectivity density of any two adjacent vertices in a weighted network. Here,
we first formalize some notions of the local community.

Definition 1 (Structural Similarity). The structural similarity between two

adjacent vertices vi and vj is defined as si,j =

∑
vk∈Γ (vi)∩Γ (vj)

wi,kwj,k∑
vk∈Γ (vi)

w2
i,k

∑
vk∈Γ (vj ) w

2
j,k

, where

Γ (vi) = {vj ∈ V |{vi, vj} ∈ E}.

The criterion we use to extract the local community containing the seed vs is
derived from [18], which finds a community with a large number of edges within
itself and a small number of edges to the rest of the network.

Definition 2 (Local Modularity). The local modularity of a community C,
denoted as W (C), is given as W (C) = I(C)

|C|2 −
O(C)
|C||Cc| , where Cc is the complement

of C, I(C) =
∑

vi,vj∈C Aij , O(C) =
∑

vi∈C,vj∈Cc Aij , A = [Aij ] is an n × n
adjacency matrix of the graph G.

Based on the definition of local modularity, we have the following theorem.
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Theorem 1. The local modularity value of a community C will increase when
C has high intra-cluster density and low inter-cluster density.

Proof:The term I(C) is twice the number of the edges within C, and O(C)
represents the number of edges between C and the rest of the network. Each
term is normalized by the total number of possible edges in each case. Note
that we normalize the first term by |C|2 rather than |C|(|C| − 1) in order to
conveniently derive the modularity gain discussed below, but in practice this
makes little difference. Subject to this small difference, the local modularity can
be described as the intra-cluster density minus the inter-cluster density. �

In Definition 2, we make an adjustment in the spirit of the ratio cut as Ŵ (C) =
|C||Cc|( I(C)|C|2 −

O(C)
|C||Cc| ), where the factor |C||Cc| penalizes very small and very large

communities and produces more balanced solutions.

C

B

U
vi

Fig. 1. The Ŵ variant when a vertex vi joins C

Suppose a community C is detected from a certain vertex vs. We explore
the adjacent vertices in the boundary area B of C, as shown in Fig. 1. We
distinguish three types of links: those internal to the community C(L), between
C and the vertex vi(Lin), between C and others vertices in B(Lout). To simplify
the calculations, we express the number of external links in terms of L and ki(the
degree of vertex vi), so Lin = a1L = a2ki, Lout = b1L, with b1 ≥ 0, a1 ≥ 1

L ,

a2 ≥ 1
ki
(since any vi in B at least has one neighbor in C). So, the value of Ŵ for

the current community can be written as Ŵ (C) = n−|C|
|C| 2L− (a1 + b1)L.

Definition 3 (Modularity Gain). The modularity gain for the community C
adopting a neighbor vertex vi can be denoted as:

�ŴC(vi) = (
n− |C| − 1

|C|+ 1
2L(1 + a1)− (b1L+ ki − a2ki))− (

n− |C|
|C| 2L− (a1 + b1)L)

= 2n
a2ki|C| − L

|C|(|C|+ 1)
− ki. (1)

�ŴC(vi) can be utilized as a criterion to determine whether the candidate vertex
vi should be included in the community C or not.
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3 Local Community Extraction(LCE)

In this section, we propose a Local Community Extraction algorithm (in short
as LCE henceforth). First, we introduce the basic idea of LCE and then present
algorithmic details including the complexity analysis for LCE. Second, we in-
troduce how to use LCE to detect the global non-overlapping and overlapping
community structures.

To find the densely connected local community containing vertex vs, LCE
works with two iterative steps: update step and join step. First, the starting
vertex vs is added in C. In the update step, LCE refreshes the the boundary area
B, and calculate the structural similarities between vertices in the community C
and their neighbor vertices in B. In the joining step, LCE tries to absorb a vertex
in B having highest structural similarity with vertices in C. If�ŴC(vi) > 0, then
the vertex vi will be inserted into C. Otherwise, it will be removed from B. The
two procedures above will be repeated in turn until set B is empty. Then, the
whole community C(vs) is discovered.We further select the vertex with maximum
degree in C(vs) as the core vertex, which can be also seen as the label of detected
community. The pseudo-code of LCE is given in the following.

Algorithm 1. LCE(vs)

Require: vs
Ensure: C(vs), l(C(vs))
1: C ← {vs}
2: B ← {vi|vi ∈ Γ (vs)}
3: while B 	= ∅ do
4: v∗i = arg maxvi∈B

∑
vj∈C si,j

5: if �ŴC(v∗i ) > 0 then
6: C ← C ∪ {v∗i }
7: B ← B ∪ {v′j |v′j ∈ Γ (v∗i ), v

′
j /∈ C}

8: else
9: B ← B − {v∗i }
10: end if
11: end while
12: C(vs) ← C
13: l(C(vs)) ← arg maxvj∈Ckj

Remark. Unlike existing methods [1,7,14], which calculate the quantitative met-
rics for each vertex in B and select the vertex who produces the greatest incre-
ment of the metric to join B, LCE picks the neighbor vertex with the largest
structure similarity as the candidate vertex v∗i and calculate �ŴC(v∗i ) to deter-
mine whether it should be added to C or not. The structural similarity reflects the
local connectivity density of the graph. The larger the similarity between a ver-
tex inside C and a vertex outside it, the more common neighbors the two vertices
share, and the more probability they are at the same community. Furthermore,
the structural similarity of each pair of vertices in LCE is calculated only once
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by using a dynamical priority queue. So the execution of LCE is accelerated and
the accuracy remains high.

Complexity Analysis. The running time of LCE is mainly consumed in line
4 of Algorithm 1. We can implement it using a binary Fibonacci heap H [9],
which takes two steps: 1) Extract Step (extract the maximum element from H).
As each Extract operation of H takes O(logn′) time and the body of the while
loop is executed n′ times, the total time for all Extract Steps is O(n′logn′), where
n′ is the number of vertices inferred(vertices in C ∪B). 2) Update Step (for each
vertex in current B, we update its sum of structure similarities with vertices
in C). First, the sum of structure similarities with vertices in C for each vertex
vi ∈ B should be computed, which can be completed in O(k′) time, where k′ is
the mean degree of inferred vertices. For vertices which are not in H , we insert
them to H in O(1) time; otherwise, it takes O(1) time to make an Increase-Key
operation. As the above steps are executed O(m′) times, where m′ is the number
of edges in C∪B. Therefore, the total time of the Update Step is O(m′k′). Adding
all together, the total time complexity is O(m′k′ + n′logn′) for LCE.

Non-overlapping Community Detection. Non-overlapping community de-
tection aims to find a good K-way partition P = {C1, · · · , CK}, where Ck is the
k-th community, and C1 ∪ · · · ∪ CK ⊆ V , Ck

⋂
Ck′ = ∅ ∀ k 	= k′. Our assumption

is that LCE inputted with similar adjacent vertices will return analogous com-
munity structures, in which the core vertices are almost unanimous. Therefore,
if LCE returns the the same community label, the input vertices are likely to
be in the same community. The process of LCE expansion algorithm for non-
overlapping (in short as LCEnO henceforth) is given in Algorithm 2. Note that,
the line 2 can be paralleled executed. Therefore, LCEnO could be completed in
O(m∗k∗ + n∗logn∗) time, where n∗, m∗ are the number of vertices and edges in
the largest C ∪ B, and k∗ is the mean degree of inferred vertices in it.

Algorithm 2. LCEnO(G)
Require: G = (V, E,w)
Ensure: L = [ls], s = 1, · · · , n
1: for s = 1; s <= n; s++ do
2: [C(vs), ls] ← LCE(vs)// Parallel Computing
3: end for

Overlapping Community Detection. For an overlapping partition, overlap-
ping communities can be represented as a membership matrix U = [ui,k], i =
1, · · · , n, k = 1, · · · ,K, where 0 ≤ ui,k ≤ 1 denotes the ratio of membership
that node i belongs to Ck. If node i belongs to only one community, ui,k = 1,

and it clearly follows that
∑K

k=1 ui,k = 1 for all 1 ≤ i ≤ n. With the detected
communities of LCE, ui,k can be calculated as follows:

ui,k =

∑
s=1,··· ,n∧

ls=k χ(vi, C(vs))∑
s=1,··· ,n χ(vi, C(vs))

, χ(vi, C(vs)) =
{
1 ifvi ∈ C(vs)
0 otherwise.

. (2)
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The process of LCE expansion algorithm for overlapping (in short as LCEO
henceforth) is given as follows. The running time of LCEO is mainly consumed in
lines 4-7 of Algorithm 3, which is calculating the membership that node i belongs
to Ck. The total time of those steps is O(nK). Adding the local community
extraction steps, the total time complexity is O(m∗k∗+n∗logn∗+nK) for LCEO.

Algorithm 3. LCEO(G)
Require: G = (V, E,w)
Ensure: U = [ui,k], i = 1, · · · , n, k = 1, · · · ,K
1: for s = 1; s <= n; s++ do
2: [C(vs), ls] ← LCE(vs)// Parallel Computing
3: end for
4: for i = 1; i <= n; i++ do
5: for k = 1; i <= K; k ++ do

6: ui,k ←
∑

s=1,··· ,n ∧
ls=k χ(vi,C(vs))∑

s=1,··· ,n χ(vi,C(vs))
7: end for
8: end for

We introduce the main framework of our approach by an example as shown
in Fig. 2. The original graph includes 12 vertices and 20 edges. First, a state-of-
the-art GCD algorithm known as FUC [3] is applied to identify its communities,
the community structure is shown below the original graph in Fig. 2. Second, we
employ LCE starting from all the vertices to detect their local communities. e.g.,
LCE starting from v1 detects a local community including vertices v1, v5 and
v9, in which v5 has the maximum degree. Therefore, the label of this community
is marked as 5, which is also the attributive tag of vertex v1. When we acquire
all the attributive tags of 12 vertices, the global non-overlapping community
structure of the graph has been detected. Finally, all local communities are
assembled to be a membership matrix U = [ui,k], which promulgates the global
overlapping community structure.
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4 Experimental Results

Four real-world undirected networks: Karate, NCAA, Facebook and PGP are used
for experiments. Some characteristics of these networks are shown in Table 1,
where |V | and |E| indicate the numbers of nodes and edges respectively in the
network, and < k > indicates the average degree. Karate is a well known social
network that describes the friendship relations between members of a karate
club. NCAA is a representation of the schedule of American Division I college
football games. Vertices in the network represent teams, which are divided into
eleven communities(or conferences) and five independent teams. Edges represent
regular season games between the two teams they connect. Facebook has been
anonymized by replacing the Facebook-internal ids for each user with a new
value. Each edge tells whether two users have the same political affiliations. PGP
is a large scale social network, where each node represents a peer and each tie
points out that one peer trusts the other.

Table 1. Real-world networks

Network |V | |E| < k >
Karate 34 78 4.59
NCAA 115 616 10.71
Facebook 4,039 88,234 43.69
PGP 10,680 24,340 4.56
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Fig. 3. Comparison on efficiency

4.1 Performance of LCE

The Effectiveness. To test the effectiveness of LCE, the results are compared
with the ground truth communities of each network. To be special, let T (vs)
be the ground truth community including the vertex vi, we can compare T (vs)
and C(vs) in the framework of Precision, Recall and F-measure (PRF) to assess
our results. A higher value of precision (P ) indicates fewer wrong classifications,
while a higher value of recall (R) indicates less false negatives. It is common to
use the harmonic mean of both measurements, called F-measure, which weighs
precision and recall equally important. They are calculated as follows:

P (vs)=
|C(vs) ∩ T (vs)|

|C(vs)|
, R(vs) =

|C(vs) ∩ T (vs)|
|T (vs)|

, F1(vs)=
2P (vs)R(vs)

P (vs) +R(vs)
. (3)

Since the last two networks (Facebook and PGP) have no ground truth, we
apply FUC [3] to identify communities of them, and utilize its detection results
as the ground truth for the LCD algorithms. This is based on the intuition
that a LCD method is acceptable if it can achieve an approximate result as a
GCD approach does, because LCD methods usually perform faster than GCD
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approaches. As the global community quality metrics such as the well-known
Modularity metric [15] are not suitable to evaluate the quality of the detected
local community, we use each vertex in a community as a seed and report algo-
rithms’ average precision, recall and F1-measure. We compare LCE with classical
LCD algorithms, such as LWP [14], ELC [1], LTE [9]. The comparison results
are presented in Table 2, from which we can observe that: 1)the recall values for
all methods are overall worse than precision values, this is because LCD methods
are based on the greedy search, which will trend to find a local optimal solution;
2)LCE almost achieves the high precision for all datasets, which demonstrate
the superiority of its local search model over the other methods; 3)LCE usu-
ally outperforms LMR and ELC, and have a slight advantage over LTE, even
though the later has been proven by extensive experiments to be one of the most
accurate algorithms among previous LCD methods in[9].

The Efficiency. Fig. 3 shows the average running time of LDC methods starting
from each vertex in the four test graphs. Apparently, the execution of LCE is
more accelerated. Both LCE and LTE are similarity-based algorithms, their
difference lies at the definition of local modularity. Compared with LCE, the
calculation of modularity gain in LTE is more complex, which will consume extra
time. LMR and ELC are degree-based LCD algorithms, which need calculate the
quantitative metrics for each vertex in B. The metric calculations are somewhat
duplicate, which can not be simplified. Especially, the stopping criteria for ELC
is to jude whether the current community is a “p-strong community”, which will
cost more time in every search step.
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Table 2. Accuracy comparison of LCD on real-world networks

Network Comm.
LCE LWP ELC LTE

size P R F1 P R F1 P R F1 P R F1

Karate-A 16 1.00 0.58 0.73 0.94 0.49 0.64 0.93 0.49 0.64 1.00 0.49 0.66
Karate-B 18 0.97 0.47 0.63 0.97 0.44 0.61 0.89 0.48 0.63 1.00 0.57 0.73

NCAA-AC 9 1.00 1.00 1.00 0.70 0.48 0.57 0.68 0.56 0.61 1.00 1.00 1.00
NCAA-BE 8 1.00 1.00 1.00 0.48 0.47 0.48 0.51 0.67 0.58 0.80 1.00 0.89
NCAA-Ten 12 1.00 1.00 1.00 0.33 0.26 0.29 0.17 0.21 0.19 1.00 1.00 1.00
NCAA-SE 12 1.00 1.00 1.00 0.81 0.55 0.65 0.83 0.85 0.84 1.00 1.00 1.00
NCAA-PT 10 0.91 0.82 0.86 0.68 0.58 0.62 0.68 0.73 0.70 0.91 0.82 0.86
NCAA-Others 5 0.12 0.24 0.16 0.21 0.40 0.27 0.14 0.52 0.22 0.19 0.32 0.24
NCAA-MA 13 1.00 0.50 0.67 0.78 0.48 0.60 0.81 0.78 0.79 0.86 0.50 0.64
NCAA-MV 8 1.00 1.00 1.00 0.76 0.70 0.73 0.67 0.70 0.69 1.00 1.00 1.00
NCAA-WA 10 1.00 1.00 1.00 0.65 0.45 0.53 0.67 0.60 0.63 1.00 1.00 1.00
NCAA-Twelve 12 1.00 1.00 1.00 0.67 0.40 0.52 0.61 0.56 0.35 1.00 1.00 1.00
NCAA-SB 7 0.64 0.51 0.57 0.49 0.61 0.54 0.23 0.69 0.35 0.64 0.51 0.56
NCAA-USA 10 0.74 0.66 0.70 0.41 0.32 0.36 0.25 0.23 0.24 0.74 0.66 0.70

Facebook-1 341 1.00 0.16 0.28 0.99 0.05 0.10 0.88 0.40 0.55 1.00 0.15 0.26
Facebook-2 66 0.88 0.48 0.61 0.42 0.14 0.21 0.16 0.96 0.27 0.94 0.57 0.71
Facebook-3 308 0.94 0.26 0.41 0.92 0.07 0.13 0.41 0.15 0.22 0.97 0.18 0.30
Facebook-4 25 0.96 1.00 0.98 1.00 0.36 0.53 0.97 0.59 0.74 1.00 1.00 1.00
Facebook-5 206 1.00 0.33 0.50 1.00 0.09 0.17 0.97 0.31 0.47 1.00 0.33 0.49
Facebook-6 62 0.94 0.42 0.58 0.90 0.19 0.31 0.56 0.32 0.41 0.99 0.44 0.61
Facebook-7 408 0.94 0.58 0.71 0.38 0.04 0.07 0.21 0.17 0.18 0.96 0.60 0.74
Facebook-8 483 0.94 0.19 0.31 0.81 0.05 0.09 0.16 0.13 0.14 0.97 0.16 0.27
Facebook-9 442 0.98 0.30 0.45 0.97 0.07 0.14 0.97 0.20 0.33 1.00 0.24 0.38
Facebook-10 73 0.94 0.92 0.93 0.53 0.19 0.28 0.06 0.12 0.08 1.00 1.00 1.00
Facebook-11 237 0.99 0.87 0.92 0.26 0.07 0.10 0.15 0.03 0.04 1.00 0.82 0.90
Facebook-12 226 0.98 0.68 0.80 0.96 0.13 0.23 0.10 0.21 0.14 0.99 0.46 0.63
Facebook-13 554 0.98 0.18 0.31 0.96 0.06 0.10 0.63 0.37 0.46 0.99 0.18 0.21
Facebook-14 548 1.00 0.11 0.20 0.99 0.03 0.07 0.98 0.24 0.39 1.00 0.08 0.12
Facebook-15 60 1.00 0.33 0.50 0.98 0.13 0.23 0.99 0.33 0.50 0.98 0.14 0.24

PGP-1 395 0.95 0.16 0.28 0.86 0.16 0.27 0.82 0.12 0.21 0.96 0.12 0.21
PGP-2 303 0.93 0.22 0.36 0.92 0.22 0.36 0.73 0.19 0.30 0.93 0.19 0.32
PGP-3 974 0.94 0.13 0.24 0.74 0.13 0.22 0.84 0.17 0.29 0.94 0.18 0.31
PGP-4 379 0.99 0.12 0.21 0.78 0.12 0.20 0.90 0.17 0.29 0.99 0.13 0.21
PGP-5 1457 0.93 0.11 0.20 0.88 0.11 0.20 0.76 0.08 0.15 0.93 0.09 0.17
PGP-6 798 0.98 0.06 0.11 0.94 0.06 0.11 1.00 0.08 0.16 0.98 0.08 0.15
PGP-7 1289 0.96 0.14 0.24 0.80 0.14 0.23 0.76 0.13 0.22 0.96 0.17 0.29
PGP-8 513 0.97 0.17 0.29 0.87 0.17 0.28 0.87 0.11 0.20 0.97 0.11 0.20
PGP-9 417 0.93 0.17 0.28 0.93 0.17 0.28 0.92 0.27 0.41 0.92 0.13 0.22
PGP-10 1091 0.93 0.22 0.36 0.86 0.22 0.35 0.83 0.19 0.31 0.93 0.31 0.47

4.2 Performance of LCEnO

Here, we first apply LCEnO to the two small social networks with ground
truth: Karate and NCAA. The purpose is to gain a direct understanding of non-
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overlapping community detection by network visualization. Then, we further
compare LCEnO with classical GCD methods, such as FNM [15], FUC [3],
Metis [10], and Cluto [11].

Karate is split into two parties following a disagreement between an instructor
(node 1) and an administrator (node 34), which serves as the ground truth about
the communities in Fig. 4(a). We employ LCEnO to extract non-overlapping
communities from the network. The result is shown in Fig. 4(b), which supple-
ments the division of the club with more information. More interestingly, LCEnO
actually tends to partition this network into four rather than two communities,
as indicated by the nodes in four colors/shapes in Fig. 4(b). This implies that
there exits a latent sub-party (including vertices 6, 7, 11) inside the party led
by node 1, and a latent sub-party (including vertices 25, 26, 32) inside the party
led by node 34.

The ground truth of NCAA labels vertices with their actual conferences, cor-
responding twelve different colors/shapes in Fig. 4(c). As shown in Fig. 4(d),
LCEnO generally well captures the “sharp-cut” teams in conferences “AC”,
“BE”, “Ten”, “SE”, “MV”, “WA”, and “Twelve” respectively, although there
yet exists some teams assigned mistakenly. Note that nearly all the ”Orangered
rectangle” in Fig. 4(c) are totally detected mistakenly by LCEnO. This is indeed
reasonable since those vertices have very few internal connections, actually, they
represent five independent teams (Utah State, Navy, Notre Dame, Connecticut
and Central Florida) in NCAA.

We compare LCEnO with GCD methods, such as FNM [15], FUC [3],
Metis [10], and Cluto [11] on the effectiveness. For each method/network, Table 3
displays the modularity that is achieved and the running time. The modularity
obtained by LCEnO are slightly lower than FUC’s, but it outperforms nearly
all the other methods. In terms of running time, Metis has a great advantage
due to its parallel processing modules. However, it perform poor on graphs with
obscure community structure, e.g., Karate and NCAA. While LCEnO keeps a nice
balance between high modularity and short running time, which can be applied
large scale network community detection.

Table 3. Modularity and running time comparison

Network LCEnO FNM FUC Metis Cluto

Karate 0.38/0.03s 0.38/0.05s 0.42/0.03s 0.24/0.01s 0.36/0.02s
NCAA 0.58/0.20s 0.57/0.20s 0.60/0.06s 0.08/0.01s 0.60/0.03s
Facebook 0.73/2.68s 0.78/8.45m 0.84/6.29s 0.79/0.53s 0.82/4.24s
PGP 0.67/0.44s 0.85/179.42m 0.88/22.50s 0.83/1.76s 0.72/11.90s

4.3 Performance of LCEO

To evaluate the performance of LCEO, we also employ the PRF framework. Let
Ĉk be the k-th overlapping community, which obeys Ĉ1 ∪ · · · ∪ ĈK ⊆ V . In the
following, we introduce a membership threshold α, 0 < α ≤ 1 , to control the
scale at which we want to observe the overlapping communities in a network.
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Definition 4 (α-Overlapping Community). The k-th α-overlapping com-
munity, denoted by Ĉk(α), is defined as Ĉk(α) = {vi|ui,k ≥ α}.
We can use each vertex in a overlapping community as a seed and report LCEO’s
average PRF. Fig. 5 shows the accuracy in the function of α for the four test
graphs, from which we can observe that: 1)the recall values for LECHO have a
significant improvement in all scales, compared with previous LCD algorithms;
2)the values of α in the range [0.6, 0.8] are optimal, in the sense that overlap-
ping communities extracted by LCEO in this region have a high F1-measure;
3)LECHO performs better in dense networks rather than in sparse networks.
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Fig. 5. The accuracy for different α on the four test networks

5 Related Work

Existing approaches to LCD can be classified into two main categories, namely,
degree-based methods and similarity-based methods. 1)Degree-based methods
evaluate the local community quality by investigating verticesdegrees. Some
naive solutions, such as l-shell search algorithm [2], discovery-then-examination
approach [6], and outwardness-based method [1], only consider the number of
edges inside and outside a local community. Clauset [7] defines local modular-
ity by considering the boundary points of a sub-graph, and proposes a greedy
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algorithm on optimizing this measure. Similarly, Luo et al. [14] present another
measurement as the ratio of the internal degree and external degree of a sub-
graph. Both methods can achieve high recall but suffer from low precision due
to including many outliers [6]. 2)Similarity-based methods utilize similarities be-
tween vertices to help evaluate the local community quality. LTE algorithm [9]
is a representative of this kind, using a well-designed metric for local community
quality known as Tightness. There are a few alternative similarity-based metrics
such as VSP [12] and RSS [5] that can also help evaluate the local community
quality, although they are not originally designed for LCD.

Although LCD methods based degree and similarity are extensively studied,
further study is still needed on finding a nice balance between the high efficiency
of local search models and the high accuracy of detected communities. And how
to ingeniously use the results of LCD to discovery the global non-overlapping
and overlapping community structures is worth an in-depth study and concern.
Our work attempts to fill this void by conducting community extraction based
on an efficient LCE method.

6 Conclusion

This work proposes a Local Community Extraction algorithm (LCE) to find the
local clusters from a seed vertex. First, a local search model is carefully designed
to determine candidate vertices to be preserved or discarded, which only relies
on the local knowledge rather than the global view of the network. Second, we
expand LCE for the global non-overlapping community detection, in which we
use the labels of detected local communities as vertices’ attributive tags. Finally,
we use the results of LCE to calculate the membership matrix, which can been
guided for the global overlapping community detection. Experimental results on
real-life networks demonstrate the advantage of LCE over the classic degree-
based and similarity-based LCD methods by either effectiveness or efficiency.
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Abstract. Tampered image discovery from similar images is a challenging 
problem of multimedia security. Aiming at this issue, we propose a robust im-
age hashing with invariant moments. Specifically, the proposed hashing firstly 
converts the input image into a normalized image by interpolation, filtering and 
color space conversion. Then it divides the normalized image into overlapping 
blocks and extracts invariant moments of blocks to form a feature matrix. Final-
ly, the feature matrix is compressed to make a short hash. Hash similarity is de-
termined by measuring similarity between hash segments with correlation coef-
ficient. Experimental results indicate that our hashing is robust against normal 
digital operations and can efficiently distinguish tampered images from similar 
images. Comparisons show that our hashing is better than some notable hashing 
algorithms in classification performances between robustness and content  
sensitivity.  

Keywords: Robust hashing, image hashing, invariant moment, tampering  
discovery. 

1 Introduction 

Nowadays, powerful tools make image editing much easier than ever before. There-
fore, people can easily modify images to suit specific applications. But this also 
brings some problems. For example, people may compress a given image for trans-
mission, but malicious attackers may tamper content of the given image, such as in-
serting an object or deleting an object. Fig. 1 (a) is an original image, (b) is a com-
pressed image with JPEG quality factor 20, and (c) is a tampered image by deleting a 
vehicle. Clearly, Figure 1 (a) and (b) are visually similar, but (c) is significantly dif-
ferent from (a) and (b). Therefore, sophisticated techniques are in demand for distin-
guishing tampered images from similar images (including the original image and the 
compressed images). In this work, we study an emerging technology called image 
hashing. It not only can identify similar images, but also discovers tampered images. 

Image hashing is a novel multimedia technology [1]. It derives a content-based 
compact representation, called image hash, from an input image, and has been widely 
                                                           
* Corresponding author. 
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used in image authentication [2], image indexing [3], copy detection, digital water-
marking [4], tampering discovery [5], image quality assessment [6], image forensics 
[7], image search[8, 9], and so on. In general, it produces the same or very similar 
hashes for those perceptually identical images. This is the hashing property of percep-
tual robustness [10]. For different images, it generates different image hashes. This is 
called discrimination. In addition, it should be sensitive to content change when it is 
applied to authentication or forensics. In other words, it should create significantly 
different hashes for discovering tampered images. Actually, it is a challenging task 
[11] to develop image hashing algorithms reaching good performances between ro-
bustness and content sensitivity. 

 

   
 (a) Original  (b) Compressed  (c) Tampered 

Fig. 1. Original image and its compressed and tampered versions 

In the past, many researchers have contributed to developing image hashing algo-
rithms. For example, Venkatesan et al. [12] used statistics of coefficients in discrete 
wavelet transform (DWT) domain to construct image hashes. This method is robust 
against JPEG compression and median filtering, but fragile to gamma correction and 
contrast adjustment. Li and Chang [13] designed a hashing method based on invariant 
relation between DCT coefficients at the same position in separate blocks. Their me-
thod can distinguish JPEG compression from malicious attacks. Swaminathan et al. 
[14] proposed to calculate image hashes based on coefficients of Fourier-Mellin trans-
form. This algorithm is robust against moderate geometric transforms and filtering, 
but its discrimination is not good. Monga and Mihcak [15] were the first to use non-
negative matrix factorization (NMF) to derive image hashing. This method is robust 
against many popular digital operations, but sensitive to watermark embedding. Ou 
and Rhee [16] used Radon transform (RT) combining with discrete cosine transform 
(DCT) to design image hashing. The RT-DCT hashing is insensitive to content 
change and its discrimination should be improved. Kang et al. [17] introduced a com-
pressive sensing-based image hashing. This method is sensitive to image rotation. In 
[18], Li et al. extracted image hashes by random Gabor filtering (GF) and dithered 
lattice vector quantization (LVQ). The GF-LVQ hashing has better performances than 
the well-known algorithms [14], [17], but its discrimination is also not desirable 
enough. In another study [19], Tang et al. convert RGB color image into YCbCr and 
HSI color spaces, extract invariant moments (IM) from each color component, and 
use them to form image hashes. The IM-based hashing is resilient to rotation, but has 
limitation in measuring local content change. Recently, Tang et al. [20] exploit color 
vector angle and DWT to generate image hashes. This method can resist JPEG com-
pression and image rotation within 5°. 
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Although various hashing algorithms have been reported, there are still some prob-
lems. For example, more efforts are still needed to develop efficient algorithms reach-
ing a desirable balance between perceptual robustness and content sensitivity. In this 
work, we exploit invariant moments in a new way to design a robust image hashing, 
which not only can achieve a good robustness, but also has an excellent capability of 
tampering discovery. We exploit many images to illustrate efficiency of our algo-
rithm. Comparisons with existing notable algorithms are also done. The results show 
that our algorithm is better than the compared algorithms in classification perfor-
mances between robustness and content sensitivity. 

The rest of this paper is organized as follows. Section 2 introduces the proposed 
image hashing. Section 3 presents experimental results and conclusions are finally 
drawn in Section 4. 

2 Proposed Image Hashing 

Our proposed image hashing is a three-step method. In the first step, our hashing con-
verts input image into a normalized image by preprocessing. In the second step, our 
hashing divides the normalized image into blocks and then extracts invariant moments 
from image blocks to construct feature matrix. In the final step, the feature matrix is 
compressed to make a short image hash. Section 2.1 briefly reviews invariant mo-
ment, Section 2.2 describes detailed steps of our hashing and Section 2.3 presents 
calculation of hash similarity. 

2.1 Review of Invariant Moments 

The well-known invariant moments are firstly introduced by Hu [21]. Since invariant 
moments have indicated excellent property (such as geometric invariant), they have 
been widely used in image classification [22], image matching [23], character recog-
nition, and so on. Let f(x, y) be gray value of a pixel in a digital image sized m×n, 
where 1≤x≤m and 1≤y≤ n. Thus, seven invariant moments [21] are defined as follows:  
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where ηpq (p, q = 0,1,2,…) is the normalized central moment defined as:  
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and μpq  is the central moment calculated by:  
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and Mpq is the (p+q)-th order moment: 
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In this study, we choose local invariant moments as image features, which can 
make our image hash discriminative and sensitive to content change. Note that the 
seventh invariant moment φ7 is generally used to distinguish mirror images [21]. 
Since mirror operation in local image blocks is not considered here, the seventh inva-
riant moment is not selected in our hashing.  In other words, only the first six inva-
riant moments are taken as features in our work. 

2.2 Detailed Steps of Our Hashing 

The details of our image hashing algorithm are presented as follows. 
(1) Preprocessing. To make a normalized image for invariant moment extraction, 

some digital operations are applied to the input image. Firstly, bilinear interpolation is 
used to resize the input image to a standard size M×M. This is to make our method 
robust against image rescaling. Secondly, the resized image is passed through a Gaus-
sian low-pass filter. This can reduce influence of losing those insignificant high-
frequent details caused by JPEG compression. Finally, for RGB color image, the 
normalized image is then converted into HSV color space and the V component is 
taken for representing the input image. 

(2) Local invariant moment extraction. To reflect local content of the input image, 
the V component is divided into m1×m1 overlapping blocks, where overlapping size 
between each two neighbor blocks is m1/2. For simplicity, let M be integral multiple 
of m1. Thus, the total number of image blocks is K=N1

2, where N1=(2M/m1-1). For the 
i-th block, the vector ui forming by its first six invariant moments is selected for re-
presentation. Therefore, a feature matrix U sized 6×K is obtained as follows. 
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 U=[u1, u2, …, uK] (13) 

Next, data normalization [24] is applied to each row of U. And the result of U is de-
noted as U(1). 

(3) Feature compression. To conduct feature compression, we generate a reference 
vector p0=[p0(1), p0(2), …, p0(6)]T, whose elements are randomly picked from each 
row of U(1). Let pi =[pi(1), pi(2), …, pi(6)]T be the i-th column of U(1) (i=1,2,…, K). 
Thus, Euclidean distance between pi and p0 is calculated as follows. 

 6 2
01

[ ( ) - ( )]i ij
d p j p j

=
= ∑  (14) 

As K is still a big number, we merge neighbor elements to make a short hash. To do 
so, the sequence [d0, d1, …, dK] is firstly reshaped to a square matrix B sized N1×N1. 
For each row, the mean of each two adjacent elements is calculated. Then, a small 
matrix sized N1×N1/2 is obtained. Similarly, for each column, the mean of each two 
adjacent elements is calculated. And finally, a feature matrix of size N1/2×N1/2 is 
available. Therefore, a sequence s=[s(1), s(2), …, s(L)] is obtained by concatenating 
elements of the small feature matrix, where L=N1/2×N1/2. To reduce storage, each 
element s(l) (l=1, 2, …, L) is quantized to an integer as follows. 

 h(l)=Round [s(l)×1000 + 0.5] (15) 

Consequently, our image hash h is available as follows. 

 h=[h(1), h(2), …, h(L)] (16) 

2.3 Hash Similarity Evaluation 

Let h1=[h1(1), h1(2), …, h1(L)] and h2=[h2(1), h2(2), …, h2(L)] be a pair of hashes of two 
input images. We divide hash sequences into overlapping segments sized 1×k, where the 
overlapping size is k/2. Let the i-th segments of h1 and h2 be h1

(i) and h2
(i), respectively. 

Thus, their similarity is evaluated by the well-known correlation coefficient. 
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where ε is a small constant to avoid zero denominator, and μ1
(i) and μ2

(i) are the means 
of h1

(i) and h2
(i), respectively. Thus, the similarity between h1 and h2 can be deter-

mined by: 

 S =min{S1, S2, ..., SJ} (18) 

where min{…} means the minimum value and J is the total segments. The range of S 
is [-1, 1]. The bigger the S, the more similar the evaluated hashes and then the more 
similar the corresponding images. If S is bigger than a threshold, the images of the 
input hashes are considered as visually similar images. Otherwise, they are the differ-
ent images or one is a tampered version of the other. 



 

 

3 Experimental R

In the following experimen
ing, the input image is resi
mean and a unit standard d
size is 7. Therefore, our has
tion between robustness an
discovering tampered imag
some existing algorithms. 

3.1 Classification betw

Various images are exploite
our efficiency. For space li
standard test images. We ex
visually similar versions of
settings) include brightness
−10, 10, 20), gamma correc
(0.3, 0.4, ..., 1.0), JPEG com
..., 100), image scaling (0.
0.75, 0.9, 1.1, 1.5, 2.0), cro
each test image has 56 simi
are obtained. 

              (a) Airplane  

            (e) Peppers   

Fig. 2. St

We calculate hash simila
statistics of S under differe
digital operations are bigg
addition, the minimum S o
adjustment, gamma correct
Therefore, if we choose 0.6
rectly detected. 

Discovery of Tampered Image with Robust Hashing 

Results 

nts, our parameter settings are as follows. In the preproce
ized to 512×512, a 3×3 Gaussian low-pass filter with z
deviation is taken, the block size is 64×64 and the segm
sh length is 64 integers. Section 3.1 presents our classifi
nd discrimination. Section 3.2 validates our capability
ges, and Section 3.3 show performance comparisons w

een Robustness and Discrimination 

ed to test robustness of our hashing and the results valid
imitation, typical results are presented here. Fig. 2 is ei
xploit Photoshop, MATLAB and StirMark [25] to gener
f these test images. The used digital operations (parame
s adjustment (−20, −10, 10, 20), contrast adjustment (−
ction (0.75, 0.9, 1.1, 1.25), 3×3 Gaussian low-pass filter
mpression (30, 40, ..., 100), watermark embedding (10, 
.5, 0.75, 0.9, 1.1, 1.5, 2.0), the operation of rotation (0
opping and rescaling and image noise (1, 2, 3, 4). Th
ilar versions and 8×56=448 pairs of visually similar ima

    
   (b) Baboon        (c) Girl          (d) House 

       
    (f) Sailboat       (g) Splash        (h) Lena 

tandard test images for robustness validation 

arity between each pair of similar images. Table 1 prese
ent digital operations. It is observed that, the means of
ger than 0.84, and their standard deviations are small.
f the test operations are all bigger than 0.6, except cont
tion, and the operation of rotation, cropping and rescali
6 as the threshold, 98.44% visually similar images are c

117 

ess-
zero 

ment 
fica-
y of 
with 

date 
ight 
rate 
eter 

−20, 
ring 
 20, 
0.5, 
hus, 
ages 

ents 
f all 
. In 
trast 
ing. 
cor-



118 Z. Tang et al. 

 

 

Table 1. Statistics of S under different digital operations 

Operation Maximum Minimum Mean 
Standard 
deviation 

Brightness adjustment 0.9998 0.6778 0.9557 0.0711 

Contrast adjustment 0.9994 0.5464 0.9399 0.1034 

Gamma correction 0.9985 0.5825 0.9290 0.0932 

3×3 Gaussian low-pass filtering 1.0000 0.9972 0.9997 0.0006 

JPEG compression 0.9988 0.8965 0.9680 0.2930 

Watermarking embedding 1.0000 0.7544 0.9686 0.0438 
Image scaling 0.9989 0.9157 0.9730 0.0249 

Rotation, cropping and rescaling 0.9966 -0.0130 0.8438 0.2046 

Image noise 0.9994 0.9328 0.9865 0.0187 

 
To test discrimination of our hashing, we collect a large database with 200 differ-

ent color images via the Internet, digital camera, and the Ground Truth Database [26], 
whose image sizes range from 256×256 to 2048×1536.  We apply our hashing to the 
image database, extract 200 image hashes, calculate similarity S between each pair of 
hashes, and then obtain 200×(200−1)/2=19900 results. It is observed that, the mini-
mum and the maximum S are −0.9992 and 0.5141, respectively. And the mean and 
standard deviation are −0.5918 and 0.1981, respectively. Clearly, if we choose 0.6 as 
the threshold, no image will be falsely considered as similar image. If the threshold is 
0.50, only 0.0089% different images will be mistakenly detected as visually identical 
images. From the above analysis, we conclude that the threshold 0.6 can reach a good 
balance between robustness and discrimination.  

3.2 Capability of Discovering Tampered Images 

To test our capability of discovering tampered images, we take the 200 color images 
used for discrimination as the source images and convert them to a standard size 
512×512. We create tampered versions of these normalized images by randomly se-
lecting a 64×64 block from a 502×651 template image, as shown in Fig. 3, and then 
using the block to randomly replace the content of the normalized images. Therefore, 
200 tampered images are available. Fig. 4 indicates some typical results, where the 
first row is the original images and the second row is their tampered versions. We 
extract hashes of the original images and their tampered versions, calculate their simi-
larities and then obtain 200 results.  It is found that, our hashing can correctly detect 
80.5% tampered images when the threshold is 0.6. If the threshold increases, the cor-
rect detection rate will improve. For example, the correct detection rates will be 
88.50% and 92.50% when the thresholds are 0.8 and 0.9.  
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Fig. 3. A template image 

   
 

   

Fig. 4. Original images and their tampered versions 

3.3 Performance Comparisons 

To show advantages of our hashing, we compare it with two popular hashing algo-
rithms: RD-DCT hashing [16] and IM-based hashing [19]. The same images used in 
Sections 3.1 and 3.2 are adopted to validate robustness and content sensitivity of the 
compared algorithms. To make quantitative analysis, correction detection rates of 
similar images and tampered images are both calculated. As different thresholds will 
lead to different detection rates, we choose many thresholds for each algorithm, and 
then obtain a set of detection rates. Fig. 5 presents detection rate comparisons among 
different algorithms. It is observed that as the correct detection rate of similar images 
increases, the correct detection rate of tampered images will inevitably decrease. In 
general, intersection of the curves of the two detection rates reaches a desirable bal-
ance between robustness and content sensitivity. The bigger the correct detection rate 
of the intersection is, the better the whole performance of the algorithm has. Clearly, 
the correct detection rate of our intersection is much bigger than those of the  
compared algorithms. This means that our hashing is better than the compared algo-
rithms in classification performances between robustness and content sensitivity. 
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  (a) RD-DCT hashing 

 
(b) IM-based hashing 

 
(c) Our hashing 

Fig. 5. Correct detection rate comparisons among different algorithms 
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4 Conclusions 

In this work, we have proposed a robust image hashing for discovering tampered 
images. The proposed hashing exploits invariant moments of overlapped blocks to 
represent image features, uses a novel similarity metric to measure local change in the 
hash sequence, and thus efficiently distinguishes tampered images from similar im-
ages. Experiments have illustrated that our hashing is robust against many normal 
digital operations, such as JPEG compression, brightness/contrast adjustment and 
image scaling. Comparisons with the RT-DCT hashing and the IM-based hashing 
have been also conducted and the results have showed that our hashing is better than 
compared algorithms in classification performances between robustness and content 
sensitivity. 
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Abstract. Online social networks present themselves as valuable infor-
mation sources about their users and their respective behaviours and
interests. Many researchers in data mining have analysed these types
of data, aiming to find interesting patterns. This paper addresses the
problem of identifying and displaying tweet profiles by analysing multi-
ple types of data: spatial, temporal, social and content. The data mining
process that extracts the patterns is composed by the manipulation of the
dissimilarity matrices for each type of data, which are fed to a clustering
algorithm to obtain the desired patterns. This paper studies appropriate
distance functions for the different types of data, the normalization and
combination methods available for different dimensions and the existing
clustering algorithms. The visualization platform is designed for a dy-
namic and intuitive usage, aimed at revealing the extracted profiles in
an understandable and interactive manner. In order to accomplish this,
various visualization patterns were studied and widgets were chosen to
better represent the information. The use of the project is illustrated
with data from the Portuguese twittosphere.

Keywords: Data Mining, Clustering, Spatio-temporal patterns,
Visualization.

1 Introduction

In recent years, social media services have adapted the paradigm of social net-
works and achieved a huge importance in social life and also in business strate-
gies for companies, as they are regarded as a timely and cost-effective source of
spatio-temporal and behavioural information [1]. The massive adhesion and the
number of platforms that provide social interaction lead to a growth in the data
stored within these services and its usage by researchers.

Twitter has proven to be a popular data source within social media due to the
large number of active users and the easy access to their public API. As such,
it has fuelled several studies [2–4]. Twitter data can probably be organized into

∗ An earlier version of this work was presented at the Encontro Nacional de Inteligência
Artificial e Computacional (Brazilian AI meeting - ENIAC).
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subgroups that represent profiles of tweets and, thus, of the users. These profiles
can be useful for many tasks (marketing, political science, government, product
development, etc.). However, given the amount of data as well as its complex
nature (space, time, content and social), these patterns are not easily extracted
using classical data mining strategies. Moreover, the ability to assign different
importance to each data dimension may prove useful to control the data mining
process and further reveal hidden patterns.

Therefore, our goal is the design and development of an automatic tool to ex-
tract and display the patterns mined. The contributions of this project are: the
development of a Data Mining process that enables a weighted combination of
multiple clusterings in various dimensions, and a web application that facilitates
a flexible and interactive exploration of those patterns. This is indeed the great-
est contribution of this paper: a weighted combination of multiple clusterings,
each one obtained in various heterogeneous dimensions (i.e. time, space, con-
tent and social relations). The approach is applied to data from the Portuguese
twittosphere to illustrate the type of patterns that can be obtained.

This paper is organized as follows: Section 2 contains the state of the art for the
scientific fields of clustering algorithms and distance measures. In Section 3, the
concepts and decisions for the data mining process are explained in detail, namely
the distance measures used and the combination process. Section 4 presents the
visualization tool developed to represent and analyse the patterns extracted with
our methodology. In Section 5, we present some results obtained in the case study
considered in this project. Finally, in Section 6 we list our conclusions and tasks
for future work.

2 Related Work

Clustering is formally defined as the process of grouping a set of data objects into
multiple groups, or clusters, so that objects within a cluster have high similarity,
but are very dissimilar to objects in other clusters [5]. Similarity assessment is
calculated through distance functions. Clustering is the logical choice for our
project: clustering algorithms are able to extract patterns from unlabelled data,
such as Twitter posts; and clustering provides groupings of similar objects, which
can be regarded as representing profiles of tweets.

Clustering algorithms can be sorted into 4 different types: Partitioning, Hi-
erarchical, Density-based and Grid-based [5]. Partitioning algorithms organize
the objects to create partitions accordingly to a particular criterion. They are
known for generating clusters of spherical shape by using distance-based tech-
niques to group the objects. They generally use mean or medoid to represent
cluster centres and have proven effective up to medium size sets [5]. Within this
set of algorithms, the most well known are k-Means and k-medoids [5].

A Hierarchical clustering method works by grouping data objects into a hi-
erarchy or a tree of clusters [5]. This method can either be agglomerative (if
it starts with small clusters and recursively merge them to find a single final
cluster) or divisive (all objects are in a single cluster and iteratively are divided
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until each one has only one object or the objects are very similar). Usually, the
results of hierarchical algorithms are represented by a dendrogram (i.e. tree dia-
gram). The most representative algorithms within this class are BIRCH [6] and
Chameleon [7].

Density-based clustering algorithms follow the strategy of modelling clusters
as dense regions in the data space, separated by sparse regions [5]. The most
well known algorithms are DBSCAN [8] and DENCLUE (DENsity-based CLUs-
tEring) [9].

DBSCAN finds core objects (i.e. points with dense neighbourhood) and it-
eratively connects them to the neighbours if these are in the core object’s ε-
-neighbourhood. The ε -neighbourhood is defined through a user defined parame-
ter: the radius ε and states that a point is in the core object’s ε-
-neighbourhood if it is within the pre-defined radius. Therefore, for two points
p and q, we can say that p is directly density reachable from q if it is in the ε-
-neighbourhood of q. Another user input is MinPts that determines if a point is a
core object. If within the ε-neighbourhood there are at least MinPts points, then
we are in the presence of a core object. The algorithm takes in account the two
previous concepts and iteratively connects core objects to its ε-neighbourhood
until all objects are processed.

Grid-based algorithms use a space-driven approach instead of a data-driven
approach as in the previous algorithms [5]. They partition the space into cells
of a multi-resolution grid data structure. This ensures a fast processing time
independent from the size of the data set, although it is affected by the resolu-
tion of the grid. One notable examples of this clustering algorithms is STING
(STatistical INformation Grid) [10].

Clustering algorithms need distance functions in order to calculate dissimi-
larities between objects and to group these objects by similarity. The objective
function aims for high intra-cluster similarity and low inter-cluster similarity [5].
The distance functions chosen for clustering depend on the data types and the
representation spaces. Therefore, one must divide the different distance functions
accordingly to the dimensional types we use. In this paper we consider the follow-
ing dimensions: spatial, temporal, content and social. In the spatial dimension,
data is defined by latitude and longitude, which are numeric values extracted
from the tweets. Therefore, similarity functions between numeric values must be
explored. The 4 most important distances of this type in a euclidean space are
the Euclidean Distance, the Manhattan Distance, the Minkowski Distance, the
Mahalanobis Distance and the Chebychev Distance [5]. For the specific case of
latitude and longitude coordinates there is a better suited distance measure that
considers the earth’s shape: the haversine distance.

As far as the temporal dimension goes, contrary to the spatial dimension,
which is mapped in R2, time is represented in R, which facilitates the difference
calculation. For each pair of tweets, the timestamp values are used to compute
the temporal distance. However, any of the previous distance functions for eu-
clidean space is applicable to the temporal dimension. We note that this distance
function is limited to explore the time difference between posts, whereas other
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patterns could be mined, such as for instance seasonality of events. In this way,
clusters could reflect events in the same weekday, for instance, and therefore
extract events than happen regularly.

Considering the connections between users, it is possible to assume the ex-
istence of a social graph in Twitter. Therefore, the social distance can be sim-
plified to a distance between nodes within a graph. Two distance measures for
graphs are the Geodesic Distance and SimRank [5]. Network Similarity [11] and
a pseudo-distance measure [12] can also be used.

In order to calculate the similarity between two texts, one must explore Text
Mining distance functions. The Cosine similarity distance [5] (as the most com-
monly used) and a variation denominated Tanimono distance. Lastly, a variation
of Jaccard similarity complemented with Dice’s coefficient [13] can also be used.
In order to apply a distance function on text, document representations must be
specified in a previous stage. The main idea is to create a document-term ma-
trix and extract the vectors to compute their dissimilarity. The main document
representation techniques are TF [14] and TF-IDF [15].

3 Clustering on Multiple Dimensions

We present in this section our methodology to tackle this problem, including
the distance functions used, the clustering algorithm chosen and the strategy
proposed for combining dimensions.

Although many other distance functions than those presented here provide
a more elaborate and possibly more powerful approach, they tend to be more
difficult to interpret. This decision is transversal to all the distance functions
chosen, since our approach must provide a visual platform to navigate through
the patterns. It is therefore essential to use intuitive metrics that are easily
represented and interpreted.

We consider that each tweet is formally defined as ti, where i is the index
identifier on the tweet data collection. The distance functions between two tweets
ti and tj are defined as distX(ti, tj), where X is the dimension on which the
function maps the values. X can take the values Sp, T, C, So which are related
respectively to the spatial, temporal, content and social dimensions.

In order to calculate the spatial distance between two points, these must be
mapped in space. The data received from Twitter for the spatial dimension
consists of the latitude and longitude of each tweet. For each pair of tweets ti
and tj , the distance function uses the latitudes φti and φtj and longitudes λti

and λtj to determine the distance. The value R is the earth’s radius:

distSp(ti, tj) = 2Rsin−1

([
sin2

(
φti

−φtj

2

)
+cosφticosφtjsin

2

(
λti − λtj

2

)]0.5)

The temporal distance was simply calculated as the difference of timestamps,
in seconds. The conversion to seconds is necessary due to the use of a generic
clustering algorithm, which is, thus, unable to process timestamped differences.
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For each pair of tweets ti and tj , the timestamp values Δi and Δj are used to
compute the distance:

distT (ti, tj) = |Δi −Δj | (1)

To calculate text similarity, the choice fell on TFIDF for vector representation
and cosine similarity to determine the dissimilarity between two texts. TFIDF
was chosen to reduce the importance of frequently used words and therefore give
preference to discriminative ones. On the other hand, the cosine similarity is a
traditional yet powerful metric also used in many papers [13, 16].

For a tweet ti we define the tweet text as αi and calculate its TFIDF rep-
resentation in a document matrix D. The following equation elucidates on this
transformation, where TF represents a term frequency and IDF represents In-
verse Document Frequency:

TFIDF (αi, D) = TF (αi, D) ∗ IDF (αi) (2)

The cosine function takes as input two TFIDF representations, βi and βj , for
two tweets, ti and tj , and returns a similarity value between 0 and 1, which we
adopt for the distance between texts:

distC(ti, tj) = 1− βi.βj

||βi||βj ||
(3)

Finally for social distance, the geodesic distance between the users who make
the posts in the graph defined by the follow relations was chosen. This distance
measure introduces a problem that was not present in the previous measures: the
possibility of infinite distances. These occur when two nodes are not connected
(neither directly nor through other nodes). This case must be treated before
combining distances for all dimensions. We replace the infinite value for the
total number of nodes plus one. This ensures that the distance between two
users that are not connected is always greater than the distance between any
two connected users.

All these distance measures were applied to all pairs of tweets and stored
in dissimilarity matrices for further processing. The dissimilarity matrices are
formally defined as DX , where X is the dimension. X can take the values Sp, T,
C, So which are related respectively to the spatial, temporal, content and social
dimensions. Within each dissimilarity matrix DX , the distance value in row i
and column j is defined as dX(i,j). These matrices are hereby defined as single
dimensional distance matrices.

The combination of distances refers to the weight system applied over the
all four dimensions to obtain a new multi-dimensional dissimilarity matrix. The
weights determine the importance of the dimensions, given as percentage values,
while the overall result shows the importance that should be assigned to each
dimension. The multi-dimensional dissimilarity matrix will contain the sum of all
dissimilarities multiplied by the weight value for the corresponding dimension,
always ensuring that this sum is equal to 100%. More formally, for each weight
value wSp, wT , wC , wSo, we have that wSp, wT , wC , wSo ∈ {0, 0.25, 0.5, 0.75, 1} |
wSp + wT + wC + wSo = 1.
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However, in order to obtain relevant results, one must normalize the single
dimensional distance matrices, since the scales for each dimension are different.
The purpose is to use a similar scale for all dimensions to ensure that the impor-
tance of each dimension is determined by the weights and not its scale. Therefore,
a min-max normalization [5] was applied to all single dimensional distance dis-
similarity matrices DX with the goal of switching from a scale [minDX ,maxDX ]
into a new scale [newminDX , newmaxDX ] which is similar in all dimensions. The
normalizing equation is applied to all distance values dX(i,j) in order to obtain

the normalized values d′X(i,j).
In our problem, the minimum value must always be zero since this is the

lowest possible value for distance. Therefore, the normalization formula can be
simplified, since both minDX and newminDX equals zero:

d′X(i,j) =
dX(i,j)

maxDX

∗ newmaxDX (4)

The application of this formula results in scales that lie between 0 and
newmaxDX . This is also important for defining the clustering algorithm pa-
rameters which directly depend on the scale of each dissimilarity matrix.

The multi-dimensional dissimilarity matrix of all four dimensions D4D is the
sum of each single dimensional distance matrices (DSp, DT , DC , DSo) multiplied
by the respective weight value (wSp, wT , wC , wSo):

D4D = wSpD
Sp + wTD

T + wCD
C + wSoD

So (5)

The clustering algorithm was then applied to the multi-dimensional dissimi-
larity matrix, in order to obtain the clusters to display in the visualization tool.
The clustering algorithm chosen was DBSCAN due to various reasons:

– Density based algorithms are able to detect arbitrarily shaped clusters [17].
– It is not necessary to specify the number of clusters to calculate. This is

important in our project because one of the goals is to find patterns although
there is no guarantee that the data contain clusters. The enforcement of the
number of clusters is unsuitable for some real world applications [17].

– Microblog messages contain noise and using a density based approach, this
noise is considered as an outlier and filtered from the results [17].

4 TweeProfiles Tool

The visualization tool is responsible for showing the information mined in the
most intuitive and simple way possible, while enabling interaction. To achieve
such goals, we represent the 4 dimensions as:

– Spatial: map. The clusters are represented as red circles while the tweets as
dots. Each dot is colored depending on the cluster it belongs. Click events
are associated to both tweets and clusters to display further information;
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– Temporal: timeline. It containing bars with the start and end date for each
cluster and with a click event associated to each cluster;

– Content: wordcloud. It displays the words in a cluster with sizes proportional
to their frequencies;

– Social: minimum spanning tree. It contains the most important users in a
cluster (There is a limitation of 10 users to be displayed in the tool) and a
click event to view the user’s profile in Twitter;

For the map, the Google Maps JavaScript API1 was the choice, due to the
completeness of information displayed, intuitive interactivity, ability to integrate
data from various sources and JavaScript libraries and the typically fast response
time to load and refresh the webpage.

D32 was used to display the tweets, plotted on top of the map. This represen-
tation was overlapped on the map using a Google Maps class named Overlay.
An Overlay containing the tweets is anchored to specific latitudes and longitudes
so when the map is changed, the points change accordingly. Each point is also
associated with an on-click event listener to show a tooltip with the related data
to the point specified. If the points are not clustered, they are not presented in
the visualization tool to avoid displaying unnecessary information.

The last objects to be displayed on the map are the cluster circles. These
circles were generated using Google Maps Polygons and are also inserted in an
Overlay class. The event associated with clicking on this circle is the display of
a new division in the webpage. This division is used to present a summary of
cluster information and also a D3-based interactive social graph representing the
most relevant users in the cluster and their connections.

Besides the map representation, the timeline is also used to present all the
clusters. The JavaScript library used was the Timeglider JQuery plugin.3 This
widget requires only the input of a JSON file with a specific syntax and it does all
the mapping of clusters in horizontal bars. It guarantees that the bars displayed
do not overlap and therefore all clusters are accessible through mouse events.

When a single bar is clicked on, it shows a tooltip with a summary of infor-
mation for the specific cluster. On the other hand, by simply hovering the mouse
on the bar, the cluster summary division appears, in the same manner as when
the clusters circles in the map are clicked on.

The final widget we implemented is the social graph through a D3 interactive
graph example. This implementation was chosen due to the ability to drag a node
in the graph, which triggers a transformation that re-arranges all the nodes and
edges. Additionally, the names of the users represented by the nodes and the
edges weight are available in tooltips.

The previous widgets are responsible for representing the information in vari-
ous dimensions. Interaction with them enables the analysis of different patterns.
To navigate through the subsets and to change the weights of the dimensions, we

1 https://developers.google.com/maps/documentation/javascript/reference
2 http://d3js.org/
3 http://timeglider.com/widget/index.php

https://developers.google.com/maps/documentation/javascript/reference
http://d3js.org/
http://timeglider.com/widget/index.php
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used slidebars. We used the JavaScript implementation of DHTMLX slidebar.4

This widget enables the definition of minimum, maximum and step values. For
each dimension, since they are represented as weight percentages, the minimum
value of the sidebar is set to 0 and maximum to 100. The step value is 25, since
this was the step value used for the computation of the combined dissimilarities.

5 Results

The data extraction was done using a tool that retrieves data from online social
networks, namely SocialBus.5 By using this platform and filtering the data for
this project’s purposes, 119,558 tweets were retrieved with spatial, temporal
and content attributes. This dataset contains data from May 2012 to February
2013, with tweets written in several languages (mostly Portuguese and English)
and published from various countries (although the majority of tweets are from
Portugal and Brazil).

To evaluate the social dimension, it was necessary to extract more data from
Twitter in order to build a social graph of users, since the only information
available at this point were the usernames of each tweet author. This data was
retrieved from the Twitter RESTful API and the graph was built, defining nodes
as the users and links as the following relationship. We retrieved only 9,794 edges
for our 9,362 users. This result is justified by the fact that most users are not
directly connected to any user in our database and are, therefore, excluded from
the final graph. This lead to the existence of only 932 connected nodes in the
graph.

At this point, we applied the methodology explained in Section 3. However,
due to the size of the data, we had to split the original dataset into smaller ones.
This decision, together with the weighting methodology led to several hundred
clusterings. As we cannot display all results in this paper, we will just present
results of some illustrative combinations. The first result we discuss illustrate
the effect of setting different values for the dimensions weights on the results.
Figure 1 shows a clustering with 100% importance set to the spatial dimension.
It creates 3 clusters: Europe (blue points), America (orange points) and Africa
(yellow points). It is visible in the timeline that all clusters occupy the entire
time span (from June until October 2012).

When we set 100 % importance to the temporal dimensions for the same
data (Figure 2), we obtain 2 clusters: one with tweets between June 3 and June
6 2012 (blue points) and another cluster between August 16 and October 13
2012 (orange points). In the spatial dimension, it is visible that there is no clear
separation among clusters and that the clusters are, in fact, overlapped in this
dimension, as could be expected given the weights selected.

However, when we assign 50% importance to both the spatial and temporal
dimensions (Figure 3), the results are a combination from both the previously
presented clusterings. Now, we have 4 clusters: Europe between June 4 and

4 http://dhtmlx.com/docs/products/dhtmlxSlider/
5 http://reaction.fe.up.pt/socialbus/

http://dhtmlx.com/docs/products/dhtmlxSlider/
http://reaction.fe.up.pt/socialbus/
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Fig. 1. Example clustering with 100% importance assigned to the spatial dimension

June 6 (blue points), America in the same time period (orange points), Europe
between August 16 and October 13 (yellow points) and America in the same
time period (green points).

If we were to assign weights to the other dimensions, the outcome would reflect
also the same behaviour as in these examples. The difference is that it is harder to
evaluate them in the platform, due to the large amount of information displayed
and the fact that the content and social dimensions are harder to represent and
interpret in clustering.

The following results represent a couple of interesting patterns. Only two
examples are presented due to lack of space. Figures 4 and 5 exemplify some
patterns retrieved using our Data Mining approach and represented on our visu-
alization tool. Figure 4 shows different users that practise cycling and used the
same sports application to publish their performance on Twitter. The positions
of each user are visible, as well as the dates of the event. Figure 5 shows a cluster
of posts by users who attended the same sports event, namely a football match
between Portugal and Northern Ireland on the 16 October 2012.

The methodology proposed here assumes static data. Additionally, it has some
scalability problems due to the high computational costs in calculating and ma-
nipulating the matrices. One solution to these issues is the use of stream clus-
tering methods [18].

This work has several shortcomings, such as computational costs, scalability,
granularity of control of the weights and orthogonal treatment of different di-
mensions. However, it represents a simple solution to a complex problem. Most
importantly, some of these shortcomings present interesting opportunities for
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Fig. 2. Example clustering with 100% importance assigned to the temporal dimension

Fig. 3. Example clustering with 50% importance assigned to both the spatial and
temporal dimension
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Fig. 4. Pattern presenting users using the same smartphone application for sports
practising

Fig. 5. Pattern presenting users in a sports event: football match between Portugal
and Northern Ireland at Dragão Stadium
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scientific development. In particular, the simultaneous analysis of heterogeneous
data, which was dealt with in a simple way in this project, is recognized as one
of the most important issues in the Big Data community [19]. Furthermore, the
ability to control the weight of each of those dimensions, which is important
from the end user’s perspective and that was also solved in a simple way in
this project, is also a challenge from the computational, algorithmic and user
interaction perspectives.

6 Conclusion

The goals of this paper were to develop a data mining approach for combining
different types of information and also to apply our approach to Twitter data in
several dimensions. The purpose and main contribution of this work was to use
clustering to identify patterns across dimensions of data of very different nature
(e.g., space and content), enabling the user to control the relative importance of
each one of them in the process.

To accomplish these goals, a data mining process was developed with different
stages: data preparation, dissimilarity matrices computation, normalization and
combination and lastly, clustering using those matrices. A different distance func-
tion was chosen for each dimension (Haversine for space, Time Interval for time,
cosine similarity on a TFIDF representation of the content and geodesic distance
for social). A min-max normalization function was applied to all matrices. Given
the computational cost of the process, the matrices were combined using a set of
pre-defined weights, representing different levels of importance of each dimension.
Clusterings were obtained by running DBSCAN on these matrices.

The visualization tool represents those patterns. Namely, a map, a timeline
and a graph were implemented using various JavaScript libraries to create in-
teractive widgets. These widgets enabled the simultaneous representation of the
same information in different dimensions and to interact with them for a deeper
and more flexible exploration of the results presented.

The first task for future work is to study better ways for represent the social
and content dimensions, in order to ease the interpretation of results. Another
task is to adapt this methodology for stream clustering while enabling a direct
connection to Twitter’s Streaming API. We can also change the dimensions
and research whether this is indeed a generic methodology that accomplishes
multidimensional clustering. Finally, since the proposed method for clustering
in several dimensions is generic, one must also evaluate clustering with other
dimensions, as for instance images.
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Abstract. Microblogging is an important source of information about what is 
happening in the real world. In this work, we propose a novel approach for real-
time event detection targeting accident and disaster events (ADEs) using  
microblogs from Sina Weibo. Our aim is to detect out every microblog which 
reports a real-world occurrence of a target event from the microblog stream. We 
formulate the event detection problem as a classification problem using 
microblog-based features, linguistic features, content features, and event fea-
tures. We propose a street-level location extraction method based on the textual 
content to cooperate geo-information extraction. In order to deliver fresh 
events, we use a temporal analysis method to filter away past events. We com-
pare our method with two state-of-the-art baselines on event detection, and 
achieve improvements in both precision and recall. 

Keywords: event detection, microblogs, geo-information extraction, temporal 
analysis. 

1 Introduction 

Microblogging services, such as Twitter and Sina Weibo, allow people to report and 
share short messages (limited to 140 characters) about what is happening. Yet Twitter 
users publish more than 200 million tweets daily, and Sina Weibo is leading the 
microblogging market in China since Twitter is unavailable[1]. Microblog users pre-
sent the most up-to-date information and buzz about current events at any time. Now-
adays, microblogs have become an important complementary source of information 
on current events. Clearly, we can benefit from real-time event detection from indi-
vidual microblogs[2]. 

The Topic Detection and Tracking (TDT) project defines an event as something 
that happens at some specific time and place, and the unavoidable consequences[3]. 
Under the TDT definition, specific accidents, crimes and natural disasters are exam-
ples of events[4]. Intuitively, we regard an event as something that actually happens, 
and a topic as something that people discuss. We take the TDT definition as the defi-
nition of events in this paper, and target Accident and Disaster related Events(ADEs), 
such as car accidents, fire disaster, or earthquake, as they are very important types of 
events, and the real-time detection of ADEs is highly significant. 
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Previous work in event detection from microblogs mainly relied on clustering algo-
rithms[5,6,7] and topic models[2], [8]. Generally, both clustering algorithms and topic 
models have relatively high computational complexity due to the large scale of 
microblogs, and thus the process of event detection is inevitably time consuming. To 
address the problem of time delay, some researchers applied hashing algorithm to 
accelerate the similarity computation[9,10,11]. Through investigation, we find that 
almost all events detected by these methods have already attracted attention of many 
users, which means microblogs about those events have already been frequently pub-
lished or widely forwarded. However, events which are quite valuable for particular 
application (e.g. local accident reporting) but yet have not attracted enough attention 
always cannot be detected. Besides, the real-time nature of microblogging has not 
been well studied in previous work. Studies on event detection system that  
monitors microblog stream and delivers target event reports relevant to user needs are 
still rare. 

In this work, we propose a scheme for real-time ADE detection using Chinese 
microblogs from Sina Weibo. We monitor the microblog stream and attempt to detect 
out every microblog which reports a real-world occurrence of a target event timely. 
However, microblog has several characteristics which present unique challenges for 
this task. 

Firstly, because microblog users can talk about whatever they choose, it is often 
difficult to identify whether they are truly describing a real-time occurrence or just 
making a story, or merely expressing personal feelings. Moreover, most of the time, 
microblog users mention mundane events in their daily lives (such as what they ate 
for lunch), and the distinction between these mundane events and ADEs is not easy. 

Further, real-time ADE detection requires examining whether a detected event is 
newly occurred and filtering away reports of past events, but temporal analysis of an 
event is non-trivial, especially when dealing with microblogs in Chinese, because the 
Chinese language is quite flexible in the use of tense and the expression of time. 

Finally, though there are number of researches on event detection from English 
microblogs [12,13,14], the proposed methods may not fit into applications dealing 
with microblogs in Chinese, because of differences in expression style and cultural 
background. 

To detect target events fast and precisely, we refer to the approach presented in 
[15] and apply a support vector machine (SVM) [18] to classifying a microblog as 
either belonging to a positive or negative class, which corresponds to the detection of 
a target event. Moreover, as a microblog often contains rich information, such as the 
text content of the message, its posting time, the GPS tag, and the hashtag etc., we can 
extract the geolocation and analyze the temporal pattern by utilizing these infor-
mation, and further extend the features used in [15] for classification. Experiment 
results show that we achieve improvements in both precision and recall. 

Our main contributions include: (i) a real-time ADE detection scheme using Sina 
Weibo microblogs, (ii) a geo-Information extraction approach based on POS-tags and 
Markov chain model, (iii) a temporal analysis method for detecting newly-occurred 
events. 
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The remainder of this paper is organized as follows. Section 2 introduces some re-
lated work. Section 3 introduces the scheme of real-time event detection and the pro-
posed methods. We evaluate the performance of proposed methods in Section 4 and 
we finally conclude our work in Section 5. 

2 Related Work 

2.1 Domain-Specific Event Detection 

Our work focuses on real-time event detection and targets accident and disaster 
events. The detection of specific types of real-world events needs to extract useful 
microblogs out of the huge amount of available data, because in this case only a small 
fraction of the available microblogs is relevant. Hence, the performance of domain-
specific event detection mainly relies on the filtering approaches. 

The works closest to ours are [13] and [15]. [13] proposed a Twitter-based Event 
Detection and Analysis System(TEDAS), to detect newly-occurred Crime and Disas-
ter related Events(CDE), such as shooting, car accidents, or tornado, and analyze the 
spatial and temporal pattern of a detected event, and identify the significance of 
events. The system utilizes two kinds of features, Twitter-specific features and CDE-
specific features, to train a classifier to determine whether a tweet is related to a CDE. 
[15] propose an event notification system monitoring Japanese tweets to detect an 
earthquake before an earthquake actually arrives. A SVM is applied to classify a 
tweet into positive and negative classes, which corresponds to the detection of a target 
event. Features for the classification include the keywords in a tweet, the number of 
words, the context of event words, etc. We take the proposed methods in these two 
works as baselines in experiments to evaluate the performance of our approach. 

2.2 Geo-information Extraction 

There are three ways of acquiring geo-information from microblogs: GPS-tagging 
through Local Based Service(LBS) or IP address, location field and time zone from 
the user profile, and location extraction from the textual content[16]. The first two-
methods are easy to implement, but they will fail when the user is not willing to share 
the location where the message is sent, or the location where the target event happens 
is totally different from the user-registered location. Therefore, we use the third way 
to extract geo-information. [12] utilized a multinomial naive Bayes classifier to pre-
dict user-level geolocation for each event-related tweet. [16] proposed a method to 
automatically identify location keywords and further estimating a Twitter user’s city-
level location based purely on the textural contents. Both these two approaches focus 
on geo-information estimation from English texts and their geolocation datasets only 
include geo-names of the USA. In this work, we attempt to extract street-level loca-
tions of an event from the content written in Chinese. According to current 
knowledge, our work is the first try to address this problem.  
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2.3 Temporal Analysis 

We perform temporal analysis to ensure that the detected target events are newly-
occurred and filter away past events. [15] proposed a temporal model to estimate the 
probability of a natural disaster(e.g. an earthquake) occurrence at time t, based on the 
exponential distribution. However, it is not suitable for the temporal analysis of a 
specific local accident (e.g. a car accident), because the number of microblogs that 
report it can be very limited. To deliver the freshest relevant information to people, 
[17] introduce a temporal evaluation of each keyword’s usage based on the assump-
tion that a term can be regarded as emerging if it frequently occurs in the specified 
time interval and it was relatively rare in the past. This work shares the same goal 
with our work, and accordingly we can filter away some past events by detecting 
keywords which frequently appears in previous time intervals. 

3 Real-Time Target Event Detection 

3.1 Scheme Overview 

In this paper, we target Accident and Disaster Events, such as car accidents, fire haz-
ard, or earthquake. Accordingly, an event that we would like to detect is a target 
event. Figure 1 shows the overview of the real-time event detection scheme. The 
overall flow is the following: 

 

Fig. 1. The overview of the real-time target event detection scheme 

1. Crawl microblogs which include keywords related to a target event type. The key-
words can be either set by the user or selected from specific domain dictionary. 

2. Remove all "@" symbols together with usernames, extract out all external links, 
and accomplish Chinese word segmentation as well as stop-word elimination by 
using ICTCLAS1 in the preprocessing stage.  

3. Use ICTCLAS as POS tagger to extract named entities and annotate POS tag for 
each word in the microblog. 

4. Apply our proposed method and the geo-names dataset to extracting street-level 
geolocations, since we can identify all country-level, province-level and city-level 
geo-entities of China by using ICTCLAS. Moreover, we will take the use of geo-
information as an event feature for event detection.  

                                                           
1 http://ictclas.org/ 
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5. Construct the feature vector and classify the microblog into a positive or negative 
class, corresponding to the detection of a target event. 

6. Make temporal analysis of the microblog classified into positive class in 5, and de-
liver the newly-occurred target events. 

3.2 Street-Level Geolocation Extraction 

According to our investigation, we find that more than 80% microblogs reporting 
target events contain geo-information. The geo-information can be in the form of 
either text description in the content or GPS-tag at the end of the microblog. Moreo-
ver, the actual observations show that the usage of text description is much more than 
the usage of GPS-tag. It is probably because that users are not willing to disclose the 
private information (their specific geolocation) when making event reports. 

Based on a large number of observations, we find that the smaller the geographic 
scope is described, the more likely that a target event is detected. Therefore, our goal 
is to extract more specific geo-information based purely on the textual content of a 
microblog. 

With the help of ICTCLAS, all country-level, province-level and city-level loca-
tions can be identified and tagged as “ns” after POS-tagging. But, ICTCLAS fails to 
identify street-level locations in most circumstances. For example, here is a 
microblog, such as “I see a car accident happens near Nanchang University Commer-
cial Street.”. ICTCLAS can identify the city-level location “Nanchang”, but it fails to 
identify the street-level location “Nanchang University Commercial Street”. 

The task of street-level geolocation extraction is to extract out each phrase which 
describes a street-level location (“S-L loc”, for short) from the textual content of a 
microblog. 

First, we manually annotate 383 phrases of street-level locations from 370 event-
related microblogs as the training set. 

Then, we extract 65 words which are commonly used as the last words of phrases 
in the training set, such as “Road”, “Bridge”, “Avenue”, “Square”, “Street”, and so 
on. We designate these words as the symbol words which can indicate street-level 
locations. For each word of the symbol words, we locate it in the textual content, 
which means that we find the end position of a S-L loc phrase. 

Next, we search the start position of a S-L loc phrase based on the probability of a 
sequence of words being a phrase of S-L loc. Figure 2 shows the S-L loc phrase in the 
microblog “I see a car accident happens near Nanchang University Commercial 
Street”. 

 

Fig. 2. An example of the S-L loc phrase in a microblog 
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Because there are so many variations of word sequences and so much priori 
knowledge needs to be prepared, we use the corresponding sequence of POS-tags to 
approximately replace the sequence of words when calculating the probability. The 
probability of a sequence of words being a phrase of S-L loc is computed as follows: 

1 1( | , , , ) ( | , , , ), 1,2,3, 1,2, 1i k i i i k i iP S Lloc w w w P S Lloc t t t i and k i− − − −− ∝ − = = −   (1) 

where iw is the symbol word which indicates the S-L loc, and meanwhile iw is the 

i -th word of a microblog, and it  is the corresponding POS-tag of iw . 

We apply Bayes’ theorem and the First-order Markov chain model to (1), and ob-
tain results as follows: 
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where #( , )it S L loc−  is the frequence of it appearing in phrases of S-L locs in the 

training set, and 1#( , )i k i kt t S L loc− − + −  is the frequence of the sequence 1i k i kt t− − +  

appearing in phrases of S-L locs in the training set. 
For each 1,2, 1k i= − , we compute the probability 

1( | , , , )i k i iP S Lloc t t t− −−  using (2) , and give a threshold δ  to decide the start posi-

tion of a S-L loc phrase. If 1( | , , , )i k i iP S Lloc t t t δ− −− ≤  and 

1 1( | , , , )i k i iP S Lloc t t t δ− + −− > , we take 1i k− + as the word index of the start posi-

tion. Moreover, if 1 1( | , , , )i k i iPS Lloc t t t δ− + −− >  for all 1,2, 1k i= − , we take the be-

ginning of the microblog as the start position. However, if we obtain the start position 
when 1k =  or fail to find any symbol word in the textual content, we believe that 
there is not any phrase describing S-L loc in the textual content. 

Finally, we use the extracted phrase as keywords to search the most similar geo-
name in the our Geo-Names dataset, and we take the most similar search result as the 
street-level geo-information extracted from the microblog. If there are not any similar 
geo-names in the dataset, we submit the phrase for manually processing.  

3.3 Event Detection Based on Classification 

As described in this paper, an event is something that happens at some specific time 
and place. To detect target events, we crawl microblogs including keywords related to 
the target event type. For instance, we use “car accident”, “fire”, and “earthquake” as 
crawling keywords. However, even if a microblog contains the crawling keywords , it 
might not be appropriate as an event report[15]. For instance, microblogs such as 
“Recently I always encounter car accidents, can driving people be more careful?” or 
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“Fire is relentless, and the prevention is important!”. These microblogs are truly relat-
ed to the target events, but they are not reports of real-world occurrences.  

Therefore, we formulate the event detection problem as a classification problem. 
Given a microblog m , the task is to classify m  into a positive or negative class. A 
microblog which is truly referring to an actual target event occurrence is denoted as a 
positive class. We manually annotate positive and negative examples as a training  
set to train a SVM to classify microblogs automatically into positive and negative 
categories.  

Table 1. Group of Features for Event Detection 

Group Feature Definition 

Microblog-
based 

Features 

num-of-words the number of words 

num-of-links the number of web links 

num-of-hst the number of hashtags 

Linguistic 
Features 

pent-of-vrb percentage of words that are verbs. 

num-of-NE The number of named entities identified by ICTCLAS 

Content 
Features 

TFIDF-of-feature-word 
TFIDF values of feature words selected from training set 

based on IG 

Event  
Features 

num-of-time-words the number of time ( or date) words identified by ICTCLAS 

loc-of-wide-geo-scope the number of locations identified by ICTCLAS 

loc-of-small- geo-scope 
the number of street-level locations extracted by using the 

proposed method 

GPS-tag whether the microblog contains a GPS-tag 

 
Table 1 contains 4 groups of features extracted from each microblog for event de-

tection, organized as follows: 

• Microblog-based Features: Generally, a microblog which reports a real-time ADE 
contain less number of words and less number of external links to web pages. A 
hash tag always indicates a topic, which may refer to a significant event happened 
before. 

• Linguistic Features: Verbs are used a lot when people describe a specific event, 
and the corresponding subject of a specific event is often a named entity. 

• Content Features: We select a certain number feature words from the vocabulary of 
the training set using feature selection method based on Information Gain (IG)[19]. 
These feature words are either closely related to the positive class or closely related 
to the negative class. The TFIDF value of a feature word indicates the extent that 
the word can represent the microblog. 

• Event Features: Microblogs reporting specific events often contain time or location 
information (either text description in the content or GPS-tag). Moreover, a large 
number of observations show that the smaller the geographic scope is described, 
the more likely that a target event is detected. 
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We compare the usefulness of our features and that of features proposed in [13] 
and [15] in Section 4. Using the trained model, we can identify whether a microblog 
refer to an actual target event occurrence. 

3.4 Temporal Analysis 

The real-time event detection requires that the detected target events are newly-
occurred, and thus we need to make temporal analysis of a target event report to filter 
away past events. First of all, we give the definition of a newly-occurred event and a 
past event as follows: 

 
Definition 1. An event can be defined as newly-occurred if it happens in the current-
ly-considered time interval. 

Definition 2. A past event can be defined as an event that happened in a previous time 
interval. 

The duration of the intervals is set by the user. If we set the duration of the inter-
vals to be one calendar day, the examples of a newly-occurred event and two past 
events are as follows: 

An Example of a Newly-occurred Event: “A car accident happens on the Yangtze 
River Bridge. A motorcycle hit a truck, people cannot move, full of blood!” 

An Example of a Past Event: “A car accident happened in Linhe yesterday. A Cadil-
lac hit a tricycle.” 

In this example, it is clear that the word “yesterday” indicating a past event. 

Another Example of a Past Event: “A fire burned 7 grain barns of SINOGRAIN.” 
 
The above example is posted on June 2, 2013, but the event happened on May 31, 

2013, which is obviously in a previous time interval. Moreover, the name entity 
“SINOGRAIN” was a very hot word in Sina Weibo from May 31 to June 2, 2013.  

We formulate the problem of filtering away past events as a Naive Bayes 
classification problem. Given an event report microblog m  and a currently-
considered time interval cI , the task is to decide whether the detected event in m  

happens in cI . If the detected event happens in cI , we denote m as C ; if not, we 

denote m as C . We will classify m into C  if ( | ) ( | )P C m P C m> . ( | )P C m

and ( | )P C m  are computed as follows: 
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We set the duration of the intervals to be one calendar day and prepare examples of 
C  and C  as the training set, we can train a model to classify microblogs automati-

cally into C  and C  categories. 

Table 2. Features for Temporal Analysis 

Feature Definition 

use-of-links whether m  contains any web links  

use-of-hst whether m  contains any hashtags  

is-forwarded whether m   is forwarded from others 

nearest-time-word the nearest time (or date) word identified by ICTCLAS of the crawling key-

word  

word-related-to-C  
whether m  contains the word w which is closely related to C based on 

2 ( , )w Cχ  

word-related-to- C  
whether m   contains the word w which is closely related to C based on 

2 ( , )w Cχ  

previous hot NE  
whether m  contains the named entity e which appear frequently in previous 

time intervals 

 
Table 2 shows our features extracted from each microblog for the classification. 

We propose these features based on empirical assumptions and a large number of 
observations. We find that most microblogs that contain web links report past events, 
and hash tags often refer to significant events which happened in the past. Moreover, 
if the microblog is forwarded from others, its content tends not to be fresh. Through 
investigation, we find that the nearest word denoting time or date of the crawling 
keyword always plays an important role in deciding whether the event happened in 
the past. As we cannot infer the tense of a sentence based on the form of verbs in 
Chinese, we must rely on the words denoting time and date. In addition, we select a 
certain number of feature words using the statistical method 2χ  [19], to improve the 
model’s capability of distinguishing. Based on the assumption in [17], we believe that 
if a microblog contains the name entity which appeared frequently in previous time 
intervals, it probably refers to a hot event which happened in the previous time. 

4 Experiments 

In this section, we describe the experiment results and make evaluation of proposed 
methods.  

4.1 Data Set 

The datasets used in this paper are crawled with the methods proposed in [15] from 
Sina Weibo. We use the subset of microblogs between June 1, 2013 and June 3, 2013 
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to simulate a live tweet stream. To ensure that there is not any overlapping part be-
tween the training set and the test set, we remove all sample duplications in the da-
taset. We manually picked a certain number of examples including positive examples 
and negative examples as the training sets and the test sets for car accident, fire  
disaster, and earthquake events. Some statistics about the data sets are presented in 
Table 3. 

Table 3. Statistics of Data Set from Sina Weibo 

Data set 
Num of microblogs including crawling keywords 

“car accident” “fire” “earthquake” 

Before de-duplication 13546 34753 164472 

After de-duplication 5577 6276 23956 

Traning set 
1140 (positive) 

1260 (negative) 

4594 (positive) 

406 (negative) 

2208 (positive) 

192 (negative) 

Test set 
254 (positive) 

346 (negative) 

1184 (positive) 

92 (negative) 

552 (positive) 

48 (negative) 

 
From Table 3, we can find that the negative examples including the crawling key-

word of car accident are more than the positive examples. In contrast, the positive 
examples of fire disaster and earthquake are much more than the negative examples. 
This shows that by using the appropriate crawling keywords, we can obtain more than 
80% precision of event detection of fire disaster and earthquake.  

4.2 Evaluation of Street-Level Geo-Information Extraction 

As the natural disaster events, such as earthquake, usually cover a wider geographic 
scope, we rarely can extract street-level locations from microblog reporting a natural 
disaster. Therefore, we manually annotate 383 street-level locations from 370 
microblogs referring to car accident events and fire events as the training set, and 
another 272 street-level locations from 312 microblogs referring to car accident 
events as the test set. 

As described in this paper, the task of street-level geo-information extraction is to 
extract out the phrases describing street-level locations from the text content of a 
microblog. To evaluate the performance of proposed method, we compare the phrase 
extracted by our method and the phrase annotated manually. If the difference is no 
more than one word, then we consider the phrase extracted by our method is precise, 
because the difference of one word will not affect the performance of event detection, 
and can be easily corrected by using geo-names dataset in practical application. 
Moreover, we use the recall to measure whether our proposed method can extract 
each phrase of a street-level location from the text content. Table 4 shows the Preci-
sion, Recall and F-value with the different δ  (see Section 3).  
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Table 4. Evaluation of Geo-information Extraction 

δ  Precision Recall  F-value 

0  83.6% 80.2% 81.89% 
41 10−×  85.4% 77.3% 81.22% 
45 10−×  87.2% 62.1% 72.55% 
31 10−×  88.3% 43.6% 58.42% 

 
The experiment results shows that the highest F-value is achieved on the set test 

when 0δ = , and the recall falls rapidly along with the increasing of δ . Therefore, 
we set 0δ =  in subsequent experiments to ensure the high recall. 

4.3 Evaluation of Event Detection Based on Microblog Classification 

The task of event detection is to classify a microblog m  including the crawling 
keyword into a positive or negative class. The microblog which is truly referring to an 
actual target event occurrence is denoted as a positive class. 

In this experiment, we use the dataset described in Table 3 to compare the useful-
ness of our features (described in Table 1) and that of features proposed in [13], 
named baseline 1, and [15] , named baseline 2. We use the linear kernel SVM imple-
mented in Weka2 as the classifier. The highest classification performance of different 
features is presented in Table 5.  

Table 5. Evaluation of Event Detection 

Evaluation 
Microblog 
Features 

Linguistic 
Features 

Content  
Features 

Event 
Features Baseline 1 Baseline 2 

All proposed 
features 

Car accident events 

Precision 64.3% 53.2% 82.1% 63.1% 82.3% 76.8% 88.7% 
Recall 82.5% 69.7% 47.5% 96.4% 89.1% 62.5% 94.5% 

F-value 72.3% 60.3% 60.2% 76.3% 85.6% 68.9% 91.5% 
Fire events 
Precision 86.1% 74.8% 91.6% 78.4% 89.1% 87.3% 92.7% 

Recall 89.5% 76.7% 63.2% 95.6% 92.5% 84.5% 93.1% 
F-value 87.8% 75.7% 74.8% 86.1% 90.8% 85.9% 92.9% 

Earthquake events 
Precision 85.6% 75.4% 92.1% 73.5% 94.7% 92.5% 95.4% 

Recall 87.3% 80.0% 68.3% 93.8% 93.2% 83.2% 97.2% 
F-value 86.4% 77.6% 78.4% 82.4% 93.9% 87.6% 96.3% 

 
We obtain the highest F-value when using all proposed features. Microblog-based 

Features, Linguistic Features and Event Features do not contribute much to the preci-
sion. Although Content Features can achieve higher precision, the recall is always 
low, because of their good capability of distinguishing. Event features often produce 

                                                           
2 http://www.cs.waikato.ac.nz/ml/weka/ 
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much higher recall than other features, because they can capture the natural character-
istics of events. Our method achieves better performance than two baselines, especial-
ly in event detection of car accident, because people tend to describe more specific 
geolocations when reporting a local accident. 

4.4 Evaluation of Temporal Analysis 

The task of temporal analysis is to decide whether an event reported by microblog m  
happens in the currently-considered time interval cI , by classifying m into C  or 

C . If the event happens in cI , m  is classified into C .  

In this experiment, we set the duration of the time intervals to be one calendar day, 
and only focus on hot name entities which frequently appear on the previous day of 
the currently-considered interval. We manually annotate 582 microblogs posted on 
June 3, 2013 reporting actual ADE occurrences, and among them there are 251 
microblogs reporting events truly happened on June 3, 2013. These 251 microblogs 
are examples of C , while others are examples of C . 

We take 66% of the annotated examples as the training set, and the remaining as 
the test set to compare the usefulness of proposed features (described in Table 2). We 
use the Naive Bayes classifier implemented in Weka. The previous hot NEs are name 
entities which appeared frequently on June 2, 2013. We divide the features into 4 
groups, and put all proposed features into the fifth group. The highest classification 
performance of each group of features is presented in Table 6.  

Table 6. Evaluation of Temporal Analysis 

Group Features Precision Recall  F-value 

1 
use-of-links 
use-of-hst 

is-forwarded 
71.1% 86.8% 78.2% 

2 nearest-time-word 58.3% 85.2% 69.2% 

3 
word-related-to- C  

word-related-to- C  
89.6% 74.4% 81.3% 

4 previous hot NE  66.2% 88.4% 75.7% 

5 All proposed features 87.1% 85.6% 86.3% 

 
From Table 6, we can see that the group containing all proposed features achieves 

the highest F-value. Group 3 achieve the highest precision but the recall is much low-
er, while Group 1, Group 2 and Group 4 achieve higher recall but low precision. The 
experiment results show that features of Group 3 have great capability of distinguish-
ing, and features of Group1, Group2, and Group4 can capture the natural characteris-
tics of new events. 
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Abstract. This paper proposes an automatic unsupervised method for change 
detection at pixel level of Landsat-5 TM images based on spectral angle mapper 
(SAM). In most existing studies, conventional use of SAM does not take into 
account contextual information of a pixel. The proposed method incorporates 
spatio-contextual information both at feature and decision level for improved 
change detection accuracy. First, a similarity image is created using context-
sensitive spectral angle mapper, and then it is segmented into two segments 
changed and unchanged using k-means algorithm to create a change map. The 
quantitative as well as qualitative comparison of the experiment results shows 
that the proposed method gives better results than the other existing method. 

Keywords: Remote sensing, change detection, spectral angle mapper, spatio-
contextual information. 

1 Introduction 

Remote sensing images have become major source of information for land use and 
land cover change detection. This is particularly important in understanding natural 
and artificial changes effecting ecological system at regional and global level. It is 
assumed that change may have taken place between two (or more) time instances 
which needs to be detected using remote sensing images. Change detection is the 
process of identifying differences in the state of an object or phenomenon by observ-
ing it at different times [1]. 

Change can only be detected in supervised paradigm if some prior information 
about the nature of change is available before analysis.  This prior information is 
required in the form of training set for each class which is used for the learning pro-
cess of classifier. However, availability of training set poses a critical restriction on 
the scope of supervised classification methods because in many real life change detec-
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tion problems prior information is seldom available. On the other hand, unsupervised 
classification methods do not require any prior information, which is more realistic 
and frequent situation encountered in real life where prior information (training set) is 
not known in advance. Thus the usefulness of unsupervised technique is more than a 
supervised one for a change detection problem.  

Based on nature of change, change detection techniques can be broadly categorized 
as binary change (i.e. change and no change) and “from to” change detection (e.g. 
bare soil to vegetation). Former technique involves only detection of changed area 
and provide no information about nature of change, while later technique provide 
detailed information about the type of land cover change (e.g., from forest to agricul-
ture) for every pixel under examination [2,3].   

In the simplest form of change detection process only two images (bitemporal) are 
used for binary change detection (change and no change). Several techniques are pro-
posed for this purpose including image thresholding techniques [4,5,6,7], decision and 
feature level fusion [8,9], principal component analysis [10,11], neighborhood corre-
lation analysis [12], hypothesis testing [13,14,15] and machine learning algorithms 
[3]. More exhaustive and general discussion about change detection is found in re-
view papers [1,16,17,18,19,20]. 

Most change detection techniques assume that pixels are independently distributed 
in an image which is not a realistic assumption in real life change detection problems. 
This paper proposes an unsupervised context-sensitive technique for a binary change 
detection problem. The proposed methodology is based on spectral angle mapper 
(SAM) which incorporates spatio-contxtual information of pixels at feature and deci-
sion level. Unlike other context sensitive techniques such as markov random field 
(MRF) [21] and EM algorithm [22] which requires fitting a probability distribution 
such as Gaussian or mixture of Gaussians for modeling of changed and unchanged 
class, the proposed technique is distribution free which implies that it neither require 
any estimation of statistical terms nor the modeling of statistical distribution of classes. 
The proposed technique is also unsupervised in nature and do not require any  
prior information (in terms of training set) about changed and unchanged class. There-
fore, the major advantage of proposed technique is that it can be even applied to those 
situations where least amount of information is available for a change detection  
problem.  

SAM has been applied to broad range of applications including earth sciences [23], 
urban studies [24], vegetation research [25] and planetary studies [26]. SAM is able to 
directly compare the similarities of pixels between two images. This method treats 
both pixels as vectors and calculates the spectral angle between them. The major mo-
tivation for using SAM for change detection is that it is independent of magnitude of 
reflectance value hence making it robust against albedo. Another advantage of SAM 
is that it does not require any feature extraction and can be applied to any number of 
bands efficiently. Fig. 1 illustrates the effectiveness of SAM over change vector anal-
ysis (CVA), which is another commonly used distance-based change detection tech-
nique based on difference image. 
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Fig. 1. Two-dimensional space having change vectors with the same angle (θ) but different 
distance 

In Fig. 1, point yt1 and yt2a represents pixel value at time 1 and time 2, respectively. 
Point yt2b is the noisy version of yt2a which reflects the increase in magnitude because 
of illumination. It is clear from this figure that angle between yt1 and yt2a is the same 
as angle between yt1 and yt2b. Therefore on the basis of angle, yt2a and yt2b will be as-
signed to same class of yt1 because they have same angle with yt1. However distance 
of yt1 and yt2a is not same as distance of yt1 and yt2b. Therefore on the basis of distance, 
yt2a will be assigned to same class of yt1 but yt2b, which actually should belongs to 
same class of yt2a, will be wrongly assigned to different class because of noise which 
results in larger distance from yt1. It indicates that presence of noise affects the change 
detection capability badly. In many situations noise free images are hardly available. 
This suggests that distance is not a right choice for detecting change in presence of 
noise because it will result in more false alarms as compare to SAM. SAM appears to 
be more robust against noise and exhibit its scale invariant property, hence becomes 
more suitable choice for addressing problem of change area overestimation.   

Two experiments are performed to evaluate the performance of proposed tech-
nique. Results are compared with maximum likelihood classifier (MLC) which is 
state-of-art supervised learning algorithm. The proposed technique found to be supe-
rior with respect to accuracy. 

This paper comprises of four sections. Section 2 briefly describes the proposed 
change detection technique. The data sets used in the experiments and the results 
obtained are described in section 3. Finally, conclusions are drawn in section 4.  

2 Methodology 

2.1 Preprocessing 

Two major requirements for bitemporal change detection are radiometric and atmos-
pheric corrections and precise image coregistration. However, unsupervised change 
detection does not require any radiometric and atmospheric calibration [27]. There-
fore only image coregistration is required in this study. The root mean square error 
(RMSE) is a measure of precision and used to determine how accurately two images 
are coregistered. Bitemporal images were coregistered precisely such that RMSE < 
0.5 pixel which is satisfactory for a change detection problem. A running mean filter 
was also used to reduce the noise affecting reflectance value of pixels.  
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2.2 Spectral Angle Mapper 

The mathematical framework of SAM calculation is presented below. Let us consider 
two radiometrically corrected coregistered multispectral images I1 and I2 of size l x m 
acquired over same geographical region at two different time instances t1 and t2, re-
spectively. Let SI = {θ(r,s), 1 ≤ r ≤ l, 1 ≤ s ≤ m} be the similarity image obtained by 
applying the SAM technique as follows: 

                                                                                                               
 

 (1) 

   
 

where 
( , )

( {1, 2})
r sjI jρ  ∈ is the reflectance value of (r,s)th pixel in jth image and 

( , )r s
SIθ is the angle of (r,s)th pixel in the similarity image calculated from correspond-

ing pixels of the images I1 and I2 having nb bands. A small angle between two vectors 
represents that two pixels are similar to each other while a large angle shows large 
dissimilarity. 

2.3 Integrating Spatio-contextual Information at Feature Level 

In order to incorporate the spatio-contextual information, similarity image (SI) is 
calculated for each pixel (r,s) in I1 and I2 image in its spatial neighborhood. For a 
given pixel at position (r,s) its spatial neighborhood is denoted by Nd(r,s). Every pix-
el, except for edges, has four vertical and horizontal neighbors and four diagonal 
neighbors which collectively constitute 8 neighbors. These eight neighbors denoted 
by N8(r,s) are also referred to as a 3x3 spatial window. Fig. 2 depicts the layout of 
horizontal and vertical, diagonal and 3x3 window.  

 
 

                                                           
 

 
 

            (a)                             (b)                            (c) 

Fig. 2. Neighbors of a pixel at position (r,s).  (a) Horizontal and vertical neighbors, (b) Diago-
nal neighbors and (c) 3x3 window 

Bigger spatial window such as 5x5 and 8x8 are also used if change is expected to 
spread over a large area. Choices for size of spatial window are application based and 
heavily rely on analyst experience. Selecting a too small spatial neighborhood might 
be helpful in detecting smaller change but at the same time may introduce salt-and-
pepper noise. On the other hand, a bigger spatial neighborhood is robust against salt-
and- pepper noise but might not able to detect smaller changes. Therefore, a manual 
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trial and error method was adopted. Three choices for spatial window size 3x3, 5x5 
and 8x8 were used and optimal spatial window size was determined as the one which 
gives maximum over all accuracy by comparing the resultant image with the refer-
ence image. In this study, 3x3 window is used as it gives better result when compared 
with 5x5 and 8x8 windows.   

2.4 K-Means Clustering 

Detection of change from no change area can be think of as clustering problem in 
which goal is to partition SI into two clusters such that F: SI→{0,1}, where F is k-
means algorithm. K-means algorithm basically minimizes the following objective 
function  

 2

1 1

( ; ) || ||
n m

ij i j
i j

Q X u xγ γ
= =

= −∑∑  (2) 

where {0,1}iju ∈ is entity of the partition matrix, xi is the ith feature and jγ is jth cluster 

center. For binary change detection, k-means algorithm produces two clusters with 
centers 1γ and 2γ . Now these clusters are labeled as changed and unchanged by com-
paring it with reference image. Let Wc and Wu be changed and unchanged clusters 
with cluster centers cγ and uγ , respectively. Each pixel of SI is assigned to one of the 

two clusters based on its distance from cγ and uγ . The pixels are assigned to the clus-
ter having minimum distance. Final change map is obtained by                  

( , ) ( , )
( , )

1, || ||

0,
r s r s

SI c SI u

r sF
otherwise

θ γ θ γ  || −  ≤ || −  ⎧⎪= ⎨
  ⎪⎩

                   (3) 

where ||.|| is Euclidean distance. Change map F consists of zeros (white) and ones 
(black) indicating unchanged and changed areas, respectively. 

2.5 Integrating Spatio-contextual Information at Decision Level 

In order to make the proposed technique more robust against change area overestima-
tion, spatio-contextual information is also augmented at decision level. This goal is 
achieved by integrating decision level spatial information in cluster labels by applying 
a running neighborhood voting procedure. Thus a pixel at (r,s)th location will be kept 
as unchanged unless majority of its neighborhood pixels are changed. The pixel of 
interest is reassigned the value of the most frequently occurring label within its neigh-
borhood. Once again, like feature level spatio-contextual information, the size of 
neighborhood is decided by manual trial and error method by considering it as a func-
tion of accuracy. Several window sizes were tested and 8x8 appears to be better  
than 3x3 and 5x5 window for integration of decision level contextual information. 
This step is particularly important to remove any small, discontinuous, or noisy  
clusters. 
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3 Experimentary Studies 

3.1 Description of Datasets 

In order to show the effectiveness of proposed technique, we considered two 
bitemporal data sets corresponding to geographical area of the Island of Elba, Italy 
and California, USA. Spatial resolution for each of dataset is 30m. Detailed descrip-
tion of each dataset is given below. 

Dataset Related to Island of Elba, Italy. The first of the two datasets used in our 
experiments consist of two multispectral images acquired by Landsat-5 Thematic 
Mapper (TM) in the Island of Elba, Italy on August 1994 and September 1994. A 
subset of 414x326 pixels has been selected as test data from entire available Landsat 
scene. Fig. 3 (a) and (b) show channel 4 of the August and September images, respec-
tively. It is apparent that between the two aforementioned dates, a wildfire destroyed 
significant portion of vegetation. A reference map (Fig. 4) corresponding to the loca-
tion of wildfire was manually defined by detailed visual analysis of available 
bitemporal images and their similarity image. Reference map contains 1943 changed 
and 133021 unchanged pixels which indicate that changed area is relatively small. 
Experiments were performed, in an automatic manner, to detect this small change as 
accurately as possible.  

 

   
                      (a)                                            (b) 

Fig. 3. Images of Island of Elba, Italy (a) channel 4 of Landsat image acquired in August 1994 
(b) channel 4 of Landsat image acquired in September 1994 

 

Fig. 4. Reference image of Island of Elba, Italy 
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Dataset Related to Island of California, USA. The second dataset used in our exper-
iments composed of two multispectral images acquired by Landsat-5 Thematic Map-
per (TM) in California, USA on July 05, 2009 and October 25, 2009. From entire 
available Landsat scene, a section of 2100x1212 pixels has been selected as test data. 
Fig. 5 (a) and (b) show false color composite of channel 7, 4 and 2 of the July and 
October images, respectively. A wild fire took place between the aforementioned 
dates and destroyed very large area. Similar to case of Italy dataset, in this case a 
reference map (Fig. 6) was also developed by visual inspection of both the available 
images and their similarity image. In reference map, 657179 changed and 1888021 
unchanged pixels are identified. Unlike Italy dataset, change is spread over a signifi-
cantly large area. 

 

   
                 (a)                                            (b) 

Fig. 5. Images of California, USA (a) false color composite of channel 7, 4 and 2 of Landsat 
image acquired on July 5, 2009 (b) false color composite of channel 7, 4 and 2 of Landsat im-
age acquired on October 25, 2009 

 

Fig. 6. Reference image of California, USA 

3.2 Results and Discussion 

In order to prove the effectiveness of proposed technique, both qualitative and quanti-
tative comparisons were performed.  

Qualitative Analysis. For both Italy and California datasets, SI is generated by using 
channel 4 and 7 as these are reported to be very effective for burned area detection. 
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Fig. 7. Change detection map for dataset related to Island of Elba, Italy by using proposed 
technique  

 

Fig. 8. Change detection map for dataset related to California, USA by using proposed  
technique  

Fig. 7 and Fig. 8 shows the binary change map obtained by proposed technique for 
Italy and California datasets, respectively. The resulting change map for both datasets 
can easily be compared with their respective reference map. This eyeballing gives 
coarse idea about the quality of produced change maps. For Italy dataset, resulting 
change map (Fig. 7) looks very similar to the reference map (Fig. 4). However, care-
ful inspection reveals that there are few false alarms at top-left of the scene. For Cali-
fornia dataset, again some false alarms can be seen in the change map (Fig. 8), mostly 
at the bottom-left of the scene, when compared with reference map (Fig. 6). This vis-
ual inspection is a starting point and performance of proposed technique needs to be 
further investigated in terms of accuracy. Therefore, in the following section quantita-
tive comparison is provided.  

Quantitative Analysis. Quantitative assessment is performed in terms of overall 
accuracy (OA), kappa coefficient (K), false alarms (i.e. unchanged pixels which are 
labeled as changed pixels – FA) and missed alarms (i.e. changed pixels which are 
identified as unchanged pixels – MA). OA is simply the percentage of correctly de-
tected pixels. K is considered to be a robust indicator of accuracy as compared to OA 
because it takes into account the possibility of agreements occurring by chance in 
random detection. Table 1 provides above mentioned performance assessment indica-
tors for Italy and California dataset.  
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Table 1. Overall accuracy, kappa coefficient, missed alarms and false alarms obtained by 
proposed technique  

Dataset OA (%) K MA (%) FA (%) 

Italy 99.65 0.88 8.13 0.24 

California 97.15 0.93 5.49 1.93 

 
From these results it is obvious that proposed technique performed well in detect-

ing change and provides 99.65% and 97.15% OA for Italy and California dataset, 
respectively. Problem of overestimation of changed area is also well handled as FA is 
far less than MA for both the datasets. It is also worthy to note that smaller change 
(Italy dataset) as well as larger change (California dataset), in both cases proposed 
method is able to produce high OA and K.  

As mentioned earlier, we also compared our results with one supervised change de-
tection technique known as direct multidate comparison [1,20]. In this method, 
bitemporal images are first stacked and then classified at one time in supervised 
mode. We used maximum likelihood classifier (MLC) for the purpose of classifica-
tion.  In order to have a comparative analysis between proposed technique and MLC, 
Table 2 and Table 3 show the results for Italy and California dataset, respectively. It is 
clear from these results that proposed technique performed better (OA=99.65 for Italy 
dataset and OA=97.15 for California dataset) than MLC (OA=99.54 for Italy dataset 
and OA=96.59 for California dataset).  MLC do not take care of contextual infor-
mation and also require training set. On the other hand, proposed technique utilizes 
spatio-contextual information and do not require any prior information in form of 
training set and still produce better results than MLC. 

Table 2. Overall accuracy, kappa coefficient, missed alarms and false alarms for Italy dataset 

Method OA (%) K MA (%) FA (%) 

Proposed 
Technique 

99.65 0.88 8.13 0.24 

MLC 99.54 0.84 0.26 13.43 

Table 3. Overall accuracy, kappa coefficient, missed alarms and false alarms for California 
dataset 

Method OA (%) K MA (%) FA (%) 

Proposed  
Technique 

97.15 0.93 5.49 1.93 

MLC 96.59 0.91 3.16 3.48 
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In terms of K, the proposed technique is 4% better in case of Italy dataset and 2% 
better in case of California dataset, which show significant improvement when com-
pared with MLC. Unlike K, OA is slightly better than MLC for both datasets (see 
Table 2 and Table 3). Therefore, in order to evaluate whether the increase in OA of 
the proposed technique is statistically significant or not, a statistical test of signifi-
cance, known as two-proportion z-test, was performed. Table 4 gives the results for 
this test. 

Table 4. Statistical significance of the difference between OA of proposed technique and MLC 

Dataset z-value p-value 

Italy 4.16 0.000 

California 35.55 0.000 

 
Under the assumption of normal distribution, if p-value is less than significance 

level (α=0.05), then hypothesis of equal proportion is rejected. It is clear from Table 4 
that hypothesis of equality of OA of proposed technique and MLC is rejected for both 
datasets on basis of p-value. Therefore, the proposed technique is significantly better 
than MLC in terms of OA for both datasets.  

As already mentioned, the reason behind improved results by proposed technique 
is that it uses contextual information and robust against changed area overestimation, 
which results in less FA and improved OA and K. 

4 Conclusion 

An effective unsupervised method based on SAM is proposed and tested in this paper. 
Feature and decision level spatio-contextual information is incorporated and its per-
formance is evaluated in two different experiments. To this aim, two multitemporal 
Landsat-5 Thematic Mapper (TM) images are used as experimental data. Experi-
mental results show that proposed method obtains higher accuracy than other compar-
ison method. The proposed method is also more practical in nature because of the 
facts that it is distribution free and unsupervised and can be applied in those situations 
where least amount of information is available. In the future, further research will 
focus on utilizing spatio-contextual information for “from to” change. 
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Abstract. With the proliferation of the online tourism markets, and the rapid 
change of tourists demands, existing online travel platforms cannot satisfy 
tourists to some extent, since their tourism demands tend to be more personalized 
and dynamic. Based on the above motivations, we design and develop a 
personalized tourism system based on a novel cooperation crowdsourcing model 
through the Internet. More importantly, data quality control based on the 
crowdsourcing model is a key problem which affects the accuracy and 
effectiveness of tourist recommendation. To address this problem, we propose 
three data quality control schemes for personalized tours based on the 
crowdsourcing model. Extensive experiments validate the effectiveness of our 
proposed approach.  

Keywords: independent travel, crowdsourcing, quality control. 

1 Introduction 

With the improvement of living standards, tourism has become a popular activity for 
fun. Meanwhile, the rapid development of technology and sufficient social public 
facilities make independent tourism [10] become one of the new tourism modes. Now 
more and more people take the way that traveling by themselves as the main leisure. 
Nowadays there are many excellent online travel service platforms, such as Ctrip, 
TripAdvisor, etc. Most of these platforms, however, employ “search-select” mode 
based on reservation or coupon model, or share tourism experience as its feature. 
Occasionally, some platforms provide personalized services. The problem is that 
customized services are done by some travel agencies, but often this requires much 
manpower, and often the custom recommendation quality cannot really meet 
personalization requirements. Fortunately, the emergence of the crowd- sourcing 
paradigm can help us solve these problems. 

Crowdsourcing model [2] is based on personal choice, collecting the public's 
knowledge, skills, information and techniques to solve the complex and diverse 
problems. It reflects a public participatory culture. Sufficiently converging wisdom 
from the crowd is the remarkable feature. Recently, platforms based on crowdsourcing 
have drawn attention of the public [11,12], and  many excellent cases have succeeded 
in the application of this model, such as Wikipedia, Amazon Mechanical Turk [1] and 
so on. In addition, it is convenient to acquire data information for people nowadays who 
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have access to both practical experience and network resources [9]. Therefore, it is not 
only a theory of innovation, but also a viable practice to the personalized travel system 
we designed.  

Lease [8] regarded the advent of crowdsourcing as a benefit as well as a detrimental. 
We must also objectively recognize the key to applying crowdsourcing model into a 
personalized travel system includes maximizing the power of social networks of all 
groups, getting rid of the negative factors that exist in the traditional travel services, and 
improving the travel experience of tourists. However, the ultimate problem of 
crowdsourcing is data quality control. 

This paper introduces our new personalized tourism system based on the 
crowdsourcing model. It is not exactly a travel service platform that is similar to the 
traditional ticket reservation, hotel reservations, or contemporary popular tourism 
platforms offering the relevant products, but an online self-service tourism platform 
based on crowdsourcing. We also adopt the new travel services model based on 
customization to achieve the goal of personalized tourism. 

Many researchers pay attentions to data quality control in the field of crowdsourcing 
and propose a variety of strategies which are mainly divided into the following three 
categories:  

― Assess the quality of the crowdsourcing results; 

― Propose the processes of staged quality control; and 

― Other quality control strategies; 

The quality of data, in a certain extent, can be influenced by these strategies more or 
less, but these strategies also have their limitations. So, we apply a crowdsourcing 
model-based data quality control strategy to personalized tourism. The data quality 
control is enforced according to analyzing the content and the behavior. The 
contributions of the paper are as follows:  

1. We present a framework of combining online tourism services with the 
crowdsourcing model. 

2. We propose three schemes of data quality control for the crowdsourcing model 
based on content and behavior analysis. 

3. We design and develop a prototype system and perform extensive experiments 
to testify the effectiveness of our data quality control schemes. 

The rest of the paper is organized as follows. We present related work in Section 2. In 
Section 3, detailed analysis of our novel data quality control strategies are described. 
Specific algorithms of the strategies are given in Section 4. In Section 5, we analyze our 
experiment result. The conclusion and future work are summarized in the last section. 

2 Related Work 

There are many well-known online travel service platforms. For example, for those 
mainly depend on the services of ticket booking and hotel reservation, Ctrip is the 
representative. The platform, 17u.com, is used to introduce the information of tourism 
destinations. Qunar.com is the first travel search engine in China comparing domestic 
flights and hotel prices online. The website, called mafengwo, provides services  
to share travel experience. TripAdvisor allows tourists to publish travel review.  
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The well-known platform named qyer.com advocates independent travel with the 
concept of ‘pinch pennies’ and provides travel information, etc. Many of such 
platforms do not aware of upcoming personalized tourist requirements. Only a few 
realize the change trend of requirements, and corresponding services are provided in 
time. However, tourist experience for personalization service is not satisfactory 
because of the actual needs constrained by resources, and the goal of adequate 
personalization has not been achieved. Taking these cases into account, we can observe 
that personalized travel service is often supported by a big team with tourism expertise. 
No matter how big the team is, it is not bigger than the scale of Internet users. 
Nevertheless, we should identify a reality when access to the mass wisdom of Internet 
users. Generally, due to the difference of the crowd’s quality (including profession and 
morality), the quality of tasks completed in the way of crowdsourcing is often poor. 
Thus, an effective data quality control strategy for personalized travel system is crucial. 

Recently, the state-of-the-art research has focused on the quality control in the field 
of crowdsourcing. In this paper, strategies are classified into three categories roughly. 
First, results of crowdsourcing are evaluated directly. Second is to put forward the 
staged quality control processes. Third, there are other quality control strategies. 

Result quality assessment methods based on the crowd- sourcing model can be 
divided into two kinds. One is supervised method [3], which picks works with known 
correct answers from gold standard datasets to estimate the ability of each worker. For 
instance, all of workers are required to be qualified before beginning the assignment by 
passing several tasks chosen from the gold standard dataset. This approach has its 
limitation, because it spends much effort on preparing the gold standard datasets and it 
is difficult to obtain the unique result for tasks. The other is unsupervised approach [3] 
that employs redundancy to control quality. It distributes a small task to many crowd 
workers, integrating information by voting or other sophisticated statistical techniques. 
This kind of approach would consider the characteristics of each worker or task, such as 
worker ability or task difficulty. But, most existing methods are assumed in structured 
content and are not appropriate for the unstructured. 

In the respect of the staged quality control process, existing strategies can be roughly 
classified into two types. One is dynamic quality control in multi-stage [4]. The method 
sets testing point in each stage in the process of completing the whole task, to assess the 
quality of task completed in the previous stage. If the quality of results submitted is 
poor, the worker will be stopped from participating in the next phase and the results 
submitted at this stage will be removed. Meanwhile, new workers are chosen to 
continue to finish the rest of tasks. It needs to spend extra time for testing and 
replacement, and has a long period before completing the tasks, because of setting a 
testing point, and the replacement strategy is not necessarily the most appropriate. 
Another approach is two-stage workflow composed of creation stage and review stage 
[5]. Supervised and unsupervised mode are involved as well, so extensive domain 
knowledge including the features of information and the gold standard data sets[3] are 
needed, and heavy workload is also an issue. 

There are three other quality control strategies. First, think about how to design a 
good crowdsourcing task [4] to reach the goal of obtaining high quality results. We can 
witness such a phenomenon that there are strong dependencies between rewards credits 
of mission and the quality of results. When a task is released at a low salary, very few 
people will be interested in it, leading to the low speed of task acceptance; while it will 
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be easier to attract people with low efficiency when a task is issued at high rewards 
credits. Second, the management of workers’ quality is the guarantee of high data 
quality. This strategy manages the quality of workers mainly by studying the 
error-masking technology and bad workers detection technology [6]. It is on the basis 
of assumption that qualified workers provide high quality data and unqualified workers 
give garbage. But, it is flawed to judge the data quality with the consideration about the 
quality of workers separately. Third, a series of avoiding strategies are proposed in 
view of the analysis of low quality categories [7]. The method is given priority to 
prompt message and aims to reduce the probability of committing low quality 
information by workers. It is associated with the quality of workers themselves but is 
not able to solve the problem. 

Compared with the state-of-the-art methods, in this paper, we propose three 
innovative data quality control strategies based on the crowdsourcing. As the tourist 
information is the primary raw data, we control the quality of data based on the pattern 
of crowdsourcing through the analysis of the contents and behaviors. Specifically, we 
will propose three data quality control strategies, namely the content 
analysis(CA)-based scheme, the behavior analysis(BA)-based one, and the hybrid one. 

3 System Overview 

First of all, we introduce an overall framework of the data quality control strategy 
processing based on crowdsourcing model shown in Fig.1. 

 

Fig. 1. The flow chart of data quality control strategy based on the crowdsourcing model 
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In Fig.1, the crowdsourcing data from the personalized travel platform should be 
preprocessed to filter the obvious noise and correct some available data (i.e., 
descriptive text) expressed in a non-uniform way. Then, a data analysis processing is 
performed which includes three schemes: a content analysis-based method, behavior 
analysis-based method and the combination of the two ones are presented above. These 
three schemes are compared in Section 4, and the most effective one will be concluded 
from the experimental results. Data are sorted decreasingly after the analysis of the 
previous phase by using a high efficient sorting algorithm, called quick sort. The reason 
why quick sort algorithm is chosen in this paper is that it shows superior performance in 
chaotic situation than other sorting algorithms, considering the time and space 
complexity. Not any more will we analyze the details about sorting algorithms because 
it is not the focus in this paper. After sorting, the top K (K is a variant) on the ranking 
are taken as candidates of valid data. The process will be repeatedly iterative and 
constantly improve the accuracy of valid data set with the update of crowdsourcing 
data. 

4 Three Data Quality Control Schemes 

The paper mainly focuses on the study of data quality control scheme based on 
crowdsourcing model. Before introducing the three schemes, the list of the symbols to 
be used throughout the paper is first summarized in Table 1. 

Table 1. Meaning of the symbols used 

Symbol Meaning 
K a candidate scenic spot set of valid attraction 
S an existing set of scenic spot 
M a cluster of scenic spots in a city recommended by N guiders 
k a valid spot set 
m a scenic spot set filtered from M 
α, β, μ credibility value  
θ1, θ2, θ3 proportionality coefficient 
p positive ratio 
n negative ratio 

 
In Fig. 1, the data preprocessing before data analysis makes contributions to 

improving the overall efficiency of data analysis, and is considered as the function of 
preliminary de-noising which is beneficial to improve the accuracy of valid data 
obtained at the last stage. Thus, the process is essential. For example, the following two 
cases on the basis of personalized travel service are taken into account. One of the cases 
is that the data like those ones which are obviously not related to tourist attractions, 
such as a hotel or restaurant advertisement, should be filtered out when a guider 
recommends some tourist attractions of a certain city to visitors. In the other kind of 
case, the data should be retained. Take Hangzhou into consideration. A guider uses 
abbreviated names of scenic spots to do some recommendation for visitors.  
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For example, the sight spot named ‘Lingyin Temple’ may be called ‘Lingyin’, and the 
same thing happens to ‘Taiziwan’, which is abbreviation of the ‘Taiziwan Park’. 
Finally, three kinds of data quality control schemes are described in detail. 

4.1 CA-Based Data Quality Control Scheme 

In this subsection, the content analysis(CA)-based data quality control strategy assumes 
that the data preprocessing has completed. The process of data analysis employs the 
word frequency statistics and probability analysis method to obtain the frequencies of 
scenic spots recommended by all local guiders from a certain city. The process of data 
quality control is shown in Fig. 2. The system can judge whether the attractions given by 
tour guiders are valid spots. The system platform uses statistical method to analyze all 
tourist attractions of a certain city recommended by N guiders synchronously, and uses 
quick sort algorithm to order the result of statistical analysis in reversed sequence. Then, 
the top K sites are selected as the candidates of valid spots from the sorted list.  
The process above will be repeated iteratively to revise valid attractions of cities 
constantly. 

 

Fig. 2. The process of data quality control scheme based on content analysis 

As for example, suppose a tourist attraction set of a city as S. A city’s scenic spots set 
M recommended by N guiders are gathered through our system platform, and the set 
may have the duplicate data. The set M is selected by using the method of word 
frequency statistics. Simultaneously, non-repetitive scenic spot set m is collected. The 
top |K| spots (size of set K is smaller than the size of set m) selected from ranking which 
is ordered by the value of data in the set m are regarded as valid attractions after an  
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iteration. Iteration repeats afterwards. Finally, it is the time for comparison of result set 
|K| and attraction set |S|. Valid spot set k is proper subset of set K and set S. The 
performance of the schemes is evaluated by using two metrics (i.e., recall and precision).  

4.2 BA-Based Data Quality Control Scheme 

Similarly, the data preprocessing has been finished before the data quality control 
strategy based on behavior analysis (BA), and the data that are irrelevant to tourist 
attractions are filtered. The comments, offered by visitors after traveling, are treated as 
a factor that determines whether a certain spot is a valid attraction of a city. First of all, 
the results of evaluation for scenic spots are classified according to Table 2. 

Table 2. Statistical table of evaluations for scenic spots  

SCENIC SPOT POSITIVE NEGATIVE FREQUENCY 

spot 1 0 0 0 
spot 2 n1 0 n1 
spot 3 0 n2 n2 
spot4 n3 n4 n3+n4 
…… …… …… …… 

 
Then, the results are analyzed according to Table 2, in order to sort the degree of 

good reputation of non-repeated spots. We argue that a higher degree means a higher 
probability of identifying a spot that is a valid attraction. The data in the table are 
analyzed and each spot is assigned a value which indicates the credibility being a valid 
spot. We illustrate the assignment depending on the data shown in Table 2. The 
credibility value of spot which does not receive any evaluation (e.g., spot 1) is α and 
those have been evaluated (e.g., spot 2, spot 3, spot 4) is β. Considering the spots have 
been evaluated as valid attractions, obviously, is inappropriate. We discuss the three 
categories according to the evaluations. Eq. (1) shows the assignment of the credibility 
being a valid attraction for the spot that has comment. μ is the value of credibility on the 
condition of having the credibility β. θ1, θ2, θ3 are the proportionality coefficients 
allocated in three different cases, and θ1+θ2+θ3=1. γ is also the value of credibility 
when a spot has negative feedback only. We argue that negative review can be divided 
into two categories.  

The first is that the city does have the spot, but visitors think it is not worth to visit, 
and the second is that the tourist attraction is not present in the city. Here, we assign a 
value of 0.5 to γ. Besides, p, n denotes positive ratio and negative ratio, respectively. 
Take the evaluation of spot 4 in Table 2 for example. Positive ratio p=n3/(n3+n4), and 
negative ratio n= n4/(n3+n4). 

             (1) 

The same sorting algorithm described in the previous sub-section is employed to 
rank the credibility value of various non-repeated spots in a certain city, and the top |K|  
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data are selected to be the candidates of valid spots. Similarly, a valid spot set k is 
obtained by comparing the candidate set K with set S. Finally, values are put into  
Eq. (2), calculating the recall and precision of the strategy respectively. 

                  (2) 

 

Fig. 3. The process of data quality control based on content analysis and behavior analysis 

4.3 Hybrid Data Quality Control Scheme 

This method combines the content and behavior analysis-based strategies. In view of 
the evaluations for the tourists attractions and the sorting results by using probability 
statistics for content analysis, the spots that are not in the list of top |K| have chance to 
be packed into the list of valid spots, for they have positive reviews more frequently. 
Also, the spots in the list of top |K| are probably pushed out, since they frequently have 
negative valuations. Fig. 3 is the process of data quality control based on content 
analysis and behavior analysis. We define Rc as the credibility being valid spot, the 
value is given by the method of probabilistic analysis, in the process of content 
analysis, and Rb denotes the credibility being valid spot assigned in the process of  
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behavior analysis. R measures the credibility for a spot comprehensively through 
multiplying the credibility value of two analytical methods, i.e., R=Rc·Rb. Later, the 
scenic spots will be sorted in terms of credibility. We take the top |K| scenic spots as the 
valid spots, and compare it with the attraction set S to obtain the tourist attraction set k 
which is the proper subset of attraction set S. Likewise, all the value are plugged into 
Eq. (2) to calculate the recall rate and precision of this strategy. Finally, the data are 
provided to compare the effectiveness of three schemes. 

5 Experiments 

In this section, we perform extensive simulation experiments to compare the validity 
and accuracy of the three data quality control schemes. We collected the recommended 
data of three cities (e.g., Beijing, Hangzhou and Nanjing) provided by 50 tourism 
guiders with different backgrounds. The attraction set S mentioned above is collected in 
advance through the Internet in which the 40 most popular tourist attractions are 
recommended in the three cities, respectively to verify the correctness of results in the 
following experiments. 

5.1 A Prototype System 

The personalized online travel platform based on crowd- sourcing model is developed 
and used to testify the effectiveness of the data quality control schemes. The three data 
quality control schemes are adopted in the prototype system respectively. Fig. 4 shows 
the main interface of the system platform. The interface of the recommendation form 
filled by the local guiders is illustrated by Fig. 5. Fig. 6 is the interface of the  
results filtered from the attractions recommended by using the scheme provided in this 
paper. 

 

Fig. 4. The entry of the system 
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Fig. 5. The interface of the tourist recommendation 

 

Fig. 6. The results of recommendation 
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5.2 Effect of K 

In this experiment, we testify the effectiveness of K by using the datasets mentioned 
above. Three schemes are compared is the effectiveness of the data quality control. 
Denoting the set of ground-truth as rel, and the set of results returned by a data quality 
control method as ret, the recall and precision achieved by this quality control method 
are defined in Eq.(2). 

Fig. 7 illustrates recall-precision curves for the performance comparisons of the 
three strategies proposed. In particular, it compares the data quality control result of 
scenic spots given by the 50 local guiders from a certain city (e.g., Beijing, Hangzhou, 
and Nanjing) that are randomly chosen from the database. Fig. 7 shows that the hybrid 
scheme is better than other two. The results conform to our expectation. This is because 
the hybrid scheme can benefit from the both advantages through sorting twice. From 
the other view, the recall ratios of the hybrid one increase as the percentage of k grows 
(Fig.7(a)). The lower the percentage value is, the fewer the numbers of the scenic spots 
and the valid spots are. The growth rates, however, remain level. Whereas, the 
precision ratios of the hybrid one fluctuate as the percentage of k grows (Fig.7(b)). On 
the whole, yet, the precision ratios of the hybrid scheme and content analysis scheme 
peak at beginning. Lower the percentage of k is, larger the proportion of valid spots in 
scenic spots is. In contrast, the precision ratio of behavior analysis scheme at the end of 
curve is slightly larger than that of it at beginning.  

 

 

(a) (b) 

Fig. 7. Effect of K 

6 Conclusions and Future Work 

In this paper, we have developed a personalized online travel system based on 
crowdsourcing model. For the sake of taking full advantages of crowdsourcing in the 
system, and improving the users’ experiences, three schemes of the data quality control 
are proposed based on information content and user behavior analysis. Extensive 
experiments are conducted to demonstrate the effectiveness of the strategies.  

In our future work, we will further study the following issues. In the terms of content 
analysis, better methods can be used to obtain the credibility value of being valid spots. 
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Moreover, in the behavior analysis, more effective taxonomy for positive and negative 
evaluations can be applied to improve the accuracy. In addition, more comprehensive 
experiments can be conducted. 
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Abstract. With the development of electronic commerce, Collaborative Filtering 
Recommendation system emerge, which uses machine learning algorithms for 
people provide a set of  items that will be of interest. In many user-based 
collaborative filtering applications based on KNN(K nearest neighbor algo-
rithm), they only use similarity information(cosine similarity) between users, in 
some case, they have not use the difference information, so the precision and 
recall is not well. To address these problem, we propose a Difference Factor’ 
K-NN collaborative filtering method, called DF-KNN. DF-KNN is an in-
stance-based learning method and the key step in algorithms is how to use the 
difference factor and how to compute, the second step is mix similarity together. 
Our experimental evaluation on the MovieLens datasets show that the proposed 
DF-KNN and NDF-KNN(Normal Different Factor’s KNN) are much efficient 
than the traditional user-neighborhood based KNN and provide recommenda-
tions whose quality is up to 13% better. 

Keywords: collaborative filtering, recommendation system, K nearest neighbor. 

1 Introduction 

The amount of information in the world is increasing far more quickly than our ability 
to process it. Before recommendation system is born, based on the user-behavior data 
applications is very popular in the sites. For example, the hot lists and the trend charts. 
Also it is very easy to statistics but it can winning many customers in the process. So 
collaborative filtering is very important for e-commerce. Using personalized recom-
mendations algorithms is to effectively promote sales for company. For example, Greg 
Linden, developer of Amazon’s recommendation engine[1], reported that in 2002 over 
20% of Amazon’s sales resulted from personalized recommendations. Recommenda-
tion algorithm based on user behavior analysis is an important algorithm for person-
alized recommendation system, also rename as collaborative filtering algorithm. In real 
world applications, the recommendation system bring benefits to companies and the 
clients, however, it is difficulty to help client to find their interest. 

This paper proposes a new collaborative filtering algorithm to handle recommen-
dation for clients, called DF-KNN(Difference Factor’ KNN), which is an in-
stance-based learning method in machine learning. It is also efficient for calculating the 
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nearest neighbor measure. Specifically, this approach uses a difference factor and 
similarity measures to mix together during the process of searching for the nearest 
neighbor under the assumption which require the instance  to have a similarity feature 
as the instance  when calculating the cosine measures. We evaluate the performance 
of our method using MovieLens datasets[2].The experimental results show that our 
approach is superior to k-NN using the cosine measure and whose quality is up to 13% 
better. 

The rest of this paper is organized as follows. In section 2 we briefly review col-
laborative filtering recommendation system’s related work. Section 3, we design our 
DF-KNN(Different Factor  Nearest Neighbor) algorithm and NDF-KNN(Normal 
Different Factor K Nearest Neighbor) algorithm. Section 4 describes our experiments 
on MovieLens and discussion of the results. The final section provides some conclude 
remarks and directions for future research. 

2 Related Work 

In this section we briefly present some of the research literature related to collaborative 
filtering, recommender systems, data mining and personalization. Collaborative fil-
tering is to predict the utility of items to a certain user based on a database of user 
interest behavior from a sample or population of other users. 

User behavior data exist on the site that is in the form of log. Recommendation 
systems depending on the user behavior data  improve the clients’ personal experi-
ence. Several ratings-based automated recommendation systems were developed, like 
the GroupLens research system[3,4] provides a pseudonymous collaborative filtering 
solution for Usenet news and movies. Ringo[5] and Video Recommender[6] are email 
and web-based systems that generate recommendations on music and movies, respec-
tively.  

Yehuda.[10] proposes a collaborative filtering recommendation framework which is 
based on viewing user feedback on products as ordinal, rather than the more common 
numerical view. Yi Cai [11] borrow ideas of object typicality from cognitive psy-
chology and propose a novel typicality-based collaborative filtering recommendation 
method. Zhang,Yu[12] use the collaborative filtering to select features in social net-
work relationship which is used to build a vector space model, and propose a distrib-
uted algorithm based on factorization machines and genetic algorithm. 

Other technologies can be applied to recommender systems for improving the ef-
fective, including Bayesian networks, clustering, association rules[16,18,19], classifi-
cation[20], missing data imputation[17,22,23], Dimension-Reduction method[21]. 
Bayesian networks create a model based on a training set with a decision tree at each 
node and edges representing user information. The resulting model is very small, very 
fast, and essentially as accurate as nearest neighbor method[7]. Bayesian networks may 
prove practical for environments in which knowledge of user preferences changes 
slowly with respect to the time needed to build the model but are not suitable for en-
vironments in which user preference models must be updated rapidly or frequently. 
Yue Shi[13] summarize and analyze recommendation scenarios involving information 
sources and the collaborative filtering algorithms that have been recently developed, 
and also provide a comprehensive introduction to a large body of research. 
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The accuracy of the recommendation is an important indicator whether it is an ef-
fective in recommendation system. We use the precision accuracy and the recall rate to 
evaluate the algorithms. In application, we also consider the algorithm spends on time 
and space complexity. Our DF-KNN collaborative filtering algorithm is different from 
the KNN algorithm, it can improve the precision accuracy and the recall rate by adding 
the different factor. 

3 The DF-KNN Algorithm 

3.1 User-Based Top-N Collaborative Filtering Algorithms 

User-based Collaborative filtering[8,9] is the most successful technology for building 
recommendation systems to date, and is extensively used in many commercial rec-
ommendation systems. These approach rely on the fact that the person which have 
interest together also have some similarly-behaving. User-based top-N collaborative 
filtering algorithm analyze the user-item matrix to identify user group between the 
different interest, and then use the user interest behaving to compute the list of top-N 
collaborative filtering. The key motivation behind these approach is that the same 
group will have the similarity behaving, for example to purchase similarity goods, to 
browse the same movies or news. So these schemes need to identify the neighborhood 
of similar users when a recommendation is requested. Many of different strategy have 
been proposed to compute the relations between the different users based on either 
probabilistic approaches or more traditional user-to-user correlations. 

In this paper we study user-based top-N collaborative filtering algorithms that use 
user-to-user similarity to compute the relations between the users. Building the model, 
for each user i, we find the k most similar user-behaving data {i , i , … … , i }, then 
compute their corresponding similarities{S , S , … … S }. this similarities is used to 
compute the top-N users’ interest. Last, we recommend the items which they have not 
understand but they should like them. 

3.2 The Similarity Computation 

Similarity computation[14] between users or items is an important step in collaborative 
filtering algorithms. For a user-based collaborative algorithm, we calculate the simi-
larity, sim(u, v), between the user u and the user v have the same interest items. 

3.2.1   Correlation-Based Similarity 
In this case, the users u and v, we calculate the two items i and j, is measured by 
computing the Pearson correlation or other correlation-based similarities. Pearson 
correlation measures the extent to which two variables linearly relate with each other. 
For the user-based algorithm, the Pearson correlation between users u and v is given by: sim(u, v)  =  ∑ (R , R )(R , R )∈U∑ (R , R )∈U ∑ (R , R )∈U                          (1) 

where R ,  is the rating of user u on item i, R  is the average rating of the ith item by 

those users. 
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3.2.2   Vector Cosine-Based Similarity 
In this section, two users behaving are thought of as two vectors in the m dimensional 
user-space. The similarity between them is measured by computing the cosine of the 
angle between these two vectors[15]. We can adopt this form for collaborative filtering, 
where users take the role of documents, titles take the role of words, and votes take the 
role of word frequencies. We use that under the KNN algorithm, formally, if R is the m × n user-item matrix, the similarity between two items u and v, is denoted by sim(u, v) is given by 

            sim(u, v) = cos(u, v) = ·|| || || ||                            (2) 

where “.” denotes the dot-product of the two vectors. In the top-N collaborative fil-
tering approach often employ K nearest neighbor(KNN) find the top-N items. Our 
DF-KNN algorithm is based on cosine similarity and add the different factor. 

3.3 DF-KNN Algorithm 

We have introduced Pearson correlation and cosine similarity here, but actually there 
are many more ways to measure similarity between two sets of data. The best one to use 
will depend on application, and it is worth trying Euclidean distance. So we use dif-
ferent factor to change and promote similarity computing base on cosine similarity. 
Give two users u and v, let N(u), N(v) denote the user u and the user v had positive 
feedback item set. We can compute the cosine similarity as: W = |N( )∩N( )||N( )||N( )|,                                     (3) 

For fig. 1, user-based collaborative filtering compute the two users interest similar-
ity. The user A have behavior on item {a, b, d}, The user B have behavior on item {a, c}, use the cosine similarity to compute the user A and the user B interest similarity 
as: WAB = |{a, b, d} ∩ {a, c}||{a, b, d}||{a, c}| = 1√6 

In the same way, we can compute the user A and the user C, the user D interest  
similarity as: WAC = |{a, b, d} ∩ {b, e}||{a, b, d}||{b, e}| = 1√6 

WAD = |{a, b, d} ∩ {c, d, e}||{a, b, d}||{c, d, e}| = 13 

Careful you find the cosine similarity only use users’ common interest information, 
and not use their different information. Base on this weakness, we propose a different 
factor to improve the users interest similarity computing as: W = (|N( )| |N( )|) (|N( )| |N( )|)                       (4) 
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Fig. 1. users behavior records 

DFW = |N( )∩N( )||N( )||N( )| × W                        (5) 
Adjust cosine similarity computing and employ the KNN approach we called our 

strategy DF-KNN(Different Factor K nearest neighbor), and it is described below in 
Fig.2: 

The DF-KNN algorithm is presented as follows: 
 

1 For the user, Compute DFW  base on Equation (5). 

2 Get k Nearest Instances, find the interest similarity users set. 

3 In the interest similarity users set, find the items that target user likes, and 

recommend the items to target user. 

Fig. 2. The DF-KNN algorithm 

another lifting scheme we normalize the different factor, are computed as: 

 W ′ = W W(W W ) ε
,                                      (6) 

NDFW = |N( )∩N( )||N( )||N( )| × W ′                                  (7) 

We use the equation (7) instead of equation (5), and it is called NDF-KNN(Normal 

Different Factor K nearest neighbor) approach. 
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3.4 The Computational Complexity of the Algorithm 

The computational complexity of the user-based top-N recommendation algorithm 
depends on the amount of time required to build the model. Based KNN collaborative 
filtering recommendation system require maintain an offline table. Assumption that 
there are M users and N items(the user interest items), we need O(M ∗ M) space 
complexity, also if there are K user records to the behavior of the items, user-based 

KNN or DFKNN need O(N ∗ KN ) time complexity. 

4 Experimental Studies 

In this section we experimentally evaluate the performance of our DF-KNN algorithms 
or NDF-KNN algorithms and then compare it against the performance of the using 
cosine similarity KNN algorithms at the user-based top-N recommendation systems. 
All experiments were performed on a Intel® Core™ i3-2330M CPU based workstation 
running at 2.20GHz, 4GBytes of memory, and windows7-based operating system. 

4.1 Data Sets 

The MovieLens dataset[2] is applied to compare the performances of the three algo-
rithms. The dataset is used by the GroupLens research group at the university of 
Minnesota to create and maintain. In this paper, we choose the public 100K dataset, 
there are 943 users give 1682 films. the scores record. We split the dataset to train data 
and test data, in our experiments(M = 10), In order to evaluate the quality of the top-N 
collaborative filtering algorithms we split each of the datasets into a training and test 
set, by randomly selecting one of the non-zero entries of each row to be part of the test 
set, and used the remaining entries for training. For example, we use M − fold cross 
validation method, and choose one for testing, the other M − 1 data are used for 
training. Last, we create user interest model in train dataset, and forecast user behavior. 
To ensure that results of evaluation is not an over fitting, we need do M experiments, 
and put the average for the final evaluation. 

4.2 Experimental Evaluation on Prediction Accuracy and Recall rate 

First, the DF-KNN approach is evaluated on MovieLens dataset in order to demonstrate 
the approach’s effectiveness. As we had no prior information about the optimal k for a 
specified application, the optimal value of k will be obtained by experimental tests in 
our algorithm, i.e. k, varied from 1 to 100. The metric was measured using the preci-
sion accuracy, the recall rate and the F measure.. 

Let ( ), ( ) denote recommendation system for the user  recommend  items 
set and the items set that user  like in the test. we compute three metric, i.e. Preci-
sion(P), Recall(R) and F measure as: P = ∑ |R( )∩T( )|∑ |R( )| ,                                    (8) 
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Fig. 3. Experimental result on the MovieLens for three algorithms recall rate 

 
Fig. 4. Experimental result on the MovieLens for three algorithms precision accuracy 

 

 



182 W. Liang et al. 

 

 
Fig. 5. Experimental result on the MovieLens for three algorithms F-measure 

R = ∑ |R( )∩T( )|∑ |T( )| ,                                    (9) 

F = ×P×RP R                                           (10) 

The precision says that how many percentage of users-items that occurred in the 
score record behavior, however, the recall says that how many percentage of user-items 
score records behavior in the final list of recommendation.  

From the results in Figure 3, Figure 4, Figure 5 we can see that the recall, precision, 
F-measure for DF-KNN and NDF-KNN algorithm is higher than KNN based cosine 
similarity and regardless of the varied K(the number of the nearest neighbors), so our 
strategy is better than the cosine similarity methods. The performance of the DF-KNN 
algorithm and NDF-KNN algorithm have an average increase of 13% than the KNN 
top-N collaborative filtering recommendation algorithm. 

5 Conclusions and Future Work 

Collaborative filtering is one of most successful recommendation techniques. There are 
memory-based collaborative filtering techniques such as the neighborhood-based 
collaborative algorithm; model-based collaborative filtering techniques such as  
Bayesian belief nets collaborative filtering algorithms, clustering collaborative algo-
rithm etc. In our paper, we discuss the DF-KNN, NDF-KNN and KNN memory-based 
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collaborative filtering techniques. We know memory-based collaborative filtering 
algorithms are easy to implement and have good performances for dense datasets[14]. 

As we have seen, DF-KNN and the NDF-KNN are the top-N collaborative filtering 
recommendation algorithm. Be different from the cosine similarity computing, we add 
the different factor to mix the similarity to compute. By the experiments, we see that it 
obtain a better effect than KNN based cosine similarity computing in precision and the 
recall, F-measure, and our provide recommendations whose quality is up to 13% better. 

We believe that the DF-KNN and NDF-KNN collaborative filtering algorithms 
presented in this paper can be improved by item-based approaches also. The future 
researches will focus on the different factor and model-based collaborative filtering, 
such as SVD, Matrix Factorization. It will be measured and computed the user-user’ 
interest behavior or the item-item similarity for much more applications. Because 
artificial data often not reliable due to the characteristics of collaborative filtering tasks, 
we need more real-world datasets from experiments to recommendation system re-
search. 
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We like to thank anonymous reviewers for their valuable comments. 

References 

1. Linden, G., Smith, B., York, J.: Amazon.com recommendations: Item-to-item collaborative 
filtering. IEEE Internet Computing 7(1), 76–80 (2003) 

2. http://www.grouplens.org/node/73 
3. Resnick, P., Iacovou, N., Suchak, M., Bergstrom, P., Riedl, J.: GroupLens: An Open Ar-

chitecture for Collaborative Filtering of Netnews. In: Proceedings of CSCW 1994, Chapel 
Hill, NC (1994) 

4. Konstan, J., Miller, B., Maltz, D., Herlocker, J., Gordon, L., Riedl, J.: GroupLens:Applying 
Collaborative Filtering to Usenet News. Communications of the ACM 40(3), 77–87 (1997) 

5. Shardanand, U., Maes, P.: Social Information Filtering: Algorithms for Automating ’Word 
of Mouth’. In: Proceedings of CHI 1995, Denver,CO (1995) 

6. Hill, W., Stead, L., Rosenstein, M., Furnas, G.: Recommending and Evaluating Choices in a 
Virtual Community of Use. In: Proceedings of CHI 1995 (1995) 

7. Breese, J.S., Heckerman, D., Kadie, C.: Empirical Analysis of Predictive Algorithms for 
Collaborative Filtering. In: Proceedings of the 14th Conference on Uncertainty in Articial 
Intelligence, pp. 43–52 (1998) 

8. Konstan, J., Miller, B., Maltz, D., Herlocker, J., Gordon, L., Riedl, J.: GroupLens: Applying 
collaborative filtering to Usenet news. Communications of the ACM 40(3), 77–87 (1997) 

9. Resnick, P., Iacovou, N., Suchak, M., Bergstrom, P., Riedl, J.: GroupLens: An open archi-
tecture for collaborative filtering of net news. In: Proceedings of CSCW (1994) 

10. Koren, Y., Sill, J.: Collaborative filtering on ordinal user feedback. In: Proceeding IJCAI 
2013 Proceedings of the Twenty-Third International Joint Conference on Artificial Intelli-
gence, pp. 3022–3026. AAAI Press (2013) 

11. Cai, Y., Leung, H.-F., Li, Q.: Typicality-Based Collaborative Filtering Recommendation. 
IEEE Transactions on Knowledge and Data Engineering 26 (2014) 



184 W. Liang et al. 

 

12. Yu, Z., Xiaomin, Z., Qiwei, S.: A recommendation model based on collaborative filtering 
and factorization machines for social networks. In: 2013 5th IEEE International Conference 
on Date of Conference Broadband Network & Multimedia Technology (IC-BNMT), No-
vember 17-19 (2013) 

13. Shi, Y., Larson, M., Hanjalic, A.: Collaborative Filtering beyond the User-Item matrix: A 
Survey of the State of the Art and Future Challenges. Journal ACM Computing Sur-
veys(CSUR) 47(1) (June 2014) 

14. Su, X., Khoshgoftaar, T.M.: A Survey of Collaborative Filtering Techniques. Hindawi 
Publishing Corporation Advances in Artificial Intelligence, Article ID 421425, 19 pages 
(2009) 

15. Salton, G., McGill, M.: Introduction to Modern Information Retrieval. McGraw-Hill, New 
York (1983) 

16. Zhang, S., Zhang, C., Yan, X.: Post-mining: maintenance of association rules by weighting. 
Inf. Syst. 28(7), 691–707 (2003) 

17. Zhang, S., Qin, Z., Ling, C.X., Sheng, S.: Missing Is Useful’: Missing Values in 
Cost-Sensitive Decision Trees. IEEE Trans. Knowl. Data Eng. 17(12), 1689–1693 (2005) 

18. Wu, X., Zhang, S.: Synthesizing High-Frequency Rules from Different Data Sources. IEEE 
Trans. Knowl. Data Eng. 15(2), 353–367 (2003) 

19. Wu, X., Zhang, C., Zhang, S.: Efficient mining of both positive and negative association 
rules. ACM Trans. Inf. Syst. 22(3), 381–405 (2004) 

20. Wu, X., Zhang, C., Zhang, S.: Database classification for multi-database mining. Inf. 
Syst. 30(1), 71–88 (2005) 

21. Zhao, Y., Zhang, S.: Generalized Dimension-Reduction Framework for Recent-Biased 
Time Series Analysis. IEEE Trans. Knowl. Data Eng. 18(2), 231–244 (2006) 

22. Qin, Y., Zhang, S., Zhu, X., Zhang, J., Zhang, C.: Semi-parametric optimization for missing 
data imputation. Appl. Intell. 27(1), 79–88 (2007) 

23. Zhu, X., Zhang, S., Jin, Z., Zhang, Z., Xu, Z.: Missing Value Estimation for Mixed-Attribute 
Data Sets. IEEE Trans. Knowl. Data Eng. 23(1), 110–121 (2011) 



 

X. Luo, J.X. Yu, and Z. Li (Eds.): ADMA 2014, LNAI 8933, pp. 185–198, 2014. 
© Springer International Publishing Switzerland 2014 

A Reputation-Enhanced Recommender System  

Ahmad Abdel-Hafez, Xiaoyu Tang, Nan Tian, and Yue Xu 

Queensland University of Technology, Brisbane, Australia 
{a.abdelhafez,n.tian,yue.xu}@qut.edu.au, 

xiaoyu.tang@connect.qut.edu.au 

Abstract. Reputation systems are employed to provide users with advice on the 
quality of items on the Web, based on the aggregated value of user-based rat-
ings. Recommender systems are used online to suggest items to users according 
to the users, expressed preferences. Yet, recommender systems will endorse an 
item regardless of its reputation value. In this paper, we report the incorporation 
of reputation models into recommender systems to enhance the accuracy of rec-
ommendations. The proposed method separates the implementation of recom-
mender and reputation systems for generality. Our experiment showed that the 
proposed method could enhance the accuracy of existing recommender systems. 

Keywords: Recommender System, Reputation System, Personalization, User 
profile, Enrichment, Merging Ranked Lists. 

1 Introduction 

Today, recommender systems are an essential part of many Web 2.0 sites. Therefore, 
enhancing the accuracy of current recommender systems can significantly improve 
services provided by these websites and positively affect customer satisfaction [1]. 
Recommender systems suggest a list of items that are personalized based on the opin-
ions of similar members in a target user's local community, while reputation systems 
provide the opinions of the whole community. The systems are similar in that they 
both collect user item data [2]. However, to our knowledge, only modest efforts have 
been made to incorporate item reputations in the recommendation process [2]. We 
suggest that combining item reputations with recommendations can enhance the accu-
racy of recommender systems. 

Recommender systems use two main filtering methods to generate lists. These are 
collaborative filtering and content-based filtering. The collaborative filtering (CF) 
method exploits user ratings to identify other users with similar tastes to the target 
user, and then predicts items the target user might like based on the similar-user pref-
erences. An item-to-item correlation system is applied in content-based filtering 
(CBF). Thus, the system recommends an item to the target user if the item content is 
similar to the content of an item the target user has previously liked or viewed. Re-
cently, a third, hybrid system which combines both methods has emerged. In this 
paper, we made use of the user-based CF recommendation method for evaluation. 
However, the proposed method was designed to be general and can be combined with 
other recommendation methods. 
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User-based CF recommender systems assume that people have similar tastes and 
will respond similarly to various items. Therefore, data from similar users is em-
ployed to generate recommendations for the target user. Item-based CF is a different 
approach that uses item similarities. This method detects similar items, rather than 
similar users. Similar items are those the system expects groups of users to prefer. In 
general, the CF method depends on the accuracy of the similarity functions to find the 
most similar users or items. A lack of sufficient data about users or items (e.g., in the 
case of cold start situations or sparse datasets) can negatively affect the accuracy of 
the recommendation. In these cases, the predicted items generated by CF may not 
reflect the relevance of the predicted items to the target user. This means that an item 
with no relevance to the target user may still earn high prediction value. 

An item's reputation is calculated by a specific aggregation method based on rat-
ings given by many users. The final aggregated value reflects the opinions of the 
whole community toward a specific item. High item-reputation scores can indeed 
reflect the quality of an item in the view of the whole community. Consequently, 
these scores can predict whether more (interested) users will like the item. However, 
if applied alone, reputation scores do not predict whether an individual user will like 
an item with high accuracy. This is because the reputation score does not consider the 
individual's specific preference; therefore, reputation scores are not personalized. This 
means that the individual user may not like a highly reputed item. 

In this paper, we introduce a method to combine the two separate systems and en-
hance the accuracy of the top-N recommendations generated by a CF recommender 
system. We conducted experiments to evaluate our method using a real dataset with 
different sparsity levels. The resulting accuracy of the proposed system was consist-
ently better than the system that used only the CF method. The generality is one of the 
advantages of the proposed method, as any recommendation or reputation method can 
be used in conjunction. We employed a user-based CF method [4] and the Dirichlet 
reputation model [8]. Previous work in recommender and reputation systems is dis-
cussed in section 2. The detailed method is introduced in section 3. Section 4 de-
scribes the experiment and presents a discussion of the results. 

2 Related Work 

Recommender systems represent an essential component of many websites. Resnick 
and Varian suggested that recommender systems work similarly to word-of-mouth 
recommendations [9]. Resnick et al. introduced GroupLens, a system for the CF of 
net-news, in 1994 [10]. They defined the CF system as the one that helps people make 
choices based on the opinions of others. It worked, they said, by detecting users with 
similar tastes (neighbors) and then offering recommendations to the target user based 
on this neighbor data. 

The CF approaches are classified into model-based, memory-based, and hybrid ap-
proaches. Memory-based algorithms depend on user profiles to predict ratings or to 
generate the top-N recommended items. The memory-based CF approaches can  
be classified into user-based and item-based approaches. The user-based approach 
generates a neighborhood of like-minded users (K-Nearest Neighbor [KNN]) based 
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on profile similarity measures. Common similarity measures include the Pearson cor-
relation coefficient (PCC) and the cosine similarity. These measures calculate predic-
tions using weighted averages of the ratings given by other users in the neighborhood, 
where the weight is proportional to the similarity value between the target user and 
the neighborhood users. The same method can be applied for the item-based approach 
[9][11]. 

Model-based CF algorithms apply the user's earlier ratings to develop a model, 
which is then used to predict ratings for unrated items. The approaches used with the 
model-based CF include k-means clustering [12], the multiple multiplicative factor 
model [13], the Markov decision process [14], the restricted Boltzmann machine 
model [15], and the latent factor models based on the matrix factorization technique 
(i.e., singular value decomposition [SVD]) [16]. 

Reputation models use different methods to generate aggregated values that repre-
sent reputation scores; the Naïve model uses the average of the ratings of an item to 
measure the item's reputation, while many other models use the weighted average 
method as an aggregator to calculate item reputations based on item ratings. The 
weight can represent the user's reputation score, the time when the rating was given, 
or the distance between the current reputation score and the rating received [6,7]. 
Abdel-Hafez et al. [20,21] used the normal-distribution to generate weighted average 
reputation model which explicitly reflects the distribution of ratings of items. 

The reputation model we used in our research was introduced by Jøsang and Haller 
and based on the Dirichlet probability distribution [8]. The authors used a cumulative 
vector  to represent the aggregated ratings for agent .  = ( ( ) | = 1, … , ) 
and ( ) is the number of ratings of the level . They added a decay factor to calcu-
late the aggregate ratings, assuming that human agents change their behavior over 
time. They then calculated a single reputation score based on the multinomial proba-
bilities derived from the aggregated ratings, which is defined in equation (1). ( ) is 
the probability of rating  that other agents give to agent . The overall reputation is 
calculated by equation (2), which is the weighted sum of the rating probabilities with 
weights ( ) evenly distributed in the range [0,1]. = ( ) = ( ) + ( )+ ∑ ( ) | = 1 …                                (1) 

= ( ) × ( ) , ( ) = − 1− 1                                       (2) 

where  represents the overall reputation value,  represents the score vector of each 
rating level,  is a constant value, and ( ) is the base rate, which is equal to 1⁄ . 

Recently, research has focused on improving the accuracy of recommender sys-
tems by combining the traditional recommendation methods with reputation systems 
[2]. Ku and Tai [17] proposed an exploratory framework to investigate the effects of 
recommendation and reputation systems on user purchase intentions toward recom-
mended products. Their results showed that the opinions of other consumers  
influenced consumer attitudes about purchasing the recommended product through 
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normative social influence. This revealed the effectiveness of recommendation sys-
tems that considered online reviews to influence consumers. Jøsang et al. [2] suggest-
ed that combining reputation scores with recommendation scores would provide more 
accurate recommendations. They used the same belief model they had introduced in a 
previous work [18] to calculate reputation scores. The authors mentioned different 
methods for combining resulted scores, but they adopted the Cascading Minimum 
Common Belief Fusion (CasMin) method. This method ensured that the values from 
the recommender and reputation systems would need to be both high to produce a 
high value in the CasMin fusion method. 

3 A Reputation-Enhanced Recommender System 

Our goal was to introduce a new reputation-aware recommender system that could 
enhance the accuracy of recommendations by filtering low-quality items based on 
reputation. The proposed method uses two ranked lists of items; the first list is gener-
ated by a recommender system, such as the user-based CF recommender system [4], 
and the second list is generated based on item reputations calculated using a reputa-
tion model, such as the Dirichlet reputation model [8]. The two ranked lists are then 
combined to enhance the accuracy of the recommendations. The proposed method is 
general, as it separates the implementation of the recommender system, the reputation 
system, and the merging process. In other words, we can apply any other recommen-
dation method to generate the first list of items, and any other reputation model to 
generate the second list. 

3.1 Definitions 

The input of the proposed item reputation-aware recommender system is user ratings. 
To make this model generalizable and applicable for any website, we intentionally did 
not use any other content information. The reputation and recommendation scores are 
generated from the available ratings and are considered input data. The following 
definitions for the input data are used throughout the paper. 

• Users: = , , … , | |  is a set of users who have rated at least one item. 
• Items: = , , … , | |  is a set of items that are rated at least one time by a 

user in . 
• Users-Ratings: This is a user-rating matrix defined as a mapping : × →[0, ]. If the user  has rated the item  with rating a, then ( , ) = ; other-

wise, ( , ) = 0 such that 0 < <= , and  is the maximum rating. 
• Item-Reputation Score: = , , … , | | , where  is the reputation score for 

item . 
• Item Recommendation Score: = , , … , | |  where  is the recommendation 

score for item . This value is used to generate the candidate list of top-M recom-
mendation using equation (3). = →  , ∈                                              (3) 
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3.2 Generating Recommendations by Merging the Two Ranked Lists 

We propose two methods, the re-sorting and the weighted Borda-count methods, to 
combine the recommendation and reputation scores in order to generate the final top-
N recommendations. Before discussing the merging methods, we want to emphasize 
the differences between the two lists, as this was the justification behind the selection 
of the two methods. The recommender-generated lists represent personalized item 
recommendations for users. The reputation lists reflect the community opinion about 
items and are not related to individual user preferences. Therefore, we assumed that 
recommendation lists would be more accurate than would be using only impersonal-
ized reputation lists. Thus, we prioritized the use of the recommender-generated lists 
over the use of the reputation-based lists and chose recommendation lists as the pri-
mary candidate recommendations. 

Re-sorting Method. In this method, we used the top-M recommendation list as the 
primary candidate recommendations for the target user. In the next step, we sorted the 
candidate list of items according to their reputation scores. In this case, we guaranteed 
that all the recommended items were personalized and that all the candidate recom-
mendations were related to the user. We wanted to recommend the items with the best 
quality, measured by the reputation model, assuming that a higher-quality item would 
have a greater influence on consumer behaviors. Finally, we recommended the Top-N 
in the final list,  <  . 

Fig. 1 shows an example of the re-sorting method. It reveals that any item in the 
top-M recommendation list is a candidate for recommendation, and the final list is 
selected based on the reputation scores. This method has the advantages of both rec-
ommender and reputation systems for two primary reasons. First, all the candidate 
items are personalized and related to the user tastes, since they have been generated 
by a recommender system. Afterward, sorting items based on reputation elevates the 
highly reputed items. In other words, the final recommended items will be more high-
ly reputed and more closely related to the user preferences. 

The value of M in this method has a great impact on the accuracy of the resulted 
recommendation. In this paper, we consistently use = 3 × , this value is selected 
based on the experiment. The value of M will be tested further in section 5.4. 

  

Fig. 1. Re-sorting method example 
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Weighted Borda-Count Method. The Borda-count (BC) [19] method is a popular 
voting method that uses points to represent the multiple selections of a candidate; that 
is, if the list contains  items, the top ranked item is given the score  and the next 
one is − 1, and so on. Every item that is outside the Top-N list will receive a score 
of zero. This score is the BC. Two ranked lists are merged by summing up the two 
BCs of the same item in the two lists. The final ranked list is sorted based on the BC 
sums of items. For an item ∈ , the sum of the BCs for this item is denoted ( ). The items with the highest  will appear at the top of the list. We adopted 
the BC method to merge a recommendation list and a reputation list. For a user u and 
an item ∈ , let ( ) be the BC of  in the recommendation list and ( ) 
the BC of  in the reputation list. Then, the sum BC was ( )  = ( )  + ( ). The Top-N recommendation for the user u is defined in equation (4). = ∈ ( )                                                (4) 

As mentioned, the recommendation list had a higher priority than the reputation list 
because the recommendation list was personalized. To distinguish the difference be-
tween the two lists and to emphasize the importance of the recommendation list, we 
proposed a weighted Borda-count (WBC) method by introducing a weight in the BC 
method. The weighted sum of BC  and the top-N recommendations are defined 
below, where 0 <  < 1: ( ) = × ( ) + (1 −  ) × ( )                           (5) = ∈ ( )                                          (6) Based on the experiment, we set = 0.7. This value will give higher weight for the 
recommender system generated list. The example provided in Fig. 2 shows how this 
method works. 

 

Fig. 2. Weighted Borda-count method example 

4 Personalized Item Reputation 

An item's reputation is the global community opinion about it. At a specific time, the 
ranking of items based on item reputation is the same for all users. This means that 
the top ranked items on the reputation-based list are not necessarily the items that a 
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particular user likes. If the item recommendation is determined only based on item 
reputation, then the same items with the highest reputations will be recommended for 
all users. Similarly, when this list is combined with the recommender-generated list, 
the items at the top of the reputation list will dictate the recommendation list and will 
always have advantages over all other items for all users. 

The other major problem with using the reputation-ranked list in recommendation 
systems is that items with high reputations can appear in the recommendation list 
despite that they are outside the scope of the individual user's preferences. This causes 
a drop in system accuracy. Therefore, we propose a personalized reputation for the 
items to tackle this problem. The idea was to build a user-preference profile based on 
previous user ratings, and then to use this profile to filter the items that were outside 
the preference scope. 

4.1 Implicit Item Category 

To produce the personalized reputation-based item list, we needed to cluster items 
based on user ratings. Items that were rated by similar users are grouped in the same 
cluster. Each item cluster reflected certain common features shared by users with 
similar interests, and each was called an "implicit item category". In many application 
domains, the ontologies or taxonomies of the item/product categories are available; in 
such cases, we could use the provided ontology directly instead of undertaking a clus-
tering method.  

In the experiment, we assumed that each implicit item category reflected a certain 
user preference for items. We could build an individual user's preferences by collect-
ing the categories of items the user had rated. We used only the positive ratings, as the 
items with negative ratings were not preferred. The implicit item category and user 
item preference are defined below: 

• Implicit Item Categories = , , … , | |  is the set of categories wherein items 
in  belong to = { | ∈ } and ∩ = ∅. 

• User Item Preference = | ∈ , ( , ) ≥ ( ) ,  is the maximum rating 

and contains all the user's preferred items. 

A user item preference  is a set of items that the user has rated positively. Ratings 

that are larger than or equal to 
( )

 were considered positive ratings, where  was the 

maximum rating. Based on user item preferences, we defined user category prefer-
ence as described below: 

• User Category Preference = { | ∈ , ( ∩ ) ≠ ∅} contains item categories 
in which the user's preferred or positively rated items belong. A user category pref-
erence is a set of categories that are preferred by the user u. 

 



192 A. Abdel-Hafez et al. 

 

The personalized reputation was defined as the degrading process for all the items in 
the reputation-ranked list that did not belong to the user preference. To apply the  
personalization to the reputation model, we degraded the reputation of all the items 
that belong to those categories which are not in the user preference. This step ensured 
that the items which are outside user's interest scope will not be recommended. The 
purpose of using reputation systems remained, as we did not change the reputation 
values of the other items, but kept the global community opinion. We only preserved 
or degraded the items based on the user's individual preferences. The derived resulting 
list is called personalized item reputation (PIR). The use of PIR guaranteed that the 
reputation-based ranked list was different for each group of users, which meant that a 
greater variety of items would be considered compared to the number of items con-
sidered using reputation without personalization. Equation (7) shows PIR  calculation 
where S  is the reputation for the item p.  = ,     ∈ , ∈  0,           ℎ                                             (7) 
4.2 User Preferences Enrichment 

Using the PIR method raised a new concern regarding sparse datasets. Specifically, 
this was because it is common for a user to rate only a very small number of items. In 
this case, the number of categories in the user profile is low and, consequently, every 
item that belongs to other categories is degraded. We solved this problem by "enrich-
ing" the user preferences for those users whose profiles have less number of catego-
ries than the predefined minimum number. The minimum number of categories 
should be related to the average of ratings for a user. We enriched the profile with 
other categories that appeared in neighbors' profiles until the threshold number is 
reached. Then, we began to add categories according to the number of times they 
appeared in the neighbor' profiles. The result was an enriched personalized item repu-
tation (EPIR) which was calculated exactly as the PIR but after performing  
the enrichment process described in algorithm 1. The user neighborhood is defined 
below. 

• User Neighborhood N = u |u ∈ maxK sim u , u  u ∈ U is the set of nearest 

neighbors of user u ∈ U:, where maxK{} is required to obtain the top K large val-
ues.  

5 Experiment 

We conducted the top-N recommender system experiment. We aimed to demonstrate 
that combining item reputation with user-based CF could enhance the accuracy of the 
top-N recommendations. 
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Algorithm 1. Enrichment Process 

1. for all users ∈  
2.   for all categories ∈  
3.     if ∉  
4.               [ ] = [ ] + 1 
5. while <   //min is the minimum number of categories per user profile 
6.   find  ℎ ( [ ]) 
7.   add  to  

8.   [ ] = 0  

5.1 Dataset 

We used the MovieLens movie ratings dataset extracted from Grouplens.org. The 
dataset contained around 100,000 ratings on 1,682 movies provided by 943 users. We 
used this dataset in three different ways: 1) using all 2) using only 10%, and 3) using 
only 5% of the ratings. The purpose of the three tests was to observe the effects of this 
method on recommendation accuracy over dense and sparse datasets. The numbers of 
users and movies did not change in the three datasets; the only factor that changed 
was the number of ratings. Table 1 presents some of the statistics for each dataset. 

For each of the generated datasets, the ratings were selected randomly per user. 
However, we defined the minimum number of ratings selected for any user at 10 for 
the ML10 dataset and five for the ML5 dataset. This was because, when we split the 
dataset into training and testing sets, we wanted to ensure that there was at least two 
items in testing for the ML10 dataset and 1 item for the ML5 dataset. For both da-
tasets (ML10 and ML5), we generated 10 randomly selected additional subsets using 
the same method to perform a 10-fold experiment. We split each dataset into training 
and testing sets by randomly selecting 80% of each user's ratings into a training da-
taset and the rest into a testing dataset. For the MLC dataset, we performed a 5-fold 
experiment, where each time a different 20% of the dataset was selected for testing. 
We calculated the average of the results at the end. The sparsity for the datasets was 
calculated using equation (8). = 1 − #  #   ×  #                                     (8) 

5.2 Evaluation Metrics 

We evaluated the top-N recommendation experiment with the globally used precision 
and recall metrics. The recommended item was considered a hit if it appeared in the 
user-testing dataset and the user has granted the item a rating >= 3. We used the 
value of 3 because any rating  < 3 in a 5-star scale system employed by this system 
indicates that the user did not like the item. Finally, we used the F1-score metric to 
represent the results of both precision and recall.  
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Table 1. Datasets statistics 

 MovieLens 5% 
(ML5) 

MovieLens 10% 
(ML10) 

MovieLens 
Complete (MLC)  

Number of ratings 6,515 13,077 100,000 
Sparsity 0.99589 0.99175 0.93695 
Min ratings per user 5 10 20 
Max ratings per user 36 73 737 
Average ratings per user 6.849 13.867 106.044 
Min ratings per movie 59 114 583 
Max ratings per movie 0 0 1 
Average ratings per movie 3.840 7.774 59.453 

 
The three metrics were calculated during the experiment for each user. At the end, 

we used the average to provide one score for the recommender system. The higher the 
metrics result, the better the top-N recommendations. 

5.3 Experiment Settings 

We conducted the experiment in three runs for each dataset using the values of the 
recommendation list top-N = 20, the candidate list top-M = 60, and the nearest 
neighbors = 20. The experiment comprised three parts: 1) the user-based CF, 2) 
the Dirichlet reputation model, and 3) the ranked lists proposed merging methods. 

User-Based CF. We implemented the user-based recommender system introduced in 
[4] based on the best choices mentioned in the work. We first calculated the similari-
ties between users [4] using the PCC method. After we obtained the similarity data, 
we generated the neighborhood of size k for each user by simply selecting the k users 
with the highest similarity values. 

In addition, we noticed that adding a threshold value for the minimum number of 
common items between any two users could dramatically enhance the accuracy. 
Hence, we punished the user similarities between users who shared fewer than the 
predetermined value. We set threshold to 30, 3 and 1 for the MLC dataset, ML10 and 
ML5, respectively. The selection of these values is based upon the average ratings per 
user, which are presented in Table 1. 

Next, we generated the item predictions to select the top-N items. According to [4], 
the best results for the top-N recommendations were achieved using the most frequent 
items in the neighborhood. If items had similar frequencies, we sorted them using the 
prediction value. At the end of this stage, we had developed a ranked list of recom-
mended items. 

Personalized Item's Reputation. The second part of the experiment comprised gener-
ating a ranked list of items using the personalized items reputation. We implemented 
and tested the Dirichlet reputation model, which was calculated using equations (1, 2) 
[8]. We chose this model because it added uncertainty to the reputation score, which can 
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provide better results when the number of ratings per item is low. It is worth mentioning 
that the implemented reputation model affected the final result at this stage. 

We used the movie categories provided with the MovieLens dataset to generate us-
er category preferences. Then, the ranked list was generated after enriching the user 
preferences and personalizing the item reputation-ranked list. The personalization and 
enrichment processes are explained in details in section 4. 

Combining Two Ranked Lists. We implemented the two proposed merging-ranked-
lists methods. Each one of these methods was used with four reputation-generated 
ranked lists. The reputation methods tested were: 

1. DIR: the Dirichlet reputation model 
2. PIR: the personalized item reputation; we used the (DIR) method as the basic repu-

tation method 
3. EPIR: an enriched version of the PIR. We first checked the number of categories 

rated by the user, and if the number was less than the determined number, we pro-
ceeded to the enrichment process. Based on the experiment we used (6,12,24) as 
minimum numbers of categories for the ML5, ML10, and MLC datasets, respec-
tively. 

5.4 Results and Discussion 

Table 2 shows the precision, recall, and F1-scores for each of the implemented meth-
ods over the three tested datasets. It also includes the results from the CasMin method 
proposed by Jøsang et al.  in [2]. First, we will discuss the effects of the merging 
method adopted on the CF accuracy. Afterwards, we will examine the effects of the 
different reputation methods used. 

Discussion of Merging Methods Results. The first thing we noticed from the results 
was that the re-sorting method produced the best results among all the merging meth-
ods when the personalized reputation scores were combined. It is because the re-
sorting incorporated the CF candidate list's top-M as the basic list, all the candidate 
movies were personalized for the user. Surprisingly, when we sorted them according 
to reputation, the final recommended items were more relevant if the reputation was 
personalized; otherwise, the recommended items were less relevant. The only expla-
nation was that the items in the top-M list generated by the CF did not belong to the 
set of categories that the user preferred. However, the personalized reputation system 
was able to filter those items so that better results could be obtained. From this obser-
vation, we can say that items’ reputation can have a positive impact on recommenda-
tion accuracy if they were personalized. 

In contrast, the WBC method obtained best performance with the non-personalized 
reputation scores, although its results were still not good as the re-sorting method. The 
WBC method often incorporated items with high reputation scores even if they did 
not appear in the recommendation-candidate list's top-M. Thus, when the reputation 
was personalized, the WBC results were better than the CF method results. This was 
because even the high reputation items populated outside the CF list remained within 



196 A. Abdel-Hafez et al. 

 

the categories of items the user preferred. However, the re-sorting method still per-
formed better than the WBC. 

We noticed that most of the implemented methods had lower F1-scores than the 
CF method; this proved that reputation itself was not an important factor which is 
associated with the recommendation accuracy. In contrast, using personalized ver-
sions of reputation lists could significantly enhance the reputation accuracy. We 
found that the two methods (re-sorting and WBC) enhanced CF accuracy when the 
PIR and EPIR reputations were used.  

Discussion of Reputation Methods Used. It is now clear that the proposed personal-
ized methods of reputation model generated better results than did the original reputa-
tion lists. We had two versions of this kind of reputation: the PIR and the EPIR. Using 
the ML5 and ML10 datasets, the EPIR produced slightly better results than did the 
PIR method. This meant that the neighbor categories could be used to enrich the user 
categories by increasing the diversity of recommendations, while still producing more 
accurate results. 

When we used the MLC dataset, both methods produced exactly the same results. 
This was because no enrichment was required for these dense datasets. Moreover, the 
Dirichlet reputation model produced results different from those of the Naïve method, 
which indicated that the reputation method should be carefully selected to enhance 
results. 

Table 2. Results of top-N recommendation accuracy using three datasets 

Method 
Merging 
Method 

ML5 ML10 MLC 
Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score 

CF N/A 0.0061 0.0684 0.0112 0.0079 0.0723 0.0142 0.0283 0.0229 0.0253 

CF - DIR 
CasMin 
[2] 

0.0004 0.0032 0.0007 0.0004 0.0034 0.0007 0.0063 0.0087 0.0073 

CF - DIR  
Re-
sorting 

0.0077 0.0611 0.0137 0.0089 0.0785 0.0160 0.0472 0.0431 0.0451 

CF - PIR 0.0182 0.1661 0.0328 0.0259 0.0903 0.0402 0.0598 0.0602 0.0600 

CF - EPIR  0.0201 0.1812 0.0362 0.0259 0.0920 0.0404 0.0598 0.0602 0.0600 

CF - DIR  Weighted 
Borda 
Count 

0.0075 0.0665 0.0134 0.0079 0.0729 0.0143 0.0336 0.0283 0.0308 

CF - PIR 0.0131 0.1249 0.0237 0.0146 0.0858 0.0249 0.0465 0.0448 0.0456 

CF - EPIR  0.0136 0.1301 0.0246 0.0149 0.0885 0.0255 0.0465 0. 0448 0.0456 

Impact of Varying Top-M Value. The size of the candidate recommendation list's 
top-M had a huge effect on the accuracy of the results using the re-sorting merging 
method. In this test, we varied the values of M to compare the accuracy of the results 
and to choose the best value of M. Fig. 3 displays the results, starting with the size of = , which behaved exactly as the CF method. 

We noticed that the system accuracy was better when we increased the size of the 
candidate list to a certain level. After that, the curve began declining until the results 
were worse than those of the CF method. These results made sense, as when ≫  
the effect of the reputation system became stronger than the CF system, the accuracy 
was low. Selecting the optimal size for M was important to obtain the best results; in 
our experiment, = 3 ×  is chosen for the ML10 dataset. 
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Fig. 3. Re-sorting method F1-scores with different top-M values using ML10 dataset 

6 Conclusions  

In this paper, we presented a new method for enhancing the accuracy of top-N rec-
ommendations using reputation systems. We introduced a personalized reputation 
method to render the utility of using reputation to improve the performance of re-
commender systems. Based upon the evaluations, we have important findings to 
share. First, reputation models do not necessarily produce better results when they are 
incorporated with recommender systems. On the contrary, reputation models without 
personalization can reduce the accuracy of the recommendations. The second signifi-
cant finding is that personalized reputation scores can be very helpful for improving 
the accuracy of recommender systems. 
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Abstract. In this paper we propose and apply a methodology to study
the relationship between the performance of bagging and the charac-
teristics of the bootstrap samples. The methodology consists of 1) an
extensive set of experiments to estimate the empirical distribution of
performance of the population of all possible ensembles that can be cre-
ated with those bootstraps and 2) a metalearning approach to analyze
that distribution based on characteristics of the bootstrap samples and
their relationship with the complete training set. Given the large size of
the population of all ensembles, we empirically show that it is possible
to apply the methodology to a sample. We applied the methodology to
53 classification datasets for ensembles of 20 and 100 models. Our results
show that diversity is crucial for an important bootstrap and we show
evidence of a metric that can measure diversity without any learning
process involved. We also found evidence that the best bootstraps have
a predictive power very similar to the one presented by the training set
using naive models.

Keywords: Ensemble Learning, Bagging, Diversity, Metalearning.

1 Introduction

Bagging is an ensemble learning technique that allows to generate multiple pre-
dictive models and aggregate their output to provide a final prediction [1]. Typ-
ically, the aggregation function is the mean (if the outcome is a quantitative
variable) or the mode (if the outcome is a qualitative variable). The models are
built by applying a learning algorithm to bootstrap replicates of the learning
set. Empirical studies show that bagging is able to reduce the error in compar-
ison with single models and is very competitive with other ensemble learning
techniques [2].

In this paper, we propose and apply a methodology to study the performance
of the bagging algorithm. We investigate the reasons that affect the influence of a
bootstrap (and corresponding model) in the space of sub-ensembles. For that, we
compute specific bootstrap characteristics. These measures are then compared
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with the importance of a bootstrap1 on the predictive performance of ensembles
that include the model generated by applying a learning algorithm to it.

Our study is based on Metalearning (MtL) techniques. MtL is the study of
principled methods that exploit metaknowledge to obtain efficient models and
solutions by adapting machine learning and data mining processes [3]. We aim
to gain knowledge about the performance and intrinsic behavior of the bagging
algorithm. So, we use MtL in a descriptive approach instead of the more typical
predictive framework. For that, we adapted several metafeatures already pro-
posed in the literature [4, 5] and we also introduce some new ones that are very
specific of our problem domain.

We tested our proposed methodology empirically by executing experiments
with 53 classification datasets collected from the UCI repository [6]. For each
dataset, we generated bagged ensembles of decision trees with 20 and 100 models.
We were able to generate and test all possible combinations of the ensembles with
20 models. However, for computational reasons, we were forced to sample the
number of combinations tested for ensembles with 100 models. We present results
that indicate the validity of this sampling procedure. All the insights collected
from the metadata describing ensembles with 100 models are compared with the
20 models case. This allowed a validation of our sampling procedure.

Given the descriptive aim of our work, we used standard exploratory data
analysis procedures to extract knowledge from the metadata that we generated.
The main contributions of this paper are: 1) a methodology based on an extensive
experimental procedure and on MtL for empirically studying the performance of
bagging; 2) new metafeatures that characterize the relationship between boot-
strap samples and the complete training data; 3) an exploratory MtL approach
using visualization and a statistical method applied to UCI datasets, yielding
interesting observations concerning the relationship between the characteristics
of the bootstrap sample and the performance of the bagging ensemble.

This paper is organized as follows. Section 2 describes the related work in the
field of ensemble learning particularly focused on the bagging algorithm. Sec-
tion 3 presents the empirical methodology for studying ensembles and a study
of the representativeness of the results obtained by sampling from all the pos-
sible ensembles with 100 models. Section 4 describes the MtL approach used in
this work as well as the metafeatures. In Section 5, we present the descriptive
study on the characteristics of a bootstrap and its importance on the predictive
performance of an ensemble. Finally, Section 6 concludes the paper with some
final remarks and future work.

2 Related Work

Several papers propose theoretical frameworks that provide important insights
on the effectiveness and reasons behind the success of bagging. Breiman [1]
argued that aggregating can transform good predictors into nearly optimal ones,

1 We define an important bootstrap as a bootstrap which its correspondent model
belongs to the best combinations of tested ensembles in terms of performance.
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highlighting however the importance of using unstable learners (small variations
in the training set must generate very distinct models [7]).

Friedman [8] related bagging with the bias and variance decomposition of the
error. Shortly, the error is split into two components: bias, associated with the
intrinsic error of the learner generalization ability; and variance, associated with
the error assigned to the variation in the model from one bootstrap to another.
In the context of bagging, Friedman claimed that the variance component is
reduced (because of the bootstrapping procedure) without changing the bias.

Domingos [9] presented two alternative hypotheses for the success of bagging:
although rejecting the possibility of approximation to the optimal procedure of
Bayesian model averaging with an appropriate implicit prior probability distri-
bution, he proved that bagging works effectively because it shifts the prior to
a more appropriate region of model space. However, Domingos recognized one
important fact: none of the above frameworks relate the success of bagging with
the domain characteristics.

Friedman and Hall [10] confirmed Breiman’s claim by showing that bagging is
most successful when used with highly nonlinear estimators such as decision trees
and neural networks. In this study they also found evidence that sub-sampling
is virtually equivalent to traditional bootstrap sampling. Bühlmann and Yu [11]
provided theoretical explanations of the same claim.

Grandvalet [12] provided an interesting study in which he found that bagging
equalizes the influence of examples in a predictor. Bootstrapping a dataset im-
plies that fewer examples have a small influence, while the highly influential ones
are down-weighted. The author claims that bagging is useless when all examples
have the same influence on the original estimate, is harmful when high impact
examples improve accuracy, and is otherwise beneficial.

For the ensemble learning literature, it is important to gain understanding of
ensembles performance. One way to understand the behavior of learning pro-
cesses is MtL. Some papers use MtL in a more descriptive manner with the
intention of extracting interesting and useful knowledge of a specific domain.
Kalousis et al. [13] used MtL for a meta-descriptive symmetrical study in which
they found similarities among classification algorithms and datasets. In another
domain, Wang et al. [14] published a paper that focuses on rule induction for
forecasting method selection by understanding the nature of historical forecast-
ing data. They provide useful rules that rely on metafeatures for suggesting a
specific method. Our application of MtL in this paper resembles more these two
papers.

3 Empirical Methodology to Characterize Bagging
Performance

Formally, an ensemble F gathers a set of predictors of a function f denoted as
f̂i. Therefore, F = {f̂i, i = 1, ..., k} where the ensemble predictor is defined as

f̂f .
We propose a methodology to empirically analyze the behavior of bagging.

Given a set of k bootstrap samples (also referred to in this paper as bootstraps,
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for simplicity), we estimate the empirical distribution of performance of the
bagging ensembles that can be generated from all elements of its power set. In
other words, we estimate the empirical distribution of performance of all possible
ensembles of size 2, 3, ... k that can be generated from those k bootstraps.

This distribution can be used to study the role of a given bootstrap (and

respective predictive model f̂i) in the performance of 2k − 1 possible ensembles,
as done in this paper. Additionally, the distribution can be used to analyze
the joint relationship between the bootstrap samples in each ensemble and its
performance.

It is easy to understand that is impossible to execute the complete set of
experiments for ensembles with a realistically large size, such as k=100, given
that the number of combinations to test is 2k−1. Therefore, the only possibility
is to estimate the distribution of the performance of all ensembles that can
be generated with the set of k bootstraps by sampling from its power set. To
investigate the validity of this approach, we carried out the following study.

3.1 Estimating the Distribution of Performance by Sampling from
the Power Set of Bootstraps

To validate our methodology based on sampling, we executed the full method-
ology with k=20 and then we studied the impact of sampling. Based on these
results, we extrapolate our findings for k=100. We used the Kullback-Leibler
Divergence [15] (KLD) to measure the difference between the probability dis-

tributions P and Q, defined as DKL(P ||Q) =
∑

n Pnlog2

(
Pn

Qn

)
where P is the

results obtained by testing 2k − 1 combinations of k models and Q a sample of
those results. Since the KLD measure is not symmetric, we averaged the diver-

gences, thenDKL = DKL(P ||Q)+DKL(Q||P )
2 . Given that this experiment implies a

large component of randomness, we executed each sampling procedure 100 times
and we averaged the values obtained.

In the first experiment, for each dataset, we progressively increased the sam-
pling proportion and systematically computed the KLD between the sample and
the population with k=20. Figure 1 shows, as expected, that as the sampling
proportion increases, the divergence between the samples and respective popu-
lation decreases. One can see that for most of the datasets the fall of the curve
is rather fast. Figure 2 shows the same result but the values for the 53 datasets
are averaged for each sampling proportion. Again, as expected, the standard
deviation and the mean KLD decreases as the proportion of sampling increases.

To assess the hypothesis that increasing the number of models in an ensemble
changes the sampling results, we repeated the experiment for ensembles with
different k values, from 10 to 19. Figure 3 shows a slight increase in the diver-
gence between the samples of equal proportion and respective populations as k
increases. This result is expected given that the introduction of a new model can
possibly change the inter-relations between the models and therefore affect the
performance of some subsets of models. However, all the curves2 present a very

2 Estimated using a Local Polynomial Regression (LOESS).
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similar pattern. This is indicative that a similar curve could be assumed for an
ensemble with k=100.

Fig. 3. Sampling and Kullback-Leibler Divergence, averaged for all datasets

3.2 Discussion

Although the evidence showed previously gives us confidence in the sampling
variant of our methodology, we still lack sensitivity on the KLD measure to be
able to interpret the values of this experiment more reliably. It is difficult by
just looking to the graphs if we are actually losing significative information by
sampling.

Figures 4 and 5 show two density graphs for a 10% sample and the correspond-
ing complete population. The first concerns the dis dataset. One can see that
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even for a very large divergence (30.89), the distribution of the sample is very
similar to the population distribution. The second graph concerns the acetylation
dataset, which has a lower divergence (0.23). Most of the datasets show similar
values of divergence between their samples and respective populations. This is
indicative that we can sample the performance of an ensemble with k=100 and
proceed our study.
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Fig. 4. Density plot for a 10 % sample
and population of the dis dataset. The
KLD between this sample and popula-
tion is 30.89.
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Fig. 5. Density plot for a 10 % sam-
ple and population of the acetylation
dataset. The KLD between this sample
and population is 0.23.

The shape of the density graphs is also an interesting result. Both graphs
presented a very peculiar pattern of multiple peaks. This is explained by the
fact that the bagging performance is a discrete variable. The number of accuracy
values that is possible to achieve with all the combinations of a finite set models
is limited.

4 Metalearning to Understand Bagging

The methodology presented in Section 3 can be used to provide insights on the
types of bootstraps, in terms of how they contribute to the performance of the
ensemble. Additionally, it can be combined with a MtL approach to analyze
the relationship between the characteristics of the bootstrap sample and the
performance of the ensemble.

The main issue in MtL is defining the metafeatures. The most used ones are
simple, statistical and information-theoretic metafeatures [3]. In this group we
can find the number of examples of the dataset, correlation between numeric
attributes or class entropy, to name a few. The use of these kinds of metafea-
tures provides not only informative data characteristics but also interpretable
knowledge about the problems. Other kinds of metafeature are model-based [16].
These capture some characteristic of a model generated by applying a learning
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algorithm to a dataset, i.e., the number of leaf nodes of a decision tree. Finally,
a metafeature can also be a landmarker [5]. These are generated by making a
quick performance estimate of a learning algorithm on a particular dataset.

For this work, we relied on simple, statistical, information-theoretic and land-
marker metafeatures. For the first group, we selected several metafeatures al-
ready present in the literature which were first used for MtL in the METAL
and Statlog projects [3]. We also introduce a new metafeature based on the
Jensen-Shannon distance [17] between a bootstrap and the training set. This
metafeature aims to measure how different is the bootstrap from the original
dataset. It can also be seen as a diversity measure that focuses directly on the
bootstrap sample and not on the predictions made by the generated model.

We used two landmarkers: a decision stump and a Naive Bayes classifier. Given
the different bias of the algorithms, it is expected that the metafeatures can
help capture different patterns. We also used two diversity measures proposed
in the ensemble learning literature: the Q-Statistic [18] and Classifier Output
Difference [19] (COD) measures. Kuncheva et al. [18] state that the Q-Statistic
is the diversity measure with greater potential for providing useful information
about ensemble performance. We adapted the Q-Statistic to the specificities of
our problem. Kuncheva et al. present it as a metric to measure the diversity
of an ensemble. We use it to measure the diversity between the predictions of
two models: one generated by applying a learning algorithm to a bootstrap (b)
and the other to the original dataset (d). Using such a measure in this study
gives a different perspective on its usefulness. Formally, our adapted Q-Statistic

is Qb,d = NbbNdd−NdbNbd

NbbNdd+NdbNbd where each element is formed as in Table 1.

Table 1. Relationship between a pair of classifiers

f bcorrect f dcorrect

f bcorrect Nbb Nbd

f dcorrect Ndb Ndd

The COD metric has been proposed as a measure to estimate the potential
of combining classifiers

ˆCODT (f̂b, f̂d) =

∑
x∈Ts

{
1, if f̂b(x) = f̂d(x)

0, otherwise

|Ts|

in which Ts is test or validation set.
Lee and Giraud-Carrier [20] published a paper on unsupervised MtL in which

they study the application of several diversity measures for ensemble learning as
a distance function for clustering learning algorithms. In their experiments, only
one measure, COD, presents results that indicate that it can be a good measure
for this kind of task. This is indicative that the metric can also be useful in our
problem.
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In summary, the metafeatures used for this work are: number of examples of
a bootstrap, number of attributes, proportion of symbolic attributes, proportion
of missing values, proportion of numeric attributes with outliers, class entropy,
average entropy between symbolic attributes, average mutual information between
symbolic attributes and the class, average mutual information between pairs of
symbolic attributes, average absolute correlation between numeric attributes, av-
erage absolute skewness between numeric attributes, average kurtosis between
numeric attributes, canonical correlation of the most discriminating single linear
combination of numeric attributes and the class distribution, Jensen-Shannon
distance between the dataset and bootstrap, decision stump landmarker, Naive
Bayes landmarker, Q-Statistic and COD.

The experiments that we carried with the UCI datasets allowed to collect
results from the performance of the bagging algorithm in very distinct learning
problems. Given that our goal is to understand the importance of each model
(and respective bootstrap) in the ensemble space, we need to aggregate the
results obtained for each one of them and compute an estimate of importance.

We adapted the measure NDCG [21] (Normalized Discounted Cumulative
Gain) to form our metatarget. We consider the performance of the ensembles
(in decreasing order) to which the bootstrap k belongs, for each dataset, as acc1,d,
acc1,d, ..., accn,d where n represents an ensemble and d a dataset. Therefore, for
each bootstrap k of the dataset d, we calculate the respective DCG

DCGk,d =
100∑
n=1

accn,d +
n∑
101

accn,d
log100n

and we normalize it by an ideal ranking (IDCGd) in which the best ensembles
(testing all bootstraps) for each dataset are selected. Then,

NDCGk,d =
DCGk,d

IDCGd

In order to allow a more concise exploratory analysis of the metadata, we
discretized the metatarget. This process is done using the Fisher-Jenks [22] al-
gorithm. The method was chosen since it is well suited to find the optimal
partition into different classes of a continuous variable.

5 What Makes a Good Bootstrap?

Most of the metafeatures described characterize the bootstrap in isolation. For
instance, the class entropy metafeature focuses on the bootstrap and does not
relate it with the original dataset. One exception is the diversity measure that
characterizes the difference between a set of predictions from a model learned
on a bootstrap and another model learned in the original training set. Further-
more, some metafeatures computed for bootstraps of the same dataset show very
similar values. For instance, it is not expected that the class entropy varies signif-
icantly across bootstrap samples of the same training set. Additionally, the range
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of values of a metafeature for different datasets is expected to be quite different.
However, we need metafeatures with values in comparable ranges across datasets
to be able to extract useful insights with our MtL approach. In summary, we
need to transform the metafeatures in order for them to 1) discriminate between
bootstrap samples from the same dataset and 2) be comparable across datasets.

So, we applied one of two simple transformations to each meta-variable: 1) pro-
portional difference of the metafeature computed for the bootstrap in relation to
themetafeature computed for the original training set (metafeatured−metafeatureb

metafeatured
)

2) proportional difference of the metafeature computed for the bootstrap in rela-
tion to themaximum value computed for all the bootstraps of the dataset. Then, it
is rescaled in order to keep the natural interpretation of the variables by subtract-

ing (1− Max(metafeatureb)−metafeatureb
Max(metafeatureb)

). The first transformation was applied to

all the metafeatures except the Jensen-Shannon distance, Q-Statistic and COD.
To these metafeatures, since we could not compute them in original training set,
we applied the second transformation.

The results of the discretization of the metatarget can be verified in Figures 6
and 7. One can see that the discretized values are grouped in a descending order
of the value of the metatarget, as it is desirable. Through the analysis of the
results we will mention the concept of importance. We consider that bootstraps
of class A are more important than bootstraps of class B or C, therefore, we are
interested in understanding the characteristics of important bootstraps.
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Fig. 6. Boxplot of numeric metatarget
(k=100) vs classes found by Fisher-
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However, some classes group very few observations. It can become problem-
atic to analyze those groups. We decided to merge these classes and reduce the
sparsity of the discretization. The graphs at the bottom of Figures 6 and 7 show
the boxplots of the metatarget variable after that rearrangement.
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5.1 Exploratory Analysis

To assist our analysis, we used Kruskal-Wallis one-way analysis of variance with
Wilcoxon pairwise rank sum test as post hoc procedure (0.95 confidence interval)
with Holm adjustment method. This analysis was carried to check for significant
different medians of the metafeatures among the classes of the metatarget. Fig-
ures 8 and 9 show the results of Wilcoxon test for the metafeatures that the
Kruskal-Wallis test showed a p-value below 0.05. One can see that the metafea-
tures avg.symb.pair.mutual.information, nb.landmarker and q.statistic are the
most discriminative ones. We will focus on metafeatures that are more inter-
esting for the ensemble learning literature and withdraw the analysis of the
remaining metafeatures due to space limitations.

Fig. 8. Pairwise Wilcoxon Rank Sum
test for multiple comparison proce-
dures (k=20). Black dot represents a
significative difference between the pair
of classes.

Fig. 9. Pairwise Wilcoxon Rank Sum
test for multiple comparison proce-
dures (k=100). Black dot represents a
significative difference between the pair
of classes.

The Jensen-Shannon distance shows a very interesting pattern that can be
verified in Figure 10. One can see that the gradient of the colors associated
with each class (in descending order of importance) is reflected in the density
distribution graphs. If we compare the distribution of the most important boot-
straps (classes A, B, C...) with the less important ones it is clear that, as the
Jensen-Shannon distance decreases, the importance of the bootstraps associated
with that value also decreases. In other words, bootstraps that are very similar
with the original training dataset do not generate a useful model for a bagging
ensemble. This is not new for the ensemble learning literature, however, here we
measure diversity without any learning process involved. However, this result
can not be verified in Figure 11 which represents the metadata with k=20. This
can be explained by the fact that since the k=20 experiment generates fewer
bootstraps it is harder to find bootstraps with low importance (we can see in
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Figure 7 that the range of the metatarget in this experiment is smaller than in
the k=100 experiment). However, this remains to be confirmed, which could be
done by repeating these experiments for other values of k.
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Figures 12 and 13 show the density distribution of the diversity measures
along the classes of the metatarget. Concerning the Q-Statistic (the bigger, the
lesser is the diversity), the results are highly unclear. Although the Wilcoxon
test shows that this metafeature has discriminating power, that is not visible
graphically. The values of all classes are extremely biased to 1. This may seem
contradictory to existing knowledge in the ensemble learning literature, where
the Q-Statistic is known to be a good diversity indicator [18].
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However, we must note that the Q-Statistic is usually computed between mod-
els of bootstrap samples while in our case, it is between models of a bootstrap
sample and the training set. On the other hand, the COD metric (higher the
value, higher is the diversity) shows a very clear direct relationship between di-
versity and importance of a bootstrap in the k=100 experiment. Again, the result
is not confirmed by the k=20 graph. However, we consider this result indicative
of the effectiveness of this measure in estimating the potential of combining two
classifiers.

Finally, by analyzing the landmarker metafeatures in Figures 14 and 15 we can
see interesting patterns. The most prominent one is that important bootstraps
have a very similar predictive performance using naive algorithms (such as Naive
Bayes and Decision Stump) by comparison against the training set: since we
transformed this metafeature as explained previously, a negative value means
that the bootstrap has a greater predictive performance than the training set
and a positive value the exact opposite. Moreover, we can also see a protuberant
peak of the classes that gather the worst bootstraps in the density curves at
the left side of the graphs. This indicates that bad bootstraps have a superior
predictive performance than the training sets.
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6 Conclusions and Future Work

This paper proposes a methodology based on an extensive experimental pro-
cedure and on MtL for empirically studying the performance of an ensemble
learning algorithm, more particularly, bagging. We executed experiments with
53 UCI classification datasets using ensembles of decision trees. Initially, we
generated 20 models for each dataset and we tested all possible combinations of
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those models in the sub-ensemble space. We also executed experiments in which
we generated 100 models for each dataset but, due to computational reasons,
we were forced to sample the number of combinations tested of the individual
models. The results obtained gives us confidence about the effectiveness of the
sampling procedure, meaning that it is possible to investigate the distribution of
performance of all bagging ensembles obtained with an algorithm by sampling
the results. It would be interesting to repeat the experiments with another base
learner but we leave that for future work.

To relate the distribution of performance with the characteristics of the boot-
strap samples, we adopted an MtL approach. We used several metafeatures pro-
posed in the literature and we introduce three new ones that are very specific of
our domain. From our point of view, ensembles are a very promising application
of MtL concepts and techniques both to gain a better understanding of their
behavior as well as to develop new ensemble methods.

We focused on understanding the characteristics of bootstraps that gener-
ate models that are important for the bagging ensemble. We used exploratory
data analysis techniques for that goal. Results show interesting patterns that
are discriminative of a bootstrap predictive power 1) the bootstrapping proce-
dure should result in a bootstrap sample that is significantly different from the
training set, according to the analysis of the Jensen-Shannon distance; 2) the
predictions of a model learned from of a bootstrap should be different from the
predictions of a model learned from the training, as is known in the ensemble
learning literature. However, this observed with the COD metric but not with
the Q-Statistic metafeature; 3) the predictive power of a good bootstrap is very
similar to the one presented by the training set using naive models.

We plan to extend the work presented in this paper for a predictive MtL
approach. The knowledge obtained here can be used to prune a set of bootstraps
that can be transformed into an pruned ensemble. It would also be interesting
to extend and adapt the methodology proposed in this paper to other ensemble
learning algorithms like boosting or random forests. This would bring challenges
in the development of the metafeatures in order to deal with probabilistic and
random processes.
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Abstract. Recommender system plays an important role in many practical appli-
cations that help users to deal with information overload and provide personalized
recommendations to them. The context in which a choice is made has been recog-
nized as an important factor for recommendation systems. Recently, researchers
extend the classical matrix factorization and allows for a generic integration of
contextual information by modeling the data as a tensor. However, current ten-
sor factorization methods suffer from the limitation that the computing cost can
be very high in practice. In this paper, we propose GALS, a GPU based parallel
tensor factorization algorithm, to accelerate the tensor factorization on large data
sets to support the efficient context-aware recommendation. Experiments show
that the proposed method can achieve 10 times faster than the current tensor fac-
torization methods.

Keywords: recommendation algorithm, collaborative filtering, tensor, GPU.

1 Introduction

With the development of the internet, the amount of network information increase
rapidly. How to make recommendation for users from the massive information quickly
and efficiently is a major problem in recommender system field currently. Taking elec-
tronic commerce as an example, the electronic commerce websites, such as Taobao,
Jingdong, Dangdang, Amazon, eBay, contain various kinds and large quantities of
goods. For example, the number of existing products in Tmall has already exceeded
4 million according to incomplete statistics. In this platform, it is necessary to have an
excellent recommendation system. On the other hand, the data contained in these sites
is not the only user and commodities, but also includes a lot of other information, such
as users’ age, address, and the manufacturer of the product, date, etc. This information
is also greatly affects a user’s preferences for products. In addition, some dynamic in-
formation, such as weather, mood, etc., also affect people’s decisions to some extent.
However, traditional recommendation algorithms based on matrix decomposition can-
not handle similar information. This is certainly a loss in terms of the recommendation
algorithm. To this end, researchers proposed to incorporate context information into the
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recommender systems. They extend the classical matrix factorization and allows for a
generic integration of contextual information by modeling the data as a tensor. Cur-
rently, there are some works on the use of tensors for context-aware recommendation.
For example, Rendle et al. [15] suggested to use tensor to model contextual informa-
tion and perform the rating prediction, Karatzoglou et al.[10] proposed the multiverse
recommendation method based on the Tucker tensor factorization. The experimental
results show that context-aware recommendation improves upon non-contextual matrix
factorization method. However, all these methods suffer from the limitation that the
computation cost can be very high in practice. One essential operation of tensor fac-
torization is to compute a sequence of consecutive n-mode tensor matrix products. The
size of real data can cause computation to take very long time to complete. This delay
is unacceptable in most real environments, as it severely limits productivity. Ideally, we
would like to develop new hardware-accelerated solutions that can offer improved pro-
cessing power to tackle the expensive tensor operations which are inherently involved
in the computation. In this paper, we propose GALS, a GPU based parallel tensor fac-
torization algorithm, to accelerate the tensor factorization on large data sets to support
the efficient context-aware recommendation. The experiment shows that the GALS has
about 10 times faster than the traditional methods.

The rest of this paper is organized as follows. Section 2 gives the background in-
formation of our study. Section 3 introduces tensor factorization method . Section 4
introduce the GPU based parallel tensor factorization method we proposed in this pa-
per. A performance analysis of our methods is presented in Section 5. We conclude the
study in Section 6.

2 Related Works

2.1 Tensor Factorization

As a generalization of matrix factorization, tensor factorization has been studied from
an algebraic perspective and recently witnessed a renewed interest, especially in relation
to data analysis. For instance, [9] applied the HOSVD to identifying handwritten dig-
its, [11]applied Tucker decompositions to separate conversations in online chatrooms,
[1]utilized tensor to perform social network analysis, [4] employed tensor to extend
the Latent Semantic indexing to cross-language information retrieval, [13] used Tucker
decomposition for analyzing clickthrough data.

2.2 GPU Applications

The GPUs have no longer been confined to processing graphics recently. Due to GPUs’
efficient parallelism and flexible programmability, an increasing number of researchers
and commercial organizations have achieved success in general-purpose computation
on GPU, such as database operations, geometric computing, grid computing, scien-
tific computing and so on. Methods have been proposed to enhance relational joins
on database [8], information retrieval [5]and k nearest neighbor query [6]. The tensor-
matrix multiplication, which is the vital operation of tensor factorization, is suitable to
exploit parallel programming. The challenges and advances in the implementation of
sparse matrix multiplication under parallel architecture are discussed in[2].
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Table 1. Symbols

Symbol Definition and Description

A,B Matrices (bold upper case)
A(i, j) An element of A
A(i, :) or A(:, i) i-th row or column of A
A,B Tensors (calligraphic letters)
A(i1,. . .,iN ) An element of tensor A
A(. . ., in−1,:,in+1,. . .) the n-mode vectors of A
N The order of a tensor
uf(A, n) or A(n) The n-mode unfolding matrix of A
U(n) n-mode basis matrix of A(n)

×n the n-mode product
A[s1,...,sN ] A block of tensor A
ru,i rating of item i from user u
ru Average rating score from user u
ri Average rating score of item i
r̂u,i Predict score of item i from user u

3 Tensor Factorization

The symbols and meanings used in this paper are shown in table 1.

3.1 Notations and Assumptions

Definition 1 (Tensor). Tensors are higher-order generalizations of vectors and matri-
ces. High-order tensors are denoted as:A ∈ �I1×I2×...×IN , where the order ofA is N
(N >2) while a vector a tensor of order 1 and a matrix is order 2 tensor, respectively.

Fig. 1. An example of 3-order Tensor A

Definition 2 (Mode). Each dimension of a tensor is called a mode. For example, A ∈
�I1×I2×...×IN is a tensor with N modes (called N th order tensor). An element of A is
denoted as A(i1, ..., in, ..., iN ), where 1 � in � In. The n-mode vectors of A are de-
fined as the In-dimensional vectors obtained fromA by varying its index in while keep-
ing all the other indices fixed. In this paper we denote it asA(. . . , in−1, :, in+1, . . .).

Definition 3 (Unfolding). Unfolding a tensor A ∈ �I1×...In...IN along the nth mode
is denoted as uf(A, n), which results in a matrix, A(n) ∈ �In×(I1I2...In−1In+1...IN ),
where the column vectors of A(n) are the n-mode vectors of A.
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For example in figure 1, the matrices of unfolding tensorA is as follows:

A(1) =

[
1 2 3 7 8 9
4 5 6 10 11 12

]

A(2) =

⎡⎣1 7 4 10
2 8 5 11
3 9 6 12

⎤⎦
A(3) =

[
1 4 2 5 3 6
7 10 8 11 9 12

]
Definition 4 (Mode Product). The n-mode product of a tensorA ∈ �I1×...In...IN and
a matrix U ∈ �Jn×In , denoted as A×n U, is a tensor in �I1×...Jn...IN with entries:

(A×n U)(i1, ..., jn, ..., iN) =
∑
in

A(i1, ..., iN )U(jn, in).

For example, if tensor A is in the shape of 3×4×5 while U is in the shape of 2×3.
The result of A ×1 U is a tensor of shape 2×4×5. More details about the multilinear
algebra, please refer to [14].

Tensor Decomposition. At present, many tensor factorization models have been put
forward, such as Tucker models [16] , PARAFAC models[7] and CANDECOMP mod-
els [3]. In [14], Tucker3 with orthogonality constraints on the components, has been
named as n-mode SVD (or HOSVD). We follow the HOSVD formulation here. A N -
order tensor A is factorized into N basis matrices U(1) ∈ �I1×R1 , U(2) ∈ �I2×R2 , . . .,
U(N) ∈ �IN×RN , and one core tensor C ∈ �R1×R2×...×RN . In this case:

A ≈ C ×1 U(1) ×2 U(2) . . .×N U(N)

where U(n) ∈ �In×Rn has orthonormal columns for 1 � i � N . It is obtained by
first performing regular SVD on unfolded matrix A(n) and then extracting the first Rn

columns of the left singular matrix of A(n).

=

Fig. 2. An example of 3-mode SVD

Figure 2 depicts an example of 3-mode SVD. A 3-mode tensor is factorized into 3
basis matrices U(1), U(2), U(3), and one core tensor C. The HOSVD factorization allows
an interplay between a factor and any factor in other modes. Furthermore, it allows for
full control over the dimensionality by performing truncations on the factors, which is
very important for large real data sets. Now the aim is to find a decent approximation
Ã for A such that the loss function L(Ã,A) between observed and estimated values is
minimized.
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Definition 5 (Rank-(R1, R2, ..., RN ) Approximation). Given aN th order tensorA ∈
�I1×I2×...×IN , tensor Ã ∈ �I1×I2×...×IN is a rank-(R1, R2, ..., RN ) approximation
of A if Rankn(Ã) = Rn � Rankn(A) and for all n, the following least-squares cost
function is minimized:

Ã = arg min
Ã
‖A− Ã‖2.

When Rn is much smaller than In for all n, the best rank approximation Ã gives a
compact approximation of the original tensorA, resulting in good data compression for
large real data sets.

The basis matrices U(i) is orthogonal, so U (i)U (i)T = U (i)TU (i) = E. Given basis
matrices U(1), U(2), . . . , U(N) , The core tensor C can be readily computed as C ≈
A ×1 U(1)T ×2 U(2)T . . . ×N U(N)T . Thus, the optimization problem focuses on the
computation of the basis matrices only. In this paper, we seek efficient computation of
the best rank-(R1, R2, ..., RN ) approximation of A.

Given basis matrices U(1), U(2), . . . , U(N), the core tensor C can be readily computed
as C = A×1 U(1)T ×2 U(2)T . . .×N U(N)T . Thus, the optimization problem focuses on
the computation of the basis matrices only. In this paper, we seek efficient computation
of the best rank-(R1, R2, ..., RN ) approximation of A.

3.2 Our Method

In this section, we will discuss how to find the best rank-(R1, R2, . . . , RN ) approxima-
tion of A efficiently. We want to minimize:

‖A− Ã‖2 = ‖A‖2 − 2〈A, Ã〉+ ‖Ã‖2.

Based on the definition of scalar product, we can get:

〈A, Ã〉 = 〈A, C ×1 U(1) ×2 U(2) × . . .×N U(N)〉
= 〈A ×1 U(1)T ×2 U(2)T × . . .×N U(N)T , C〉
= ‖C‖2

.

Since U(n)(1 � n � N) has orthonormal columns, they don’t affect the Frobenius
norm, so we have: ‖Ã‖2 = ‖C‖2. Thus, we have: ‖A − Ã‖2 = ‖A‖2 − ‖C‖2. Now,
The best rank-(R1, R2, . . . , RN ) tensor approximation can be computed by maximizing
‖C‖ = ‖A×1 U(1)T ×2 U(2)T . . .×N U(N)T ‖.

The most popular algorithm for computing the best rank-(R1, R2, . . . , RN ) tensor
approximation is the Alternating Least Squares (ALS) [14]. The ALS algorithm is an
iterative algorithm. In each iterative step, it optimizes only one of the basis matrices,
while keeping other N − 1 basis matrices fixed.

For instance, in the l+1 step, with U(1)
l+1, . . . , U(n−1)

l+1 , U(n+1)
l+1 , . . . , U(N)

l fixed, tensor
A is projected onto the (R1, . . . ,Rn−1, Rn+1, . . . , RN )-dimensional space as follows:

A′
= A×1 U(1)T

l+1 ×2 U(2)T

l+1 . . .×(n−1) U(n−1)T

l+1

×(n+1)U
(n+1)T

l . . .×N U(N)T

l .
(1)
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Then the U
(n)
l+1 can be get from the SVD decomposition of uf(A′, n), which is the

n-mode unfolding of tensorA′.
One bottleneck of the Equation 1 is in the computation of mode product where a

sequence of consecutive n-mode tensor matrix products needs to be finished. The com-
putation cost can be very high in practice. The size of real data can cause computation to
take very long time to complete. This delay is unacceptable in most real environments,
as it severely limits productivity.

4 Parallel Tensor Factorization

In this section, we develop new hardware-accelerated solutions that can offer improved
processing power to tackle the expensive tensor operations. Based on ALS, we propose
GALS, a parallel tensor factorization algorithm, to accelerate the tensor factorization on
large data sets to support the efficient context-aware recommendation. The basic idea
is to exploit the inherent parallelism and high memory bandwidth of GPU to perform
tensor related operations in parallel.

4.1 Blockwise N-Mode Product

In contrast with the main memory, GPU memory is relatively small; it is hard to hold
the whole tensor A. A natural way to factorize the tensor in parallel based on GPU is
to partition A into blocks and perform the n-mode product block by block. We will
introduce two strategies to solve this problem for sparse tensor and dense tensor.

For sparse tensor, we use Compressed Row Storage (CRS)1 model to represent the
unfold matrix of tensor, this model can save a lot of storage space, and we can easily
access the column data of the matrix. So, we block the tensor by rows, every row of a
tensor is a block. For example, in Figure 3, tenor 2-mode product with matrix, A ×2

U(2)T , A is 6 × 5 × 2, U(2)T is 5 × 3, we divided tensor A to 6 parts, the is divided
to 3 parts U(2)T . If we use 3 threads to do this job, the first 3 parts of tensor A and
the matrix U(2)T to do mode product and then the remaining 3 parts of tensor A , for
example, T1-B1, T2-B2 and T3-B3.

 

B1  B2  B3 B1  B2  B3

×2 =

A U(2) A
(2)

T1
T2
T3
T1
T2
T3

Fig. 3. Blockwise 2-mode product for sparse tensor

1 http://netlib.org/linalg/htmltemplates/node91.html

http://netlib.org/linalg/html templates/node91.html
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For dense tensor, given a tensorA ∈ �I1×I2×...×IN , following [17], we require each
block remains as an N th-order sub-tensor after partitioning. Assuming each dimension
In is evenly partitioned into Sn segments (zeros are filled for the case that In is not
dividable by Sn), each segment has a size of �In/Sn�. Then each block itself is a
tensor, denoted as: A[s1,s2,...,sN ] ∈ ��I1/S1�×�I2/S2�×...×�IN/SN�

Correspondingly, the basis matrix U(n) ∈ �Jn×In for 1 � i � N can be partitioned
in the same way. An example of partitioning on tensors and basis matrices is shown
in Figure 4. The first dimension Jn and the second dimension In both should be parti-
tioned into Sn segments. Each block of U(n) is denoted as:U(n)

[tn,sn]
.In order to ensure

that the blocks can still fit the GPU memory and would not increase their size after
n-mode products, �Jn/Tn� should not larger than �In/Sn�.

 

1 =

T

A A
(1)

U
(1)

Fig. 4. Blockwise 1-mode product for dense tensor

For instance, in Figure 4, tensor A is partitioned into 3×3×2 blocks while U(1) is
partitioned into 2×3 blocks. The outcome of the 1-mode product ofA and U(1)T is still
a tensor A(1), but with 2×3×2 blocks.

4.2 The GPU Based Parallel Tensor Factorization

The pseudo-code of tensor ALS approximation is given in algorithm 1 as follows
(GMP () means GPU based mode product):

Algorithm 1 provides a natural parallel approach for blockwise tensor factorization.
However, there is one drawback of Algorithm 1 in the SVD calculation of uf(A′

, n)(line
12). And another bottleneck is that the product of A and a series of dense basis matri-
ces U(n) (1 � n � N ) will be very large and dense although the tensor A is sparse;
therefore, the intermediate products A′

(line 7 and 10) are dense and may be too large
to fit GPU memory even if the final tensor does fit. This problem is called ”intermediate
data explosion”. To compensate for these two drawbacks, we propose two optimization
strategies in the following.

Column Factor Optimization: The purpose of this optimization strategy is reducing
the intermediate data size. According to [12], we can avoid the ”intermediate data ex-
plosion” problem without compromising calculating speed by handling the computation
in a piecemeal fashion. We will introduce how this strategy can be used to optimize the
GPUTENSOR algorithm we proposed as well.

Given basis matrices U(n) ∈ �Jn×In (1 � n � N )and a tensor A ∈ �I1×I2×...×IN

, Equation 1 can be computed one column with less memory at a time:
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Algorithm 1. The GALS Algorithm
Input: A tensor A, and R1, R2, . . . , RN ;
Output: Core tensor C, and basis matrix U(n) (1 � n � N )
1: Initialize U(n)

0 (1 � n � N );

2: C0 = A×1 U(1)T

0 ×2 U(2)T

0 ...×N U(N)T

0 ;
3: Let l=0;
4: For each n ∈ [1, N ] Do
5: A′

= A;
6: For each m ∈ [1, n− 1] and m 	= n Do

7: A′
= GMP (A′

,U(m)T

l+1 ,m);
8: Endfor
9: For each m ∈ [n+ 1, N ] Do

10: A′
= GMP (A′

,U(m)T

l ,m);
11: Endfor
12: (U(n)

l+1, Σ
(n)
l+1,V(n)

l+1) = SVD(uf(A′
, n), Rn);

13: Endfor
14: Cl+1 = A×1 U(1)T

l+1 ×2 U(2)T

l+1 ...×N U(N)T

l+1 ;
15: If ‖Cl+1‖2 − ‖Cl‖2 < ε for a given tolerance ε, QUIT;
16: Otherwise, continue from Line 4 with l increased by 1.

A′
(j1, . . . , jn−1, :, jn+1, . . . , jN )

= A×1 U(1)T

l+1 (:, j1)×2 . . .×(n−1) U(n−1)T

l+1 (:, jn−1)

×(n+1)U
(n+1)T

l (:, jn+1)×(n+2) . . .×N U(N)T

l (:, jN ).

where jn = 1, ..., Jn, U(1)T

l+1 (:, j1) is the j1-th column of U(1)T

l+1 . Here, the largest in-
termediate result is a vector of size In (instead of J1 × J2... × In × ... × JN in the
standard calculation of Equation 1). Equation 1 can be calculated column by column
using this strategy, which not only greatly reduced the intermediate data size, but also
dramatically lowered the transfer cost between main memory and GPU device memory.

SVD Acceleration Optimization: SVD acceleration optimization strategy is aimed to
improve the efficiency. In line 12 of Algorithm 1, we have noticed that unfolding matrix
of A′

required one SVD operation. Because the result of uf(A′
, n) is a wide matrix

A
′
(n) ∈ �In×(R1R2...Rn−1Rn+1...RN ), it will spend quite a long time to compute SVD

for it. A simple strategy to improve the efficiency is to perform the SVD on the small
matrix A

′
(n)A

′T
(n) ∈ �In×In . Next, we will introduce how it works.

Assuming SVD(A
′
n) = UΣV, we have:

SVD(A
′
(n)A

′T
(n)) = UΣ2UT (2)

From Equation 2 we can get left singular matrix U and the core matrix Σ. For the right
singular matrix V, we just need a mathematical transform as following:

V = Σ−1UT UΣV = Σ−1UT A
′
(n)
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Since the size of A
′
(n)A

′T
(n) ∈ �In×In is small in most real cases, the SVD of

A
′
(n)A

′T
(n) can be calculated highly effective. However, as mentioned in [17], the ma-

trix product A
′
(n)A

′T
(n) needs to be computed blockwise before SVD since A

′
(n) is large.

Algorithm 2 is the pseudo-code of GPU Mode Product (GMP).

Algorithm 2. GMP (A,U, n)

Input: Tensor A ∈ �I1×I2×...×IN , matrix U, mode n
Output: Result tensor B
1: Allocate space in GPU memory for matrix U;
2: Transfer data of U into GPU memory;
3: For i = 1 to In ;
4: Allocate space for slice of tensor Sn = Ai1,...,in−1,:,:,in+2,...,iN in GPU ;
5: Transfer data of Sn into GPU memory;
6: Allocate space for result R in GPU memory;
7: If Sn is sparse;
8: Allocate column(U) process blocksevery process block has thd threads;
9: SGMPKernel(Sn, U,R);

10: Otherwise;
11: Allocate �in/thd� × �in+1/thd� process blocksevery process block has thd × thd

threads;
12: DGMPKernel(Sn, U,R);
13: Transfer data of R back to main memory;
14: Free GPU memory for S and R;
15: Endfor;
16: Free GPU memory for U,Sn and R;
17: Construct B using returned matrices ;

5 Experiments

All of our following experiments are using C++ language. The type of GPU is NVidia
GeForce GTX 580, with 1536MB memory, 512 streaming multiprocessor.

5.1 Data Sets

The data we used in our experiments are summarized in Table 2, the details are as
follows:

Table 2. Details of the Data Sets

Data I1 I2 I3 Nonzeros

Sythetic 1k ∼ 8K 1k ∼ 8K 100 3M ∼ 24M
Movielens-1 943 1682 5 100K

Movielens-2 6040 3952 5 1M

Epinions 8K 8K 2 1M
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Algorithm 3. SGMPKernel(S,U, R)

Input: Matrices S and U
Output: The result matrix R
1: Get the block index bid and thread index tid
2: Allocate the shared memory to data[]
3: For i=tid to RowOf(U) step tid
4: data[i]=U [i][bid]
5: waiting for every thread finish
6: For i=0 to RowOf(S) step tid
7: sum ← 0
8: Find elements Si,∗(i, :) in the i-th row of S
9: For each element Si,j in Si,∗

10: Find the element data[j]
11: sum+=data[j] ∗ Si,j

12: R[i][bid]← sum
13: Endfor

Synthetic Data: Random tensor of size . The size of and vary from 1k to 8K, and the
number of nonzeros varies from 3M to 24M.

Movielens Data: this data set is available at GroupLens 2 . It allows users to rate vari-
ous movies they have watched, giving the preference score range from 1 to 5. We call
the small one as Movielens-1 and the large one as Movielens-2. To construct the third
dimension, following [10], we discrete the user age into 5 groups.

Epinions Data: this data set is derived from Epinions 3 by filtering entries whose values
are below a threshold. It allows users to review items (such as cars, books, movies,
software, etc.) and also assign them numeric ratings in the range of 1 to 5. We filter the
data by users who has ratings more than 20. The similar method is used to construct
the third dimension. The Epinions has the trust network for users, we use the the trust
network in recommendation.

5.2 Compare Method

We first present a comprehensive study using the synthetic datasets, which shows high
efficiencies of our algorithms. We then evaluate the effectiveness and efficiencies of our
algorithms on two real data sets, the MovieLens and the Epinions data. The runtime
reported in all experiments includes the I/O time. We compare the performance of the
following three algorithms:

CALS: the ALS algorithm for HOSVD, we implement it using core dual core cpu
without parallel methods.

GALS: the parallel ALS algorithm for HOSVD we proposed using GPU

2 http://www.grouplens.org/node/73
3 http://www.epinions.com

http://www.grouplens.org/node/73
http://www.epinions.com
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Algorithm 4. DGMPKernel(S,U, R)

Input: Matrices S and U
Output: The result matrix R
1: shared A[thd][thd]
2: shared B[thd][thd]
3: tidr ←threadIndex.x;tidc ←threadIndex.y;
4: vidr ←blockIndex.x;tidc ←blockIndex.y;
5: sum ← 0
6: for i =0 to Column(S) step thd
7: A[tidr][tidc] ← S[tidr + bidr][tidc+ i]
8: B[tidr][tidc] ← U [tidr + i][tidc+ bidc]
9: waiting for every thread finish

10: for j=0 to thd
11: A[tidr][j] ∗ B[j][tidc]
12: waiting for every thread finish
13: R[tidr + bidr][tidc+ bidc] ← sum

GALSN: to evaluate the accuracy of tenor based recommendation method, we use
GALS without context information (GALSN). We only consider the user-item matrix,
the GALSN in the same to SVD method.

5.3 Efficiencies Evaluation

This set of experiments is conducted to evaluate the efficiencies of our parallel method.

Experiments on Synthetic Data Sets. In this section, we evaluate the average time
of every iteration step of ALS(line 4-12 in Algorithm 1). Figure 5(a) shows the time
spent by both algorithms on different size of data sets. We varies the size of the first
two dimensions of the synthetic data set from 1k to 8k. We can see from the figure that
GALS achieves substantial saving in time than CALS. For a tensor data, we enjoy a
86% saving in factorization time. The results clearly indicate that our parallel algorithm
for tensor factorization is efficient. The savings in time mainly come from the inherent
parallel ability of GPU.

The core tensor dimension size also affects the efficiency of these algorithms. In
this experiment, we fix the tensor size at 5k×5k×100 and the data density at 0.3%,
R1 = R2 = R3 = k where k varies from 10 to 100. Fig.5(b) shows the run time of
both algorithms with respect to varying the core tensor dimension size k. although both
algorithms have linear scalability, the run time of GALS scales much better than CALS.
Please note that there is one cross point in Fig. 5(b) the reason is that GALS needs time
to transfer the original data from CPU memory to GPU memory. In contrast, CALS
doesn’t have such transfer cost. When the core tensor dimension size k is small, the
transfer time takes the larger part of the total cost compared to the computation time,
so GALS is slower in this case than CALS. When k is large, the transfer cost can be
nearly ignored, GALS outperforms CALS.
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Fig. 5. Performance on Different Hardware Platforms

Experiments on Real Data Sets. This set of experiments is used to evaluated the
performance of our algorithm on three real data sets: Movielens-1, Movielens-2, and
Epinions. Table 3 shows the whole process time of Tensor ALS method, we can see
that the GALS is about 10 times faster than CALS.

Table 3. Efficiency on Different Real Data Sets(Time in seconds)

Algorithm MovieLens-1 MovieLens-2 Epinions
CALS 252.469 701.071 983.680
GALS 23.234 61.497 100.375

5.4 Effectiveness Evaluation

In this experiment, we conduct experiments to validate the effectiveness of our proposed
algorithms on different synthetic data sets. We adopted the widely-used measure, Root
Mean Squared Error (RMSE), to evaluate the accuracies of predicted ratings. Given a
tensorA ∈ �I1×I2×...×IN , the RMSE between the predicted and actual ratings is given
by:

RMSE =

√
1

TS

∑
(Ã(i1, ..., iN )−A(i1, ..., iN))2.

where TS represents the tensor size of tensor A.
To evaluate the performance of tensor based context-aware recommendation, we use

GALSN without context information to compare the performance of GALS. In our
experiments, 80% data is used as the training data and the remaining 20% is used as
the testing set. Table 4 shows the RMSE results of GALSN and GALS on different data
sets. Clearly, one can find that our GALS methods achieve higher accuracy compared
to the no context method GALSN.
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Table 4. RMSE of the Real Data Set

Algorithm MovieLens-1 MovieLens-2 Epinions
GALSN 0.9054 0.9401 0.9029
GALS 0.8713 0.8830 0.8801

6 Conclusion

This paper addresses the issues of parallel computation of tensor factorization for
context-aware recommendation. We have proposed GALS, a parallel tensor factoriza-
tion algorithm, to accelerate the tensor factorization. The experimental results verified
the feasibility and accuracy of the algorithm we proposed, but there are still many places
where need to be improved. For example, the SVD method used in calculation of RANK
must load the entire matrix in the decomposition process. Therefore, due to the limita-
tions of memory size, our approach cannot meet the demand of big data yet. How to
design an asynchronous decomposition method is undoubtedly our future direction. In
addition, the parallel algorithm we implemented is a sub-block-level parallelism gran-
ularity, or row level. In future work, we will consider extending the parallel granularity
into fragmentation level.
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Abstract. Newly emerging location-based online social services, such as
Meetup and Douban, have experienced increased popularity and rapid growth.
The classical Matrix Factorization methods usually only consider the user-item
matrix. Recently, Researchers have extended the matrix adding location context
as a tensor and used the Tensor Factorization methods for this scenario. However,
in real scenario, the users and events are changing over time, the classical Tensor
Factorization methods suffers the limitation that it can only be applied for static
settings. In this paper, we propose a general Incremental Tensor Factorization
model, which models the appearance changes of a tensor by adaptively updating
its previous factorized components rather than recomputing them on the whole
data every time the data changed. Experiments show that the proposed methods
can offer more effective recommendations than baselines, and significantly im-
prove the efficiency of providing location recommendations.

Keywords: Location-Based Social Networks, Location-Based Services, Recom-
mendation Systems, Incremental Tensor Factorization.

1 Introduction

The advances in location-acquisition and wireless communication technologies enable
people to add a location dimension to traditional social networks, a bunch of location-
based social networking services (LBSNs) [16] , where users can easily share ex-
periences in the physical world via mobile devices. e.g., Foursquare1, GeoLife [17],
Meetup2 and DoubanEvent3, have provided convenient online platforms for people to
create, distribute and organize social events[8]. Many of these networks have attracted
a huge number of users and have experienced rapid business growth. For example,
Meetup has 9.5 million active users, creating 280,000 social events every month.

While the information about users’ location and relationships is important to ac-
curately model their behaviors and improve their experience, researchers proposed to
incorporate location information into the recommender systems. Wei Zhang et al. [14]

� Corresponding author.
1 https://foursquare.com/
2 www.meetup.com
3 www.douban.com/events/

X. Luo, J.X. Yu, and Z. Li (Eds.): ADMA 2014, LNAI 8933, pp. 227–238, 2014.
c© Springer International Publishing Switzerland 2014
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combines latent factor model with location features for group recommendation, which
considers location features, social features, and implicit patterns simultaneously in a
unified model. As tensor model offers a natural representation for multiple facets, Nan
Zheng et al. [15] propose a tensor decomposition-based group recommendation model
to combine semantic tags with social relations to suggest groups to users. However, all
these methods suffer from the limitation:

1. The nature of real-world events indicates location information should be considered
in the proposed methods as well. Yet, previous research methods in group and event
recommendation do not exploit location features of users and groups.

2. It only works for static settings. In many real-world scenarios, such as Meetup’s
event recommendation, Foursquare’s group recommendation, and Netflix’s movie
recommendation, data is changing over time. In this case, the existing methods
have to rebuild the model on updated data, that means, all previous factorized com-
ponents have to be recomputed. This is typically an expensive task. Our aim is to
develop an incremental method that can continuously update the model to reflect
its present nature.

In this paper, we adopt the tensor factorization model to the location-based recom-
mendation. we observe that in real-world applications, the content universe changes
rapidly, thus redoing the factorization on updated data is often infeasible. To address
this limitation, we propose an incremental tensor factorization algorithm, an effective
incremental method which models the appearance changes of a tensor by adaptively up-
dating its previous factorized components rather than recomputing them on the whole
dataset every time data changes.

The rest of this paper is organized as follows. Section 2 gives the background infor-
mation of our study. Section 3 introduces the incremental tensor factorization method
for dynamic data sets. A performance analysis of our methods is presented in Section
4. We conclude the study in Section 5.

2 Preliminaries

2.1 Location-Based Recommendation

Recommendations in location based social network has been studied in recent
years[2,10,15]. Figure 1 show the overview of location-based recommendations. Given
a query city, the system recommender the events based on the user’s location history.
Zheng[15] proposed an proposed tensor-based location recommendation. While in real
LBSN, the users and events number are increasing rapidly, so we proposed an incre-
mental tensor based method to apply the location-based recommendation.

2.2 Tensor Factorization

Notations and Assumptions. Here, we briefly recall the necessary preliminaries on
tensors. Table 1 lists the main symbols we use throughout the paper. Without loss of
generality, in this paper, matrices are denoted by bold upper case letters, such as A, B,
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User 
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Event’s Loca�on 

User’s Home 

Map 

Fig. 1. Overview of Location-Based Events Social Networks

Table 1. Symbols

Symbol Definition and Description

A,B Matrices (bold upper case)
A(i, j) An element of A
A(i, :) or A(:, i) i-th row or column of A
A,B Tensors (calligraphic letters)
A(i1,. . .,iN ) An element of tensor A
A(. . ., in−1,:,in+1,. . .) the n-mode vectors of A
N The order of a tensor
uf(A, n) or A(n) The n-mode unfolding matrix

of A
U(n) n-mode basis matrix of A(n)

×n the n-mode product
A[s1,...,sN ] A block of tensor A

and tensors by calligraphic letters, such as A, B. Tensors are higher-order generaliza-
tions of vectors and matrices. High-order tensors are denoted as: A ∈ �I1×I2×...×IN ,
where the order of A is N (N >2) while a vector and a matrix is a tensor of order 1
and 2, respectively.

Each dimension of a tensor is called a mode. For example, A ∈ �I1×I2×...×IN is
a tensor with N modes ( called N th order tensor). An element of A is denoted as
A(i1, ..., in, ..., iN ). The n-mode vectors ofA are defined as the In-dimensional vectors
obtained fromA by varying its index in while keeping all the other indices fixed. In this
paper we denote it asA(. . . , in−1, :, in+1, . . .).

Definition 1 (Matrix Unfolding). Unfolding a tensorA ∈ �I1×...In...IN along the nth

mode is denoted asuf(A, n), which results in a matrix, A(n) ∈ �In×(I1I2...In−1In+1...IN),
where the column vectors of A(n) are the n-mode vectors ofA.

For example, Figure 4 shows a 4-order tensor of shape 2×2×2×3 and its four un-
folding matrices along different modes. The color difference in the figure is used for the
description of later incremental update and can be ignored now.



230 B. Zou et al.

Definition 2 (Mode Product). The n-mode product of a tensorA ∈ �I1×...In...IN and
a matrix U ∈ �Jn×In , denoted as A×n U, is a tensor in �I1×...Jn...IN with entries:

(A×n U)(i1, ..., jn, ..., iN) =
∑
in

A(i1, ..., iN )U(jn, in).

In other words, the n-mode product process is equivalent to first unfold the tensor
A along the nth mode to get A(1), then to do a matrix multiplication of U and A(1),
finally to fold the result matrix back as a tensor. For example, if tensorA is in the shape
of 3×4×5 while U is in the shape of 2×3. The result of A ×1 U is a tensor of shape
2×4×5. More details about the multilinear algebra, please refer to [6].

HOSVD-Decomposition. In literature, a great many tensor factorization models have
been proposed, including Tucker models [12] and PARAFAC models [3] or CANDE-
COMP models [5]. In [6], Tucker3 with orthogonality constraints on the components,
has been named as n-mode SVD (also called HOSVD). In this paper, we follow the
HOSVD formulation in which a N -order tensor A is factorized into N basis matri-
ces U(1) ∈ �I1×R1 , U(2) ∈ �I2×R2 , . . ., U(N) ∈ �IN×RN , and one core tensor
C ∈ �R1×R2×...×RN . In this case:

A ≈ C ×1 U(1) ×2 U(2) . . .×N U(N)

where U(n) ∈ �In×Rn has orthonormal columns for 1 � i � N . It is obtained by
first performing regular SVD on unfolded matrix A(n) and then extracting the first Rn

columns of the left singular matrix of A(n).

=

Fig. 2. An example of 3-mode SVD

Figure 2 shows an example of 3-mode SVD in which a 3-mode tensor is factorized
into 3 basis matrices U(1), U(2), U(3), and one core tensor C. The HOSVD factorization
allows an interaction between a factor with any factor in the other modes. Furthermore,
it allows for full control over the dimensionality by performing truncations on the fac-
tors, which is very important for large real data sets. The aim now is to find a good
approximation Ã forA such that the loss function L(Ã,A) between observed and esti-
mated values is minimized.

Definition 3 (Rank-(R1, R2, ..., RN ) Approximation). Given aN th order tensorA ∈
�I1×I2×...×IN , rank-(R1, R2, ..., RN ) approximation of A is formulated as finding a
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lower-rank tensor Ã ∈ �I1×I2×...×IN , with Rankn(Ã) = Rn � Rankn(A), for all n,
such that the following least-squares cost function is minimized:

Ã = arg min
Ã
‖A− Ã‖2.

When Rn is much smaller than In for all n, the best rank approximation Ã gives a
compact approximation of the original tensorA, resulting in good data compression for
large real data sets.

Given basis matrices U(1), U(2), . . . , U(N), the core tensor C can be readily computed
as C = A×1 U(1)T ×2 U(2)T . . .×N U(N)T . Thus, the optimization problem focuses on
the computation of the basis matrices only. In this paper, we seek efficient computation
of the best rank-(R1, R2, ..., RN ) approximation ofA as well as its incremental update.

3 Incremental Tensor Decomposition Based Events
Recommendation Model

Before we present the proposed online incremental tensor decomposition method, we
first give a brief review of the related background as well as the introduction to the
notations and symbols we use.

3.1 Introduction to SVD-Updating

The SVD-Updating method [9], Given an m×n matrix A,the rank-k approximation of
A is denoted as:

Ak = Uk ×Σk × V T
k (1)

Let D denote the new appended matrix to process, then D is a m × p matrix, D is
appended to the columns of the rank-k approximation of the m × n matrix A, so that
the k-largest singular values and corresponding singular vectors of

B = (Ak|D) (2)

are computed. The process was illustrated in Figure 3. Let B from Equation(1) and
define SVD(B) = UBΣBV

T
V . Then

UTB

(
Vk

Id

)
= (ΣK |UT

KD),

since Ak = UKΣkV
T
K . If F = (Σk|UT

k D),and SVD(F )=UFΣFV
T
F , then it follows

that:
UB = UKUF (3)

VB =

(
Vk

Id

)
VF , (4)

since (UFUK)TB

(
Vk

Id

)
= ΣF = ΣB . Hence UB and VB are m×k and (n+d)×

(k + d) dense matrices, respectively.
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Fig. 3. Mathematical representation of row SVD updating

3.2 Incremental Rank-(R1, R2, . . . , RN) High-Order Tensor Approximation

Based on HOSVD and inspired by [7], we proposed an Incremental Rank-(R1, R2, . . . ,
RN ) Approximation method for N-order tensor(IRHOTA), our method presented below
efficiently identifies the dominant projection subspaces of N-order tensor, and is capable
of incrementally updating these subspaces when new data arrive. Given the SVD of the
mode-k unfolding matrix A(k)(1 ≤ k ≤ N) for a N-order tensor A ∈ �I1×I2×...×IN ,
IRHOTA is able to efficiently compute the SVD of the mode-i unfolding matrix A∗

i (1 ≤
k ≤ N) for A = (A∗|F) ∈ �I1×I2×...×I∗

n...×IN where F ∈ �I1×I2×...×I
′
n...×IN in a

new N-order subtensor and I∗n = In + I
′
n.

In this article, we take the increased dimension of tensor as the last order, we denote
the new tensor as

A = (A∗|F) ∈ �I1×I2×...×I∗
N (5)

and newly added subtensor

F ∈ �I1×I2×...×I
′
N (6)

where I∗N = IN + I
′
N , the mode-i unfolding matrix

A∗
(i) ∈

⎧⎨⎩
�I1×(I2×...×I∗

N ) if i = 1

�I∗
N×(I1×...IN−1) if i = N

�Ii×(Ii+1×...×I∗
N×I1×...Ii−1) otherwise

(7)

To facilitate the description, we take a 4-order tensor as example, Figuer 1 is used
for illustration. In the left half of Figure 1, four identical tensors are unfolded in four
different modes. For each tensor, the white regions represent the original subtensor
while the dark regions denote the newly added subtensor, The four unfolding matrices
corresponding to the new data subtensors, the column spaces of A∗

(1) , A∗
(2) and A∗

(3)

are extended at the same time when the row space of A∗
(4) is extended. Consequently,

IRHOTA needs to track the changes these three unfolding spaces, and needs to identify
the dominant projection subspaces for a compact representation of the tensor. It is note
that A∗

(2) and A∗
(3) can be decomposed as: A∗

(2) = (A(2)|F(2)) · P2 = B2 · P2, A∗
(3) =

(A(3)|F(3)) · P3 = B3 · P3 where B2 = (A(2)|F(2)), B3 = (A(3)|F(3)) and P2, P3 is
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Fig. 4. Illustration of unfolding a (4 - order) tensor

orthonormal matrix obtained by column exchange and transpose operations on identity
matrix G. Let

Gi = (E1|Q1|E2|Q2|...|Ek|Qk), k = I1 × Ii−1

Ei, Qi ∈ �(I1×...Ik−1Ik+1×...I∗
N )×(Ik+1×...IN )

which is generated by partitioning Gi into 2I1 × Ii−1 blocks in the column dimension.
Consequently, the orthonormal matrix Pi is formulated as:

Pi = (E1|E2|...|EI1×Ii−1 |Q1|Q2|...|QI1×Ii−1)
T . (8)

In this way, A∗
(2)’s and A∗

(3)’s SVD is efficiently computed on the basis of P and B’s
SVD. Further more, A∗

(1)’s SVD is efficiently obtained by performing SVD on the ma-
trix (A(1)|F (1)). Similarly, A∗

(3)’s SVD is efficiently obtained by performing SVD on

the matrix

(
A(3)

F(3)

)T

. The specific procedure of IRHOTA is list in Algorithm 1.

4 Experiments

In this section, we first describe the settings of experiments including the data sets,
comparative approaches, and the evaluation method. Then we report the experimental
results on both the recommendation effectiveness and efficiency of our recommendation
model.
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Algorithm 1. The Incremental Rank-(R1, R2, . . . , RN ) High-Order Tensor Approxi-
mation Algorithm (ITF )
Input:

SVD of the mode-k unfolding matrix A(k) ,i.e. U (k)D(k)V (k)T ;

newly added tensor F ∈ �I1×I2×...×I
′
N ;

Rank-(R1, R2, . . . , RN);
Output:

SVD of the mode-k unfolding matrix A∗
(k) ,i.e. Û (k)D̂(k)V̂ (k)T ;

1: A∗
(1) = (A(1)|F(1));

2: [Û (1), D̂(1), V̂ (1)] = SVD-Updating(A∗
(1));

3: FOR each k ∈ [1, N − 1] Do
4: A∗

(k) = (A(k)|F(k)) · Pk = Bk · PK ;

5: [Û (k), D̂(k), Ṽ (k)] = SVD-Updating(Bk);
6: V̂ (k) = P t

k · Ṽ (k);
7: ENDFOR

8: A∗
(N) =

(
A(N)

F(N)

)
;

9: [Ũ (N), D̃(N), Ṽ (N)] = SVD-Updating((A∗
(N))

T );

10: Û (N) = Ṽ (N), D̂(N) = (D̃(N))T , V̂ (N) = Ũ (N).

4.1 Data Sets

The DoubanEvent dataset we use is provided by Hongzhi Yin 4. DoubanEvent is China’s
largest event-based social networking site, users can publish and participate in social
events. This dataset consists 100,000 users, 300,000 events and 3,500,000 positive def-
inite RSVPs. The following information is recorded when collecting the data: 1) user
information, including user-id, user-name and user-home city; 2) event information,
consisting of event-id, eventname, event-latitude, event-longitude, event-summary and
its category.

As discussed before, our incremental tensor factorization model can handle the user-
event-location tensor without redo factorization when the tensor changed. To evaluate
the performance of our incremental tensor factorization model and compare the time
cost of the different algorithms, we separate the training data in 6 parts: we take 50%
training data as base training data, the remaining 50% training data was divided to 5
parts, as incremental training data, every part was 10% of training data. We take 5 steps
to add the incremental training data to base training data.

4.2 Comparative Approaches

We compare our proposed method with the flowing competitor methods:

1. Matrix factorization(MF): It is a fundamental type of latent factor model for
recommendation[13][4]. We consider the user-event matrix and use MF to recom-
mender the event to users.

4 http://net.pku.edu.cn/daim/yinhongzhi/index.html

http://net.pku.edu.cn/daim/yinhongzhi/index.html
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2. Tensor factorization(TF): The classical tensor factorization model we introduced
in 2, used by [15] [11]. The method considers the user’s location as one dimension
of the user-event-location tensor.

3. Incremental Tensor factorization(ITF): The method we proposed which
described in Section 3. The method aims to reduce the computation time when
the user-event-location tensor changed, eg. the number of users increased or new
events were organized.

4.3 Evaluation Measures

We evaluate both the effectiveness of the suggested recommendations and the efficiency
for generating online recommendations with the baseline solutions.

Recommendation Effectiveness. To make the effectiveness evaluation, we select the
location history generated in a querying city as a test set and use the rest of the user’s
location history as a training set for us to learn the user’s preference. We regard the
venues that a user has visited in the querying city as the ground truths and match the
recommended events against these venues. Based on the given city and user’s location
history, some events will be recommended by our system. To evaluate the recommender
models, we adopt the testing methodology and the measurement precision and recall
applied in[1].

precision =
number of recovered ground truths

total number of recommendations
(9)

recall =
number of recovered ground truths

total number of ground truths
(10)

Recommendation Efficiency. The Incremental Location Recommendation Model we
proposed is to updating the previous factorized components, while the classical Tensor
Factorization method will redo the factorization when the data changed. We test the
efficiency of our proposed method using compare the time costs of different recom-
mendation.

4.4 Experimental Results

In this subsection, we first report the effectiveness and then compare the efficiency of
different recommendation algorithms.

Effectiveness. Figure 5 and Figure 6 reports the performance of the recommendation
algorithms on DoubanEvent dataset. We show only the performance where k is in the
range [3...30], because a greater value of k is usually ignored for a typical top-k rec-
ommendation task. As shown in Figure 5(a) , our proposed model outperforms the MF
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method, and nearly the same as the classical TF method, because our incremental tensor
factorization model is an incremental way to do the tensor factorization, it can signifi-
cantly speed up the factorization without redo the factorization operation when the tenor
changed.

In Figure 6(a) and Figure 6(b), we report the recall of all recommendation algorithms
where query occur when users are travel in home cites and user’s travel to another cities.
From the figure we can see that the trend of comparison result is similar to that presented
in Figure 5.

From the figures, we observe that the tensor-based method can efficiently aware the
location infirmations, it can give the better recommend events to users.

Efficiency. In the efficiency study of the models, we aims to compare the time con-
sumption of these methods when the tensor changed. For the MF method and TF
method, they will be redo the factorization operations when tensor changed, it take a lot
of time, while the ITF method we proposed can adaptively updating its previous fac-
torized components saves a lot of time. Figure 7 shows that our method is significantly
improve the time consumption, when the tensor and matrix scale up, the superiority is
more significant.
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5 Conclusion

This paper proposed a tensor-based location-aware recommender system, which pro-
vides a user with spatial item recommendations with the querying city based on the
location preferences of users. Based on the observation that the context information
changes dynamically and frequently, we present an incremental method models can
adaptively updating its previous factorized components rather than recomputing them
on the whole data. We evaluated our system using extensive experiments on real data
set. According to the experimental results, our approach significantly outperforms the
MF method and can significantly save computing times.
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Abstract. The increasing availability of animal tracking data brings us
opportunities and challenges to intuitively understand the mechanisms
of animal activities. In this paper, we aim to discover animal movement
patterns from animal trajectory data. In particular, we propose a notion
of continuous activity pattern as the concise representation of underly-
ing similar spatio-temporal movements, and develop an extension and
refinement framework to discover the patterns. We first preprocess the
trajectories into significant semantic locations with time property. Then,
we apply a projection-based approach to generate candidate patterns and
refine them to generate true patterns. A sequence graph structure and
a simple and effective processing strategy is further developed to reduce
the computational overhead. The proposed approaches are extensively
validated on both real GPS datasets and large synthetic datasets.

Keywords: movement patterns, continuous activity patterns.

1 Introduction

The increasing available movement data brings us an opportunity to understand
mobility-related phenomena. Many movement patterns have been revealed from
the trajectory data, like relationship patterns [1,2], moving sequential patterns
[3,4,6] and periodic patterns [5]. Some of these techniques have been applied
to animal trajectory data. Studies on animal activity patterns [7,8] could help
reveal intrinsic links between animal movements and external stimuli such as
change of environmental conditions or spread of disease.

In this paper, we define a notion of continuous activity patterns to represent
similar activity sequences, which is an extension of the spatio-temporal sequen-
tial pattern. Traditional approaches [4,9,3] are not effective enough to discover
these patterns. Firstly, these approaches usually transform raw trajectories into
sequences of dense regions (i.e. the regions given beforehand or frequently visited
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by the moving objects) before pattern mining. The generated patterns are not
precise because false or very large regions could be formed owing to numerous
stochastic locations [10]. The final pattern instances may be far apart. Secondly,
dense regions are constructed from locations in the spatial dimension, ignoring
the time dimension [11]. This also leads to imprecision when we seek spatio-
temporal patterns. Thirdly, existing approaches either have no constraint on the
continuity of the activities in a pattern or require strict continuity [3,4,9]. In the
first case, the generated pattern may be not significant because the activities
in the pattern are not closely linked. In the second case, interesting patterns
involving non-strict continuous activities may be overlooked.

We propose an extension and refinement framework to discover continuous ac-
tivity patterns from trajectory data. First, individual potential behaviors with
temporal and spatial attributes are extracted from raw trajectories. Then, a
refinement procedure is dynamically intertwined with an extension procedure
to derive all precise patterns, i.e. similar activity sequences. A certain degree of
continuity of the activities is guaranteed while some small individual divergences
are tolerated. The main contributions presented in this paper are: 1) An intro-
duction of the notion of continuous activity patterns, including a framework to
discover these patterns; 2) development of a sequence graph structure and use
of a simple and efficient strategy to improve the performance of the framework;
3) validation of our proposed approaches using a real GPS dataset and large
synthetic datasets.

The rest of the paper is organized as follows. Section 2 discusses related work.
Section 3 formally defines our problem and Section 4 presents the extension and
refinement framework. Section 5 shows our experimental study and Section 6
summarizes this paper.

2 Related Work

As an extension of frequent sequential pattern mining, the spatio-temporal se-
quential pattern mining has attracted much attention in recent years. For moving
to the continuous spatio-temporal context, a basic challenge is that the spatial
coordinates do not repeat themselves exactly [4]. A popular approach is to trans-
form the data into sequences of regions by discretizing the geographical space
and to consider the movement in terms of regions that moving objects traverse
[11]. The regions of interest either are given beforehand or are identified au-
tomatically as the frequently visited regions. Morzy [12] divides the space into
cells and then mines frequent cell sequences based on the well-known Apriori and
PrefixSpan algorithms [13]. Cao et al. [4] first decompose the raw trajectory into
line segments, and combine frequent similar line segments into popular regions.
They then mine frequent region sequences using a substring tree structure.

Some studies further capture the temporal information, and propose novel
patterns. Giannotti et al. [3] introduce the temporally annotated sequential pat-
tern, namely T-Pattern, in which the movement between two regions is annotated
with a typical transition time. Instead of the static spatial decomposition, dense
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regions are incrementally identified locally on the trajectory projections. Hence,
the latter part of the pattern becomes more precise. Tseng et al. discover the
temporal movement patterns in sensor networks [14]. The transition times in
the movements complying with a pattern must be equal. Lee et al. [9] partition
the space into cells and propose a graph-based algorithm to mine movement
patterns. Li et al. [15] aim to discover similar movements with similar transition
times from users’ trajectories, and uses them to calculate the user similarity.

The approaches outlined above need improvement as imprecise regions may
be formed due to the presence of many irregular locations in the trajectories
which do not actually comply with the mobility pattern. In addition, these ap-
proaches either have no adjacency constraint regarding the spatial and temporal
gaps between consecutive pattern elements [3,12,15] or enforce an immediate
adjacency constraint [4,9], and therefore lose the flexibility to discover real-life
similar movements with a certain degree of divergence.

3 Problem Definition

In this section, we formulate the problem of continuous activity pattern mining.
The main notations used in this paper are listed in Table 1.

Table 1. List of Notations

Notation Explanation NotationExplanation

traj, traji trajectories C,Ci activity clusters

dist(p, q) the spatial distance between
p and q

P, Pi continuous activity patterns

sp, spi activity spots spl,i i-th activity spot in Cl

g, d gap and distance thresholds
of the activity spot

EPS spatio-temporal distance
threshold

center(sp) center of sp min supminimum support

sp.s, sp.e, sp.d starting, ending and dura-
tion times of sp

ext max extendible time of the
continuous activity pattern

traj(sp) trajectory that sp belongs to proj(P ) projection of the spot se-
quence set with regard to P

Definition 1 (Trajectory). A trajectory traj = 〈p1, p2, . . . , pn〉 is a series of
points generated by a moving object, where pi(1 ≤ i ≤ n) contains latitude lat,
longitude lon and timestamp t, and pi.t < pi+1.t(0 < i < n).
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Where the activities occur and how long the activities last are important clues
to understand underlying activities. For example, according to [8], for migratory
birds, a stay of a month in the summer indicates a possible breeding activity,
and a stay of more than two months may mean moult, while a short stay means
that the bird stops over there. We propose the concept of the activity spot to
abstract potential activities from raw trajectories.

Definition 2 (Activity Spot). Given a trajectory traj = 〈p1, p2, . . . , pn〉, a
distance threshold d ,a gap threshold g. An activity spot sp represents a maximal
(possibly nonconsecutive) subsequence traj = 〈pk1 , pk2 , . . . , pkm〉 of traj, where
0 < ki − ki−1 ≤ g (∀1 < i ≤ m) and dist(pki , center(sp)) < d (∀1 ≤ i ≤ m).

The activity spot means that the object remains in a spatial range. The points
in an activity spot could be relaxed continuous in the raw trajectory because of
inherent noise in trajectories. We use the distance to the center because animals
often have a pendulum-like movement relative to central locations such as a nest.
For simplicity, we use the word “spot” to refer to “activity spot”.

Meaningful underlying activities are believed to be shared by multiple objects.
These can be identified by clustering spots according to spatio-temporal simi-
larities. We extend the notion of density-based clustering in [16] to the spatio-
temporal context ( the generated clusters are called activity clusters). Due to
space limitations, we only give the concepts of the spatio-temporal neighborhood
and the core, which are different from those in [16].

Definition 3 (Spatio-temporal Neighborhood). Given a set of spots S =
{sp1, sp2, . . . , spn}, and a variable EPS in which EPS.d and EPS.t denote the
distance thresholds in space and time separately. The spatio-temporal neighbor-
hood of a spot sp with regard to EPS in S is the set NERS

EPS(sp) = {spi ∈
S | |sp.d− spi.d| ≤ EPS.t, dist(sp, spi) ≤ EPS.d}.

Definition 4 (Core Spot). Given N trajectories, a set of spots S, the spatio-
temporal distance threshold EPS, a minimum support min sup, a spot sp is a
core spot if |{traj(spi) | spi ∈ NERS

EPS(sp)}| ≥ N ∗min sup.

An activity cluster stands for an imprecise form of a common underlying
activity. Along the pattern mining process, an activity cluster would evolve into
one or several true underlying activities after eliminating the interference of
some occasional spots. In the following we define the relaxed continuity among
the spots, and then give the definition of the continuous activity pattern.

Definition 5 (Successor and Continuous Activity Sequence). Let ext be
the extendible time threshold, SP = 〈sp1, sp2, . . . , spn〉 be the spot sequence of
an object, spi, spj ∈ SP and spi 	= spj. If 0 ≤ spi.s− spj .e ≤ ext, then spi is a
successor of spj. Let SP

′ = 〈spk1 , spk2 , . . . , spkm〉 be a (possibly nonconsecutive)
subsequence of SP . SP ′ is called a continuous activity sequence if spkl+1

is a
successor of spkl

for 0 < l < m.
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Definition 6 (Continuous Activity Pattern (CAP) and Pattern In-
stance). Given N objects, EPS, min sup and ext, a sequence P = 〈C1, C2, . . . ,
CL〉 is a Continuous Activity Pattern (CAP) of length L iff: 1) Similarity:
∀1 ≤ l ≤ L, the spots in Cl constitute an activity cluster; 2) Continuity:
∀spi ∈ Cl(1 ≤ l ≤ L), there exists a continuous activity sequence inst =
〈spk1 , spk2 , . . . , spkL〉 (spkj ∈ Cj , 1 ≤ j ≤ L) such that spi = spki ; 3) Max-
imality: for any continuous activity sequence inst = 〈spk1 , spk2 , . . . , spkL〉, if
∀1 ≤ l ≤ L, Cl ∪ spkl

is an activity cluster, then spkl
∈ Cl. We say that each

continuous activity sequence inst = 〈spk1 , spk2 , . . . , spkL〉 from P is a pattern
instance of P if spkl

∈ Cl for ∀1 ≤ l ≤ L.

4 Continuous Activity Pattern Discovery

4.1 The Extension and Refinement Framework

We propose the Extension and Refinement Framework (ERF) for discovering
CAPs from spot sequences. First, we extract the spots from raw trajectories.
Each trajectory is scanned once and is transformed into a spot sequence. The
process of spot extraction is straightforward and therefore omitted due to space
limitations. Then, ERF follows the pattern-growth strategy in the well-known
PrefixSpan algorithm [13], as shown in Algorithm 1. It mainly consists of two
intertwined procedures: extension and refinement. For a CAP P , we try to extend
it based on its projection and generate a set of candidate CAPs (Line 6). To
ensure similarity constraint in Definition 6, each candidate is tested, updated
and divided into several patterns in the refinement procedure (Line 9).

In the extension procedure (Algorithm 2), we first collect the subsequent spots
which are in ext time distance of the last elements of current instances (Line 1),
and then cluster these spots (Line 2). For each cluster, we append its elements to
the corresponding pattern instances of P , and get a candidate CAP P ′ (Line 4).
Then, we remove the instances which can not be extended (Line 6) and generate
the projection of P ′ based on proj(P ) (Line 7). After the extension, P ′ needs to
be verified, because the cluster structure may be different from that in P after
pruning. Here, to avoid the unnecessary verification for any unchanged cluster
Cl(1 ≤ l ≤ L + 1), we record the previous size of Cl in an array P ′.sizes (Line
5). If the current size of Cl after pruning remains unchanged, the test on Cl in
the refinement can be skipped.

In Example 1, we illuminate the projecting process of one sequence in D
(Please refer to [13,3] for more information). For readability, we use the same
symbol (e.g. a) instead of absolute spatio-temporal representation (i.e. the co-
ordinates and time) to represent those spots, which currently are considered
similar (in the same cluster currently).

Example 1. Given a spot sequence SP = 〈(a, 1, 3), (b, 4, 5), (a, 6, 7), (c, 8, 9),
(d, 10, 12) 〉 in which the three units stand for a spot with its starting time and
ending time. For the pattern P = 〈a〉, the projection of SP on P is {〈(b, 4, 5),
(a, 6, 7), (c, 8, 9), (d, 10, 12)〉,〈(c, 8, 9), (d, 10, 12)〉}. When extending P to P ′ =
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Algorithm 1. The Extension and Refinement Framework(ERF)

Input: A set of spot sequences D = {SP1, SP2, . . . , SPN}, EPS, min sup, ext
Output: A set of CAPs R

1 P = 〈〉, proj(P ) = D ; // initialize a CAP and its projection database

2 EnQueue(Q, 〈P, proj(P )〉) ; // add the CAP and projection pair into Q
3 while Q 	= ∅ do
4 T = Q.DeQueue() ; // T = 〈P, proj(P )〉
5 R.add(T.P );
6 S′ = Extension(T,EPS,min sup, ext,N);
7 for 〈P ′, proj(P ′)〉 ∈ S′ do
8 SUB = {i | 1 ≤ i ≤ L} ; // the subscripts of the clusters which

need to be refined in P ′

9 S = Refinement(〈P ′, proj(P ′)〉, EPS,min sup, ext,N, SUB);
10 Q.EnQueueAll(S) ; // add all pairs into Q

11 return R;

Algorithm 2. Extension

Input: A CAP and projection pair T = 〈P, proj(P )〉, EPS, min sup, ext, N
Output: A set of candidate CAP and projection pairs S′

1 SPext = CollectSuccessors(T, ext) ;
2 CS = ClusterSP (SPext, EPS,min sup,N) ;
3 for C ∈ CS do
4 P ′ = ExtendInstances(P,C) ;
5 P ′.sizes = Append(P.sizes, |C|);
6 PruneInvalidInstances(P ′);
7 proj(P ′) = ReProject(P ′, proj(P )) ; // set proj(P ′) from proj(P )
8 S′.Add(〈P ′, proj(P ′)〉);
9 return S′;

〈a, b〉, the projection on P ′ becomes {〈(a, 6, 7), (c, 8, 9),(d, 10, 12)〉}, which is
generated from the projection on P incrementally.

In the refinement procedure (Algorithm 3), we check whether all spots in the
l-th (l ∈ SUB) cluster still constitute a cluster (Lines 4∼5); If they do (Line 6),
we continue to check the next until SUB becomes empty and returns the CAP
(Line 17). Otherwise, we update P ′ with regard to the generated cluster set CS,
split P ′ into new candidates (Line 8), and refine each candidate (Lines 9∼15).

4.2 The Extension and Refinement Framework with the Sequence
Graph Structure

In the naive ERF, a pattern instance is stored in a spot list. Owing to the use
of the relaxed continuity, more than one new sequence could be generated from
a current instance of length L in the extension.



Mine Continuous Activity Patterns from Trajectories 245

Algorithm 3. Refinement

Input: T ′ = 〈P ′, proj(P ′)〉, EPS, min sup, ext, N , SUB
Output: A set of CAP and projection pairs S

1 while SUB 	= ∅ do
2 l = SUB.next() ; // get a subscript and remove it from SUB
3 if P ′.sizes[l] = |Cl| then continue ; // Cl has not been changed

4 CS = ClusterSP (Cl, EPS,min sup,N);
5 if Compare(CS,Cl) = true then
6 P ′.sizes[l] = |Cl|;
7 else
8 S′ = Split(T ′, CS) ; // split P ′ in T ′ into |CS| new candidates

9 for j = 1 to |CS| do
10 T ′′ = S′[j] ; // T ′′ = 〈P ′′, proj(P ′′)〉
11 CopyTo(P ′.sizes, P ′′.sizes) ; // copy P ′.sizes to P ′′.sizes
12 P ′′.size[l] = |CS[j]| ; // the new size of l-th cluster in P ′′

13 SUB′′ = {k|1 ≤ k ≤ L, k 	= l} ;
14 S′′ = Refinement(T ′′, EPS,min sup, ext,N, SUB′′);
15 S.addAll(S′′);

16 return S;

17 return {T ′};

Example 2. Given a spot sequence 〈(a, 1, 3), (b, 4, 5), (a, 6, 7), (b, 8, 8), (b, 9, 10),
(d, 11, 11), (b, 12, 13), (d, 14, 15), (f, 16, 17), (g, 18, 19), (f, 20, 23), (h, 24, 27)〉with
the same notation as in Example 1. Assume that ext is 6 and EPS.t is 3, and
the current considered pattern is 〈a, b, d, f〉.

Considering Example 2, we can get 15 instances of length 4. This costs 60
memory units. Actually, these instances have some shared fragments. In order
to reuse such fragments, we develop a graph structure (called sequence graph)
to record all instances of a (possibly candidate) pattern. The sequence graph
is a directed graph whose vertices are the spots and whose edges are successor
pointers from the spots to their immediate successor spots in the instances. In
a sequence graph, the spots in each level l (i.e. in Cl) are stored in the same
array, and the pointer to the successor spots in level l + 1 to represent the
sequential relationship of the activities. Fig. 1(a) shows a part of the sequence
graph corresponding to the sequence in Example 2.

We call the revised ERF using the sequence Graph structure ERF G. The
main revision lies in the pruning step in the extension and in the splitting step in
the refinement. When extending P of length L, in the pruning step we consider
the spots in CL instead of the whole instances. For spL,i, we first check whether
it has no successors. If that is true, we do not directly remove all spots which
belong to the same instances with spL,i. Instead, we first remove spL,i. Then,
we examine spL−1,j in Level L − 1. If the set of successors of spL−1,j becomes
empty, spL−1,j should also be removed and the operation will influence its an-
cestors iteratively. Otherwise, spL−1,j survives and the examination process will
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(a) (b) (c)

Fig. 1. Illustration of the sequence graph. (a) The corresponding part of the graph on
the sequence in Example 2; (b)The change when (f, 20, 23) can not be extended; (c)
The change when (f, 16, 17) can not be extended.

be terminated. Consider Example 2. As shown in Fig. 1, if the spot (f, 20, 23)
could not be extended, it will be removed. Other elements remain unchanged. If
(f, 16, 17) could not be extended, Levels 2∼4 will change. In the splitting step of
the refinement, we also need to prune invalid instances for each new candidate
CAP. The pruning is similar to that in the extension except that the process
should be conducted both forward and backwards.

Within each level we note the changes in the sequence graph (i.e. the number
of removed spots). We can accelerate the refinement by using a simple strategy,
i.e. these levels are processed in descending order of the degree of change. Larger
change of a level may lead to a greater shrinkage of the cluster, and therefore
the candidate pattern can be updated more quickly. We call the ERF using the
sequence Graph and the Sorted processing strategy ERF GS.

5 Experiments

We systematically evaluate the effectiveness and efficiency of our approaches
based on a real GPS telemetry dataset and synthetic datasets. All the algorithms
are implemented in Java and executed on a machine with Intel(R) Core 2 Quad
CPU Q8400@ 2.66 GHz and 4 GB memory.

5.1 Experimental Data

The real dataset is collected from 157 wild birds. The tracking was carried out
in four countries (China, India, Mongolia and Bangladesh) from 2007 to 2011.
The dataset is preprocessed by retaining at most one sample daily. The average
length of generated trajectories is 211 days. These data are accessible on the
USGS website.
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We design a trajectory generator based on the real dataset which is controlled
by these parameters: N , α, γ, ζ, ε, σ, β, λ and TL. To generate a trajectory,
we randomly select a real spot as the initial reference and use the corresponding
sequence as the reference sequence. We perturb the spot with the spatial variance
ζ and the temporal variance ε separately. We then randomly generate raw points
relative to the perturbed spot with variance σ. Then, the object moves to the
next spot along the reference sequence. On the way, we generate in-between
points in random directions under the control of λ. λ denotes the maximum
deviation between the actual direction and the excepted direction. An object
can change its reference sequence with possibility β. In the change, we randomly
select a nearby spot within distance γ. We randomly generate α ∗N trajectories
as noise. The average length of the trajectories is TL. The default parameters of
the generator are: TL = 600, N = 1000, α = 0.2, γ = 100 km, ζ = 50 km, ε = 5
days, σ = 10 km, β = 0.1, λ = 45◦.

5.2 Effectiveness

We evaluate the effectiveness using the real GPS telemetry dataset of wild bird
movements. Here, we only present the results of ERF because the effects of ERF,
ERF S and ERF GS are consistent. We compare ERF with the following two
baselines.

Baseline 1.We revise the T-Pattern mining algorithm [3] by incorporating the
continuity constraint. The regions are incrementally identified using the projec-
tions of the patterns found currently. We use the duration time that the object
stays in the region instead of the transition time in original T-Pattern algorithm.
We call this Continuous T-Pattern Mining algorithm (CTPM ).

Baseline 2.We implement an algorithm by revising CTPM to incorporate the
Spot extraction process (called CTPM SP). The patterns are mined based on the
spot sequences. The regions are incrementally identified based on the sequence
projections.

The parameter settings depend on specific tracking scenes. According to the
ecological study on wild birds [8], we set d as 30 km, g as 3, min sup as 0.02, ext
as 20 days, EPS.d as 80 km and EPS.t as 15 days. We use the same settings of
min sup and ext in CTPM and CTPM SP, and set their time tolerance threshold
τ = EPS.t = 15 days and the cell width ω = EPS.d = 80 km (Please refer to
[3] for more information).

Fig. 2(a) shows the three longest patterns and a large region generated by
CTPM. The three patterns are P2 = 〈1, 2, 3〉, P3 = 〈1, 4, 5〉 and P1 = 〈1, 6, 7〉
where the numbers represent the region IDs. Using CTPM, only 31 short patterns
are discovered, and the maximum length is 3. One important reason for this
is that movements in a large region (eg. Region 0)are considered as a whole.
Another reason is the use of the casual grid-based space-partitioning scheme.
One may argue that if we use a smaller ω or a higher min sup, some new
patterns can be generated. However, it is obvious that the current interesting
patterns involving Region 1 will disappear.
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(a) CTPM (b) CTPM-SP

Fig. 2. Some patterns discovered by CTPM and CTPM SP. Each rectangle is a dis-
covered dense region, and the number above its upper left corner is the region ID. Each
directed path represents a movement pattern along the corresponding regions.

Fig. 2(b) shows 4 of 74 patterns found by CTPM SP. Compared with CTPM,
CTPM SP can find longer and more detailed patterns. The reason is potential ac-
tivities are represented by the spots and subsequent mining is based on sequence
projections. From Fig. 2, we can see that the patterns discovered by both CTPM
and CTPM SP are not precise, especially for the earlier parts (e.g. Region 0 in
the pattern P6 = 〈0, 7, 8, 9, 10〉). This will lead to ambiguous understanding of
animal behavior patterns.

We present 5 of 224 CAPs discovered by ERF in Fig. 3 as examples. Compared
with the patterns discovered by CTPM and CTPM SP, these patterns are more
accurate and easier to interpret. For example, the longest CAP is P7 = 〈0 (51 ∼
60), 1 (1 ∼ 3), 2 (2 ∼ 23), 3 (1 ∼ 13), 4 (7 ∼ 20), 5 (1 ∼ 17), 6 (1 ∼ 8), 7 (1 ∼ 9)〉 in
Fig. 3(a). Here, the intervals given in brackets are the activity duration times.
P7 means that the birds breed in Region 0, and then stopover in Regions 1∼7
(from Mongolia to China) successively. P8 in Fig. 3(a) suggests a successive
stopover sequence from Huangheyuan Wetland, China to Ganges, India. P10 =
〈13 (13 ∼ 42), 14 (1 ∼ 4), 15 (6 ∼ 19), 15 (126 ∼ 138), 17 (1 ∼ 17), 18 (1 ∼ 20)〉
in Fig. 3(b) denotes that birds stay in Zhaling Lake, pass Zhamucuo Wetland
and Selincuo Nature Reserve, winter in Lhasa Valley (Region 16) for more than
126 days, and then migrate back to Namucuo Lake (Region 17) and Zhamu-
cuo Wetland (Region 18). In Fig. 3(b) the CAPs P9 = 〈19 (1 ∼ 13), 20 (8 ∼
20), 21 (1 ∼ 9), 22 (1 ∼ 13), 23 (1 ∼ 9)〉 and P11 = 〈24 (145 ∼ 170), 25 (1 ∼
6), 26 (2 ∼ 4), 27 (25 ∼ 46), 28 (6 ∼ 12)〉 are generated from the same candidate
CAP through the refinement procedure. However, they represent two signifi-
cantly different behaviors. The former is a stopover sequence, while the latter
reflects the birds’ breeding and moulting period in Qinghai Lake,China, followed
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(a) Two CAPs across many countries (b) Three CAPs across Qinghai-Tibet
Plateau

Fig. 3. Some examples of Continuous Activity Patterns (CAP) discovered by ERF.
Each polygon with a number is an activity cluster with its ID. Each directed path
connecting the clusters (denoted as the polygons) is a CAP.

by a southward migration. This illustrates that the refinement procedure is im-
portant to identifying animal behavior. It is worth noting that the birds involved
each CAP in Fig. 3 are from a distinct GPS tracking project. This reveals the
superior discriminating power of CAP on different migratory behaviors.

We also try to set ext as 1 which means that successive activities in the
pattern must be strictly continuous in the original trajectories. In this case only
a few short patterns emerge, and many interesting patterns such as those in
Fig. 3 disappear. Hence,can tolerate some noise and minor divergences using the
relaxed continuity.

5.3 Efficiency

We study the efficiency of ERF, ERF G and ERF GS on synthetic datasets with
regard to different parameter settings. Here, we only present some results for N ,
min sup and ext. The default setting used here are: d = 30 km, g = 3, min sup,
ext = 12 days, EPS.d = 80 km and EPS.t = 12 days.

In Fig. 4, we report on performance of ERF, ERF G and ERF GS with regard
to N . We present the consuming times of the extension and the refinement sep-
arately. As seen in Fig. 4(a), the runtime cost is sensitive to N , since the main
cost lies in clustering steps and the time complexity of the clustering algorithm
[16] is O(n2) for n spots without a spatial index. The cost of refinement dom-
inates for all approaches. This is because the refinement needs to be executed
multiple times after the extension. We also see that the extension runtime costs
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(a) Runtime (b) Memory requirement

Fig. 4. Algorithm performance related to the number of trajectories N

of ERF, ERF G and ERF GS are similar because their extension processes have
similar numbers of clustering and based on the same reason the total costs of
ERF and ERF G are similar. It is easy to see that ERF GS outperforms ERF
and ERF G by about 30%. For brevity, we only show total runtime costs of
ERF and ERF GS for runtime evaluation in the following. We show the memory
requirements for ERF and ERF GS due to the memory allocation consistency
of ERF G and ERF GS. As shown in Fig. 4(b), ERF GS outperforms ERF by
about one order of magnitude on the memory requirement. This is because many
fragments of instances of candidate patterns could be shared under the adoption
of the sequence graph structure.

The performances of ERF and ERF GS with regard to min sup and ext is
shown in Figs. 5 and 6. As expected, ERF GS outperforms ERF significantly. As
min sup decreases or ext increases, the runtime of ERF increases more quickly
than that of ERF GS. Interestingly, the change of runtime is smoother when
varying ext, and there is a concave effect around ext = 12 days. This is because
that when ext has reached some value, it is sufficient to tolerate small divergences
in similar movements. With the further increase of ext, the runtime of ERF GS
decreases slightly. The reason is that more spots can be extended and thus
the clusters in newly generated candidate patterns are more easily formed, and
therefore the refinement is terminated more quickly.

Fig. 5 shows that the performance of ERF regarding memory requirements
significantly deteriorates with the decrease of min sup. The change is almost
quadratic. This is because too many spots could be retained during the mining,
and resulting in a large number of candidate instances. However, the memory
requirement of ERF GS is low, and its change is slight. This indicates that a large
number of shared fragments exist in the candidate instances, and the sequence
graph structure can reuse them to save a large amount of memory.
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(a) Runtime (b) Memory requirement

Fig. 5. Algorithm performance in relation to the minimum support min sup

(a) Runtime (b) Memory requirement

Fig. 6. Algorithm performance in relation to the extendible time threshold ext.

6 Conclusion

In this paper, we investigate the problem of discovering continuous activity pat-
terns from animal trajectories. Unique from earlier proposed movement pat-
terns, the continuous activity pattern is able to model more accurate and more
significant collective activity sequences. We propose an extension and refine-
ment framework to discover the patterns, and further propose a sequence graph
structure and a processing strategy to improve the performance. Our approach
benefits biologists in understanding collective animal activities in an ecologically
insightful way. This work also provides a potential approach towards studying
the relationships among animals from their trajectories collected during different
periods.
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Abstract. Privacy protection in publication of transactional data is an
important problem. However,the bulk of existing methods focus on a
universal approach that exerts the same amount of preservation for all
users and all sensitive values, without considering different requirements
of users and different sensitivity of concrete attribute values. Motivated
by this, we introduce a framework which provides personalized privacy
protection based on the form of bipartite graphs via partition and gen-
eralization. Our approach can preserve privacy of sensitive associations
between entities and retain the largest amount of nonsensitive associa-
tions to provide better data utility. Experiments have been performed
on real-life data sets to measure the accuracy of answering aggregate
queries. Experimental results show that our approach offer strong trade-
offs between privacy and utility.

Keywords: Personalized, Privacy-preserving, Bipartite Graph.

1 Introduction

Transactional data are increasingly used in applications, such as business de-
cision, personalized recommendation or research purposes, since such data has
immense economic and social value for revealing relationships, dependencies,
and performing predictions of outcomes and behaviors[1–3].Such data can be
naturally modeled as a bipartite graph where nodes represent entities and edges
indicate the associations between them. Private data often comes in the form
of associations between entities. Purchase records are typical examples of trans-
actional data. Let’s take purchase records for example. Maybe the set of prod-
ucts being sold in a store and their attributes is public knowledge. However, a
sensitive product such as AdultToy bought by a particular individual is con-
sidered sensitive, since it is indicative of his/her secret preference. So these as-
sociations should not be revealed in anonymized data. Many proposals have
been proposed to protect the privacy of published transactional data including
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item editing methods[4, 5],generalizing-based partitioning [6–9]and bucketing
approaches[10, 11].However, all the previous works have overlooked a very im-
portant fact, that is, different individuals may have different privacy preference
and there is a big difference in sensitivity to different values of sensitive attribute.
For example, some users are shy of publishing their purchase records, and others
do not worry about it. Different products may also have the same problem. For
instance, we all know that AdultToy is more sensitive than Printer. That is,
different sensitive values require different levels of privacy protection. Therefore,
providing an identical privacy protection to all users and all sensitive values may
not be fair, even may cause excessive information loss which would make data
useless.

Contributions. To overcome the problems mentioned above, we present a new
framework which provides personalized privacy preserving services based on the
form of bipartite graphs via partition and generalization. We define the associ-
ations in different forms such as sensitive and nonsensitive for the first time. In
this paper, we only define two forms of sensitivity, sensitive and nonsensitive. We
also can enlarge to more forms if need be. Whether an association is sensitive or
not depends on the relevant customer and product. The association is sensitive
while its relevant customer or product is sensitive. Otherwise, the association
is nonsensitive. The sensitive associations should be protected before published
and the nonsensitive associations can publish directly.

Combined with the properties of transactional data, we devise a partition
approach based on bipartite graphs which can handle high dimensional data
well. In our approach, the pair of vertexes associated with sensitive associations
should be partitioned into different subareas for protecting privacy. And the pair
of vertexes associated with nonsensitive associations should coexist on the same
subarea as more as possible, since nonsensitive associations can publish directly.
Meanwhile, we introduce a sensitive ratio μ for trying to keep a balance between
customers and products in a subarea since the size of subareas is adaptive. More-
over, we guarantee the privacy of sensitive associations to certain individuals via
generalization. The associations between subareas should be generalized into
together represented as weighted edges in partitioned bipartite graphs.

We devise an effective algorithm for generating safe subareas which satisfy k -
anonymous and l -diversity based on personalized requirements of customers and
different sensitivity of sensitive values. We evaluate experimentally our approach
with real datasets, and experimental results show that the approach preserves
data utility for aggregate analysis to a degree not achieved by previous methods.

Organization. The rest of the paper is organized as follows: Section 2 sur-
veys related work on anonymization. Section 3 introduces some notions of graph
model, privacy model and utility metrics. Section 4 describes our approach and
algorithm description in detail. Section 5 demonstrates our approach by exper-
imental study comparing with prior works. Section 6 concludes the paper with
directions for future work.
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2 Related Work

The problem of how to anonymize and publish data for others to analyze and
study has attracted lots of studies recently, such as k -anonymization[12, 13] , l -
diversity[14], t -closeness[15] and anatomy[16]. However, these models are initially
designed for relational database having predetermined and fixed quasi-identifier
and sensitive attributes, which cannot be well used for transactional data pub-
lishing because transactional data have variable length and high dimensionality[6].

So approaches to anonymizing transactional data have been proposed recently.
Most of them employ generalization[6–8, 17, 18]or suppression[5] or generaliza-
tion and suppression[9, 19] , a few of them adopt permutation[10, 11].

Terrovitis et al.[6, 7]proposed a new model called km-anonymity based on
k -anonymity model for relational data. The basic idea in km-anonymity is that
for any transaction in the data set and any subset of m items in that item-
set, there are at least k -1 other transactions with the same m items. He et
al.[8]proposed a k -anonymity based principle by adopting a top-down, local
generalization approach for preserving better data utility. Loukides et al.[17]
suggested a constraint-based k -anonymity model to prevent identity disclosure
through specific itemsets. Recently, Loukides et al.[18] proposed a rule-based
privacy model to prevent both identity and sensitive information disclosure by
allowing data publishers to express fine-grained protection requirements. Xu et
al.[5] modeled the power of attackers by the maximum size of public itemsets
that may be acquired as prior knowledge, and proposed a novel privacy notion
called (h,k,p)-coherence for transactional databases. J. Liu et al.[9] and Cao
et al.[19] integrated generalization with suppression to anonymize set-valued
data. With[19], both sensitive and nonsensitive items may be used to associate
an individual with a sensitive item. Ghinita et al.[10] proposed privacy degree,
an adoption of l -diversity[14], and integrated the band matrix technique with
bucketization[10, 11] for anonymization.

The relevant works to this paper is the research of k -anonymous by Cormode
et al.[20] and Zhou et al.[21]. And Cormode et al.[20] proposed a safe (k,l)-
groupings approach for masking the mapping between nodes and entities via
grouping the nodes of the graph, which could preserve the structural information
of the graph perfectly. But the approach can not effectively prevent from back-
ground knowledge attacks. To resist against such attacks, Zhou et al.[21]adopted
a generalized approach via generalizing the graphs to super-nodes and super-
edges for anonymizing bipartite graphs data based on [20] . However, the gener-
alization approach incurred excessive information loss and reduced the utility of
data for aggregate analysis. Besides, the problem of personalized anonymization
is not considered in those works, which is non-trivial for improving data utility.

3 Preliminarties

3.1 Graph Model

Throughout, we focus on problems of anonymizing transactional data and we
use bipartite graphs to model such data as G = (V,W,E, Sv, Sw). Here the
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bipartite graph G consists of n = |V | nodes of one type, m = |W | nodes of other
type, and a set of |E| edges E ⊆ V ×W . Sv and Sw is the sensitivity labels set
of node V, W respectively.Note that here, the graph is relatively sparse: each
customer typically buys only a small fraction of products, and each product is
bought by only a few customers. We show an illustrative example of a bipartite
graph, which consists of a set of customer nodes V (such as c1,c2,c3,. . . ) and a
set of product nodes W (such as p1,p2,p3,. . . in Fig.1(a)). Each node in V and
W has an identity (such as id) and a label of sensitivity (s indicates sensitive;
n indicates nonsensitive) as shown in Fig.1 (a). An edge (v ∈ V,w ∈ W ) in
E indicates that the customer represented by node v has bought the product
represented by node w. The products can be bought by each customer in various
combinations.

(a) Graph of Raw Data (b) Personalized Partition

Fig. 1. Examples of Personalized Partition Approach

A partitioned bipartite graph is shown in Fig. 1(b). A subarea is represented
by a box and each node in the box belongs to the subarea. The additional
information on labels is the degree of each node. Each edge from subarea A to
subarea B indicates that one customer node in subarea A has bought a product
in subarea B. The weight of edges is presented the number of customer nodes in
subarea A who have bought the products in subarea B, and vice versa.

3.2 Privacy Model

Given that G is a bipartite graph over two types of nodes V, W, edges E and
labels Sv, Sw. Our objective is to construct a published version G’, which should
preserve nonsensitive properties of G as many as possible, while masking sen-
sitive associations between the entities. This should hold even under attacks
from an adversary who knows some limited information about the original data.
That is, the anonymized version G’ should not provide any information for the
adversary with partial knowledge of G to infer additional sensitive associations
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between entities. For convenience, we define the relative notions of k -anonymous
for bipartite graphs listed below.

Definition 1. Outdegree. Given a subarea T, V and W are the node set of
customers and products of T respectively. The outdegree of subarea T is the
number of outgoing edges which are from T to others, that is, the customer
nodes in V have bought the product nodes which are not in W.

Definition 2. Indegree. Given a subarea T, V and W are the node set of
customers and product of T respectively. The indegree of subarea T is the
number of incoming edges which are from other subareas to T, that is, the
customer nodes which are not in V have bought the product nodes in W.

Definition 3. K -anonymous subarea. Given a subarea T, the subarea T is
k -anonymous if and only if the outdegree and indegree of T are both more than
k.

Definition 4. K -anonymous graph. Given a bipartite graph G, the graph G
is k -anonymous if and only if all subareas of G are both k -anonymous.

According to above definitions, we know that the size of each subarea is un-
certain, but the outdegree and indegree of the subareas must be larger than k
(k is anonymous parameters) in a k -anonymous graph. For example, there is a
2-anonymous graph (k=2) in Fig.1 (b). The outdegree and indegree of subarea
A are 2 and 3 respectively. So the probability of deducing an association which
is from customer nodes in subarea A to product nodes in subareas B is 1/2
and the probability of deducing an association which is from customer nodes in
subarea B to product nodes in subareas A is 1/3. So the bipartite graph satisfies
2-anonymous.

Definition 5. Sensitive association. An association is sensitive association if
any of its relevant entities is sensitive.

Definition 6. Nonsensitive association. Nonsensitive association which can
publish directly is between nonsensitive entities.

Generally speaking, whether a customer is sensitive or not depends on him-
self. According to customers’needs, the option of anonymous is optional when
e-shopping. If checked, the customer is sensitive. Otherwise, the customer is
nonsensitive. And the levels of sensitive values are specified by data owner or
domain experts before anonymity. For example, private goods such as AdultToy
can be specified as sensitive product and office supplies such as Printer can be
specified as nonsensitive product. According to Definition 5, an association is
sensitive while its corresponding customer nodes or product nodes is sensitive.
In contrast, the associations between nonsensitive customers and nonsensitive
products which can be revealed are considered as nonsensitive associations.

Our objective is to protect sensitive associations and preserve nonsensitive
associations for improving the balance performance between privacy protec-
tion and beneficial uses of data. Information such as c6 bought p5 is consid-
ered to be sensitive since p5 is a sensitive product. All relevant associations
of c4 are sensitive associations because c4 is a sensitive customer. In contrast,
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information such as c1 bought p6 allows to be deduced because c1 and p6 are
both nonsensitive. Thus, the final published data should guarantee that the sen-
sitive associations can not be revealed.

3.3 Utility Metrics

In this paper, utility is judged based on the quality with various queries which
can be answered on the anonymized graph. In [20], the author listed three typical
types of queries with increasing complexity. The queries of type-0 is related with
graph structure only, type-1 is related with attribute predicate on one side only,
and type-2 is related with attribute predicate on both sides. Observe that here,
queries of type-0 and type-1 can be answered accurately since we keep the degrees
of entities. Queries of type-2 cannot guarantee perfect accuracy, because we can
not determine exactly which edges is selected. Just as be proved in [20], finding
the best upper and lower bounds for answering the aggregate query of type-2 is
NP-Hard. And we use the parameter of expected error |μ − Q|/Q to precisely
evaluate utility by providing bounds and expected values, where the correct
answer on original data is Q and the expected answer on anonymized data is μ
for each query. Smaller values of the expected error indicate better utility. We
give an example for further illustrating the estimation.

Example 1. The Expected Error of Answering Aggregate Query of Type-2
Let us take answering the query “Count the total number of sensitive products

bought by nonsensitive customers ”in Fig.1 for example. We compute a lower
bound estimation L, an upper bound estimation U , and an expected value μ.
If the correct answer to the query is Q, we compute the expected error as |μ−
Q|/Q. We analyze each subarea in turn. First, we can see that there are both
1 nonsensitive customer which is not full degree in subarea A and B, and there
are both 1 sensitive product in subarea A and B, and there are both 2 edges
between subarea A and B. So we can find the upper bound U1 = min(1, 2, 1) = 1,
which mean that a maximum of two nonsensitive customers may have bought
sensitive products. Similarly, we can find U2 = min(1, 2, 1) = 1.We also can
count the lower bound L1 = max(0, 2 − 1 − 1) = 0 for subarea A, and L2 =
max(0, 2 − 1 − 1) = 0 for subarea B. Then the expected answer can count as
(U1 +L1)/2 + (U2 +L2)/2 = 1. It is easy to find that the correct answer Q is 2
from the original data in Fig.1. So the expected error is |1− 2|/2 = 0.5.

4 Partition and Generalization Anonymization

4.1 Partition and Generalization Approach

To solve the problem above, we propose a personalized privacy-preserving ap-
proach which employs partition based on random walk and generalization on
edges. Our approach can be divided into two steps as follows. First, we par-
tition nodes into subareas by correlative degree which is used to measure the
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concurrence of customers and products for keeping more nonsensitive associa-
tions. Second, we generalize sensitive edges to super-edges for concealing sensi-
tive associations. Meanwhile, we preserve node degrees by additional labels in
anonymized bipartite graph and represent super-edges with weight for keeping
more useful information for aggregate analysis. In detail, all nodes are districted
according to the associations between them. The pair of nodes can place in the
same subarea if and only if the association between them is nonsensitive. Other-
wise, the pair of nodes must divide into two different subareas. For convenience,
we give a definition about degree information of nodes below.

Definition 7. Degree . Given a node v in subarea A, node v is full degree
if all relevant associations of v are nonsensitive and both exist in subarea A.
Otherwise, node v is under degree.

In our approach, the size of subareas is adaptive.One may argue that there will
incur a new privacy problem if there is only one node under degree in a subarea,
which is called homogeneity attack in prior works. So we devise a safe condition
for addressing the problem. We introduce a parameter l for guaranteeing l -
diversity. It limits the rate which is the number of nodes under degree divided
by total number of its subarea. Meanwhile, we devise a parameter α to control
the number of sensitive nodes for keeping privacy.

Definition 8. Safe condition .Given a k -anonymous subarea T which contains
n nodes with full degree, x nodes under degree, and h sensitive nodes, the subarea
T is safe if and only if it satisfies safe condition as follows: x/(x + n) > l and
h/(x+ n) < α.

In detail, the method of partition can be divided into three steps as follows.
First, we partition nonsensitve nodes into subarea by correlative degree. The
output of the first step is a subarea sequence without sensitive nodes. Second,
we add sensitive nodes and the isolated nodes into subarea under safe condition.
Third, we add the degree of nodes on the labels for reducing information loss.
Let us take a concrete example as an illustration.

(a) Partitioning Nonsensi-
tive Node

(b) Adding Sensitive Node

Fig. 2. Examples of Partition
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Example 2. Partitioning via Random Walking
Fig.2 illustrates step by step how the anonymized routine works via parti-

tioning nodes into 2-anonymous subareas. The original database contains sex
transactions, as shown in Fig.1 (a). We create a new subarea A and select c1
as a start point which has big degree, and then walk to one of its neighbors
such as p3. The Anonymize routine is called as customer walk to product. So
c1 and p3 is placed in subarea A. We will check the indegree and outdegree of
subarea A after each walk and go on walking until k -anonymous is satisfied. P3
is considered as a start point in the next walk. And the next walk is from p3 to
c3 and from c3 to p2, until there is unable to go on. Then, we can select another
nonsensitive customer node as a new start point as shown in Fig.2 (a). In the
process, we recursively invoke Anonymize routine on each subarea by correlative
degree until all nonsensitive nodes have been processed.

Next, we will tackle with sensitive nodes by adding the pair vertex of sensitive
associations in two different subareas. As shown in Fig.2 (b), we add c4 in
subarea A because p4 is in subarea B and there is a sensitive association between
c4 and p4. Then we add c2 in subarea B since p3 is in subarea A and there is
a sensitive association between c2 and p3.The reason is same for placing c4 in
subarea A for p4 and placing p1 into subarea A for c5. C6 is an isolate node
since it has only bought a sensitive product. So c6 can join in subarea A or
subarea B. But placing p5 in subarea A may raise the problem of homogeneity
attack. So we place c6 in subarea A while adding p5 in subarea B.

In the end, we generalize the sensitive associations to super-edges called as
indegree or outdegree of each subarea for guaranteeing privacy. The super-edges
are represented by weight edges in partitioned bipartite graphs. Meanwhile we
add degree information in the labels of nodes for preserving more useful informa-
tion for aggregate analysis. The result of the whole process is shown in Fig.1 (b).
We can see that each subarea can contain k or more nodes, but the outdegree
and indegree of a subarea must larger than k for guaranteeing privacy, that is,
the probability of a customer in subarea A who buy products in subarea B is
not less than 1/k.

We devise an effective algorithm which generates safe subareas based on the
proposed approach. In detail, the process can be divides into three parts: the
k -anonymous partition algorithm, the algorithm for checking l -diversity and the
algorithm for adding sensitive nodes or isolate nodes. These detailed algorithms
descriptions are given in section B.

4.2 Algorithm Description

The partition algorithm of generating a k -anonymous subarea of V is shown in
Algorithm 1. The inputs of the algorithm are the original nodes list of V, W
and the corresponding labels Sv and Sw, and the anonymous parameter k. Line
1 adds all nonsensitive customer nodes into Vnonsensitive from V by Sv, and
adds all nonsensitive product nodes into Wnonsensitive from W by Sw. Initially,
the cluster sequence VG is set to empty.
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Algorithm 1. The k-anonymous partition algorithm

Input: V, W, Sv, Sw, k
Output: A k-anonymous subarea sequence VG
1: Add all nonsensitive customers into Vnonsensitive from V by Sv, add all nonsen-

sitive products into Wnonsensitive from W by Sw , V G ← φ;
2: while ( V nonsensitive is not empty) do
3: Select a customer v from V nonsensitive;
4: create a new subarea T, T = {v}, V nonsensitive = V nonsensitive− {v};
5: while ( indegree(T ) < k ) do
6: Select a nonsensitive product w from Neighbor (v);
7: T = T ∪ {w}, Wnonsensitive = Wnonsensitive− {w};
8: while (outdegree(T ) < k ) do
9: Select a nonsensitive customer v’ from Neighbor (w);
10: T = T ∪ {v′}; V nonsensitive = V nonsensitive− {v′};
11: end while
12: end while
13: V G = V G ∪ {T};
14: end while

The loop of lines 2-14 tries to find a desired subarea which satisfies
k -anonymous by greedy algorithm. In detail, the greedy procedure works as
follows. Line 2 checks whether the list of Vnonsensitive is empty or not. If the
list of Vnonsensitive is not empty, the algorithm will select a customer node v
as a starting point. Line 4 creates a new subarea which contains v alone, and
deletes v from Vnonsensitive. Loop of lines 5-12 tries to generate a subarea via
random walk and tackles with the problem of k -anonymous for the subarea T.
Line 5 checks whether the indegree of subarea T is more than k or not. If the
indegree of subarea T is less than k, the algorithm will select a nonsensitive
product w from its neighbor set randomly in line 6. Then add w into a subarea
T and delete w from Wnonsensitive. The process terminates while the indegree
of subarea T is more than k. Similiarly, line 8 checks whether the outdegree of
subarea T is more than k or not. Otherwise, the algorithm selects a nonsensitive
customer node v’ from w’s neighbor set randomly, then add v’ into a subarea T
and delete v’ from Vnonsensitive until the outdegree of subarea T is more than
k. In the end, line 13 adds the subarea T into VG. The whole process terminates
while Vnonsensitive is empty. In other words, all nonsensitive nodes have been
processed.

The algorithm for guaranteeing l -diversity is shown in Algorithm 2. The inputs
of the algorithm are the k -anonymous subarea sequence VG from Algorithm 1
and diversity parameter l. The algorithm will check each subarea from VG in
turn. Line 2 counts the number of customer nodes under degree according to
Definition 7. The loop of lines 3-9 tries to tackle with the l -diversity problem of
outdegree. In detail, line 3 checks whether the rate of the number of nodes under
degree divided by total number of its subarea is more than l or not. If it does
not satisfy l -diversity principle, the algorithm will try to find another subarea T’
which does not satisfy l -diversity principle either. Then the algorithm tries to
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Algorithm 2. Checking l-diversity algorithm

Input: VG, l
Output: A k-anonymous and l-diversity subarea VG’
1: for each T in VG do
2: n=count the number of the customer nodes under degree ,m= count the total

number of customer nodes ;
3: while ( n/m < l ) do
4: T’= next subarea in VG;
5: if (l − diversity(T ′) < l) then
6: Customer-SWAP (T, T’ );
7: end if
8: update n(T,T’);
9: end while
10: n=count the number of the product nodes under degree ,m= count the total

number of product nodes ;
11: while ( n/m < l ) do
12: T’= next subarea in VG;
13: if (l − diversity(T ′) < l) then
14: Product-SWAP (T, T’ );
15: end if
16: update n(T,T’);
17: end while
18: end for

swap customer node in subarea T for another subarea’s for ensuring l -diversity in
line 6. Line 8 updates the number of customer nodes under degree and moves on
to the next round. Similarly, line 10 counts the number of product nodes under
degree according to Definition 7. The loop of lines 11-17 tries to tackle with the
l -diversity problem of indegree. The process terminates while all subarea satisfy
k -anonymous and l -diversity.

Algorithm 1-2 show the operation of the algorithm and the algorithm for
adding sensitive nodes or isolate nodes is not listed due to the paper space limit.
We partition nodes based on personalized requirements and different levels of
sensitivity for keeping nonsensitive associations to the most degree and generalize
sensitive associations for guaranteeing privacy. This is crucial difference between
our approach and prior works.

5 Experiments

5.1 Experimental Framework

In this section, we evaluate the performance and utility of our privacy-preserving
approach. We implement all algorithms in C++ and apply them to DBLP, BMS-
WebView-2(BMS2) and BMS-POS (POS), whose characteristics are listed in
Table 1. Sv and Sw are synthetic data following the example of ADULT dataset
since these datasets do not include attribute informationand. We set the pro-
portion of the sensitive: nonsensitive to be 1:2 arbitrarily.



Personalized Privacy Protection for Transactional Data 263

We first give an overview of how our approach called Personalized partition
performs compared with Cormode et al. [20] called Safe (k,l)-grouping on DBLP
dataset. And we compare our personalized partition with Zhou et al.[21] called
Generalization on the first 10000 transactions of BMS2. We then vary different
parameters to see how performance changes for our approach on BMS2. And we
compare the quality of query on three different datasets on the performance of
our approach. For the parameters in the privacy model, unless specified other-
wise, we fix k in k -anonymity at 10 and l in l -diversity at 0.5 and α in α-sensitive
constraint at 0.4.

Table 1. Characteristics of the three datasets

dataset #Trans #Distinct items # Max.trans.size # Avg.trans.size

DBLP 216753 170371 71 5.4
BMS-WebView-2 77370 3336 50 4.5
BMS-POS 306983 1177 5 2.65

As in prior work [20], we evaluated data quality using the expected error
|μ−Q|/Q for query, where Q is the correct answer on original data and μ is the
expected answer on anonymized data for each query. To clearly show the trends,
we repeat each experiment over ten random choices of predicates and show the
mean expected error. Smaller values of the expected error indicate better utility.
We study the accuracy of three queries with different properties for evaluating
the utility of the anonymized data. The three queries are:

– Query A: Find the total number of customers buying only a single product
satisfying Pa. This is a type-1 query with both attribute predicates and
structural predicates. We vary the selectivity of Pa from 0.1 to 0.9.

– Query B: Find the average number of customers buying sensitive products
satisfying Pa. This is a type-2 query which is related with attribute predicate
on both sides. The selectivity of Pa is varied as above.

– Query C: Find the total number of products satisfying Pn being bought by
who satisfy Pa. We vary the selectivity of both Pn and Pa.

5.2 Experimental Results

Fig. 3 and Fig. 4 plot the expected error vs. selectivity of Pa under above ap-
proaches, respectively on DBLP dataset and BMS2 dataset. Fig. 3 shows the
results of Personalized partition compared with Safe (k,l)-grouping running on
DBLP dataset for different kinds of queries. We find that Personalized partition
performs much better than Safe (k,l)-grouping over those kinds of queries. This is
expected, because Safe (k,l)-grouping assumes that all entities are with identical
sensitivity, while our approach introduces the notion of personalization and tries
to keep the greatest part of nonsensitive associations. So our approach can reduce
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(a) Query A (b) Query B (c) Query C

Fig. 3. Personalized partition compared with Safe (k,l)-grouping

(a) Query A (b) Query B (c) Query C

Fig. 4. Personalized partition compared with Generalization

Fig. 5. Effect of k on data quality over
BMS2

Fig. 6. Data quality of query B on three
datasets

information loss significantly for aggregate analysis. Fig. 4 shows a comparison of
Personalized partition and Generalization running on BMS2 dataset for different
kinds of queries. The quality of queries results shows that Personalized parti-
tion proposed in our paper also consistently outperforms Generalization on all
three kinds of queries, using the expected error metric. Note that generalization
would incur excessive information loss and even make data useless, especially
for sparse high-dimensional data. However, as stated above, our personalized
privacy protection can reduce information loss to the most degree. Combined
with the experimental results of Fig. 3 and Fig. 4, we can conclude that our
personalized approach can provide more accurate results for aggregate analysis
than those works without considering personalized privacy protection.
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Fig. 5 illustrates the effect of parameter k on the performance of Personal-
ized partition running on BMS2 dataset. Observe that here, the results are not
raised obviously as k increases. This is because Personalized partition won’t in-
cur too much information distortion or information loss with the increases of k.
Besides, each subarea can preserve more nonsensitive associations while k in-
creases, especially in case the number of sensitive associations is small enough.
So our approach is more stable than above approaches. Fig. 6 shows the results
of Personalized partition running on three different datasets. We can find that
the expected error on POS dataset is more stable than other datasets, using
the same parameter setting. We note that POS dataset is sparser than others.
That is, Personalized partition performs better on sparser dataset. Thus, we can
conclude that our approach is suitable for anonymizing transactional data which
is sparse and high-dimensional.

6 Conclusion

In this paper, we introduce a novel personalized privacy-preserving approach
based on the form of bipartite graphs, which can handle high dimensionality
well. The personalized privacy-preserving approach focuses on both different
requirements of customers and different sensitivity of sensitive values via parti-
tion based on random walking and generalization on edges. The paper devises
a personalized safe-partitioning algorithm based on sensitive associations and
nonsensitive associations. In our experiment, we compare our approach to prior
works proposed in [20, 21], and measure the quality of data by the expected error
of answering aggregates queries. These results demonstrate that our approach
preserves data utility much better for aggregate analysis than previous methods.

Our future work could try to apply a suitable anonymization to
high-dimensional dataset with multiple sensitive attributes which can be mod-
eled as a multipartite graph. Further, we plan to investigate how graph
anonymization techniques can be applied to other types of data, e.g. spatial
data, stream data.
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Abstract. With the rapid growth of social networks, privacy issues have
been raised for publishing data to third parties. Simply removing the
identifying attributes before publishing the social network data is con-
sidered to be an ill-advised practice, because the structural characteristic
may reveal the users privacy. We discuss the current techniques for pub-
lishing social network data and define a privacy preserving social network
data publishing model with confidence p. Then we devise a hybrid pri-
vacy preserving algorithm satisfying the defined model for publishing
social network data. Combining the features of k -anonymity with ran-
domization, the algorithm uses the k -anonymous concept to hide the
sensitive information into the natural groups of social network data and
employs random approach to process the residual data. We conduct the
algorithm on several real-world datasets, the experimental results show
that our algorithm is practical and efficient. Compared with the related
k -anonymity and random methods, our algorithm is stable and modifies
the original data less than the existing algorithms.

Keywords: privacy, social network, k -anonymity, randomization.

1 Introduction

While the popularity of social network services consistently rises, people have a
more convenient way to interact digitally with each other. According to recent
report [1], people continue to spend more time on social networks than on any
other category of sites; total time spent on social media in the U.S. across PCs
and mobile devices increased by 37 percent up to 121 billion minutes in July
2012, compared to 88 billion in July 2011.

User profiles and user-generated contents are central features of social net-
work service. A profile is generated from answers to questions age, location,
interests, etc. Some sites allow users to upload pictures, add multimedia con-
tent, and modify the look of the profile [2]. The user-generated contents contain
blogs, photos, videos comments and rating to other users. The data generated
by social network services is often referred to as the social network data. The

� Corresponding author.

X. Luo, J.X. Yu, and Z. Li (Eds.): ADMA 2014, LNAI 8933, pp. 267–278, 2014.
c© Springer International Publishing Switzerland 2014



268 P. Liu, L. Cui, and X. Li

social network data is useful in many application domains such as government
applications, business applications, scientific applications, and educational[3,4].
For example, the government can use the data to get the opinion of the public
quickly and adjust the policy properly; the company can use the data to make
better targeted advertising than any other method can currently provide. The
social network data needs to be shared or published to third parties for the uti-
lizing purpose. But social network data usually contains sensitive information
about the users. Simply publishing the data in its original form will violate the
individual privacy. Thus, the identifiable attributes such as security number and
name are removed before publishing the data. Backstorm et al. show this naive
protecting technique is not enough to ensure privacy because the structural char-
acteristic of target users may disclose the privacy [5]. To strengthen the privacy,
we need to publish another version of data with more modification; however,
this will sacrifice the data utility.

As the utility and privacy of the social networks both are not neglected, it is
necessary for a sanitizing algorithm to balance between privacy protection and
utility loss during modification. Thus, how to protect individuals privacy while
preserving the utility of social network data becomes a critical problem in recent
years.

1.1 Related Work

Many researchers have realized that the privacy issue is significantly important
when using the social network data. Several important models have been pro-
posed, such as k -anonymity [6,7,8,9], l -diversity[10,11,12], and random
approach[13,14,15], to preserve the privacy.

According to the hiding information strategy, existing privacy-preservingmech-
anisms can be classified into two categories: k -anonymity-based approach and
random-based approach.

The k -anonymity-based approach uses the concept of k -anonymity proposed
by Sweeney for the privacy preserving of micro data [16]. It hides the individual
in a group of similar attributes and the target cannot be uniquely identified
from at least k -1 individuals in the published data for the purpose of privacy
preserving.

Liu and Terzi [6] studied the problem of identity re-identification based on
degree structural characteristic. They assumed that the adversary only has prior
knowledge of degrees of certain vertices, and use the information to re-identify
certain nodes in the published graph data. They defined the graph anonymization
problem and proposed a two-step algorithm to achieve k -anonymity.

Zhou and Pei [7] assumed the adversary has the background knowledge about
how the neighboring vertices of a targeted vertex are connected themselves. The
victim may be re-identified from a social network, even if the victims identity
is preserved using the conventional anonymization techniques, by the unique
neighborhood structure. They proposed k -neighborhood anonymous model: for
every node, there exist at least other k -1 nodes sharing isomorphic neighbor-
hoods, and a novel technique called Neighborhood Component Coding to solve
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the graph isomorphism tests problem. In paper [10], they extends their work by
include the l -diversity technique to protect the sensitive vertex label.

Zou et al. [17] proposed a k -Automorphism model based on the assumption
that the adversary can learn and know the sub graph around the target en-
tity. A graph is k -Automorphism if and only if for every node there exist at
least k -1 other nodes do not have any structure difference with it. Similar to
k -Automorphism model, Wu et al. [8] proposed a k -Symmetry model protecting
privacy against re-identification by sub graph information.

The random-based approach uses the perturbation to protect the data privacy
by increasing the adversarys uncertainty about the true identity of individuals.
It adds random noise to the original social network data by modifying the ver-
tices and edges, and protects the data against re-identification in a probabilistic
manner.

Hay et al. [13] proposed a random protection model which modifies the edges
by randomly adding m false edges followed by deleting m true edges. Ying and
Wu [14,15] extent this approach to protect link relations.

However, the random modification process may not change some vertices ac-
cording probability. The random model may not provide sufficient protection for
every vertex in the social network data graph.

1.2 Contribution and Organization

The privacy preservation in publishing social network data is a new challenging
problem that cannot be solved by one shot. In this paper, we propose a novel
privacy preserving method combining the k -anonymity with random concept for
publishing social network data and balance the issues between privacy preserva-
tion and data utility. We introduce some measurements of information loss for
anonymizing graph, and conduct the experiments on some real-world datasets.

The rest of the paper is organized as follows: We identify and define the
privacy problem in Section 2. A practical solution is described in Section 3, and
examines our solution by real-world datasets in Section 4. We discuss future
works and conclude the paper in Section 5.

2 Problem Description

The social network data is usually viewed or represented as a graph that contains
vertices and connections between them. Formally, we model a social network as
an undirected, symmetric and simple graph G(V,E, L, ϕ), where V is a finite set
of vertices denoting social network users, E ⊆ V × V is a set of edges denoting
social relationships between vertices, L is a set of identifiers, and a function
ϕ : V → L maps the vertices to the labels.

The social network data contains valuable information as well as sensitive
information of users. The data must undergo a sanitized procedure before being
published to third parties. The adversary usually relies on background knowledge
to breach the privacy and then learns the sensitive information from the sanitized
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social network data. In this paper, we assume that an adversary only has the
background knowledge of the structural attributions of some target individuals.
We define the privacy breach of a social network as follows:

Definition 1. (Privacy breach) Given the published social network data, the
privacy breach occurs when an adversary can successfully map the target real-
world entity to a vertex in the published data.

This privacy breach is also named by identity disclosure. A simply naive way
to protect the individual from being re-identified is removing the identifiable
attributes such as name or social security number. Fig.1b shows an example
of naive anonymization of original social network data, illustrated as Fig.1a,
by replacing the identifications of each user with an integer. According to the
notion in paper [5], we give a formal definition of social network data naive
anonymization.

Definition 2. (Naive anonymization) The naive anonymization of a social net-
work data G(V,E, L, ϕ) is an isomorphic graph Gn(En, Vn) where En = E and
Vn = V .

Contrast to the intuition, the naive anonymization is not enough to preserve
the privacy. For example, if an adversary knows Tim has four friends, he can
uniquely re-identify that Tim is the vertex with label 0 in the naive anonymized
graph shown in Fig.1b.

(a) Original social network data
graph G

(b) Naive anonymized data
Gn

Fig. 1. Social network data graphs

The aim of this paper is to devise a sanitizing method that can generate
another version of the original social network data and preserve the privacy while
maintaining data utilization. Motivated by the k -anonymity and random notion,
we devise a hybrid privacy-preserving method for social network data publishing.
The algorithm applies the k -anonymous concept to hide the sensitive information
of individual into the natural groups of social network data and uses random
approach to process the residual data. The hybrid privacy-preserving method
generate a graph Gh(Eh, Vh) from the original graph G(V,E, L, ϕ), where Vh =
V , by edges modification.
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We use two measure functions to gauge the privacy disclosure risk: the prior
disclosing risk r(x) and posterior disclosing risk r(x|Gh) [9,11].

The risk function r(x) is the adversary’s prior belief on the event of success-
fully re-identifying a target individual x with the background knowledge of the
degree information, and the risk function r(x|Gh) is the adversary’s posterior
belief after getting the released graph data G

′
.

We assume that the adversary only has the background knowledge of the
target’s degree and uses the information to find the vertices with the same degree
in the released data. For each individual in the social network data, the prior
disclosing risk

r(x) = max(1− E[L(x, α)]) = maxP (X = α) = 1/n, (1)

where E[L(x, α))] is the expectation of the loss function

L(x, α) =

{
1, x = α
0, x 	= α

, (2)

The function L(x, α) is a penalizing counter for the adversary guessing the
wrong mapping function ϕ−1 of α.

If the adversary has the released data, we define the posterior disclosed risk
of each individual as

r(x|Gh) = max(1 − E[L(x, α)]|G′
) = max(P (X = α)|G′

) (3)

Our privacy preserving goal is to prevent attackers from re-identifying any
user and acquiring the privacy information with published social network data.
The posterior disclosing risk rw(x|Gh) of the whole graph,

rw(x|Gh) = maxx∈V (P (X = x|Gh)), (4)

is the posterior disclosed risk of the most vulnerable individual in the graph data
Gh.

In this paper, we restrict the sanitizing operations to edges modification. That
is, the graph Gh is generated from G only by adding and deleting a set of edges.
This modification will protect the data privacy but sacrifice some data quality.
So, we choose the difference between the original data and the sanitized data to
measure the data utility lost, and call it information loss. The information loss
is defined as

IL(G,Gh) = (|E ∪ Eh|)− (|E ∩Eh|), (5)

where IL(G,Gh) is the information loss between G and Gh, E and Eh are the
edge sets of G and Gh.

Finally, we define the privacy preserving data publishing problem as follows:
Definition 3. (Privacy preserving data publishing with confidence p ). A

sanitized graph Gn(Vn, En) is generated from the a social network data graph
G(V,E, L, ϕ) by edges modification .If the posterior disclosing risk rw(x|Gh) ≤
(1− p), the Gn(Vn, En) is a privacy preserving data publishing with confidence
p.
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3 Hybrid Privacy-Preserving Data Publishing Algorithm

In this section, we analyze the relative privacy preserving methods of k -anonymity
and random approach.We combine the property of hiding in group of k -anonymity
with the perturbation of random approach and devise a hybrid privacy-preserving
data publishing method. Then, we prove that our method satisfies the previous
definition 3 for the data publishing.

3.1 k-Anonymity and Random Approaches

The k -anonymity approach hides the individual in a group of similar attributes
such that each individual cannot be uniquely distinguished from at least k -1
individuals in the published data. To achieve this, the original data is modified
by suppressing or generalizing according to the hiding attribution. Because of
the complexity and dependency among vertices of social network data, a small
modification of an edge or vertex can spread across the whole network. Aggarwal
G.[9] showed that the k -anonymity problem is NP-hard by generalization even
when the attribute values are ternary .

The random-based approach uses perturbation to protect the data privacy.
It adds random noise to the original social network data by randomly adding
or deleting edges and protects the data against the re-identification risk in a
probabilistic manner. However, existing random modification approaches may
not change some vertices due to the uncertainty of probability. The random
model may not provide sufficient protection for every vertex in the social network
data. The random model does not use the innerly grouping attribute of the data,
and will lead to more information loss.

Motivated by the preceding approaches, we propose a novel privacy preserving
method which combining the k -anonymity with random concept for publishing
social network data. We use k -anonymity concept to protect the individuals who
can be grouped together into equivalent class, and protect the individuals who
do not satisfy k -anonymity by random approach.

3.2 The Hybrid Privacy-Preserving Data Publishing Algorithm

The hybrid privacy-preserving data publishing algorithm contians five steps.
1. We use the naive anonymization method to remove the identifiable at-

tributes of original social network dataG(V,E, L, ϕ) and get the naive anonymiza-
tion graph Gn(Vn, En) with reallocated integer indexes.

2. Divide the vertices in set Vn, into two sets: the anonymized set Vk consists of
vertices satisfying k -anonymity and the unanonymized set Vr contains otherwise
vertices.

3. For the vertices in the set Vr, we randomly add m false edges between them
if they are not connected already, followed by deleting m edges if they have edge
between them.

4. Checking each vertex in set Vr, we partition the set Vr into Vra containing
the vertices that the degree changed in the third step, and Vrb containing the
vertices otherwise.
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Table 1. Table of Notation

Symbol Meaning

G,Gh The original graph, published graph

di, di
′

The degree of node i of G and Gh

n, l,N The number of nodes and links of G,N = n(n− 1)/2
r(x), r(x|Gh) The prior and posterior privacy disclosure risk

m The number of deleting and adding edges in the algorithm
did The deleting edge number of step 3
dia The adding edge number of step 3

5. For each vertex in set Vrb , we randomly select another vertex in Vrb; if
there is an edge between them, delete the edge, otherwise add an edge between
them.

To be convenient, we summarize the commonly used symbols of this paper in
table 1.

This algorithm will ensure that the output dada satisfies the definition 3,
privacy preserving data publishing with confidence p. We prove it as follows.

We assume that the adversary uses the following attacking approach: first,
he gets the degree information of the target victim, and then finds the vertices
having same degree in the published graph Gh. If the searching result contains
more than one vertex, one vertex will be randomly selected as the victim. We
can calculate the posterior privacy disclosing risk rw(X |Gh).

rw(X |Gh) = maxx∈V (P (X = x|Gh))
≤ max(maxx∈Vk

(P (X = x|Gh)),maxx∈Vr(P (X = x|Gh)))
= max( 1k ,maxx∈Vr (P (X = x|Gh))

(6)

We analyze the proceeding step to calculate the disclosing risk of random

protecting part. After step 3, we can calculate the degree distribution of P (di
′
=

x|di), di ∈ Vr. For each edge in the original graph, the probability of being
deleted is pd = m/l, and each non-existing link can be added with a probability
pa = m/(N − l), where N = n(n− 1)/2 .

Let a random variable X be the deleting number of edges of vertex i after the
deleting process in the step 3. The range of X is {x|0 ≤ x < min(m, di)}. Let
did = min(m, di), the distribution of X given di is specified by the condition
probabilities:

P (X = x|di) = B(x, did, pd) = (
did
x

)pd
x(1− pd)

x. (7)

Let a random variable Y be the adding number of edges of vertex i by the
adding procedure in the step 3. The range of Y is {y|0 ≤ y < min(m,n−1−di)}.
Let dia = min(m,n− 1 − di), the distribution of Y given di is specified by the
condition probabilities :

P (Y = y|di) = B(y, dia, pa) = (
dia
y

)pa
y(1− pa)

y
. (8)
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Let a random variable Z be the number of edges of vertex i after the step
3. We have Z = di + Y − X ; Y and X are independent. The range of Z is
{z|0 ≤ z < di+dia)}.The distribution of Z given di is specified by the condition
probabilities:

P (Z = z|di)
= P (di + Y −X = z|di)
=
∑

(x,y):di+Y −X=zP (x, y|di)
=
∑

all xP (x, z + x− di|di)
=
∑did

x=0B(x, did, pd)B(z + x− di, dia, pa).

(9)

If di + x − z does not satisfy the condition 0 ≤ di + x − z ≤ dia, we can get
B(di + x− z, dia, pa) = 0.

After step 5, the degrees of every vertices in set Vr are deferent with their
original degrees. Thus the adversary can only randomly select a vertex from the
Gh as the target individual. The posterior privacy disclosing risk

rw(X |Gh) =
1

k
(10)

Note that the step 3 is necessary. If we omit step 3, there is a subtle risk that
the adversary may exploit the weakness of step 5 and search the possible targets
within ±1.

4 Experiments

In this section, we present an empirical study to evaluate the performance and
utility of our hybrid privacy-preserving method and compare it with the exist-
ing state-of-the-art techniques, such as k -anonymity [6] and random approach
[14,15]. As mentioned before, the purpose of releasing social networks data is
to use them in safe and secure manner. The anonymization process should not
change the data property significantly. To evaluate the effect of our algorithm,
we use a set of evaluation measures listed below.

Information Loss (IL): The metric is defined in section 2. The IL is the
difference between the original graph and the sanitized graph.

Clustering Coefficient (CC ): It measures the degree to which nodes in a
graph tend to be clustered together. In this paper, we use the clustering coeffi-
cient of the whole graph

C
′
=

1

n

n∑
i=1

Ci (11)

where Ci is the local clustering coefficient of a vertex introduced by Watts and
Strogatz [18], C

′
is the average of the local clustering coefficients of all the

vertices.
We then use three diverse real-world datasets to examine the efficiency and

practice of our algorithm. Our datasets are described as follows:
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Table 2. Structural Properties of the Datasets

Dataset #Vertices #Edges CC

Facebook 534 4813 0.5437
Citation 2555 6101 0.1623
Movies 27312 122514 0.1180

Table 3. The average-degree changing probability

Dataset
Changing Fraction

10% 30% 50% 70% 90%

Facebook 0.091 0.530 0.743 0.820 0.865
Citation 0.006 0.130 0.279 0.475 0.713
Movies 0.009 0.183 0.211 0.368 0.512

Facebook dataset : It is a ’circles’ (or ’friends lists’) from Facebook. It is
collected from survey participants using this Facebook app and available at
http://snap.stanford.edu/data/ egonets-Facebook.html [19]. It contains 534 ver-
tices and 4813 edges.

Citation dataset : It is a citation graph dataset, consists of 2555 papers and
6101 citation relationship [20]. The dataset is available at http://www.datatang.
com/data/17310.

Movies dataset : A data set consists of movies, actors, directors, writers, and
various relationships between them crawled from http://en.wikipedia.org/wiki/
Category:English-language-films. It contains 27312 vertices and 122514 relations,
and is available at http://www.datatang.com/data/17311.

All datasets have undirected edges, with self-loops removed. We eliminated a
small percentage of disconnected vertices in each dataset. Their tructural prop-
erties are summarized in Table 2.

The experiments were conducted on a workstation running the Linux operat-
ing system, Debian 6.0.2, with a Intel Xeon Processor(2630) and 16GB memory.
The program was implemented in C++ and compiled by g++ with -03 param-
eter.

The goal of our first experiment is to evaluate the impact of edges modification
in step 3 on the data utility. We test three datasets with different modifying edges
number m from %10|Vr| to %100|Vr|. The X-axis is the confidence p, range from
50% to 95%, and the Y -axis is the IL. Figure 2 shows the results of the three real
datasets. We can observe that the IL increase dramatically with the confidence
p and m. With the same p, adding and deleting more edges will bring more IL.
From the equation 11, we can calculate the probability of the vertices changing
to their degrees, P (Z 	= di|di) = 1−P (Z = di|di). The average-degree changing
probability is showed in table 3. We conclude that 30%|Vr| is a suitable parameter
for our algorithm.

To illustrate the effectiveness and superiority of our algorithm, we compare
our work with the related k -anonymity [6] and random approach [14,15].
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(a) Facebook (b) Citation (c) Movies

Fig. 2. The Information Loss of different random size

(a) Facebook (b) Citation (c) Movies

Fig. 3. Information Loss results for different p

(a) Facebook (b) Citation (c) Movies

Fig. 4. Clustering Coefficient results for different p

Fig. 3a,3b,3c demonstrate the Information Loss results of the three data sets
when p values from 50% to 95%. The HYP algorithm performs better than the
other algorithms; it only increases a little with the confidence p. The random
approach has approximated liner increasing rate. The IL of k -anonymity lies
between the two algorithms, but it increases dramatically when p is more than
80%.

Finally in Fig. 4a, 4b, and 4c, we illustrate the values of the Clustering Coeffi-
cient of the three data sets when p values from 50% to 95%. The k -anonymity and
HYP affect the CC slightly, but the random approach affects the CC dramati-
cally. Especially for social network data with higher CC, the random approach
will destroy the group attribution and decrease the CC dramatically.
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5 Conclusion

In this paper we track the novel and important problem of preserving privacy
in social networks data publishing, and propose an efficient algorithm to solve
the degree attacking problem. We devise a hybrid privacy-preserving method for
publishing social network data. The hybrid algorithm combines the techniques
of k -anonymity and randomization and it can efficiently protect the data privacy
with less utility loss. We compare our algorithm with the related k -anonymity
and random approach on several real-world data sets. The experimental results
show that our algorithm is stable and modifies the original data less than the
existing algorithms.

Social networks data is much more complicated than tabular data, since a
single change of an individual data can affect all the neighbor individual data.
Moreover, any topological structure combined other especial properties of the
social networks data can be potentially used to breach private information. The
future works in this field of social networks privacy preserving are still plentiful.

One of our future work is trying to develop combining privacy model for social
networks data and investigating how well different strategies protect privacy
(identity, link privacy, and attribute privacy) when adversaries exploit various
background knowledge in their attacks.
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Abstract. Research have shown that location semantics have lead to
privacy leakages especially when two or more users in a cloaked region
depict similar semantic locations. This implies that, to achieve absolute
privacy(query privacy, location privacy and semantic location privacy)
protection for a client on road network, it is important that cloaked users
have their locations distinctly diverse with diverse semantics, and mak-
ing diverse service request thus satisfying the k-anonymity and l-diversity
conditions for privacy. Unfortunately, the determination of semantic loca-
tion of a mobile user online is a challenge which makes the achievement
of absolute privacy protection more challenging. In this paper, we de-
veloped a privacy preserving algorithm that protects a client’s absolute
privacy for continuous query road network services. We employed an of-
fline trajectory clustering algorithm and semantic location graph to aid
the selection of cloaked users that will effectively protect the absolute
privacy of a client. We evaluated the effectiveness of our algorithm on a
real world map with two defined metrics, and it exhibited an excellent
anonymization success rate in a very good query processing time for the
entire period of continuously querying road network services.

Keywords: Location-based Services (LBS), Privacy Preservation Algo-
rithm, Trajectory Clustering Algorithm, Semantic Location Privacy.

1 Introduction

Location based queries have become very common mobile applications because
of the convenience that it provide its users. Despite the convenience in its usage,
it threatens the privacy of users. The threat of privacy results from the fact that,
the disclosed user location for service can be combined with other kinds of data
to allow an adversary make unwanted inferences on the activity of the user at
some given time in the past [1].
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There are two types of privacy issues namely location privacy and query pri-
vacy. Location privacy is related to the disclosure of exact locations that a user
has visited, whereas query privacy is related to the disclosure of sensitive infor-
mation in the query itself and its association to the user. An adversary having
knowledge of these two, can reveal places of frequent visit and personal pref-
erences of the user, hence there is the need to protect it [2]. In recent times,
location semantics have also shown to leak privacy especially when two or more
users in a cloaked region depict similarity in semantic locations [3]. Therefore,
to achieve absolute privacy protection(query privacy, location privacy and se-
mantic location privacy) for a client on a road network, it is important that
cloaked users must have their locations distinctly diverse with diverse seman-
tics, and making diverse service requests thus satisfying the k-anonymity and
l-diversity conditions for privacy. However, determining the semantic location of
a mobile user online is a challenge, which makes the achievement of absolute
privacy protection more challenging.

The random segment sampling and network expansion cloaking methods are
the two known cloaking methods in literature for road networks. The network
expansion cloaking method blurs a user’s location into a cloaked set of k-users
from connected road segments S such that S satisfies client’s privacy. Whereas
the random segment sampling model blurs a user’s location into a cloaked set
of k-users from randomly selected road segments [4]. Employing the network
expansion cloaking methods to obtain absolute privacy protection may not be
achievable, as all cloaked users may assume similar semantics because of the
short distances amongst cloaked users. For example, cloaking a client with k-1
other users in a big university campus with such a cloaking technique will have
all k cloaked users’ location depicting the university as its semantics and hence
will leak their privacy. Employing the random segment sampling method seems
a better option because of its random segment cloaking, however, the inability
to determine the semantics of users online makes it a challenge. We believe a
mechanism where the query, location and its semantic of an online mobile user
could be determined offline would make the random segment sampling model
appropriate. In that way, the characteristics of users that protect the absolute
privacy of clients could be determined offline before going ahead to cloak it
online.

In this paper, we develop a privacy preserving algorithm that protects the
absolute privacy of clients for continuous query road network services. Our con-
tributions in this work are as follows:

1. Develop an algorithm that cluster trajectories of mobile users offline and use
the derived movement trends online to aid the selection of cloaked users that
will enhance the absolute privacy protection of clients.

2. Develop an algorithm to generate a sematic location graph to aid the deter-
mination of users’ semantic locations online.

3. Develop a privacy preservation algorithm to protect the absolute privacy
of clients continuously querying road network services, using the derived
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movement trends from the offline trajectory clustering algorithm and the
semantic location graph.

4. We introduce two metrics namely Anonymisation Success Rate and Query
Processing Time to test the efficiency of our algorithm on a real world map.

The rest of the paper is organized as follows; Section 2 discusses related work
on privacy preservation in LBS. Section 3 discusses the preliminaries including
designing goals, system architecture, and the road network model. Section 4
discusses the development of the trajectory clustering algorithm and the seman-
tic location graph. Section 5 discusses the privacy preserving algorithm and its
security. Sections 6 presents the experiment, and conclude in section 7.

2 Related Work

In this section, we will categories the related work into privacy preservation in
euclidean space and those constrained by the underlying road network.

2.1 Privacy Preservation in Euclidean Space

To protect the semantic location of clients, Damiani et al [5] employed the seman-
tic location cloaking method which allows users to define a personalised privacy
profile stating specified sensitive place types and the desired degree of privacy
for each type. Unfortunately, semantic location cloaking method have been de-
signed to work only in unconstrained space in which users can move without
restrictions, but in real world setting, movement is confined to road network and
may therefore lead to privacy leakages. B.Lee et al [3] proposed location privacy
protection technique, which protects the location semantics from an adversary.
They employed a trusted anonymizing server that uses the location semantic
information for cloaking users with semantically heterogeneous locations. Sim-
ilarly, their work considered euclidean space that will lead to privacy leakages
under road network restrictions. C. Chow et al [6] proposed a spatial cloaking
technique for snapshot and continuous location-based queries that clearly distin-
guishes between location privacy and query privacy using k-sharing region and
memorization properties. They adopted a minimum area Amin within which a
client wants to be anonymised. However, their work employed a cloaking tech-
nique that did not consider semantic location of its cloaked users hence are likely
to include users with same semantics leading to privacy leakages.

2.2 Privacy Preservation on Road Networks

To protect privacy on road networks, Li et al [7] proposed a personality privacy-
preserving cloaking framework for the protection of sensitive positions on road
network environment. In their client-server architecture scheme, a user expressed
his privacy requirements by specifying some types of sensitive semantics and
used popularity ratio of those places to measure the degree of semantic diversity.
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Yigitoglu et al [8] presented an extension of the semantic location cloaking model
for location sharing under road-network constraints, that relies on the trusted
anonymizer. Our work is different because we did not consider some places as
sensitive but rather all locations of clients as sensitive.

The network expansion method is known to be less attack resilient [4], and
therefore not surprising that [4], [9], and [10] employed a modified version of
network expansion cloaking method to make it attack resilient. However, their
works may lead to privacy leakages when considering semantic locations due to
their closeness of segments which will likely make all cloaked users depict same
semantics. We intend to use a more attack resilient random segment sampling
model employing the semantic location graph and trajectory clustering algorithm
to aid the selection of cloaked users that protect the absolute privacy of clients.

In other related research work, Binh Han et al [11] proposed a frame work
called NEAT, a road network aware algorithm for fast and effective clustering
of spatial trajectories of mobile objects travelling on road networks which takes
into account the physical constraints of the road network, network proximity
and the traffic flows among consecutive road segments.

3 Preliminaries

3.1 Assumptions and Architectural Systems

We adopt a trusted third party architecture consisting of a mobile client(MC),
Anonymous Server(AS) and location based server(LBS) [12]. We assume that
the anonymous server has been supplied with the initial trajectory and service
request (query content) database of users by the cellular service provider. The
location and service request database may be built from clients’ regular phone
call and query of LBS. If such an initial database does not exist, we assume a
location and service request sample collection phase by the anonymous server.
The sampling location and service request collection phase should last for some
few days. More location data will be obtained from mobile users during their
requests for LBS. We also assume that MC is allowed a privacy profile k, being
the number of users he would want to be anonymized with.

The core of the system is the AS which consist of the Cloaked Repository
(CR) and an offline Trajectory Clustering Engine (TCE). Their functions can
be defined as follow:

1. The cloaked repository keeps some previously cloaked results and use them
to generate new cloaked regions.

2. The Trajectory clustering Engine performs the clustering of a database of
mobile users’ trajectories

The architecture is as shown in Fig. 1.

3.2 Road Network Model

A road network is represented by a single directed graph G = (V, E), com-
posed of the junction nodes V = (n0, n1. . . nn) and directed edges E = (sid,
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Fig. 1. The System Architecture

ninj)|ni,nj ∈ V). An edge e = (sid, w0, w1, con, ninj) ∈ E representing a road
segment connecting two junctions ni and nj in the real road network with at-
tributes such as the segment identifier sid, the segment classification w0, the
traffic density w1, and types of service request con (sr1,sr2...srn ∈con where
each sr is a service request). The order ninj indicates the direction from ni to
nj of the road segment. For a bi-directional road segment sid, we use edge e
= (sid, ninj) and e’ = (sid, njni) to denote the bi-directional lanes with road
segment identifier sid. The length of a road segment e = (sid, ninj ) is denoted
by length � ninj �. We classify the segments according to their speed limits. The
segments are classified as primary (speed limit <40km/hr), auxiliary (40km/hr≤
speed limit <70km/hr), highway (70km/hr≤ speed limit <100km/hr), express
way (speed limit≥100km/hr) denoted by p, a, h, ex respectively. Therefore seg-
ment classification w0 could be represented by p, a, h, or ex. For example wo =
ex represents express road classification. We denote the position of a user on a
road segment sid with coordinates (x, y) at a time stamp t by l=(sid, x, y, t).

Definition1 Trajectory: A trajectory denoted by TR = {tid, l0, l1....ln}, is a
time-ordered sequence of locations l0, l1, ..., ln of a user on the road network
over time and uniquely identified by a trajectory identifier tid. For a mobile user,
his/her trips with beginning location and destination location forms a trajectory.

Definition2 Trajectory-fragment: A trajectory-fragment of TR, denoted by tf
= {tid, sid, lklk+m}, represents a sub-trajectory lk, lk+1...lk+m consisting of m
+ 1 consecutive points extracted from TR which lie on the same road segment
sid.

Definition3. Base cluster: A base cluster b with respect to a segment is a
group of distinct trajectory-fragments with similar characteristics. Each of these
trajectory-fragments belongs to a distinct trajectory TR and is associated with
a segment sid. A group of base clusters in a segment sid is called a segment
cluster csid .

Definition4. Class cluster: For a given set of trajectories T = {TR1... TRn}
on a road network, a class cluster cw0 is a set of all segment clusters csid in all
segments with similar segment classification w0. Therefore, class clusters are cp,
ca, ch, cex where each class cluster could be represented generally as cw0 .
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Fig. 2. A section of road network depicting trajectories A,B,C,D,E broken into trajec-
tory fragments along segments

Definition5. Cluster : For a given set of trajectories T = {TR1... TRn} on a
road network, cluster C is the set of all class clusters ie C = {cp, ca, ch, cex}. C
therefore represents all class clusters with segment classifications w0.

4 Developing Trajectory Clustering Algorithm and
Semantic Location Graph

4.1 Trajectory Clustering Algorithm

One technique that is widely known to group objects of a database into a set
of meaningful subclasses is the clustering algorithm [11]. We intend to use this
tool to cluster trajectories of users into subclasses according to their similar
movement characteristics on same road segment offline. We believe users within a
segment can be considered close in terms of network proximity and will therefore
display a group of subclass characteristics in their movements which will reflect
that of any online mobile object on that segment. We therefore can estimate from
the offline characteristics if its inclusion will protect privacy of the client before
going ahead to cloak a user with such characteristics online. We intend to cluster
trajectories of mobile users offline into subclasses along a road segment according
to segment id, service request, direction of flow, speed, temporal details, length
of the segment and it’s speed limits. We use these properties because we believe
they influence movement trends of a mobile user on a road segment.

With this prior information, we intend to develop a trajectory clustering algo-
rithm on users’ trajectories. Consider a set of trajectories denoted by T = {TR1,
TR2... TRk} in the TCE, we examine a single trajectory TRi = {tid, l0, l1...ln}
from the first location l0 to the last location ln. We take every two consecutive
points in the trajectory, say li and li+1, and check to obtain the road junction
node that intersects two road segments using the map-matching approach [13].
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Next, we insert the obtained junction node(s) as new points in between li
and li+1 in the trajectory being examined. After examining every point in a
given trajectory TRi, the sequence of junction nodes added to TRi will serve
as the trajectory splitting points used to partition the trajectory into trajectory
fragments (tf) along segments. For example, in Fig.2 trajectory C has a two
trajectory fragments broken along segment 2 and segment 3. The period of time
travelled by the individual trajectory fragments are analyzed and categorized
into different time periods of the day(tb). This procedure is repeated for all set
of trajectories in T.

We group the trajectory-fragments by their road segment id, direction of flow,
speed (v), segment length, time period of travel(tb) and speed limits vl on that
segment to form a collection of base clusters. We then compute the resulting
traffic density w1 on each base cluster in a segment as the number of trajectory
fragments. The density gives the likely number of users on that segment with a
particular characteristics at a given time period of the day. For example in Fig.
2, if all trajectory fragments have similar characteristics then segment2 will have
a traffic density of 3, whiles segment1 has a density of 2. A group of base clusters
under the same segment id forms a segment cluster csid . The algorithm output a
base cluster according to segment id as b= (sid, w0, sr, v, w1, tb, ninj), being the
group of users characteristics on the segment at the time tb. Finally, we abstract
all segments clusters under similar road classifications w0 into class clusters
denoted as cp, ca, ch, cex ∈ C. We abstract according to segment classification
because we believe it will aid cloaking of users with diverse location semantics.
A group of class clusters form a cluster C. The detailed description is as shown
in Algorithm 1.

Algorithm 1 Trajectory Clustering Algorithm

Input: < GraphG >, <T = TR1, TR2... TRn> ,<TRi = tid, l0 l1...ln>
Output: < clusterC = cp, ca, ch, cex >,
1: Let G composed of the junction nodes V(ni,nj ∈ V) and directed edges E (e ∈ E);
2: for TRi,i=1...n do
3: examine every li and li+1 to obtain the sequence of road junction nodes ni

4: insert the obtained junction node(s) as new points in between li and li+1

5: use new junction node to break TR into tf
6: Assign identities sid for each e
7: categorise tb of all tf
8: group all tf along e according to sid, v, vl, tb, ninj and � ninj � into b
9: end for
10: Evaluate w1 in each b
11: group all b in each e as csid ;

12: group all csid with same w0 as cw0 ;

13: output all cw0 as C;

4.2 Semantic Location Graph

In this subsection, we discuss an algorithm to build a semantic location graph
to aid the selection of users for cloaking in order to protect semantic location
privacy. We define semantic location privacy as the disclosure of the semantics



286 Y.H. Gustav et al.

associated with a location visited by a user. The essence of protecting semantic
location privacy is to avoid a user’s activities at that location from being inferred
by an adversary. For example, if a location visited by a user is a cancer hospital,
it may be inferred from its semantics that a user may be a cancer patient.
Therefore, to cloak a location into a region such that it becomes anonymous, it’s
important that the semantic locations of cloaked users are made l-diverse to avoid
privacy leakages. To aid the achievement of l-diversity in semantic locations, we
need to build a semantic location graph.

To build such a graph, we need to determine what constitutes a semantic
location. We define semantic location as a location where a kind of service is
provided and therefore visited by many people who stay for a period of time.
People visit locations mostly with a reason. We go to restaurants to have food,
schools to attend classes, and hospitals to see a doctor. Since we have reasons for
a visit, we stay for a while at a location for those reasons. Moreover, we spend
different amount of time based on these reasons from which an adversary is able
to link a location to a user’s activity. Using the duration of stay and the service
provided at the location as factors, different point of interest (POI) representing
different semantic locations can therefore labelled [3]. Unfortunately labelling is
not the focus of this research, so we assume point of interest (POI) collections
and their location coordinates which are open source information. [14].

Let’s consider a set of POI locations SL=(L1, L2, L3....Ln) where each L rep-
resents a semantic location. We categorise the semantic locations according to
their similarity of service provided at that location denoted SLu=(L1,... Lm),
where u is a category of service provided at L1,.. Lm. For example, we group
clinic, health post, hospitals, dental clinics, etc under the category health, where
health is category of service provided. We do the categorisation to help us avoid
cloaking user locations with similar service to enhance l-diversity in their se-
mantic locations. Using the set of semantic locations SL, we employ the map
matching approach to locate their exact positions on various segments on our
road network model. We then generate a sematic location graph G’ depicting
various semantic locations and their services provided. The algorithm is as shown
below;

Algorithm 2 Semantic location Graph Algorithm

Input: < GraphG >, <SL = (L1, L2, L3.....Ln)>
Output: < SemanticLocationGrapgG′ > and < SLu >
1: Let G composed of the junction nodes V(ni,nj ∈ V) and directed edges E (e ∈ E);
2: for Li,i=1...n do
3: label each Li according to service provided
4: group all Li with same u
5: output each group as SLu

6: end for
7: for Li,i=1...n do
8: insert in G
9: output G’
10: end for
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5 Privacy Preserving Algorithm and Security Analysis

5.1 Privacy Preserving Algorithm

In this subsection, we develop the privacy preserving algorithm using trajectory
clustering algorithm and the semantic location graph. The mobile client(MC)
sends a new query q in the form q=(qid, l, ti, tf , k, sr ), where l is the location
coordinates, ti is the query initiation time and tf is the expiration time. The
service request is sr, privacy profile k, and qid is the client id. On receiving
a new query q, AS determines the time of q, and use the location to find the
segment from which it was issued, classification of the segment, semantic location
L associated with q from G’ and the category of service provided SLu to which
it belongs.

We define a traffic density threshold σ, below which it will not be appropriate
for online cloaking to be executed. w1 ≥ σ implies we are sure to find enough
mobile users on that segment at the time period tb. Traffic density threshold σ
is determined by AS based on history.

To find users online to anonymise MC, TCE searches through all class clusters
cw0 other than that containing MC, to find the k-1 other segments at random
and select a base cluster each with time tb that satisfies the time of q from the
selected segments. The selected base clusters must satisfy the cloaking conditions
designed to aid the achievement of absolute privacy protection employing the
random segment sampling method.

Cloaking Conditions:- All selected base clusters must satisfy;

1. k-1 in number,
2. The time period tbk−1

of the (k− 1)th selected base cluster bk−1 must satisfy
the time t of the query q and the time tb1 of first selected base cluster b1, ie
t ∈ tb1 ; t ∈ tbk−1

.
3. The traffic density of any selected base cluster w1(b) ≥ σ ie w1(b1)≥ σ,

w1(bk−1)≥ σ.
4. The service request sr(bk−1) of the (k− 1)th selected base cluster bk−1 must

not be the same as that of q and that of the first selected base cluster b1, ie
sr(b1)	=sr(bk−1)	=sr(q).

5. The category of service provided SLu(bk−1) of the semantic location L on
the selected segment of the (k − 1)th selected base cluster should not be
in the same category as q and that of the first selected base cluster b1 , ie
SLu(b1)	=SLu(bk−1)	=SLu(q),

6. The segment classification cw0(bk−1) of (k−1)th selected base cluster should
not be the same as that of q and the first selected base cluster b1, ie
cw0(bk−1)	= cw0(b1)	= cw0(q).

The cloaking conditions ensures that we are likely to find k-1 mobile users
online with k-1 different locations associated with k-1 different semantics from
k-1 different segments requesting k-1 different service request at the time of the
query. When the cloaking conditions are met, AS cloaks k-1 other online users
q’ with the characteristic of the k-1 selected base clusters from their respective
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segments into a cloaked region with q. All queries not meeting these conditions
are suppressed. Client’s id is removed and replaced with quasi-id and put into a
cloaked region Ri where i represent the i

th snapshot with cloaked region identity
Rid. The cloaked region Ri containing k users is then forwarded to the LBS. The
LBS provides the result for all k users and forwards it to AS. AS knowing the
exact location of MC and his request submits the appropriate result to MC.

For continuous query LBS, a query will continuously be issued periodically
by AS within the period (tf - ti). AS cloaks users requesting continuous service
for the first snapshot if client is requesting continuous service so as to maintain
same cloaked users at ti throughout the query period, whiles ensuring cloaking
conditions at all times. Further, we keep a repository of already cloaked users
request to use at a later time when its related to the same segment. The number
of cloaked sets that meets cloaking conditions is denoted by n. The privacy
preserving algorithm is as described in algorithm 3.

Algorithm 3 Privacy Preserving Algorithm

Input: <queryq = qid, l, k, ti, tf , sr>, < classclustercw0 = (cp, ca, ch, cex) >, < G′ >, < SLu >,
Output: < cloakedregionR >
1: for q issued at t=ti =i;
2: determine ti of q
3: identify e, cwo , L and SLu of q
4: randomly output a base cluster (b1) in e of cw0(b1) �=cw0(q) and ti∈ tb1
5: ensure w1(b1)≥ σ, SLu(b1) �=SLu(q) and sr(b1) �=sr(q)
6: goto line 11
7: for k > 2 do
8: ensure w1(bk−1)≥ σ; cw0(b1) �=cw0(q) �=cw0(bk−1); sr(b1) �=sr(bk−1) �=sr(q);

SLu(b1) �=SLu(bk−1) �=SLu(q)
9: end for
10: if line 8 is satisfied then
11: select q’ online with characteristics of b1 to bk−1 at their respective e
12: cloak q with k-1 other q’ into cloaked region Ri

13: replace qid with quasi id
14: assign region identity Rid

15: else
16: suppress query
17: end if
18: forward Ri to LBS
19: for t>ti=i do
20: Repeat 2-18
21: end for

5.2 Security Analysis

An adversary with the exact position of users, sample of cloak set of some snap-
shot on road segments, knowledge of some sample query contents and cloaking
algorithmmay be able to launch query tracking attack [6], query homogeneity at-
tacks [15], query semantic homogeneity attacks and location similarity attack [3].
We employed the randomly selected segment cloaking technique which is attack
resilient to enhance the security of our algorithm.

Let us consider a scenario, in which all users from a cloaked region are re-
questing for the same type of service such as the location of a special club.
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In this case, even if an adversary cannot link an individual query to a specific
user, it is still known to the adversary that all the users in the cloaked region
including the client are interested in that special club. This kind of attack is
referred to as query homogeneity attack. To avoid query homogeneity attack, we
avoided cloaking together any two users requesting the same service such that
the probability of linking a request to a client is 1

k .
Assuming cloaked users in a region show a primary school, high school, and

a university as their semantic locations, an adversary may be able to infer from
the semantics that the users are likely students and so is the query client. This
attack is called query semantic homogeneity attack. If the cloaked users loca-
tions depict a big university campus, an adversary may be able to infer from
their locations that they may be students of that university from their location
similarity. This attack is termed location similarity attacks. To overcome query
semantic homogeneity attacks, we avoided cloaking users with similar semantic
locations and with similar services provided at that location whiles for location
similarity attacks we cloaked users at diverse location from different road seg-
ment with different classifications such that linking a client to its semantics or
location is 1

k .
Query tracking attacks are attacks in which an adversary aggregates different

snapshots of continuous query and takes an intersection of all snapshots such
that the user that appears across all regions is identified as the query client.
Alternatively, an adversary could model the mobility of any user from a cloaked
region at ti to a cloaked region at tf as a Markov chain [16] where each state of
the Markov chain represents a cloaked region. The m-step transition probability
of a user can be defined as the probability that a user at an initial cloaked region
ti will be at a final region tf across m cloaked regions, which can be expressed
as;

Pm(ti, tf ) = P (Xm = tf | X0 = ti) (1)

The adversary evaluates the transition probability for all users in the cloaked
regions, and the user that appear across all regions will have Pm(ti, tf ) =1
indicating its the query client otherwise its not.

To overcome query tracking attacks, we ensure that all users in a cloaked
region for the first snapshot are querying continuously. This is realistic since our
trajectory clustering algorithm gives us a fair idea of the segment in which to find
such a user. However, different users query for different time periods, so where
the time for the query client is greater than the other cloaked users, we reuse
repository query for the same segment where necessary to protect the privacy
of the query client at all times. Where the time for the query client is less than
the other cloaked users, the query client will then be fully protected across its
query period. In this way, aggregating all snapshots and taking intersection will
lead to the same number of users appearance in all cloaked regions thus making
the probability of identifying the query client 1

k . An adversary using equation
(1) will also have Pm(ti, tf ) =1 for all cloaked users since they will all appear
at all cloaked regions hence making it difficult to identify the query client. An
adversary having the algorithm is not anticipated because AS is trusted.
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6 Experiment and Evaluation

6.1 Evaluation Criteria and Metrics

Success Rate. Anonymisation Success Rate (S) measures the ability of our
algorithm to avoid suppression of a query. We evaluate this metric as the ratio of
the number of successfully cloaked snapshots n to the total number of successful
and unsuccessful cloaked regions Ctotal within an active query period.

SuccessRate(S) =
n

Ctotal
× 100 (2)

Query Processing Time. Query Processing Time is the time required by
the algorithm to find the k-1 other users. The average cloaking time Tavg for
continuous query that has just elapse its active period consisting of n snapshots
can be evaluated as;

Tavg =
Σn

i=1TRi

n
(3)

where TRi is the cloaking time of the query with region Ri.

6.2 Experimental Setup

Using the Thomas Brinkhoff Network-based Generator of Moving Object [17],
we generated 10000 mobile users moving along the map of shanghai with varied
speeds and assigned varied service requests. All road segments were assigned
speed limits according to our classifications and with segment id. We employed
20148 POI GPS data set consisting of 50 different categories of service provided
in Shanghai city obtained from GPS Data Team [18] as our semantic locations.
We recorded 100 snapshots at an interval of 5seconds. With the simulated data,
we implemented our algorithms using a laptop with 6GB memory and a Core
(TM) i3-2330M 2.20 GHz Intel processor.

6.3 Discussions

We studied the effects of our defined metrics with some snapshot queries for
a cloaked region of k-users and l -diverse segment (k − l ) values. From Fig.3,
there was a high processing time at the first snapshot which is due to lots of
time required for processing to meet the initial cloaking conditions. The query-
ing process time decreased sharply from the initial snapshot until the first ten
snapshots. The decrease may be the results of the cloak users requesting con-
tinuous service at the initial query hence there was less time required because
it involved same users. There was a slight increase in the processing time from
the 10th to 20th snapshot which might be due to users changing segments and
therefore some processing was required. Thereafter, there was a steady decrease
in processing time. This trend might be due to the introduction of repository
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queries hence a reduction in the processing time. Generally, the query processing
time decreased with increase in snapshots even when k-l values was increased.

From Fig.4, the anonymization success rate remained almost constant for the
first ten snapshots which is because users cloaked at ti were querying continu-
ously hence most of snapshots met the cloaking principles. There was a sharp
decrease in success rate thereafter until the 20th snapshot which may be due
to mobile objects changing segments with different classification and different
semantic locations hence most of the snapshots could not meet the cloaking con-
ditions. There was a steady increase in success rate thereafter which is due to
the gradual introduction of repository queries hence most queries met cloaking
conditions. When k-l was increased, similar trends was exhibited. Generally, our
algorithm exhibited an average success rate of about 87.8 percent per snapshot
within the 100 snapshots evaluated.

Fig. 3. Graph showing a measure of
Query Processing Time

Fig. 4. Graph showing a measure of
Anonymization Success Rate

7 Conclusion

In this paper, we developed a privacy preserving algorithm that protects a client’s
absolute privacy for continuous query road network services. We employed an
offline trajectory clustering algorithm and semantic location graph to aid the
selection of cloaked users that will effectively protect the absolute privacy of a
client. We evaluated the effectiveness of our algorithm on a real world map with
two defined metrics, and it exhibited an excellent anonymization success rate in
a very good query processing time for the entire period of continuously querying
road network services.
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Abstract. Determining suitable bus-stop locations is critical in improv-
ing the quality of bus services. Previous studies on selecting bus stop
locations mainly consider environmental factors such as population den-
sity and traffic conditions, seldom of them consider the travel patterns of
people, which is a key factor for determining bus-stop locations. In order
to draw people’s travel patterns, this paper improves the density-based
spatial clustering of applications with noise (DBSCAN) algorithm to find
hot pick-up and drop-off locations based on taxi GPS data. The discov-
ered density-based hot locations could be regarded as the candidate for
bus-stop locations. This paper further utilizes the improved DBSCAN
algorithm, namely as C-DBSCAN in this paper, to discover candidate
bus-stop locations to Capital International Airport in Beijing based on
taxi GPS data in November 2012. Finally, this paper discusses the effects
of key parameters in C-DBSCAN algorithm on the clustering results.

Keywords: Bus-stop locations, Public transport service, Taxi GPS data,
Centralize density-based spatial clustering of applications with noise.

1 Introduction

The design and optimization of bus stops is one of public transportation issues
which deserve the long-term attention, as reasonable locations of bus stops will
strengthen the social operation efficiency, and improve citizens’ satisfaction of
public transportation service. However, previous studies on selecting bus-stop
locations mainly consider the factors of population density, the regional envi-
ronment and traffic conditions rather than travel patterns of people, which may
lead to the deviation of bus-stop locations and actual demands. Therefore, it
is still a critical and valuable problem for conducting scientific research on how
to select a reasonable public transportation site. In the era of big data, the
taxi trajectory data based on the Global Positioning System (GPS) provides the
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possibility for analyzing the bus-stop locations. The GPS data of taxis contains
the real-time information of license plate number, current time, longitude and
latitude positions and so on. Through clustering pick-up locations by using the
GPS data, hot pick-up locations which reflect the large amount of passengers
demands could be considered as bus-stop locations.

Spatial clustering methods based on the GPS data can support the analysis of
hot pick-up locations. As a typical density-based clustering analysis algorithm,
density-based spatial clustering of application with noise (DBSCAN) algorithm
can discover clusters in arbitrary shapes and shield effectively the interference
of noise data with easier implementation and better clustering effects [1]. Nev-
ertheless, the classic DBSCAN algorithm has its deficiency in determination of
bus-stop locations for it is unable to determine cluster centers.

This paper aims to determine the locations of candidate bus stops through
analyzing the big GPS data of taxis. The main work in this paper includes
two folds. On the one hand, this paper improves the DBSCAN algorithm to
mine candidate bus stops based on the GPS data. The promoted centralized
density-based spatial clustering of applications with noise (C-DBSCAN) algo-
rithm introduces spherical distance to measure the distance between two data
points (i.e., pick-up or drop-off locations) and calculates a cluster center by av-
eraging the latitudes and longitudes of all the data points in a cluster. On the
other hand, based on the taxi GPS data in Beijing in November 2012, this paper
utilizes the C-DBSCAN algorithm to find some candidate bus-stop locations to
Capital International Airport in Beijing through the following three steps: (1)
utilizing C-DBSCAN algorithm to cluster the taxi GPS data to find a certain
number of hot pick-up locations; (2) aggregating the discovered hot pick-up lo-
cations at the first step by reapplying C-DBSCAN algorithm to generate a few
refined hot pick-up locations, the number of which may not be too much to be
considered as candidate bus-stop locations; (3) ranking the refined hot locations
based the number of pick-up passengers to find the candidate bus-stop locations
that should be considered for when planning or improving current bus routes
and bus stops.

The reminder of this paper is organized as follows. Section 2 reviews the
related work about present methods for determining bus-stop locations, the re-
search achievements in the area of taxi data analysis and the GPS data analysis
algorithm, and also introduces the DBSCAN clustering algorithm. Section 3
shows the improved C-DBSCAN algorithm in detail. Section 4 presents the clus-
tering results and discusses how different parameters affect the clustering results.
Section 5 concludes this paper.

2 Related Work

2.1 Determining Bus-Stop Locations

In the existing research of bus-stop locations, Wang et al. [2] have studied the
planning method of city bus terminals and proposed a spacing optimization
model to minimize the travel time of all passengers and they have discussed
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the method for bus-stops’ capacity calculation when setting many bus-stops in
one hot area. Koshy and Arasan [19] have developed a HETERO-SIM simulation
model to examine the influence of bus stops on traffic flows by taking into account
bus stops composition. Fernandez et al. [20] have built a user behavior model
to analyze the interactions between traffic and bus stops that are located close
to a signal controlled junction. Li and Chen [3] have conducted the regression
analysis for the bus stops’ survey data in the Nanjing city, and then calibrated
parameters and established a regression model to calculate the length of the bus
stop. However, previous studies on selecting bus-stop locations mainly consider
environmental factors such as population density and traffic conditions, seldom of
them consider the travel patterns of people, which is a key factor for determining
bus-stop locations. As the behaviors of taxis pick-up/drop-off passengers may
reflect peoples travel patterns to some extent, mining the taxi GPS data, which
records taxis behaviors during the cruise, provides a potential effective way for
determining which locations should be considered as bus stops.

2.2 GPS Data Based Studies for Transportation Related Problems

There are several previous studies attempting to address the public transporta-
tion related issues based on taxi GPS data. In order to promote the taxi service
and profitability, some studies designed models and implemented algorithms to
get the best parking place to wait for the potential passengers [5][6], to provide
taxi drivers with personalized and optimal driving paths [7], and to ensure the
quality of taxi services [8]. In order to strengthen the convenience of passengers,
some existing studies recommended places for passengers to wait for the empty
taxis and predict the average waiting time [4]. At the same time, the model for
predicting the time cost for every trips have been presented in order to achieve
the optimal allocation of social resources [9]. And the integrated recommenda-
tion system could provide convenience for drivers and passengers [10]. Meanwhile
carpool recommendation is provided to maximize the effectiveness of the driver
and passengers [11]. As the taxi GPS data reflect travel patterns of people, the
analysis of the real taxi GPS data could improve the quality of transportation
service.

2.3 Clustering Algorithms Using GPS Data

Some previous studies utilize various clustering algorithms to identify dense and
sparse traffic areas, which is beneficial to mining the potential common quality
in a global view so as to make effective decisions. Li et al. [12] have utilized
the Parallel K-Means (PKM) clustering algorithm to realize more scientific and
effective division of traffic control time in a day based on real-time traffic data. In
order to solve the problem in identification of traffic accident locations, Sun and
Wang [13] have introduced the density-based clustering (DENCLUE) algorithm
for identifying accurate points with high occurrence rate. Cai and Yang [14] have
improved the accuracy of DBSCAN clustering algorithm by narrowing the search
radius and applied it to the identification of bus-stop locations. The cluster
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algorithm mentioned in previous study have their deficiencies in determining
bus-stop locations, and DBSCAN algorithm could be a suitable method to solve
this problem.

2.4 DBSCAN Algorithm

DBSCAN is a density-based clustering algorithm which is designed to discover
clusters in arbitrary shapes. The key feature of DBSCAN is that it confines the
minimum number of objects in a given radius in every cluster. The DBSCAN not
only discovers clusters in arbitrary shapes but also shields the interference of noise
data effectively. Here are some key definitions of the DBSCAN algorithm [15]:

Definition 1 (Density): Refers to the number of points in a circle which set a
certain point as the center and set Eps as the radius.

Definition 2 (Neighborhood): Refers to the collection of points in a circle which
set a certain point as the center and set Eps as the radius, set as NEps(p)={q ∈
D | dist(p, q) ≤ Eps}.
Definition 3 (Directly Density-reachable): A point p is directly density-reachable
from a point q wrt. Eps,MinPts if p belongs toNEps(q) and core object p satisfied
NEps(q) ≥ MinPts.

Definition 4 (Density-reachable): A point p is density-reachable from a point
q wrt. Eps, MinPts if there is a chain of points p1, · · · , pn, p1 = q, pn = p such
that pi+1 is directly density-reachable from pi

Definition 5 (Density-connected): A point p is density-reachable to a point q
wrt. Eps,MinPts if there is a point o such that both p and q are density-reachable
from o wrt. Eps and MinPts.

DBSCAN algorithm is described as follows:

1. After inputting the original data and choosing a data point X at random,
the algorithm would check Eps-neighborhood of the point X.

2. If X is a core object and not belong to any certain class, all point which
are density-reachable from point X would form a cluster.

3. If X is not a core object, X would be set as a noise point.
4. After finishing the procession of point X, the algorithm would go back to

the first step and repeat the algorithm until all the points in the original data
is processed.

However, DBSCAN algorithm meets challenges in discovering candidate bus-
stop locations:

1. DBSCAN can not cluster data sets well in large different densities, since
the sole MinPts-Eps combination cannot then be chosen appropriately for all
clusters.

2. The algorithm can not obtain the cluster center. The cluster center is the
key point in some practical problem sometime, in order to solve this problem,
the improved DBSCAN would be put forward to obtain the cluster center.
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3 C-DBSCAN: A Centralize-DBSCAN Algorithm

The improvement of C-DBSCAN clustering algorithm mainly contains two as-
pects: (1) introducing spherical distance to measure the distance between two
data points (i.e., pick-up or drop-off locations) (2) calculating a cluster center
by averaging the latitudes and longitudes of all the data points in a cluster.

3.1 The Calculation of Spatial Distance between Data Points

Many formulas such as the Euclidean distance, absolute value distance, Cheby-
shev distance, Markov distance formula are the main method in calculating the
distance between entities. In processing latitudes and longitudes of the GPS data,
because of the sparsity and space phenomenon in high dimensional space [16],
those above formula can not eliminate the influence of the “Curse of Dimen-
sionality”, which leads to the inaccuracy of results. So the existing deviation
of data dimension should be paid more attention when choosing the distance
measurement.

The spherical distance formula calculates the distance between two points [17]
as follows:

S = Δσ ×R (1)

Δσ = 2 arcsin

(√
sin2(Δϕ/2) + cosϕAcosϕBsin

2(Δγ/2)

)
(2)

where S means actual spherical distance between two points, R represents the
average radius of the earth; Δσ which is calculated in formula (2) represents the
central angel of two lines which link two points with the center of sphere respec-
tively; ϕ and γ are radians of each points latitude and longitude Δϕ and Δγ
denote the difference values between two radian corresponding to the longitude
and latitude, respectively.

3.2 The Determination of the Cluster Center

To determine cluster centers, we utilize formulas (3) and (4) to attain cluster
centers.

latcenter = (
∑n

i=1
latA)

/
n (3)

loncenter = (
∑n

i=1
lonA)

/
n (4)

where n is the number of elements in the cluster; latA and lonAmean the latitude
and longitude of the point A, respectively; latcenter and loncenter represent the
latitude and longitude of the cluster center, respectively.
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Algorithm 1. C-DBSCAN Clustering Algorithm

Input:
Data Collection pointsList, Radius Eps and Density Threshold MinPts
Output:
Clustering C
1: C = 0;
2: for each unvisited point P in dataset pointsList
3: mark P as visited;
4: return all points within P’s eps-neighborhood;
5: if sizeof(NeighborPts) ¡MinPts, mark P as NOISE;
6: else set C as a next cluster and add P to cluster C;
7: for each point Q in NeighborPts
8: if Q unvisited, mark Q as visited, return all points within Q’s eps-neighborhood;
9: if sizeof(NeighborPts) ≥ MinPts,NeighborPts = NeighborPts joined with
NeighborPts;
10: end if
11: end if
12: if Q is not yet member of any cluster, add Q to cluster C;
13: end if
14: end for
15: end if
16: set the average of the cluster as the center point of cluster

Select unchecked object p in database

Select unchecked object q in NeighborPts 

The number of p s neighborhood >=MinPts

The number of q s neighborhood >=MinPts

Set q s neighborhood check state, add all of them into C and remove q from NeighborPts

q is not classified into a cluster, then add the q to C

NeighborPts is null ?

start

End

N

Y

Y

Y

Y

N

N

N

Add all points into a new cluster C and the candidate set NeighborPts

Set p as noise

Exist unchecked object in database ? 

Show all clusters and get the each cluster center

Fig. 1. The description of the C-DBSCAN clustering algorithm
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3.3 The Description of the C-DBSCAN

The C-DBSCAN clustering algorithm is described in Fig.1. As shown in Fig.1,
firstly, through selecting unchecked object p and comparing the number of its’
neighborhood with the threshold value MinPts, object p is set as a noise or
all object p’s neighborhood is added into a new cluster and the candidate set
NeighborPts. Secondly, the algorithm would check the object q in NeighborPts in
the same way until the candidate set NeighborPts is null. Thirdly, the algorithm
keep checking other unchecked objects in database the same as object p. Finally,
the algorithm is set to get all clusters and calculate cluster centers.

4 Experiments

The experimental analysis of this study mainly includes two aspects: realize the
recommendation of candidate bus-stop locations within three steps by using the
C-DBSCAN clustering algorithm and discuss the effects of key parameters in
C-DBSCAN algorithm on the clustering results. This section first introduces
the data set and data processing. Then, this section utilizes the C-DBSCAN
algorithm to find candidate bus-stop locations to Capital International Airport
in Beijing through three steps. Finally, this section discusses the effects of key
parameters in C-DBSCAN algorithm on the clustering results, so that put up
some constructive suggestion for bus-stop locations.

4.1 Data Set and Data Preprocessing

In this work, we use the GPS trajectories of taxicab to Capital International
Airport in Beijing from datatang1. This data set includes 12000 GPS trajectories
of taxi generated in Nov. 2012. The data is shown as ASCII text with a comma
separator (e.g., data item and order: car number, car trigger, car state, car time,
longitude, latitude, speed, direction, car state, and the corresponding records:
123456, 0, 1, 20110414160613, 116.4078674, 40.2220650, 212, 174, 1). Based on
the taxi GPS data, we extract the latitudes and longitudes for locations that
people get on and off taxis for determining bus-stops locations.

The preprocessing of the taxi GPS data includes the following steps:

1. Getting the pick-up and drop-off data of the 12000 taxis in Beijing within
a month in original data set (i.e., value of attribute car trigger is 0 or 1);

2. Grouping the data set according to the car number and get all pick-up
and drop-off data of each taxis within a month, and sort the data set in reverse
chronological order of the attribute car time;

3. Querying the latitude and longitude range of the Capital International
Airport by using the Google earth software (longitude:116.57351110000002 to
116.627945- 59999998, latitude: 40.0461603 to 40.1079176), and get the experi-
mental data.

1 http://www.datatang.com/data/44502

http://www.datatang.com/data/44502
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4.2 Recommendation of Bus Stop Locations

Based on the taxi GPS data in Beijing in November 2012, this section utilizes
the C-DBSCAN algorithm to find some candidate bus-stop locations to Capital
International Airport in Beijing through the following three steps: (1) In order to
get a certain number of hot pick-up locations, we utilize C-DBSCAN algorithm
to cluster the processed taxi GPS data and get cluster centers; (2) Through
aggregating the discovered hot pick-up locations at the first step by reapplying
C-DBSCAN algorithm, this step groups these clusters and generates a few refined
hot pick-up locations, the number of which may not be too much to be considered
as candidate bus-stop locations; (3) The refined hot locations would be ranked
based on the number of pick-up passengers so as to find the candidate bus-stop
locations that should be considered for when planning or improving current bus
routes and bus stops.

Fig. 2. The results of C-DBSCAN al-
gorithm in first step (Eps=0.5, MinPts
=50)

Fig. 3. The map of airport bus route

In the first step, through using C-DBSCAN algorithm, this step divides the
processed GPS data into different clusters and gets cluster centers. In the C-
DBSCAN algorithm, the Eps which means maximus radius of the neighbour-
hood and the MinPts which means the Minimum number of points in an Eps-
neighbourhood of that point are the two global parameters of C-DBSCAN al-
gorithm. The value of these two parameters affect the accuracy of clustering
results. The urban road traffic planning and design specification (GB50220-95)
in our country recommended that set the reasonable stop spacing in the ur-
ban bus and trolley (normal line) as 500 m-800 m, as well as set the suburb
as 800 m-1000 m [20]. Because the experiment was conducted within the urban
public transportation on bus-stop locations, in this experiment the proper dis-
tance between the stops is 500 meters, the value of parameter Eps is 0.5 km.
As the value of the parameter MinPts, 50 is a proper value after considering
the actual problems and results which have compared the different values for
many times.
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The C-DBSCAN cluster result which sets Eps as 0.5 km and sets MinPts as
50 by using the data in Nov. 2012 is shown in Fig.2. Fig.2 shows the visualization
of the clustering results in ArcMap platform, which sets the Beijing road map
as background and marks the adjacent clusters with different colors as well as
determine the center of each cluster by using the yellow point.

Fig.3 shows the existing bus route map of Capital International Airport in
Beijing, which is obtained from the website of Capital International Airport in
Beijing co., LTD. In the bus route map, the airport buses link the airport with
11 districts such as Fangzhuang, Xidan, Beijing station, Gongzhufen, Zhong-
guancun, the Olympic Village, West Railway station, Shangdi, E-town, and
Tongzhou. Compared with stops of 11 bus routes, the clustering result we gain
from the taxi GPS data indicates strong demand of the transportation in dif-
ferent areas. So the improvement of bus-stop locations would be beneficial to
improve the quality of public transport service.

In order to provide more reasonable recommendations for bus-stop locations,
the second step divides cluster centers obtained in the first step into different
traffic modules by using C-DBSCAN algorithm. Considering with the scale of
different traffic modules and the first step result, the C-DBSCAN clustering sets
Eps as 2 km and sets MinPts as 2. As shown in Fig.4, the isolate cluster center
is set as one traffic module.

IM = M ∗AD(i)/(
∑n

i=1
AD(i)) +N ∗ PD(i)/(

∑n

i=1
PD(i)) (5)

Table 1. The Calculation of IM (traffic module A as an example)

Point Longitude Latitude AD PD IM

Point1 116.5424673 40.0666117 1.50275 223 0.295399904

Point2 116.5570673 40.0751933 1.40250 64 0.157945563

Point3 116.5528637 40.0650462 1.26108 153 0.220004292

Point4 116.5622956 40.0619868 1.25144 120 0.192316835

Point5 116.5631632 40.0683761 1.21921 52 0.134333406

In the third step, we rank the refined hot locations based on the number
of pick-up passengers to find the candidate bus-stop locations. The importance
measurement which is used to rank the hot locations is described in formula(5).
In this formula, we introduce parameters of pick-up degree (PD) and average
distance (AD) from one area to any other areas in each traffic module. And IM
represents the area Importance Measurement which evaluates the importance of
each cluster center. We set M=N=0.5 and get the area importance measurement
in each traffic module. As shown in Table 1, we set traffic module A as an example
and find that the IM of Point 1 is the biggest value in this traffic module, so
that area around Point 1 can be considered as a candidate bus-stop location.
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Traffic Module A

Fig. 4. The result of C-DBSCAN in second step (Eps=2, MinPts=2))

(a) Eps = 0.5, MinPt = 30 (b) Eps = 0.5, MinPts = 50

(c) Eps = 0.5, MinPt = 20 (d) Eps = 0.2, MinPts = 20

Fig. 5. Clustering results under different parameter settings

4.3 Discussions

In the experiments, the values of two global parameters (Eps and MinPts) in
C-DBSCAN affect the accuracy of clustering results. We then discuss the effects
of the two parameters as follows:

The Fig.5(a) and Fig.5(b) describe the effect of parameter MinPt. As shown in
Fig.5(a) and Fig.5(b), by using the data in the period of 21:00-5:00 in November
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2012, we can get the result of 81 clusters (Eps = 0.5, MinPt = 30) and 36 clusters
(Eps = 0.5, MinPts = 50). These two figures show that the bigger MinPts value
is, the less number of cluster would be. So after determining appropriate value of
Eps, the bigger value of MinPts (about 50) which indicates the traffic information
in a macroscopic view is a fine choice if carrying out the whole transportation
planning. Also while optimizing the stops in a small area, the smaller value of
MinPts which indicates the detailed and accurate traffic information is beneficial
to the optimization of key points.

The Fig.5(c) and Fig.5(d) describe the effect of parameter Eps. By using the
data in first half of the November in 2012, Fig.5(c) and Fig.5(d) show the result
of 162 clusters (Eps = 0.5, MinPt = 20) and 79 clusters ( Eps = 0.2, MinPts
= 20). These two figures show that after setting appropriate value of MinPts,
the proper value of Eps (the statutory public transportation site spacing: about
0.5 km) is a fine choice if carrying out the transportation planning in the area
with proper density. As to a dense area, the smaller value of Eps would be a fine
choice.

5 Conclusion

This paper firstly presented the improved DBSCAN algorithm for determining
bus stop locations by using the real GPS data of taxis in Beijing. Then this
paper further utilized the C-DBSCAN algorithm to discover candidate bus-stop
locations to Capital International Airport in Beijing based on taxi GPS data
in November 2012. Finally, with the discussion of effects of two parameters,
this study would provide the constructive suggestion and powerful support for
determining the bus-stop locations.

Future research will consider the following issues. On the one hand, we will
improve the existing C-DBSCAN clustering algorithm and optimize the selec-
tion mechanism of parameters. On the other hand, as the discovered bus-stop
locations in this paper are a little bit roughly, we will fine-tune the discovered
bus-stop locations so as to provide constructive suggestions for designing and
improving bus-stop locations in Beijing.
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Abstract. Since the advent of matchmaking protocols, many such pro-
tocols have been proposed. The bane of most of these protocols has been
with the preservation of users′ privacy and reduce or remove completely
the leaking of users′ private information. Most of the existing match-
making protocols simply match-pair persons without checking if they
have enough common attributes to be an appropriate pair. Also, in most
matchmaking protocols, since the inputs are private, malicious partici-
pants may choose their sets arbitrarily and use this flexibility to affect
the results or learn more about the input of an honest individual. As
an improvement, we propose a novel hybrid matchmaking protocol. In
this proposed protocol, the initiator sets a threshold number of common
attributes that a-would-be pair should have to qualify as a match-pair.
With the use of certification of attributes to ensure that the inputs are
not arbitrary and a preset threshold number of common attributes de-
fined, an initiator can adequately find pair(s) without leaking any private
information. In addition to helping find the most appropriate pair, our
proposed protocol also has the ability to resist semi-honest and malicious
attacks.

Keywords: Hybrid, nonspoofability, multiparty, proximity-based,
threshold.

1 Introduction

In recent years, many researchers have dedicated substantial effort in designing
efficient mobile social network (MSN) protocols. This is to facilitate the sharing
of sensitive and private information. The sharing of information should be such
that there is no leakage and unauthorized persons should not know anything
about the individuals′ information being shared. In lieu of this, the research
community has foreseen the need for mechanisms to enable limited (privacy-
preserving) sharing of sensitive information and a number of effective solutions
have been proposed. Among them, Private Set Intersection (PSI) techniques
are particularly appealing for scenarios where two parties wish to compute an
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intersection of their respective sets of items without revealing to each other any
other information [1].

The advent of online social network has received a lot of attention as it pro-
vides the online community of users an information sharing platform. These
MSN applications have been very successful because they attract millions of
users, some of whom have little or no prior experience using such applications.
With the pace at which the internet is growing and it being used for all sort
of activities, privacy issues have become a major concern [4]. Increasing depen-
dence on anytime-anywhere availability of data and the commensurately increas-
ing fear of losing privacy motivate the need for privacy-preserving techniques.
One interesting and common problem occurs when two parties need to privately
compute an intersection of their respective sets of data. In doing so, one or both
parties must obtain the intersection (if one exists), while neither should learn
anything about other′s data set. In most cases, since each party is not willing
to disclose the content of its list, ordinary private set intersection protocols will
not be appropriate. Privacy consideration of individual information is important
in private set intersection however, authentication of users′ attributes is also an
important issue. In light of this, authorisation of the input sets of the persons in
the protocol is more appropriate as it prevents potent attack such as semi-honest
attack.

Hence, our research seeks to formulate a hybrid matchmaking protocol that is
very efficient and secure against semi-honest and malicious attacks. The novelty
of this proposed protocol is that, the initiator sets a threshold number of common
attributes that individual(s) should have to qualify as a pair. Hence among
the many would-be possible matching-pairs, the initiator will be able to find
a pair(s) that has at least the threshold number of common attributes. When
such individual(s) is found, apart from the matching-pair(s) that is privy to the
number of common attributes, no one else does. After the matching-pair(s) have
been found, they can then compute to know their actual attributes.

The rest of this paper is organized as follows: in section 2 we take a brief look at
private set intersection; also in section 3, we present related works. Our protocol
together with the algorithms are presented in section 4. Also, the security and
simulation of the algorithm are in section 5. Finally, we conclude this paper in
section 6.

2 Private Set Intersection

Generally speaking, Private Set Intersection (PSI) is a cryptographic protocol
that involves two individuals, say Alice and Bob, each with a private set of
attributes. Their goal is to compute the intersection of their respective attributes,
such that minimal information is revealed in the process. In other words, Alice
and Bob should learn the attributes (if any) common to both sets and nothing
else.

The problem of private set intersection is, if Alice and Bob hold attributes SA

and SB, respectively and want to compute the intersection of their attributes,
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their wish is to jointly compute the intersection in such a way that reveals as
little as possible about SA to Bob and SB to Alice. In other words, both Alice
and Bob should learn only SA∩SB but nothing more [10]. While this task could
be completed with general secure multiparty techniques, it is far more efficient
to have a dedicated protocol. A problem common to all these protocols is that
the input attributes SA and SB can be chosen arbitrarily by Alice and Bob [1].
Hence, a dishonest person can therefore insert fabricated attributes in the set
that s/he suspects the other individual might have. The intersection will reveal
if the other person indeed has those attributes in his/her set.

In order to address this issue, Authorized Private Set Intersection (APSI)
and its variants [8], [24] and [25] ensure that each party can only use attributes
certified by a certification authority in the intersection protocol. In [25], two
parties are able to privately share their information while enforcing complex
policies after each party′s set has been authorised. In particular, we consider the
scenario where two parties each hold a set of attributes and wish to find the
intersection of their attributes without revealing other attributes that are not in
the intersection. In such applications, it is important to ensure that attributes
being exchanged are properly authenticated or authorized by a trusted authority
in the intersection protocol [3]. When authorization is done, it thwarts dishonest
behaviour. Hence, unless some form of authentication is required, a malicious
individual can claim possession of fictitious attributes, in an attempt to find out
whether the other individual possesses them.

The problem of authentication of mutually suspicious parties is becoming
more and more important in distributed systems. A user in a distributed system
may not only need to verify the identity of the system, but may require that
the system, or another user or node in the system, verifies itself to him/her.
Moreover, both sides may require some degree of authentication before they
release any information about themselves [4]. A trusted third party is used in
such cases, however this may not be practical in a highly distributed system. But
for well established reasons, this cannot be appropriate. The use of cryptographic
matchmaking protocols allows users with various attributes to verify whether or
not they have some attributes in common without revealing the attributes to
each other or a third party.

Certifying attributes restricts their input and hence reduces the strength of
attacks frommalicious individuals. Bob though malicious, will follow the protocol
but as he wishes to learn as much as possible about the private set of Alice, can
strategically populate his private set with all of his best guesses for Alice′s private
set and hence, his private set will be as large as possible. This maximizes the
amount of information Bob learns about Alice′s private set. In the extreme case,
Bob may claim his private set contains all possible attributes, which will always
reveal the private set of Alice. Bob may also vary his private set over multiple
runs of the protocol, in order to learn more information over time. These attacks
are even more powerful when the protocol can be executed anonymously. It must
be noted that all these behaviours are permitted in any protocol which allows
the individuals to choose their private inputs arbitrarily [12].
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3 Related Work

In this section we will take a look at some previous works on matchmaking for
mobile social networking, and then focus on reviewing cryptographic protocols
for matchmaking.

3.1 Mobile Social Networking Applications

In private set intersection problem, two individuals each having a set of at-
tributes compute the intersection of their attributes such that no individual
learns information other than the intersecting attributes. Matchmaking protocol
is a private set intersection problem where a match-pair is made by computing
the intersection of their individual attributes. In some matchmaking protocols,
there is the use of a trusted server. Such protocol applications can be found in
[6], [15] and [16]. Another way is the fully distributed technique, which requires
no trusted server in the whole matchmaking process. Matchmaking protocols
in [5], [21] and [23] use such techniques. The attributes of the initiator and the
candidates are shared among multi-parties using Shamir Secret Sharing Scheme,
the computing of common attributes set are conducted among multi-parties as
well [11]. The third technique in use is a hybrid, where a trusted centralized
server is needed only for the purpose of management and verification, and it
does not participate in the matchmaking operations. This mechanism can pro-
vide efficient matchmaking services with relatively high scalability. In [7], [11],
[13], [19] and [26], are the protocols based on hybrid mechanisms designed to
support privacy preserving matchmaking functions for MSN.

In [9], with two persons involved in matchmaking, at the end of the proto-
col only one of them, say Alice, computes the intersection set. This may lead to
information asymmetry as Alice may decide not to continue with the matchmak-
ing after knowing the attributes of the other user. Furthermore as the proposed
protocol is one way, several malicious attacks can be launched by the individ-
uals in the protocols. This protocol was improved upon in [7] by removing the
likelihood of malicious attack by persons involved in the protocol. Also, both
persons in the protocol perform the intersection set. The proposed protocol does
not take into consideration if the would-be pair has enough common attributes
to qualify to be paired. In Wang et. al. [11], the proposed protocol lets a user
(called initiator) find the best match among multi-parties (called candidates). In
their protocol, the best match means the user that has the maximum intersec-
tion set size with the initiator. Also, Li et. al. [38] defined two increasing levels
of privacy with decreasing amounts of revealed profile information. Using a set
of privacy-preserving profile matching schemes for proximity-based mobile social
networks, an initiating user can find from a group of other users the one whose
profile best matches with him/her.

Apart from [11] and [38], all the existing matchmaking protocols do not con-
sider if the initiator and a user have enough common attributes before pairing
them. Even these two papers that tried to match-pair users based on the number
of attributes they have in common, simply assumed that the best match is the
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user (among other candidates) that has the maximum intersection set size with
the initiator. It can be noted that these protocols are not very adequate as the
best match does not necessarily mean the pair has enough common attributes to
make a good pair. However in [26], privacy-preserving scalar computation was
used to find a user that has at least a threshold number of common attributes
with the initiator. If the number of common attributes is at least the threshold
set by the initiator, they then become a match-pair.

3.2 Private Matchmaking Protocols

Oblivious transfer (OT) is a protocol which allows a server to transfer one of
two items to client, such that the client can choose which item s/he wants, keep
his/her choice hidden from server, and learn nothing about the other items. OT
can be used to construct private set intersection protocols [18], [24] and [27].
These were improved upon by Kissner and Song [2]. Using threshold cryptosys-
tem, they proposed efficient protocols to solve privacy preserving set intersection
and privacy-preserving set matching problems. Thus, private set intersection
(PSI) protocols enable two parties each holding a set of input to jointly compute
the intersection of their inputs without leaking any other information. However
these are less efficient than specialized protocols, and efficiency decreases when
elements are chosen from larger domains hence, cannot be used in a distributed
environment. Variants of this protocol can be found in [1] and [37]. In [36], there
was the use of Shamir Secret Sharing to guarantee the privacy of the intersection
set and prevent malicious attacks.

Freedman et. al. [14] introduced the oblivious pseudorandom function based
protocols, which implemented private set intersection and private cardinality of
set intersection protocol based on pseudorandom function. Hazay and Lindell
[17] using efficient secure protocols for set intersection and pattern matching,
securely computed the set intersection functionality based on secure pseudo-
random function evaluations, in contrast to previous protocols that are based
on polynomials. In addition, utilizing specific properties of the Naor-Reingold
pseudorandom function, a secure pseudorandom function evaluation in order to
achieve secure pattern matching. In [18], there is an improvement in oblivious
pseudorandom function.

In [12], when individuals want to query the common items in their database,
they compute the hash values of their individual items. They then exchange
the hash values of their individual items. In this way, they are able to find the
common items in their intersection without revealing any other items that are
not in the intersection. Other researchers use commutative encryption to achieve
private set intersection and private cardinality of set intersection. Agrawal et.
al. [9], suggested the power function, fe(x) = xe mod p, as an example of a
commutative encryption function.
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4 Our Protocol

The quest of this paper is to propose a mutual matchmaking protocol that
will help an initiator find the most appropriate pair(s) among other match-pair
seekers. The initiator, Alice, sets a threshold number of common attributes,
AThreshold, that a person(s) should possess in order to qualify as a matching-
pair. After the initiator and the other person(s) have calculated the number of
attributes they have in common, if the number of common attributes is at least
AThreshold, then they become a match-pair. At this point the initiator and the
other person(s) only know the number of attributes they have in common. In
this protocol, some privacy levels are worth considering;

Privacy level 1: At the end of the algorithm, Alice and the person(s) in the
protocol mutually learn the size of their intersection set. An adversary should
learn nothing.

Privacy level 2: At the end of the protocol, Alice and the person(s) with at
least AThreshold number of attributes will mutually learn the actual attributes
they have in common. An adversary should learn nothing.

Table 1. Explanation to some notations used

Notation Explanation

AThreshold Threshold number of attributes set by Alice
Si Certification of Alice′s by CA; Si = H(IDA ‖ ai)

dmodN

σjk Certification of Candidates′ by CA; σjk = H(IDj ‖ bjk)
dmodN

RA Random number chosen by Alice; RA ←−r ZN/2

Rj Random number chosen by each candidate; Rj ←−r ZN/2

| IAj | Number of attributes in the intersection between Alice and a Candidate
| IjA | Number of attributes in the intersection between a Candidate and Alice

4.1 Initial Phase

Our system consists of Y users (persons) denoted as P1, ..., PY , each possessing
a portable device. Each device of a person in the protocol communicate through
wireless interfaces such as Bluetooth or WIFI. For simplicity, we assume every
participating device is in the communication range of each other. Alice launches
the matchmaking process to find an individual(s) that has at least the preset
threshold number of common attributes, AThreshold, among the other persons.
Alice has a set of attributes {ai}, i = 1, . . . , n whilst each of the other j persons′

profile consists of a set of attributes {bjk}, j = 1, . . . ,m; k = 1, . . . , p. Note that,
we assume the system adopts some standard way to describe every attribute, so
that two attributes are exactly the same if they are the same semantically. Table
1 explains some of the notations used in this paper.

Creation of Secret Keys for Communication: The CA generates an RSA
key pair, (e, d), and N = pq, where p = 2 · p′ +1 and q = 2 · q′ +1; p, q, p′ and q′

are large prime numbers. The CA makes N and e public. The CA also outputs a
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collision resistant cryptographic hash function H . Each person looking for a pair
also creates RSA key pair (eY , dY ) and makes eY public. Each person further
chooses a username and an ID. The ID is the hash of his/her RSA private key.

Certification of Attributes: Let the attributes of Alice and the j individu-
als looking for a match-pair be a = {a1, a2, . . . , an} and bj = {bj1, bj2, . . . , bjp}
respectively. Each person in the protocol then exponentiates the personal at-
tributes using the public key of the CA. Alice′s attributes hence becomes, ae =
{ae1, ae2, . . . , aen}, whist the attributes of the individuals become bej = {bej1, bej2, . . . ,
bejp}, 1 ≤ j ≤ m. Alice, and the individuals, then encrypt their attributes,
ID, username, and the public key pair of his/her RSA key using the pub-
lic key of the CA and send it to the CA. Thus, Alice sends Ee{ae ‖ IDA ‖
username ‖ RSApublickey, eA} to the CA. The individuals also send Ee{bej ‖
IDj ‖ username ‖ RSApublickey, ej} to the CA.

When the CA receives the attributes from the initiator and the individu-
als, the CA certifies them and sends them back to Alice and the individu-
als. Thus, the CA computes and sends A = {(a1, S1), (a2, S2), . . . , (an, Sn)}
to Alice; where Si = H(IDA ‖ ai)

dmodN . Also, the CA computes and sends
Bj = {(bj1, σj1), (bj2, σj2), . . . , (bjp, σjp)} to each of the individuals; where σjk =
H(IDj ‖ bjk)dmodN . This process is done just once for each person in the proto-
col. In the event that a person wants to update the attributes, s/he goes through
the same process again.

4.2 Matchmaking Phase

Alice has private inputs A = {(a1, S1), (a2, S2), . . . , (an, Sn)} and for all i =
1, . . . , n, she chooses a random number RA:i ←−r ZN/2 and calculates MA:i =
Si·gRA:imodN . Alice then sendsMA:i, i = 1, . . . , n to each individual. Thus, Alice
sends MA:1 ‖MA:2 ‖ . . . ‖MA:n to each individual. Each individual with private
input Bj = {(bj1, σj1), (bj2, σj2), . . . , (bjp, σjp)} also chooses a random number

RBj :k ←−r ZN/2 and calculates MBj :k = σjk · gRBj :kmodN . The individuals
then send MBj:k, j = 1, . . . ,m; k = 1, . . . , p to Alice. Thus, each individual sends
MBj :1 ‖MBj :2 ‖ . . . ‖MBj :p to Alice.

Alice further chooses and stores another random number, RA ←−r ZN/2

and after receiving MBj:k, j = 1, . . . ,m; k = 1, . . . , p, Alice computes ZA =
geRAmodN . Furthermore, for all j = 1, . . . ,m and k = 1, . . . , p, Alice calculates
M

′
Bj :k

= (MBj :k)
eRAmodN . Also, for all i = 1, . . . , n, Alice computes {ai}RA ,

thus Alice computes the ordered set {aRA
1 , aRA

2 , . . . , aRA
n }. Using the random

permutation ξA, Alice computes ξA{aRA
1 , aRA

2 , . . . , aRA
n } which reorders the set

such that, it is not possible for anyone to know the actual order of the set in
polynomial time. Alice then sends ZA ‖ M

′
Bj :k

, j = 1, . . . ,m; k = 1, . . . , p ‖
ξA{aRA

1 , aRA
2 , . . . , aRA

n } to each individual. Each individual also chooses and
stores a random number Rj ←−r ZN/2 and calculates Zj = geRjmodN . For

all i = 1, . . . , n, each individual then calculates M
′
A:i = (MA:i)

eRjmodN . For all

k = 1, . . . , p, each individual computes the ordered set {bRj

j1 , b
Rj

j2 , . . . , b
Rj

jp }. Also,
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using the random permutation ξj each individual computes ξj{bRj

j1 , b
Rj

j2 , . . . , b
Rj

jp }
which reorders the set such that, it is not possible for anyone to know the actual
order of the set in polynomial time. Each individual then sends Zj ‖ M

′
A:i, i =

1, . . . , n ‖ ξj{bRj

j1 , b
Rj

j2 , . . . , b
Rj

jp } to Alice.
Alice then encrypts and sends her random number, RA, to each individ-

ual using their public keys. Thus, Alice sends Eej (RA) to each individual.
Also, each individual encrypts and sends his/her random number, Rj , to Al-
ice using her public key. Thus, each individual sends EeA(Rj) to Alice. Alice

then computes, ξA{aRARj

1 , a
RARj

2 , . . . , a
RARj
n } and each individual also computes

ξj{bRjRA

j1 , b
RjRA

j2 , . . . , b
RjRA

jp }.
Alice computes DA:i = M

′
A:i · Z−RA:i

j modN ∀i = 1, . . . , n and j = 1, . . . ,m.

After Alice has output DA:i = ξj{bRjRA

j1 , b
RjRA

j2 , . . . , b
RjRA
m }, Alice finds the num-

ber of attributes in the intersection between ξA{aRARj

1 , a
RARj

2 , . . . , a
RARj
n } and

ξj{bRjRA

j1 , b
RjRA

j2 , . . . , b
RjRA

jp }. Denoting the intersection between Alice and an in-
dividual by IAj , Alice can only know the number of attributes, | IAj | because of
the random permutation ξj used by each of the individuals. Each individual com-

putes DBj :k = M
′
Bj :k

· Z−Rj

A modN ∀ j = 1, . . . ,m and k = 1, . . . , p. Also, after

each individual has output DBj :k = ξA{aRARj

1 , a
RARj

2 , . . . , a
RARj
n }, each individ-

ual finds the number of attributes in the intersection between ξj{bRjRA

j1 , b
RjRA

j2 ,

. . . , b
RjRA

jp } and ξA{aRARj

1 , a
RARj

2 , . . . , a
RARj
n }. Denoting the intersection be-

tween an individual and Alice by IjA, each individual can only know the number
of attributes, | IjA | because of the random permutation ξA used by Alice.

At the end of the algorithm, Alice outputs the number of attributes in the
intersection, |IAj |, with each individual; likewise, each individual also outputs
the number of attributes in the intersection, |IjA|, with Alice. Alice then checks
which individuals′ intersection set is at least the threshold number of common
attributes. Hence, the individual(s) with | IAj |≥ AThreshold then becomes the
match-pair of Alice. At this point, Alice and the individual(s) in the protocol
know only the number of attributes they have in common.

For simplicity, let us assume Bob was the only individual in the protocol
who has the number of attributes that is at least AThreshold. Alice and Bob at
this point know only the number of attributes they have in common. Assume
Bob′s random permutation and random number are ξB and RB respectively.
Also, the intersection set computed by Alice and Bob are IAB and IBA respec-
tively. In order for them to know the actual attributes they have in common,
they exchange their random permutations. Alice sends her random permutation
EeB (ξA) to Bob. With the knowledge of ξA, Bob can compute ξ−1

A and hence

recover {aRARB
1 , aRARB

2 , . . . , aRARB
n } from ξA{aRARB

1 , aRARB
2 , . . . , aRARB

n }. With
the knowledge of RA given to Bob by Alice in step 7, Bob is able to compute and
know the actual attributes he has in common with Alice. Also, Bob sends his ran-
dom permutationEeA(ξB) to Alice. With the knowledge of ξB , Alice can compute
ξ−1
B and hence recover {bRBRA

1 , bRBRA
2 , . . . , bRBRA

m } from ξB{bRBRA
1 , bRBRA

2 , . . . ,
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bRBRA
m }. With the knowledge of RB given to Alice by Bob in step 7, Alice is able
to compute and know the actual attributes she has in common with Bob.

Algorithm 1. Computing the Number of Common Attributes
Require: Let {N, e, g, H} be inputs common to Alice and the individual(s) from the CA.
1: Private attributes of Alice, (a1, a2, . . . , an); After certification, her private set becomes A =

{(a1, S1), (a2, S2), . . . , (an, Sn)}, where Si = H(IDA ‖ ai)
dmodN .

2: The j individuals with k attributes have private input, (bj1, bj2, . . . , bjp); After certification,
their private input set becomeBj = {(bj1, σj1), (bj2, σj2), . . . , (bjp, σjp)}, where σjk = H(IDj ‖
bjk)

dmodN .
3: For all i = 1, . . . , n, Alice chooses a random number RA:i ←−r ZN/2 and calculates MA:i =

Si · gRA:imodN . Alice then sends MA:i, i = 1, . . . , n to each individual.
4: For all j = 1, . . . ,m and k = 1, . . . , p, each individual chooses a random number RBj :k

←−r

ZN/2 and calculates MBj :k
= σjk · gRBj :kmodN . Each individual then sends MBj :k, j =

1, . . . ,m, k = 1, . . . , p to Alice.
5: Alice further chooses and stores another random number, RA ←−r ZN/2, computes ZA:i =

geRAmodN . Alice then computes M
′
Bj :k

= (MBj :k)
eRAmodN for all j = 1, . . . ,m and k =

1, . . . , p.
Also, for all i = 1, . . . , n, Alice computes {ai}RA , i = 1, . . . , n and randomly permutes it us-

ing the random permutation ξA. Alice then sends ZA ‖ M
′
Bj :k

, j = 1, . . . ,m; k = 1, . . . , p ‖
ξA{ai}RA , i = 1, . . . , n to each individual.

6: Each individual further chooses and stores another random number, Rj ←−r ZN/2 computes

ZBj :k = geRjmodN and M
′
A:i = (MA:i)

eRjmodN for all i = 1, . . . , n and j = 1, . . . , m.

For all j = 1, . . . ,m and k = 1, . . . , p, each individual computes {bjk}Rj and randomly permutes

it using the random permutation ξj . Each individual then sends Zj ‖ M
′
A:i, i = 1, . . . , m ‖

ξj{bjk}Rj , j = 1, . . . ,m and k = 1, . . . , p to Alice.
7: Alice then encrypts and sends her random number, RA, to each individual using their public

keys. Thus, Alice sends Eej
(RA) to each individual. Also, each individual encrypts and sends

his/her random number, Rj , to Alice using her public key. Thus, each individual sends EeA
(Rj)

to Alice.

8: Alice then computes, ξA{aRARj
1 , a

RARj
2 , . . . , a

RARj
n } and the individuals also compute

ξj{bRjRA
j1 , b

RjRA
j2 , . . . , b

RjRA
jp }

9: For all i = 1, . . . , n, Alice computes DA:i = M
′
A:i · Z

−RA:i
Bj :k

modN

10: For all k = 1, . . . , p each individual computes DBj :k
= M

′
Bj :k

· Z
−RBj :k

A:i modN

11: Alice computes and outputs |IAj | ∈ A ∩ Bj if ∃i, j and k s.t. DA:i =

ξj{bRjRA
j1 , b

RjRA
j2 , . . . , b

RjRA
jp }. The number of attributes she has in common with each in-

dividual is |IAj | = ξA{aRARj
1 , a

RARj
2 , . . . , a

RARj
n } ∩ ξj{bRjRA

j1 , b
RjRA
j2 , . . . , b

RjRA
jp }.

12: Each individual also computes and outputs |IjA| ∈ A ∩ Bj if ∃i, j and k s.t. DBj :k
=

ξA{aRARj
1 , a

RARj
2 , . . . , a

RARj
n }. The number of attributes each individual has in common with

Alice is |IAj | = ξj{bRjRA
j1 , b

RjRA
j2 , . . . , b

RjRA
jp } ∩ ξA{aRARj

1 , a
RARj
2 , . . . , a

RARj
n }.

5 Security

In the algorithm, for all the attributes of Alice and the individual(s), the CA
computes Si = H(IDA ‖ ai)

dmodN and σjk = H(IDj ‖ bjk)
dmodN respec-

tively. This computation is to certify the input attributes of the persons in the
protocol. By this, the attributes of Alice and the individual(s) in the protocol
are bound to them. Hence, they cannot change or modify their attributes so as
to gain more information from the others. This facilitates the security of this
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protocol as the persons in the protocol cannot input attributes they do not pos-
sess. Alice and the individual(s) in each step in the algorithm ensure that the
other cannot know the actual attributes they possess before the protocol ends.
An individual may terminate the protocol before it ends if s/he is able to know
the other persons′ personal attributes.

In step 5 of the algorithm, Alice computes ξA{ai}RA , i = 1, . . . , n. The com-
putation of ξA{ai}RA , i = 1, . . . , n makes it computationally impossible for any
individual to map aRA

i to the corresponding attribute in ξA{ai}RA in polyno-
mial time. Hence in step 8, there is no way any individual can know the actual
attributes of Alice. Likewise, the computation of ξj{bjk}Rj , j = 1, . . . ,m; k =

1, . . . , p makes it computationally impossible for Alice to map b
Rj

jk to the corre-

sponding attribute in ξj{bjk}Rj in polynomial time. Hence in step 8, there is no
way Alice can know the actual attributes of any of the individual(s).

At the end of the protocol, Alice outputs |IAj | ∈ A ∩ Bj if ∃i, j and k s.t.

DA:i = ξj{bRjRA

j1 , b
RjRA

j2 , . . . , b
RjRA

jp }. Hence, Alice actually outputs:

DA:i = M
′
A:i ·Z

−RA:i

j modN = (MA:i)
eRj ·Z−RA:i

j modN = (MA:i)
eRj ·(geRj )−RA:i

modN = (Si · gRA:i)eRj · (geRj )−RA:imodN = S
eRj

i · geRA:iRj · g−eRjRA:imodN

= S
eRj

i modN = [(H(IDA ‖ ai))
d]eRjmodN = [H(IDA ‖ ai)]

RjmodN . From

Alice′s output of DA:i = ξj{bRjRA

j1 , b
RjRA

j2 , . . . , b
RjRA

jp }, it can be observed that

H(IDA ‖ ai)RjmodN = ξj{bRjRA

j1 , b
RjRA

j2 , . . . , b
RjRA

jp }.
Each individual at the end of the protocol computes and outputs |IjA| ∈ A∩Bj

if ∃i, j and k s.t. DBj :k = ξA{aRARj

1 , a
RARj

2 , . . . , a
RARj
n }. Also, each individual

actually outputs; DBj :k = ξA{aRARj

1 , a
RARj

2 , . . . , a
RARj
n } = M

′
Bj:k

· Z−Rj

A modN

= (MBj :k)
eRA · (geRA)−RjmodN = (σjk · gRj )eRA · (geRA)−RjmodN = σeRA

jk ·
geRARj · g−eRARjmodN = σeRA

jk modN = [H(IDj ‖ bjk)d]eRAmodN = H(IDj ‖
bjk)

RAmodN . From the output of the individuals,DBj :k = ξA{aRARj

1 , a
RARj

2 , . . . ,

a
RARj
n }, it can be observed thatH(IDj ‖ bjk)RAmodN = ξA{aRARj

1 , a
RARj

2 , . . . ,

a
RARj
n }.

Correctness of the Protocol: The protocol is correct since for Alice, asDA:i =

ξj{bRjRA

j1 , b
RjRA

j2 , . . . , b
RjRA

jp } , hence H(IDA ‖ ai)
RjmodN = ξj{bRjRA

j1 , b
RjRA

j2 ,

. . . , b
RjRA

jp }. Also, for each individual, sinceDBj :k = ξj{bRjRA

j1 , b
RjRA

j2 , . . . , b
RjRA

jp },
hence H(IDj ‖ bjk)RAmodN = ξA{aRARj

1 , a
RARj

2 , . . . , a
RARj
n }.

Achievement of Privacy Levels:
Privacy level 1 is achieved in steps 11 and 12 of the algorithm. Alice computes

and outputs H(IDA ‖ ai)RjmodN = ξj{bRjRA

j1 , b
RjRA

j2 , . . . , b
RjRA

jp }. Alice is then
able to compute the number of attributes she has in common with each individual

by computing ξA{aRARj

1 , a
RARj

2 , . . . , a
RARj
n }∩ξj{bRjRA

j1 , b
RjRA

j2 , . . . , b
RjRA

jp }. This
only allows Alice to know the number of attributes she has in common with each
individual. In like manner, each individual also computes and outputs H(IDj ‖
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bjk)
RAmodN = ξA{aRARj

1 , a
RARj

2 , . . . , a
RARj
n }. Each individual is also able to

compute the number of attributes s/he has in common with Alice by computing

ξA{aRARj

1 , a
RARj

2 , . . . , a
RARj
n } ∩ ξj{bRjRA

j1 , b
RjRA

j2 , . . . , b
RjRA

jp }. This output also
enables each individual to know the number of attributes s/he has in common
with Alice.

Privacy level 2 is achieved after they have securely exchanged their random
permutations to enable them find the actual attributes they have in common.

Attacks on the Protocol and Countermeasures: In this protocol, attacks
by persons outside the protocol is not possible. The structure of the algorithm
coupled with the certification of private input attributes further prevents ma-
licious and semi-honest attacks. Alice′s private input set and the individuals′

private input sets are certified by the CA hence, only certified set of attributes
are used in the protocol. This is to ensure that the attributes used by the per-
sons in the protocol, they really possess them. Thus the certification prevents
cheating (semi-honest attacks) by the persons in the protocol. Our protocol is
collusion resistant. In this protocol, the individuals are unaware of the presence
of others. Thus, each individual executes the protocol with the initiator inde-
pendently without the knowledge of other individuals in the protocol. In lieu
of this, the protocol guards against collusion attacks. Also, as the matched-pair
will eventually know the type of common attributes s/he has with the other
individual, to a large extent user profiling cannot be prevented but minimized.
Nonspoofability of the other users′ attributes is another characteristic of our pro-
tocol. As the attributes of the persons in the protocol are certified, an individual
cannot query another′s attributes without his/her knowledge.

5.1 Simulation

Simulation for our matchmaking algorithm was conducted in java. We focused
only on the execution time without considering the communication time. In this
simulation, the execution time is mainly decided by the number of participants
and the number of attributes they possess. The prime numbers p and q we
chosen to be 1024 bits with RSA modulus of 1024 bits. Also, each attribute was
represented by 64 bits. We simulated the algorithm on an i5 PC which has 2.67
GHz processor with 2G RAM. In order to get more accurate execution time,
an average of 60 repeated execution times was computed. In the experiment,
we considered varying number of users, j = 1, 5, 10, 15, 20. The initiator has the
same number of attributes whilst the number of attributes each user has equals
k = 10, 15, 20, 25, 30. Fig. 1 shows the execution times for the different number
of user with varying number of attributes. The x-axis shows the number of users
and the y-axis shows the execution time. The graph shows the execution times
for the varying number of users and users′ attributes. It can be observed that
the execution times increases as the number of users and attributes increase.
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Fig. 1. Comparison of execution time for the number of attributes

6 Conclusion

With the increasing popularity of mobile social networks, it is important to
develop secure and privacy-preserving attribute matchmaking protocols that will
enable users to effectively find matching-pairs and interact with each other. By
this proposed protocol, an initiator can find the best match from among many
potential pair-seekers without leaking any private information.
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Abstract. In this paper, a new feature selection method based on generalized 
data field（FR-GDF） is proposed. The goal of feature selection is selecting 
useful features and simultaneously excluding garbage features from a given fea-
ture set. It is Important to measure the “distance” between data points in exist-
ing feature selection approaches. To measure the “distance”, FR-GDF adopts 
potential value of data field. Information entropy of potential value is used to 
measure the inter-class distance and intra-class distance. This method elimi-
nates unimportant or noise features of original feature sets and extracts the op-
tional features. Experiments prove that FR-GDF algorithm performs well and is 
independent of the specific classification algorithm. 

Keywords: generalized data field, potential value, feature selection, infor-
mation entropy. 

1 Introduction  

In the past 20 years, the dimensionality of the datasets has increased dramatically. 
Feature selection is choosing useful features from the original feature space. Data clas-
sification is a basic task in areas of machine learning, data mining and pattern recogni-
tion. The main task of classification is constructing an appropriate classification model 
based on the known data and tagging new data according by this model. In classifica-
tion problems, the more number of attributes doesn’t mean better decision-making 
ability. 

Duda.R.O pointed out that when the quantity of classifier features is more than a 
threshold value the error rate of classification model may increases [1].As the increas-
ing of data dimensions, noise features may be introduced to affect the performance of 
the learning algorithm, thus interfere the learning process. Unfortunately, high-
dimensional data leads to dimensionality curse [2]. Therefore, when constructing a 
classifier, feature selection is very important. 

A data sets represented by n features contains 2n feature subsets. When the dimen-
sion number n is large, through an exhaustive search to select the optimal feature sub-
set isn’t a realistic task. The usual practice is taking a heuristic search strategy in the 
search process, obtaining optimal or suboptimal feature subsets. 
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Feature selection (FS), as it is an important activity in data preprocessing, has been 
an active research area in the last decade, finding success in many different real world 
applications[21].We usually divide feature selection methods into three categories: 
filter approach, wrapper approach and embedded approach (Liu & Yu, 2005) [5]. Filter 
methods select a subset of features as a preprocessing step which is independent from 
the induction algorithm. The best feature subset is selected by evaluating some prede-
fined criterion without involving any learning algorithms. However, the wrapper  
method generally outperforms the filter method in the aspect of the accuracy of the 
learning machine. Thus, many researchers attempt to speed up the convergence of the 
wrapper algorithm by using different techniques. Some authors have determined the 
combination of filter and wrapper methods (Estevez, Tesmer, Perez, & Zurada, 2009; 
Huang, Cai, &Xu, 2007), which use the knowledge delivered by filter algorithm to 
guide the classifier [6]. Filter algorithms measure the candidate feature subsets with the 
evaluation criteria which are independent of the choice of classifiers. Dependency [7], 
consistency [8], mutual information [9] and distance [10] are some popular alterna-
tives. Among the above evaluation criteria, dependency, consistency and mutual in-
formation are all just available in evaluating categorical features. For applying the 
three criteria to numerical features, a discretization algorithm should be introduced to 
partition the numerical features into a finite set of intervals and associate each interval 
with a distinct value [11]. Recently, Wright etc. take recognition problem into solving 
the classification problem of multiple linear regression model .Sparse Representation-
based Classification (SRC) is proposed [22]. Using the ideas of sparse representation, 
SRC algorithm constructs facial image classification into solving optimization prob-
lems of L1 norm minimization. It solved the feature extraction and face cover, camou-
flage and other face recognition problem.  

In this paper, a novel filter method is proposed to select feature for high-
dimensional data sets. For high-dimensional data feature selection problem, first calcu-
late the class potential value and inter class potential value of feature vector. The  
potential value of each original feature will be calculated according to each class label 
.If the potential value between the different categories Sw is large and the potential 
value within the category Sb is small, then this feature is important, the opposite feature 
is noise or a non-important feature. 

Consequently, the purpose of clustering is to keep the selected group with the min-
imal intra-class distance and the maximal inter-class distance .The features with more 
discriminability will be selected in a higher priority during the whole clustering pro-
cess. The rest of this paper is organized as follows. Fundamentals are presented in 
Section 2. The algorithm of feature selection is showed in Section 3.Then, Section 4 is 
an experimental case to show that the algorithm can effectively reduce dimension and 
perform the desired task. Finally, conclusion and discussion are discussed in last  
Section. 

2 Generalized Data Field 

Inspired by the ideas of the physical field, the interaction between the particles of mat-
ter and its description method is introduced to abstract data field space. D is the data 
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set; xi is the feature of D. Ω is data field space. As data set = { , , ⋯ , }includ-
ed in the known space Ω ⊆ .That each object x ∈ Ω is a data point in Ω, there is a 
field of action around it. Any points of this field will be affected by the other points. 
Thereby a data field is defined on the entire space. Spatial distribution of the data field 
mainly depends on the interaction range and the radius of the object. Considering the 
potential function of nuclear field can better highlight the clustering properties of the 
data distribution, and the Gaussian function has good mathematical properties and 
universality .This paper use Gaussian potential function to describe the nature of the 
data field. 

The potential of any data field point can be expressed as φ(x) = ∑ × ( )                                (1) 

where k(x) is the unit potential function meet ( ) = 1, ( ) = 0.σ de-
scribes the interaction process between the control object that is called impact fac-
tor. For the quality 0≥im  of the object iX , assumed that satisfy the normalization 
condition  ∑ = 1.  

Data field is extended to the generalized data field through the impact factor becom-
ing different in multidimensional space. Assumed that the density function and the data 
set have been known, the potential accuracy of the function primarily depends on fac-
tors. Dataset X(A) contains n features {X1

(A), X2
(A), …,Xn

(A)}.  Each data point has a 
particle with certain nature Nati. Xi

(A)is a data point with mass. In Ω, every two data 
points are mutually interacted.  Xi

(A)affects other points, and it is further affected by all 
the other points. All the fields from different local points Xi

(A)(i =1, 2, …, n) are super-
posed in global data space Ω.  And the superposition enables the field to characterize 
the interaction among different points.  The superposed interaction virtually creates a 
data field in the whole data space. The potential value of an arbitrary point x(A)=(x1,x2, 
…, xn)

Tin the data field is defined as φ(x) = ∑    × ( )                            (2) 

where ( )xϕ is the potential value of each data point, K(x) is the unit potential function 

that satisfies ( ) = 1 ( ) = 0.σ is an impact factor. Nati(∑ =1 , ≥ 0 )is the quality of Xi
(A). 

For the existent multi-dimensional data field, the potential function as Equation (1) 
shows that the impact factor σ is stable. That is, the isotropic σ is supposed to have the 
same value when measured in different directions. Consequently, the contribution of 
each observed data point is evenly arranged in all directions.  However, the impact 
factor σ should be anisotropic. The data point has different properties in different di-
mensions. Different σ values are obtained when measuring ( )xϕ in different direc-

tions. According to the superposition principle of the potential function, if the quality 
of the data object is equal, data-intensive areas will have a higher potential values. The 
potential function can reflect the intensive degree of data distribution. It can be used as 
an estimate of the overall distribution. Set a unit potential function is K (x), where the 

proposed nuclear potential function of corresponding field is ( ) = e . Unit  

potential function of intended gravitational field can be expressed asK(x) = . 
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The superposition potential function equation isφ(x) = ∑ ( ∙ ( )) . Depend-

ing on the nature of the probability density function, we can prove that if the value of 
K(x) in space Ω ⊆  is limited i.e. ( ) = < +∞ 

. The difference of Poten-
tial function and the probability density function is a normalization constant difference. 

When the quality of each object is equal, the potential function data field actually 
gives a physical explanation of kernel density estimation. On the other hand, since the 
unit potential function K (x) of data field may be not a density function, and the quality 
of the data object does not require being equal. Furthermore, when the data object has 
different variations corresponding to different directions or all the data points are  
almost in a low-dimensional manifold, the estimation in accordance with the above 
potential function is not appropriate to some extent. Thus, in order to get a better esti-
mation of the potential function, the generalized data field is defined as:       φ(x) = ∑    × ( ( − ))                                  (3)  

where H is a positive definite d×d matrix that is a non-singular constant matrix, σj is 
the j-th impact factor in the j-th dimensional attributes. 

3 Feature Selection Method 

The importance degree of the feature is measured by the criteria of information meas-
ure using the idea of data hierarchical clustering analysis. Two potential values are 
selected to measure the importance degree of the characteristics for classification. Sw 
describes the distance or similarity of current samples within the same class. The 
similarity within class is large when Sw is small. Sb describes the distance or similarity 
of current samples between the different classes or groups. The higher Sb means that 
the feature is more dispersed. This feature plays a greater role in the distinction of 
different classes. 

3.1 The Meaning of the Important Feature  

The important features will lead to algorithms learning performance degradation. For 
supervision classification process, the important features are the characters clearly 
contribute to the separation of each category. The classification algorithms try to make 
the degree of similarity with the same category larger, rather than make the degree of 
similarity between different categories smaller. From the perspective of information 
theory, when the distribution of projected points obeys uniform distribution, every 
potential value of the data points distribute approximately equal. The value to measure 
the corresponding feature’s importance tends to 0.On the other hand, if the distribution 
of the points are very asymmetric, the potential value of the points are also very 
asymmetric. The data field on such asymmetric points will have smaller potential en-
tropy. It measures the corresponding feature’s importance. According to the character-
istics of selection process, the relevant degree between features in this thesis is meas-
ured by information measurements, whose bases are information entropy and its relat-
ed concepts. 
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3.2 The Importance Metrics of Characteristics Based on the Generalized Data 
Field  

Let Xi with i = (1, 2… n) be the feature of data set D, F is the dataset of all features, 

the subset of it FF ⊆'

.In the data field, every two data are mutually interacted.  One 
data point affects other, and it is further affected by all the other points. All the fields 

from different local points are superposed in global data space n
ψψψ ,,,

21 and 
the superposition enables the field to characterize the interaction among different 
points.  The superposed interaction virtually creates a data field in the whole data 
space the potential value of a feature in the data field is 'F  Im p( ) = − ∑  ∙ log ( ) − ∑ (1 − ) ∙  (1 − )               (4) ψ(x) = ∑ ∏ ( )                                 (5) 

where Z = ∑  is a normalization factor,σis an interaction impact factor. The 
potential value within class of a feature Sw is large which means that this feature in 
the class is dispersed, and it is opposite. The potential value within class of a feature 
Sw and the potential value between different classes of a feature Sb are used to meas-
ure a feature’s contribution to the current categories. Sw is mainly the potential value 
of the distance, when the class similarity is bigger. The potential value of Sb is used to 
measure the original characteristic value between classes. The larger Sb indicates that 
this feature is more dispersed and play greater role in the distinction different classes. 
The goal of the feature selection process is to choose the features which have small Sw 
and large Sb. The importance of the optimized feature subset F*can be obtained with 
Equation (6).  ( ) = ( )| ∗ = log( ) + ∑ ( )( ) ∙ log ( )( ) ó ∗   (6) 

Optimal potential is calculated corresponding to minimum entropy Im p( ) = (− ∑  ∙ log ( ) − ∑ (1 − ) ∙ log (1 − ))      (7) 

3.3 The Layer-By-Layer Search of Important Feature Subset 

Most of the existing characters selection algorithms based on heuristic sequence 
search strategy are built on a common assumption that feature subsets contain most 
classification information, and at the same time don’t include the information of se-
lected characteristics. It can be seen that the idea of feature selection and cluster anal-
ysis is similar. The purpose of cluster is dividing the sample into different groups, 
make samples from same groups as near as possible, while the samples in different 
groups as far as possible. Accordingly, the idea of cluster analysis can be naturally 
applied to the feature selection process, the difference between them is two aspects 
that the representation method of data points and the distance metrics criterion in 
clustering analysis. 
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The Filter model measures the degree of features or subset importance by given 
evaluating criteria in advance [12]. Wei and Billings uses the squared correlation 
function describe the dependence between the features, and select the appropriate 
features with binding sequence search strategy [13].Hall considered a good feature 
subsets should satisfy such conditions, i.e. it is highly correlated or associated with 
the classification categories and is very low redundant with the selected features. For 
this, he proposed a correlation-based feature subset selection algorithm CFS [7]. 

In this paper the criteria of evaluating the feature subset important are: ( ) = ∙( )∙                                  (8) 

where k is the number of selected feature subset S, rcf   represents the average degree 
of interrelationship between the single selected feature f and class label C, r ff repre-
sents the average degree of interrelationship within the selected characteristics subset 
S. To solve the problem of measuring the degree of association between the character-
istics, if the two features are discrete, then we can use the symmetric uncertainty as 
measure standard of association degree. Otherwise, the statistical correlation between 
the characteristics expresses the degree of association between them. In addition, the 
generation or search of feature subset S in the CFS algorithm can take a variety of 
search strategies, such as the sequence forward or sequence backward. 

The distance between the selected feature subset S and the label subset C, Sb (C; S) 
can be expressed as the sum of distance between the selected feature s and label class, 
that is: p(f, s) = ∑ ( , )                                  (9) 

P (f, s) is mainly used to indicate the distance between candidate class f with a sin-
gle selected character s. the calculated method is similar to the distance between clas-
ses in pattern recognition, in the process of characteristic cluster analysis, the "dis-
tance" between the candidate class f and selected class S can be calculated by sum-
ming the “distance” between the candidate class f and each selected characteristics of 
the select class S, that ( ) = ∑ ( , )∈                               (10) 

 The distance within class Sw(S) is calculated according to the following form:     (S, f)  = (S)  + S (f)                            (11) 

The size of selected class S also need to be considered in the clustering process 
aspect the within class distance Sw(S), and between class distance Sb(S). Under nor-
mal circumstances, small size of select class S is better, because the less selected fea-
tures means better robustness in late classification structure. Based on the above anal-
ysis, for each candidate class the evaluation function of characteristic is:  ( ) = ∙(C;S, )| | ( , )                                   (12) 
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where |S| represents the total number of members in the select class S, which is the 
number of selected features. The loop is continuing until the number of the character-
istics of the candidate class S exceeds a preset threshold value, or the performance of 
classifier is declining by adding a new feature selection process, and then outputs the 
obtained feature subset. 

Algorithm FR-GDF: Feature Selection based on general data field 
Input: A training dataset T= (Ω, F, C); 
Output: A selected feature subset 'F ; 
1) Initialize relative parameters, e.g. 'F =Φ, Sb=0, Sw=0; 
2) For each f in F do 
Calculate its mutual information Imp(c, f) with the class labels C  
Sb(C; f) =Imp(C, f); 
3) =  ∪ {f}; = {f}; Sw=0; =  ( ( ;  )); 
4) While s<δ do for each f in F do calculate the evaluation criterion J(f) in term 

Eq.(8); 
5) select the feature f with the maximum value of J (f); 
6) Combine f with 'F , that is, 'F = 'F + {f}; F=F-{f}; 
7) Update the intra-distance Sw and inter-distance Sb of S 
Sw=Sw+S (f), Sb=Sb+Imp(C, f); 
8) return the subset 'F ; 
9) End. 

4 Experiments  

Filter model constructs a score equation based (Score Function) filter type feature se-
lection algorithm. Features scores are mainly based on the Variance Score and Fisher 
score [23]. Both technologies are the easiest and most widely used feature selection 
algorithm. Variance score algorithm is an unsupervised feature selection method, the 
class information is not used Fisher score method takes advantage of the class infor-
mation of samples is an effective supervised feature selection methods. In recent years, 
some new scores based feature selection methods have been proposed equation, He et 
al proposed Laplace scores feature selection method based on the idea of comparing 
the retention ability of local characteristics [28]. The experiments indicate that Laplace 
score method can effectively select a reasonable feature subset comparison with vari-
ance scores and Fisher scores. Further, Zhang et al based on the idea of semi-
supervised learning proposed constraint score feature selection method [25].  

This method uses the pairwise constraints for feature selection, by defining con-
straints scores evaluation criteria. Similar to the Laplace score, constraint score also 
use the neighbor relationship between the data samples to judge the importance of the 
feature. The feature selection can be performed efficiently .We used 10 datasets came 
from the UCI Machine Learning Repository (http://archive.ics.uci.edu/ml). The deno-
tation of the datasets in this paper and their titles in the UCI repository are as follows 
table1:  [8]. 
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Table 1. Characteristic of Data Sets 

Data Instances Attributes Classes

Cancer 198 32 3
Derm 366 33 6
Glass 214 9 6
Heart 270 13 2
Pro 997 20 3
Iris 150 4 3
Sonar 208 60 2
Teach 151 5 3

Wine 178 13 3

Vote 232 16 3

 
 

The main characteristics of the datasets are summarized in Table 1. Some basic data 
preprocessing was done. We filtered instances and attributes with missing values. 
Since not all classification methods can handle categorical data, each categorical at-
tribute is converted into a vector of attributes. In all experiments, the training inputs are 
first standardized to zero mean and unit variance, and the test inputs are then standard-
ized using the corresponding training mean and variance. 

Most of existing comparisons of different classifiers are based on the same data sets 
and under the same conditions. Therefore, the previous performance study of FR-GDF 
simply used a single loop of cross-validation procedure, where classifiers with differ-
ent hyper-parameters are trained and tested and the performance with the best hyper-
parameters is reported. Our purpose in this work is not only to compare FR-GDF  
methods with traditional classifiers, but also to assess the true accuracy of FS-GDF 
methods and competing classifiers. In this work, we test the performance of classifica-
tion algorithms by further separating training data into two parts, which are respective-
ly used for hyper-parameter tuning and validation. 

For each of the data sets in Table 1, we employ the ten-fold cross-validation proce-
dure and divide the data into roughly equal-sized parts. Each part is held out in turn as 
the test set, and the remaining parts are used as the training set. Each training set is 
further divided into equal-sized parts in a stratified way, where two parts are used to 
train classifiers with different hyper-parameters and the remaining part is used to vali-
date and determine the best values of hyper-parameters. Once the best hyper-
parameters have been decided, the model is applied to the test set and the classification 
accuracy can be evaluated. 

Since the sizes of the last four data sets in Table 1 are very large, it is expensive to 
simulate using the cross-validation procedure. Therefore, we simply separate them into 
the training set and test set. The sizes of the training set and test set for each data set 
are shown in Table 1 
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The teach and wine data set  is as an example, through the above importance 
measure function, we can calculate their characteristic importance, teach data set con-
sists of 5 feature vectors, each feature importance sorting follows table2： 

Table 2. Importance of single feature in teach data 

feature X5 X2 X3 X1 X4

IMP 0.3334 0.2090 0.1826 0.1383 0.1367

 
According to the table given above, we calculate the biggest value of J (f) function, 

the feature subset is{X2, X3 and X5}, the scatter diagram and potential function value 
image of this three feature vectors are given as follows: 

 

 

Fig. 1. Frequency histogram on single feature of teach data 

 

Fig. 2. Frequency histogram on single feature of potential value 

Based on the above image we can know, where X1, X4 features only have two val-
ues, and the distinction degree between different categories is small, compared to it the 
distinguishing degree of  X2, X3, X5 are higher, that is consistent with our obtained 
results. 
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Fig. 3. Potential diagram in two-dimensional feature subsets of teach data 

 

Fig. 4. Scatter plots for three-dimensional feature subset(X2, X3, X5) 

From the 3D scattered point diagram of teach and its distribution of equipotential 
lines, according to the different categories data points are divided into a number of 
small cluster center, we can observer that teach data sets is the embodiment of the local 
concentration distribution. The data set Wine recognition data come from the machine 
learning repository. A chemical analysis of 178 Italian wines from three different culti-
vars yielded 13 measurements: Alcohol Malic acid Ash Alkalinity of ash, Magnesium, 
Total phenols, Flavanoids, Nonflavanoid phenols, Proanthocyanins, Color intensity, 
Hue, OD280/OD315 of diluted wines, Proline, each feature importance are sorting 
follows: 
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Table 3. Importance of single feature in Wine data 

Feature X7 X10 X1 X12 X13 X11

IMP 0.1593 0.1269 0.0906 0.0898 0.0836 0.0747

 
Feature X6 X2 X9 X5 X4 X3 X8 
IMP 0.0784 0.0667 0.0558 0.0492 0.0437 0.0418 0.040 

 
The maximum classification accuracy of this two methods are consistent, the beast 

number of features is two, but in the other feature number GDF method has higher 
classification precision than the SRC method.The classification accuracy curve of 
teach data set is as follows: 

 

   

Fig. 5. Classification accuracy of teach used SRC and GDF 

The each samples of data source file are complete; its classification accuracy com-
parison chart is given: 

 

  

Fig. 6. Classification accuracy of wine used SRC and GDF 
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Two dimension reduction methods both can effectively improve the classification 
accuracy, the SRC method starts convergence when the number of selected features is 
7, the classification accuracy of it is 77%, the GDF method starts convergence when 
the number of selected features is 3, the classification accuracy of it is 93.05%, 
whether from the dimension of choice or the precision of classification it can be seen 
that the GDF method is obviously better than the SRC [17] method. 

In order to validate the independence on the specific classification method of this 
algorithm, this paper adopts three kinds of typical algorithm to experiment NBC (Na-
ive Bayes Classification) [16], and SVM [18]. Both before and after the dimension 
reduction classification accuracies were given. Experiment specific process is that, first 
use data dimensionality reduction algorithm calculates each feature information entro-
py value, then according to the feature selection algorithm select feature subset S in 
data set, the number of training sample in experimental process is 100, test sample is 
the number of full data sets. Through the table we can see that, through FR-GDF algo-
rithm, the number of data dimensions has been reduced, but still maintain good classi-
fication accuracy. The performance of classifier has been improved by this method. 
Results show that this method FR-GDF is independent of the specific classification 
algorithms. It can be found that FR-GDF method keeps the classification accuracy 
when reducing the dimensions in 5 data sets. Even if the accuracy becomes lower but it 
is also in the acceptable range. The classification accuracy has certain ascension in the 
later five data sets after FR-GDF. The FR-GDF method effectively gets those charac-
teristics which influence the accuracy of the classification and keep down the im-
portant features. 

Table 4. Classification accuracy before and after feature reduction 

Data Num Num-FR-GDF Nbc Nbc 
FR-GDF 

Svm Svm- 
FR-GDF 

Cancer 32 16 66.7 64.65 72.73 72.73 
Derm 33 29 96.71 96.18 98.9 97.27 
Glass 9 7 50.47 47.66 75.7 77.57 
Heart 13 6 59.46 60.14 62.84 60.81 
Pro 20 17 65.26 65.06 69.076 71.3 
Iris 4 2 96 96 97.33 96 

Sonar 60 23 64.42 67.31 72.115 75.96 
Teach 5 3 46.67 48 60 64 
Vote 16 7 93.96 95.7 96.55 97.4 
wine 13 6 93.97 95.69 47.19 50.56 

 
We take leave-one-out cross method to validate the FR-GDF method. We use SRC, 

Laplacian Score [24], Fisher score, and Variance Score feature selection algorithm 
based on KNN to do a comparative analysis. The test set is the one after dimensionali-
ty reduction, all the other data is taken as the training sets. Comparing the classifica-
tion accuracy results of test set with the known category information, and then calcu-
lates the classification accuracy rate. The results are shown below: 
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Table 5. Classification accuracy of tradition method and FR-GDF 

Data Num Laplacian 
Score 

Src Fisher 
Score 

Variance 
Score 

FR-GDF 

Cancer 32 60.6(18) 73.3(18) 68.12(19) 65.7(18) 70.7(16) 
Derm 33 93.5(27) 97.27(28) 97.0(30) 95.8(29) 97.3(29) 
Glass 9 64.5(7) 68.2(8) 73.36(7) 73.72(8) 73.83(7) 
Heart 13 77.5(10) 80.7(10) 78.00(11) 77.60(11) 81.41(6) 
Pro 20 87.75 90.7(11) 84.7(11) 88.2(10) 90.36(17) 
Iris 4 96.40(3) 96.5(3) 96.43(3) 96.47(3) 98(2) 
Sonar 60 84.2(26) 83.65(25) 82.69(27) 83.20(26) 89.42(23) 
Teach 5 68(3) 62.67(3) 69.72(4) 68.31(3) 70.2(3) 
Vote 16 97.07(8) 96.55(9) 95.32(9) 92.1(8) 97.41(7) 
wine 13 97.5(8) 97.9(10) 97.58(10) 97.62(10) 97.82(6) 

 
From Fig7, we can get the information that the FR-GDF algorithm proposed in this 

paper is superior to the traditional feature selection method in more than one data sets. 

 

 

Fig. 7. The comparison Chart of Laplacian Score,SRC, Fisher Score, Variance Score and KNN-
GDF classification accuracy 

5 Discussion  

This method adopts the Sw (potential value within class) and Sb (potential value be-
tween different classes) to calculate the information entropy of each feature. Hierar-
chical clustering feature selection algorithm is adopted to select these relatively im-
portant features. The experiments show that the algorithm FR-GDF effectively reduces 
the dimensionality of high-dimensional data sets and keeps the classifier performance.  
The representative features have been selected to structure classifier .Results show  
that this method is independent of the specific classification algorithm. In most of the 
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classification algorithm it can effectively improve the classification accuracy and re-
duce the number of dimensions. The overall performance of FR-GDF is better than the 
other algorithms. The effectiveness of the FR-GDF algorithm has been proved through 
a series of experiments.  
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Selection in Small Sample Size Data Sets
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Abstract. In supervised feature selection applications it is common to
have high dimensional data, but it is sometimes not easy to collect a large
number of examples to represent each pattern or object class. Hence,
learning in the small sample case is of practical interest. One reason for
this is the difculty in collecting data for each object. We propose a filter
approach for feature selection based on instance learning. Its main chal-
lenge is that it convert the problem of the small sample size to a tool that
allows choosing only a few subsets of features to be combined in order to
select the most relevant ones. Each instance proposes a candidate subset
of the most relevant features for this instance. Small sample size makes
this process feasible. Thus the high dimensionality of data is reduced to
few subsets of features which number corresponds to the data sample
size and this is when small sample size is of benefit to feature selection
process. The combination scheme used for this purpose aims at obtaining
a feature selection that yields to good classification performance while
beeing stable.

Keywords: Feature selection, stability, Relief, small sample size.

1 Introduction

Data mining is the process of analyzing data from different perspectives and sum-
marizing it into useful information. It allows users to analyze data from many
different dimensions or angles, categorize it, and summarize the relationships
identified. The major steps in a data mining process are preprocessing, mining,
and post-processing. Feature selection is frequently used as a preprocessing step
to data mining. It is a process of choosing a subset of original features so that
the feature space is optimally reduced according to some evaluation measures.
For high-dimensional data with hundreds of thousands of features involved, it is
usually intractable [10] to find an optimal feature subset and feature selection
could be even considered as a NP-hard problem. But various feature selection
algorithms have been proposed with the help of informative feature evaluation
metrics and refined searching procedures. They have been also proved both ef-
ficient in terms of selection process and effective at improving the performance
of learning models built on the selected features. Feature selection is a way of
avoiding the curse of dimensionality which occurs when the number of avail-
able features significantly outnumbers the number of examples, as is the case
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in Bio Informatics [9]. Feature selection algorithms can be broadly categorized
with respect to the use of a learning method into filter and wrapper models [2]
[10]. The filter model relies on general characteristics of the training data to se-
lect some features without involving any mining algorithm. The wrapper model
requires one predetermined mining algorithm in feature selection and uses its
performance to evaluate and determine which features are selected.

Wrapper method could perform better as it finds features better suited to the
predetermined mining algorithm, but would require much more computational
cost than filter methods.

When the number of features becomes very large, data can contain high degree
of irrelevant information which may greatly degrade the performance of mining
algorithms. Therefore, feature selection becomes very necessary for data mining
tasks when facing high dimensional data nowadays and filter model is usually
chosen due to its computational efficiency.

Traditionally, feature selection algorithms are developed with a focus on im-
proving classification accuracy while reducing dimensionality. A relatively
neglected issue is the stability of feature selection which is defined as the insensi-
tivity of a feature selection result to variations in the training data. This issue is
important in many applications with high dimensional data. In microarray data
analysis, a feature selection algorithm may select largely different subsets of fea-
tures (genes) under variations to the training data [1]. Such instability dampens
the confidence of domain experts in investigating any of the various subsets of
selected features for biomarker identification. It is worthy noting that stability
of feature selection results should be investigated together with classiffication
accuracy, because domain experts are not interested in a strategy that yields
very stable feature sets, but leads to a bad predictive model (e.g., arbitrarily
picking the same set of features under training data variation).

In this work, we aim to develop an efficient filter solution for feature selec-
tion in high-dimensional small sample size data which can effectively remove
irrelevant feature while beeing stable.

2 A Filter Based on Instance Learning and Feature
Occurrence Frequency

Among feature selection methods, filters rank all variables in terms of relevance,
as measured by a score which depends on the method. They are simple to imple-
ment and fast to run. To obtain a signature of size n, one simply takes the top
genes according to the score. A well known algorithm that relies on relevance
evaluation is Relief [3]. Relief algorithm assigns a relevance weight to each fea-
ture to denote the relevance of the feature to the target concept. Relief is based
on random selection. For each feature, it samples instances randomly from the
training set and updates the relevance values based on the difference between
the selected instance and the two nearest instances of the same and opposite
class. Then, the feature is scored as the sum of weighted differences in the dif-
ferent class and the same class. The algorithm has been further generalized to
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average multiple nearest neighbors, instead of just one, when computing sam-
ple margins. It is referred to as Relief-F [13]. Sun et al. showed that Relief-F
achieves significant improvement in performance over the original Relief. Sun
also systematically proved that Relief is indeed an online algorithm for a convex
optimization problem [14]. By maximizing the averaged margin of the nearest
patterns in the feature scaled space, Relief can estimate the feature weights in a
straightforward and efficient manner. However, Relief based methods suffer from
instability, especially in the presence of noisy and high-dimensional outliers.

We propose a filter approach that relies on Relief’s feature weighting technique
as a way of weighting features according to each instance. Using this weighting
process, each instance will propose a feature ranking and the algorithm will then
focus on top ranked features for each instance. Lists of ranked features will fi-
nally be combined to give a final feature subset. The combination scheme used
for this purpose aims at obtaining a feature selection that yields to good classifi-
cation performance while beeing stable. The superior performance with respect
to classification accuracy and excellent robustness to data heavily contaminated
by noise make the proposed method promising for using in bioinformatics, where
data are severely degraded by background artefacts. The proposed instance based
feature selection process is described in the next sections.

2.1 Instance Based Feature Weighting

Let X be a matrix containing m training instances xi = (xi1, . . . , xid) ∈ Rd,
where d is the number of features, and yi = (y1, . . . , ym), i = 1, ...,m the vector of
class labels for the m instances. Let A be the set of features aj = (a1, . . . , ad), j =
1, ..., d, where d >> m.

In a preprocessing step of the optimal feature subset selection, the feature
space is reduced to m candidate subsets. Each instance of the training data is an
expert which proposes a candidate feature subset (CFS) based on an instance
feature weighting technique.

Given a distance function, we find two nearest neighbors of each sample xi

for each feature aj , one from the same class (called nearest hit or NH), and the
other from the different class (called nearest miss or NM). The margin of xij is
then computed as

W (xij) = d(xij , NM(xij))− d(xij , NH(xij)) (1)

using a distance function. For this paper, we use the Manhattan distance to
define a sample’s margin and nearest neighbors while other standard defini-
tions may also be used. This weight definition is used in the well-known Relief
algorithm (using Euclidean distance) for the feature selection purpose [3]. An
intuitive interpretation of this margin is a measure of how much the feature aj
of xi can be corrupted by noise or how much xi can ”move” in the feature space
before being misclassified. These scores are then normalized and we obtain a
weighted feature space for each instance xi.

This weight is then projected on each feature aj and we get the matrix W
filled with feature weights wj,i as shown in Table 1.
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Table 1. Matrix of feature weights

a1 a2 ... ad

x1 w1,1 w2,1 ... wd,1

x2 w1,2 w2,2 ... wd,2

x3 w1,3 w2,3 ... wd,3

... ... ... ... ...

xm w1,m w2,m ... wd,m

2.2 Candidate Feature Subsets Construction

Once the algorithm finish the weighting process, features in the space of each
instance are ranked based on their weights such as top ranked features are those
with highest relevance weight. Note that a feature aj may have different ranks
depending on the instance considered. After this instance based feature ranking
step, a candidate subset of cardinality n is chosen from the best ranked features
of each instance. This pre-processing step leads to m candidate feature subsets
{CFS1, CFS2, ...CFSm} each of cardinality n. These candidate subsets must
be combined in some manner in order to obtain a final result. The proposed
combination technique is detailed in the following section.

2.3 Final Feature Selection by Calculating Feature Occurrence
Frequency

In this step, the m candidate subsets component features are gathered together
into a single subset S which is the union of all candidates. The resulting subset
is projected on the m instances such as for an instance xi, the feature aj is
assigned 1 if it was selected in CFSi and 0 otherwise. The final feature selec-
tion is obtained by calculating the number of occurrences of each feature over
all instances and ranking them based on their occurrence frequency. This rank-
ing technique favors features appearing in the maximum number of candidate
feature subsets built based on instances and thus if new instances are tested,
there will be strong possibilities that the selected features will also be relevant
for classifying them. As the ranking technique is based on aggregating several
opinions (candidate subsets), as explained, thus our approach is likely going to
improve feature selection stability. The final feature selection step is illustrated
in Figure 1.

3 Experiments and Results

In this section we report the experimental setup and results of our proposed filter
method and comparison results with four existing methods. The KNN and SVM
classifiers are used with all algorithms to evaluate classification performance.
Our experimental data consists of seven cancer diagnosis microarray data sets
described in section 3.1. Classification performance, stability and final subset
cardinality are used as metrics to evaluate our approach.
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a1 a2 a3 a4 an
X1 0 1 1 0 1
X2 1 0 1 1 1
X3 0 1 0 0 0
X4 1 1 1 1 1
X5 0 0 1 0 0
X6 1 0 1 1 1
X7 1 1 1 0 1
X8

… … … … …

xm 1 0 1 0 1

Frequency 5 4 7 3 6

Rank Feature

1
2
3
4
…
5

a3
an
a1
a2
…
a4

Candidate Features

Feature relevant for
the instance xi

Feature not relevant
for the instance xi

Fig. 1. Feature selection based on calculating feature occurrence frequency

3.1 Data Sets

The experiments are conducted on seven high dimensional low size microarray
data sets. The classification in these data sets is binary (two classes) and its
task is cancer diagnosis. In diffuse large Bcells (DLBCL) presented in [11], the
classification task is the prediction of the tissue types, where genes are used to
discriminate DLBCL tissues from Follicular Lymphomas. The task in the Blad-
der cancer dataset described in [12] is the clinical classification of bladder tumors
using microarrays. We consider also another Lymphoma data set which task is
to discriminate between two types of Lymphoma based on gene expression mea-
sured by microarray technology as in [4]. This dataset contains missing values
for numeric attributes that we replace using the KNN imputation method pro-
posed by [5]. Prostate data set described by [8] contains expression level of 12600
genes for 102 samples including prostate tumors and normal samples. Another
data set is the Breast cancer data set used by [15]. The Central Nervous Sys-
tem (CNS) by [17] is also considered. It is a large data set concerned with the
prediction of central nervous system embryonal tumor outcome based on gene
expression. We analyzed also the Lung cancer gene expression, used by [16],
which task is to differentiate between malignant pleural mesothelioma (MPM)
and lung adenocarcinomas (ADCA). Table 2 summarizes the characteristics of
the seven datasets.

Table 2. Datasets characteristics

Dataset DLBCL Bladder Lymphoma Prostate Breast CNS Lung

No. of samples 77 31 45 102 97 60 181
No. of features 7029 3036 4026 12600 24482 7129 12533
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3.2 Evaluation

We use 10-fold stratified cross-validation to evaluate results of feature selec-
tion based on the classification performance of KNN and SVM classifiers on the
seven data sets. The misclassification error (MCE) of a classifier is defined as
the proportion of misclassified instances over all classified instances. This met-
ric is important and always used to evaluate feature selection algorithms for
classification tasks. However, it is not sufficient given that there is no best way
to evaluate any system and different metrics give different insights into how a
feature selection algorithm performs. We evaluate also the stability and the fi-
nal selected feature subset (SFS) cardinality obtained to compare our proposed
method to other existing feature selection methods, namely Relief [3], mRMR
[19], t-test and entropy filter methods. Measuring stability requires a similarity
measure for feature preferences that will measure to which extent K sets S of s
selected features share common features. Those sets can typically be produced
by selecting features from different samples of the data. In our work, we use
the 10-fold cross- validation for this purpose. In [18], Kuncheva proposed the
following stability index:

Stab(S1, .., SK) =
2

K(K − 1)

K−1∑
i=1

K∑
j=i+1

(|Si ∩ Sj | −
s2

d
)/(S − s2

d
), (2)

where d is the total number of features, and Si, Sj are two feature sets built from
different partitions of the training samples. This index satisfies −1 < Stab ≤
1 and the greater is its value the larger is the number of commonly selected
features in various sets. A negative stability index means that feature sets sharing
common features are mostly due to chance. We used Kuncheva’s stability index
in our experiments.

3.3 Performance of Proposed Algorithm

For candidate feature subsets construction, we evaluate subset cardinalities rang-
ing from 1 to 15 features. Our instance based approach is referred to as IB-filter
in the experiments. For the proposed method, the number of final selected fea-
tures depends on the algorithm setting, i.e the candidate subset cardinality and
the training data. Given that we use 10-fold cross validation to select features
and then record their corresponding misclassification error on each test fold, the
number of selected features may vary. For each fold, we record classification per-
formance corresponding to all possible feature subset sizes, i.e for example if 40
features are selected by our approach, classification performance is tested for up
to 40 features. Then, to have a general approximation of the optimal number of
features to select, we focus only on the 10-fold shared feature subset sizes and
calculate the 10-fold cross validation MCE for each possible cardinality. Table
3 and 4 show Min MCE of KNN and SVM classifiers respectively on each data
set and the corresponding CFS and SFS cardinalities. Stability is also calculated
for the cardinality of the optimal subset over the 10 folds. Only four features
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give the best classification performance for Prostate cancer data set. Generally,
SVM needs a higher number of features than KNN, but SVM classification per-
formance is also higher especially for Prostate cancer data set where KNN gives
approximately a MCE of 13% with 4 features, while SVM gives 4, 91% with 85
features. We notice also that high classification performance is generally coupled
with high stability which is a good thing in feature selection applications giving
a higher confidence on selected features. Stability is high especially for Lung can-
cer data set. For Breast cancer data set, MCE is about 25% with 85 features and
33% with 95 features respectively for KNN and SVM classifiers. The stability of
selected features is also modest. We can deduce that feature selection instability
can affect classification performance.

Table 3. Results of IB-filter with KNN classifier on cancer diagnosis data sets

KNN

# CFS # SFS Min MCE Stability

DLBCL 2 27 0.0411 0.7277

Bladder 7 30 0.0333 0.6906

Lymphoma 14 10 0.0000 0.6142

Prostate 14 4 0.1355 0.4443

Breast 8 85 0.2555 0.4231

CNS 8 12 0.2805 0.5138

Lung 2 17 0.0111 0.8567

Table 4. Results of IB-filter with SVM classifier on cancer diagnosis data sets

SVM

# CFS # SFS Min MCE Stability

DLBCL 4 70 0.0125 0.7779

Bladder 11 50 0.0000 0.7347

Lymphoma 4 10 0.0000 0.6958

Prostate 9 85 0.0491 0.7646

Breast 6 95 0.3344 0.5246

CNS 3 36 0.2667 0.6135

Lung 1 32 0.0000 0.9006

3.4 Comparison with Other Algorithms

In this section, we report comparison results of our filter method with four
well known filters, Relief, mRMR, t-test and Entropy based feature selection
algorithm. The KNN and SVM classifiers are used with all setups to evaluate
classification performance. The considered algorithms are applied to several mi-
croarray data sets described in Section 3.1. As for our filter method and to not
have a local minimum of the cross-validation MCE, we tested the performance
of algorithms as a function of the number of features for up to 100 features
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Table 5. Compared KNN minimum MCE rates, SFS cardinalities and stability on
cancer diagnosis data sets

IB-filter Relief mRMR t-test Entropy

DLBCL Min MCE 0.0411 0.0649 0.0779 0.1429 0.1429
# SFS 27 75 45 55 95
Stability 0.7277 0.6335 0.5657 0.8791 0.8122

Bladder Min MCE 0.0323 0.0645 0.0645 0.0323 0.0323
#SFS 30 60 20 12 10

Stability 0.6906 0.4650 0.4039 0.6877 0.7057

Lymphoma Min MCE 0.0000 0.0222 0.0000 0.0222 0.0667
# SFS 10 30 12 15 32
Stability 0.6142 0.4291 0.5951 0.7234 0.7578

Prostate Min MCE 0.1355 0.2157 0.0784 0.1078 0.0980
# SFS 4 38 25 4 30
Stability 0.4443 0.6275 0.7096 0.7944 0.6852

Breast Min MCE 0.2555 0.4433 0.2784 0.5258 0.5258
# SFS 85 6 30 2 2
Stability 0.4231 0.3628 0.3355 1.0000 1.0000

CNS Min MCE 0.2805 0.3667 0.3000 0.3667 0.3333
# SFS 12 90 50 25 4
Stability 0.5138 0.4974 0.3792 0.3970 0.5664

Lung Min MCE 0.0110 0.0110 0.0055 0.0166 0.0055
# SFS 17 20 4 15 17
Stability 0.8567 0.8409 0.6610 0.8368 0.8900

and recorded the minimum MCE rate and the corresponding SFS cardinality
for each algorithm. Stability is also used as metric to evaluate and compare our
approach.

Table 5 shows results of the five feature selection algorithms with KNN clas-
sifier for the seven microarray data sets. In terms of classification performance,
we observe that our algorithm often outperforms other filters. mRMR follows in
the second place. The good performance of mRMR is explained by its selection
of relevant features while removing redundancy which results on good classifi-
cation performance. However, stability results of mRMR are modest for most
cases. This is also the case for Relief algorithm, which gives modest results for
both classification performance and stability. For simple filters like t-test and
Entropy based filter, classification performance vary depending on the data set
considered. They may give good (Bladder, Lung data sets), modest (Lymphoma,
Prostate, CNS) or poor (DLBCL, Breast) classification results comparing to
other algorithms. Especially for Breast data set, MCE exceeds 50% both for the
two filters. However, both for the two filters also, stability of selected features
that resulted on this poor performance is perfect 100%. Most often, high sta-
bility is required for good feature selection. However in this case, it is coupled
with poor classification performance and as it was argued, stability of feature
selection is not enough but it should be considered together with classification
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Table 6. Compared SVM minimum MCE rates, SFS cardinalities and stability on
cancer diagnosis data sets

IB-filter Relief mRMR t-test Entropy

DLBCL Min MCE 0.0125 0.0390 0.0519 0.1299 0.1818
# SFS 70 70 75 85 85
Stability 0.7779 0.6627 0.6089 0.8476 0.8164

Bladder Min MCE 0.0000 0.0968 0.0968 0.0968 0.0968
# SFS 50 38 95 20 10
Stability 0.7347 0.4445 0.5982 0.7841 0.6923

Lymphoma Min MCE 0.0000 0.0444 0.0222 0.0000 0.0000
# SFS 10 21 20 27 75
Stability 0.6958 0.4490 0.6460 0.7986 0.7509

Prostate Min MCE 0.0491 0.0784 0.0784 0.0980 0.1176
# SFS 85 65 65 45 65
Stability 0.7646 0.5838 0.7718 0.8365 0.6722

Breast Min MCE 0.3344 0.4021 0.2680 0.5052 0.5155
# SFS 95 80 10 2 2
Stability 0.5246 0.2609 0.3086 1.0000 1.0000

CNS Min MCE 0.2667 0.3500 0.3667 0.3500 0.2833
# SFS 36 80 65 23 75
Stability 0.6135 0.5112 0.4442 0.4223 0.7092

Lung Min MCE 0.0000 0.0000 0.0055 0.0166 0.0055
# SFS 32 80 50 80 8
Stability 0.9006 0.7702 0.8193 0.8831 0.8944

accuracy, because domain experts are not interested in a strategy that yields
very stable feature sets, but leads to a bad predictive model. Accordingly, t-test
and Entropy methods are not reliable for data sets for which they give good
feature selection stability but high MCE.

We compared our approach with the four algorithms based on SVM classifier
results also. This gives us the possibility to test the generalization capabilities
of all considered algorithms and to know if we can obtain the same conclusions
concerning their results, especially classification accuracy, for different classifiers.
Table 5 shows SVM results for the five feature selection approaches. According
to observed results, our approach is independent of the classification algorithm.
When used with SVM classifier, our algorithm gives slightly better results than
KNN in most cases. As already noticed in the preceding section, the only excep-
tion is for Breast cancer data set, where our feature selection algorithm gives a
MCE of about 25% with KNN classifier, i.e outperforming SVM of about 8%.
The opposite is noticed for Prostate cancer algorithm, where our approach with
SVM outperforms KNN of about 9%. The experimented algorithms have the
same behaviour with SVM classifier for most data sets. This is expected from
filters which select features independently of the classification algorithm. Thus,
they are likely to have a good generalization ability. This is confirmed in our
experiments.
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In addition to classification performance and stability, a good feature selec-
tion method will select the minimum number of features. Thus, it is important to
compare selected feature subset cardinality of our approach to those of compared
methods. We can say that our approach is also outperforming other methods.
A smaller number of relevant features selected by our approach gives better re-
sults than larger subsets of relevant features selected by other approaches. For
KNN classifier, the only exception where the selected feature subset cardinality
is much higher than other selected subsets is for Breast cancer data set with 85
features. However, the corresponding MCE is smaller (25, 55%). mRMR gives a
MCE equal to 27, 84% with only 30 features. Since it is always better to have
a minimum number of selected features, with a small classification performance
difference, mRMR may be preferred to our approach for Breast cancer data set
if this evaluation criterion is considered. For the same data set and with SVM
classifier, the same thing is observed concerning selected feature subset cardi-
nality. However, this time the classification performance is in favor of mRMR
algorithm with a difference of about 7% with only 10 features against 95 for our
approach.

4 Conclusion

In this work we proposed a new filter approach based on instance learning with
the main goal of obtaining an efficient and stable feature selection. The main
challenge in this approach is that it converts the problem of the small sample size
to a mean for choosing only a few subsets of variables to be analyzed. Results
show that our proposed method is outperforming existing methods in terms of
classification accuracy and stability. We expect investigating research on using
small sample size to create hybrid feature selection methods which take as input
candidate feature subsets obtained as described in our method and involve them
in a wrapper process for the optimal feature subset research.
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Abstract. Multi-label classification has gained extensive attention re-
cently. Compared with traditional classification, multi-label classification
allows one instance to associate with multiple labels. The curse of dimen-
sionality existing in multi-label data presents a challenge to the perfor-
mance of multi-label classifiers. Multi-label feature selection is a powerful
tool for high-dimension problem. However, the existing feature selection
methods are unable to take both computational complexity and label
correlation into consideration. To address this problem, a new approach
based on information gain for multi-label feather selection (IGMF) is pre-
sented in this paper. In the process of IGMF, Information gain between
a feature and label set is exploited to measure the importance of the
feature and label corrections. After that, the optimal feature subset are
obtained by setting the threshold value. A series of experimental results
show that IGMF can promote performance of multi-label classifiers.

Keywords: Multi-label classification, High dimension, Feature selection
Information gain.

1 Introduction

Unlike single-label classification, each instance in multi-label data may have more
than one labels. Multi-label problems are more common in real life. For example,
a movie can be associated with both the label action and the label romantic,
a video about Windows 8 can be categorized as technology and computer si-
multaneous. Multi-label classification has been applied to many areas, such as
bioinformatics technology [1], text mining [2] and multi-media [3].

Attracted by the application value of multi-label classification, many ap-
proaches have been proposed to handle multi-label problems. For instance,
BRkNN [4] is algorithm based on the k-Nearest Neighbor (kNN). The first step
of BRkNN is to identify the k nearest neighbors, and it is a lazy learning ap-
proach. However, BRkNN ignores the label correlations. AdaBoostMH [5] is a
extension of the AdaBoost algorithm, and the main purpose is to minimize the
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Hamming loss by focusing on the prediction of all correct labels. In order to ex-
plore label corrections, IBLR ML [6] combines the instance-based learning and
logistic regression as special cases. However, this method based on kNN involves
the choice of the optimal neighborhood and interference of the noise. Besides,
MLStacking [7] constructs the multi-label classifier by exploiting the pair-wise
correlation between the labels, and then transform the multi-label problem into
two categories of single-label problems. MLStacking reduces the complexity of
data. However, it has relatively high algorithm complexity.

Similar to traditional classification, multi-label classification also suffers from
the so-called curse of dimensionality. Dimensionality reduction, including feature
extraction and feature selection, is an effective technology for high-dimension
problems. Feature extraction is a method that converts high-dimensional feature
space into a low-dimensional space though mapping or transforming. There are
many feature extraction methods [8], such as PCA [9], MDDM [11] and LDA
[12]. This kind of approaches can help to promote the performance of classifier
effectively. However, feature extraction blurs the information of original feature
and loses physical significance of data. Therefore, the results of feature extraction
are lack of interpretation.

In contrast to feature extraction, based on certain evaluation standards, fea-
ture selection tries to select an optimal or most efficient subset of features from
the original feature space instead of the original feature space, so as to cut
down the dimension of feature space. Traditional feature selection methods han-
dle multi-label data transforming multi-label problems into a set of single-label
problems firstly, and then perform feature selection. For example, Spolaor pro-
posed a multi-label feature selection approach based on ReliefF [13]. A strategy of
two variable correlation is exploited and ReliefF is used to measure the relevance
between features and labels. In [14], a multivariate mutual information-based fea-
ture selection for multi-label classification is proposed. In this algorithm, label
interactions without resorting to problem transformation have been considered.

However, the mentioned multi-label feature approaches, which involve transfer-
based strategies, cause damage to the original label structures. Resulting in the
lose of correlation information among partial labels and limiting the capacity of
feature selection on promoting the performance of classifiers. Motivated by this,
this paper proposes a multi-label feature selection algorithm based on informa-
tion gain(IGMF), which can perform feature selection at multi-label directly. In
the process of IGMF, the optimal features can be obtained by exploring label
corrections simultaneously. At the first step, the information gain between a
feature and label set is exploited to measure the importance of the feature and
label corrections. After that, the optimal feature subset are obtained by elim-
inating irrelevant or redundant features through comparing with a threshold
value. The experimental results show that IGMF can improve the performance
of multi-label classifiers.

The rest of the paper is divided into the following sections: Section 2 briefly
reviews related work. Our proposed method, IGMF, is presented in Section 3.Sec-
tion 4 is the experimental part. Finally, the work is concluded.
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2 Related Work

Feature selection, which has been widely studied in the field of machine learning,
aims at reducing the dimensionality of raw feature space by identifying discrimi-
native features and decreasing the computational complexity. Multi-label feature
selection is special technology for multi-label data. Recently, many related algo-
rithms have been proposed. According to the way these algorithms combine the
feature selection search with the construction of the classifiers, they can be orga-
nized into three categories [15], including embedded methods, wrapper methods,
and filter methods.

Embedded and wrapper methods generally exploit a specific classifier to eval-
uate a specific subset of features. Embedded methods such as MEFS [17], can
carry out feature selection and classification learning at the same time, this is
because the search for an optimal subset of features is help to build the clas-
sifier construction.Namely, the search for an optimal subset of features is built
into the classifier construction. Wrapper methods, such as HOML [18], regards
the feature selection only as a part of learning algorithms. The interaction be-
tween feature subset search and model selection, and feature dependencies are
taken into consideration in embedded methods. However, embedded methods
and wrapper methods are computationally intensive and rely on classifiers.

In contrast to embedded methods and wrapper methods, filter methods are
independent of classifiers and computationally simple and fast. Filter methods
firstly assess features according to a certain valuation criteria, and then the
optimal feature subset is obtained by search strategies. A Multi-label feature
selection algorithm via Label-Specific is proposed in [19]. In this algorithm, fea-
ture density on the positive and negative instances set of each label is computed
firstly, and then m features of high density from the positive and negative in-
stances set of each label are selected, respectively. The intersection is regarded
as the label-specific features of the related label. Multi-label data are classified
base on label-specific features. However, this method ignores the label correla-
tions. In order to explore label correlations, a feature selection approach base
on F-statistic is presented in [20]. This algorithm firstly calculated values of F
of multi labels for each feature. After that, features with higher value than a
certain threshold are selected to form the optimal feature subset. This algorithm
takes the label correlations into account to some extent, but fails to explore the
feature correlations.

3 Multi-label Feature Selection via Information Gain

In this section, the formal concepts of information gain and interaction infor-
mation are given firstly, and then correlations between labels and features are
introduced.Finally, we propose a new feature selection named IGMF for the
multi-label data.
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3.1 Information Gain and Interaction Information

In information theory, information gain is a measurement that quantifies the
degree of association between random variables S and Z. It can be computed as
the following formula [21]:

IG(S;Z) = H(S) +H(Z)−H(S,Z) (1)

where H(S) means information entropy of variable S, and H(Z) indicates infor-
mation entropy of variable Z. H(S,Z) stands for joint entropy of S and Z.

Interaction information is a generality of amount of information in information
theory. Given a set T , and its interaction information I(T ) can be computed by
[22]:

I(T ) = −
∑
X∈T ′

(−1)|X|H(X) (2)

where T
′
is a set consisting of all the subsets of T . |X | represents the number of

variables in X . H(X) means information entropy of variable X .
If T = {t1, t2}, t1 and t2 are random variables, we have:

T
′
= {Ø, t1, t2, {t1, t2}} (3)

I(T ) = H(t1) +H(t2)−H(t1, t2) (4)

then we can get:

I({t1, t2}) = IG(t1; t2) (5)

If T = {t, T1}, and t is a random variable, T1 is a set of variables. T
′
1 =

{t1, t2, t3, ..., tn} is a set consisting of all the subsets of T1, n is the total number
of subsets T1, we have:

T
′
= T

′
1 ∪ {{t} , {t, t1} , {t, t2} , ..., {t, tn}} (6)

I(T ) = −
∑
X∈T ′

(−1)|X|H(X)

= −
i=n∑
i=1

(−)|ti|H(ti)−
i=n∑
i=1

(−)|t,ti|H({t, ti})

=

i=n∑
i=1

(−)|ti|[H({t, ti})−H(ti)] (7)
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3.2 Correlations between Labels and Features

Given a feature f and label set Y , information gain IG(f ;Y ) can represent the
degree of corrections between f and Y . It can be decomposed into interaction
information of multiple variables as follows:

IG(f ;Y ) =

i=m∑
i=1

∑
y∈Yi

I({f, y})

=
∑
y∈Y1

I({f, y}) +
i=m∑
i=2

∑
y∈Yi

I({f, y})

=
i=m∑
i=1

I({f, yi}) +
i=m∑
i=2

∑
y∈Yi

I({f, y}) (8)

where m is the number of labels, Yi = {y1, y2, ..., yk}, where |yk| = i, k =
1, 2, 3, ...,m, according to Eq.(5) and (7), Eq.(8) can be adapted as:

IG(f ;Y ) =
∑ i=m

i=1 IG(f ; yi) +∑ i=m
i=2

∑
y∈Yi

i=n∑
i=1

(−1)|y1|[H({f, y1})−H(y1)] (9)

where n is the total number of subsets belong to y, yi is the ith subset of y.
Therefore, in the case without damaging the associated structures of original la-
bels, IG(f ;Y ) can not only represent the correlation degree between features and
labels, but also represent the effects of feature y on all of the label combinations
of label set Y .

3.3 The IGMF Methodology

Recently, numerous multi-label feature selection methods have been proposed.
However, most of them failed to explore the existing correlations among labels.
In fact, label correlations can help to promote the performance of classifiers. This
means that original label set contains the most important information to reflect
the label correlation. Existing multi-label feature selection approaches, which
can perform feature selection directly on original label set, often rely heavily
on classification capacity of classifiers and accompany with high computational
complexity. These approaches such as SAML [16], HOML [18],GAFS [18], SFFS
[18], MEFS [17] can achieve better classification results, but they are not suitable
for large-scale data. Motivated by these problems, this paper proposes a new
filter method named IGMF, which is independent of the classifier and fast in
calculation.

In filter methods, variable correlations are described by metrics, and widely-
used metrics can divided into four groups [24]: distance measures, information
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measures, dependency measures, and consistency measures. Information gain
is a common information metric, which can measure the capacity of nonlinear
correlation and quantify the degree of uncertainty of the variables [14]. Therefore,
information gain are used as the metric in this paper.

It has been proofed in chapter 3.2 that in the case without damaging the
associated structures of original labels, IG(f ;Y ) can represent the correlation
degree between features and labels. In this paper, information gain IG(f ;Y ) be-
tween features and whole label set is used to measure the importance of features.
A bigger value stands for greater correlation degree between the feature f and
label Y . If set Y and the feature f are independent of each other, the IG(f ;Y )n
gets the minimum value. If the set Y depends on the feature f completely, the
IG(f ;Y )n gets the maximum value. Therefore, the IG(f ;Y )n can distinguish
relationships between features and labels efficiently. In fact, the information gain
of each feature and whole label set is not certainly in the same range of measure-
ment. For comparison, the normalized processing was performed on information
gain IG(f ;Y ), followed as:

SU(f, Y ) =
2 ∗ IG(f ;Y )

H(f) +H(Y )
(10)

where SU(f, Y ) ∈ [0, 1], a larger value of SU(f, Y ) means a greater correlation.
SU(f, Y ) = 0 stands for f and Y are independent from each other. SU(f, Y ) = 1
means either f or Y can be computed by the given one.

In general, IGMF firstly exploits information gain to measure the degree of
correlations between each feature and the whole label set, and then perform nor-
malized processing on their information gain to ensure them in the same range of
measurement. After that, the average value of all of the normalized information
gain of every feature, and this average value is set as the threshold. Finally, the
optimal feature subset are obtained by eliminating irrelevant features through
comparing with the threshold value. Therefore, IGMF can adapt to original data
directly, and the label correlations are maintained by taking the original label
set as a whole. The processing of IGMF algorithm works as Algorithm 1.

It is noted that Algorithm 1 consists of two loops and a mean statement.
The first loop calculates the normalized information gain of features and label
set, respectively, the computation complexity is O(n). After that, the threshold
value is computed with the computation complexity of O(n). The aim of the
second loop is to delete the irrelevant features according to the threshold value,
the computation complexity is O(n). As a result, the computation complexity
of Algorithm 1 is O(n), where n is the number of features. This means that the
computation complexity of Algorithm 1 is only associated with the number of
features, and irrelevant to the number of labels and independent of any classifiers.

4 Experiments

In this section, in order to evaluate the performance of the proposed algorithm,
we compared our method with the filter methods and wrapper methods, re-
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Alg. 1 The IGMF Algorithm

Input:
F : {f1, f2, f3, ..., fn}
Y : {y1, y2, y3, ..., yq}

Output:
Best feature set(BestFeature)
Initialize IGS=ø
For i=1 to n do

IG(fi;Y ) = H(fi) +H(Y )−H(fi, Y )

SU(fi, Y ) = 2∗IG(f ;Y )
H(f)+H(Y )

IGSi = SU(fi, Y )
IGS = IGS ∪ IGSi

EndFor
μ = 1

n

∑n
i=1 IGSi

BestFeature = F
for i = 1 to n do

if IGSi < μ then BestFeature = BestFeature− {fi}
endfor

spectively. Five commonly used evaluation metrics are employed to evaluate the
performance of algorithms, including Ranking Loss, Hamming Loss One-Error,
Coverage and Average Precision [10].

4.1 Data Sets

In our experiments, eight data sets from the real-world applications were used.
They are Cal500, Emotion, Image, Society, Education, Entertainment, Health,
and Reference 1. These data sets are standard public data sets, and widely used
in the area of multi-label classification.

Table 1 shows the general information of the benchmark data sets used in
experiments, where �Instances and �Variables denote the number of instances
and the dimensionality of data for each data set respectively.

4.2 IGMF Compared with Filter Methods

On the data sets Education, Society, Reference, and Health, IGMF has been
compared with two approaches, including max [23] and avg [23]. MLNB-Basic[25]
and RandSvm [1] are used as the classifier to verify the effectiveness of feature
selection methods.

Table 2 shows the experimental results based on MLNB-Basic classifier. On
the data sets Health and Education, our method IGMF obtains the best result
on each metric. On Society data set, avg gets the best value on Hamming Loss
and Ranking Loss, and IGMF performs best on the other metrics. On Reference
data set, neither of the three method has significant advantage.

1 http://sourceforge.net/projects/mulan/files/datasets/

http://sourceforge.net/projects/mulan/files/datasets/
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Table 1. General information of the experimental data sets

Datasets Instances Variables Labels

Cal500 502 68 174
Education 5000 550 33
Emotion 593 72 6
Entertainment 5000 640 21
Health 5000 612 32
Image 2000 294 5
Reference 5000 793 33
Society 5000 636 27

Table 2. Experimental results based on MLNB-Basic classifier , where ↓ means the
smaller, the better, and ↑ means the larger, the better. Bold value shows the winner
on each dataset

Average Precision(↑) Coverage(↓) Hamming Loss(↓) One-Error(↓) Ranking Loss(↓)
Education

IGMF 0.055302 24.098400 0.138139 0.620000 0.092138
avg 0.053546 25.016800 0.147103 0.653400 0.094093
max 0.052447 25.630200 0.152333 0.634200 0.093636

Society
IGMF 0.101732 14.801000 0.250074 0.640400 0.189134
avg 0.098782 15.720600 0.249615 0.655800 0.166067
max 0.090129 16.561600 0.279785 0.665000 0.188913

Health
IGMF 0.057436 23.721800 0.115588 0.456600 0.065672
avg 0.054604 25.865000 0.134381 0.497600 0.075810
max 0.055665 25.059800 0.132388 0.510400 0.077735

Reference
IGMF 0.051465 22.260800 0.154588 0.451200 0.092693
avg 0.050895 25.644800 0.123285 0.529800 0.065899
max 0.051544 23.627800 0.165448 0.508200 0.094963

Table 3 shows the experimental results based on RandSvm classifier. On the
data sets Education, Society and Reference, our method IGMF obtains the best
performance on five metrics. On Health data set, max gets the best value on
Coverage and Ranking Loss, at 3.052400 and 0.052316, respectively.

4.3 IGMF Compared with Wrapper Methods

On the data sets Emotion, Image, Cal500 and Entertainment, IGMF has been
compared with three approaches, including SFFS [26], SAFS [27] and GAFS
[28]. ML-kNN [29] is used as the classifier to verify the effectiveness of feature
selection methods.

Table 4 shows the experimental results. IGMF obtains the best results on
three data sets, including Emotion, Image and Entertainment, in terms of five
evaluation metrics. On Cal500 data set, GAFS gets the lowest value, at 0.966690,
on the metric of Hamming Loss, and it should be noted that the figure for IGMF
is 0.9680000, which is slightly lower than GAFS.
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Table 3. Experimental results based on RandSvm classifier , where ↓ means the
smaller, the better, and ↑ means the larger, the better. Bold value shows the win-
ner on each dataset.

Average Precision(↑) Coverage(↓) Hamming Loss(↓) One-Error(↓) Ranking Loss(↓)
Education

IGMF 0.600652 3.593400 0.045521 0.531800 0.077973
avg 0.581765 3.763000 0.048085 0.560000 0.082369
max 0.578220 3.676600 0.048497 0.571200 0.081268

Society
IGMF 0.616479 5.124400 0.059659 0.439000 0.121394
avg 0.609695 5.224800 0.059896 0.445200 0.125184
max 0.613083 5.145200 0.060015 0.446800 0.122190

Health
IGMF 0.749146 3.136400 0.039094 0.315400 0.052453
avg 0.723463 3.143800 0.043238 0.356200 0.054234
max 0.730868 3.052400 0.041325 0.352400 0.052316

Entertainment
IGMF 0.660226 2.618000 0.033388 0.460000 0.064784
avg 0.634178 2.926200 0.034127 0.487000 0.073983
max 0.643944 2.719400 0.034848 0.484800 0.067836

Table 4. Experimental results based on ML-kNN classifier , where ↓means the smaller,
the better, and ↑ means the larger, the better. Bold value shows the winner on each
dataset.

Average Precision(↑) Coverage(↓) Hamming Loss(↓) One-Error(↓) Ranking Loss(↓)
Emotion

IGMF 0.760334 1.937288 0.234746 0.345763 0.197750
SFFS 0.724609 2.162712 0.256780 0.393220 0.241629
SAFS 0.741229 2.071186 0.239266 0.355932 0.222721
GAFS 0.737034 2.154237 0.243785 0.371186 0.235753

Image
IGMF 0.790722 0.972500 0.170700 0.321500 0.176375
SFFS 0.717640 1.226500 0.212500 0.437000 0.241458
SAFS 0.783654 0.984500 0.175200 0.337000 0.179042
GAFS 0.775878 1.018500 0.180800 0.346000 0.186167

Cal500
IGMF 0.493687 129.660000 0.968000 0.118000 0.182511
SFFS 0.485920 130.926000 0.967874 0.120000 0.186387
SAFS 0.493123 130.358000 0.967069 0.122000 0.183297
GAFS 0.493617 129.682000 0.966690 0.122000 0.182789

Reference
IGMF 0.584209 3.279000 0.059314 0.554200 0.120656
SFFS 0.500024 3.888000 0.066248 0.673400 0.148980
SAFS 0.579834 3.287800 0.060857 0.563800 0.121585
GAFS 0.576466 3.331000 0.060305 0.565400 0.123518

5 Conclusions

The high-dimension problem existing in multi-label data presents a challenge
to the performance of multi-label classifiers. In this paper, we proposes a new
feature selection method for multi-label data, named IGMF. IGMF can obtain
optimal feature subset by exploiting label corrections fully. The experimental
results show that IGMF is an effective approach compared with other feature
selection.
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Abstract. This paper proposes an efficient k Nearest Neighbors (kNN) method
based on a graph sparse reconstruction framework, called Graph Sparse kNN
(GS-kNN for short) algorithm. We first design a reconstruction process between
training and test samples to obtain the k value of kNN algorithm for each test
sample. We then apply the varied kNN algorithm (i.e., GS-kNN) for the learn-
ing tasks, such as classification, regression, and missing value imputation. In the
reconstruction process, we employ a least square loss function for achieving the
minimal reconstruction error, use an �1-norm to generate different k values of
kNN algorithm for different test samples, design an �21-norm to generate the
row sparsity for the removal of the impact of noisy training samples, and uti-
lize Locality Preserving Projection (LPP) to preserve the local structures of data.
With such an objective function, the GS-kNN obtains the correlation between
each test sample and training samples, which then is used to design new clas-
sification/regression/missing value imputation rules for real applications. Finally,
the proposed GS-kNN method is evaluated with extensive experiments, including
classification, regression and missing value imputation, on real datasets, and the
experimental results show that the proposed GS-kNN algorithm outperforms the
previous kNN algorithms in terms of classification accuracy, correlation coeffi-
cient and root mean square error (RMSE).

Keywords: k Nearest Neighbors, sparse, reconstruction process, Locality
Preserving Projection.

1 Introduction

K Nearest Neighbor (kNN) algorithm is a classical method in data mining, machine
learning, pattern recognition and information retrieval [10][11]. Recently kNN algo-
rithm has been widely applied in classification, regression and missing value imputation
[14][21] due to its characteristics, such as simplicity and efficiency.

In kNN algorithm, both the similarity calculation between two samples and the se-
lection of k values are open issues [16]. In metric learning, the methods for computing
the distance between samples include Euclidean distance, Minkowsky distance, Maha-
lanobis distance, and so on. Different distance measures can lead to different results,
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while different data distributions require various different distance measures. For sim-
plicity, in this paper, we employ Euclidean distance for calculating the distance (or
similarity) between samples. The previously kNN algorithm selected the k value by ei-
ther a fixed constant for all test samples or conducting the cross-validation method to
select the k value for each test sample. This often results in a number of problems in
real applications. Here we take an example for illustrating the problem of the selection
of the k value in kNN algorithm in Fig. 1.

Positive

Test Sample

Negative

Fig. 1. An illustration on a binary classification for the selection of k value with k = 5

In Fig. 1, by setting k = 5, both the two test samples will be assigned to the positive
class according to the kNN rule. Actually, regarding the distribution of data in Fig. 1,
it is reasonable for the predicted class label of the left test sample. However, we can
find that the right test sample should be assigned to the negative class (i.e., k = 3)
rather than the positive class, i.e., k = 5. Besides, we also find the similar scenarios in
regression and missing value imputation. The example indicates that using a fixed value
of k in kNN algorithm is not always reasonable in real applications. That is, the k value
in kNN algorithm should be different for each test sample. Moreover, the different k
values should be learnt from the data, i.e., decided by the distribution of data.

To overcome the drawback of kNN algorithm, in this paper, we learn the different
k values in kNN algorithm according to the distribution of data, by proposing a sparse
learning based kNN framework, called as Graph Sparse kNN (GS-kNN for short). The
goal of our method is to make the best use of prior knowledge of data, such as the
correlation between two samples, the removal of the noisy samples, and the preservation
of the local structures of data. The rationale of the proposed GS-kNN algorithm is that
making the best of prior knowledge of data leads to learn the real distribution of data. To
do this, we first reconstruct test samples with training samples to obtain the optimal k
value for each test sample, and then conduct classification, regression or missing value
imputation task using the efficient kNN algorithm with the learnt k values. During the
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reconstruction process, we use a �1-norm regularization term to result in the element-
wise sparisity (i.e., the sparsity of a matrix is found in the elements) for generating
various k values for different test samples. We also employ a �21-norm regularization
term to generate the row sparsity, for the removal of the impact of the noisy samples
[18][26]. Besides, we utilize a Locality Preserving Projection (LPP) [12] regularization
term for preserving the local structures of data during the reconstruction process.

The rest of this paper is organized as follows: we briefly review the applications
of kNN algorithm (such as classification, regression, and missing value imputation) in
Section 2. We then give the detail of the proposed GS-kNN algorithm in Section 3.
Finally, we conduct the experimental analysis in Section 4 and show our conclusion
and future work in Section 5.

2 Related Work

Thanks to the high performance in real applications and the nonparametric setting [5],
the kNN algorithm was regarded as one of top 10 algorithms in data mining and has
been widely applied in classification, regression and missing value imputation.

2.1 kNN Classification

The kNN classifier has a remarkable performance. However, the performance of kNN
classification can be affected by some issues, such as the selection of the k value, the
selection of distance measures, and so on. Recently many techniques have been devel-
oped to overcome these issues. For example, kNN-CF (kNN incorporating Certainty
Factor) classification method considered incorporating certainty factor measure into
conventional kNN algorithm so that it can be applied on the beginning of the kNN clas-
sification, for meeting the need of imbalanced learning [16]. Moreover, the kNN-CF
classification method can be easily extended to the dataset with skewed class distribu-
tion [16]. Song et al. proposed two novel kNN approaches, i.e., Locally Informative-
kNN (LI-kNN) and Globally Informative-kNN (GI-kNN), respectively, via designing
new measure metrics, for selecting a subset of most informative sample from neigh-
borhoods [8]. Wang proposed a new measure to define the similarity between two data
points using the number of neighborhoods, for conducting a new kNN classifier [9].

2.2 kNN Regression

Conventional kNN regression usually encounters for the drawbacks, such as low effi-
ciency, ignoring feature weights in distance calculation, and so on. To address these
issues, many approaches have been designed. For example, Hamed et al. proposed an
interval regression method based on the conventional kNN algorithm, by taking the ad-
vantage of the possibility distribution to choose the value of k of kNN algorithm due to
the limited sample size [4]. Based on the observation that conventional kNN regression
is sensitive to the selection of similarity metric, Yao proposed a general kNN framework
to infer the similarity metric as a weighted combination of a set of base similarity mea-
sures [13]. Navot et al. proposed a new nearest neighbor method to capture complete
dependency of the target function [6].
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2.3 kNN Missing Value Imputation

Recently, missing value imputation has been shown to be a very important solution
to deal with missing data [7][20][15][32], especially kNN based methods. For exam-
ple, Based on nearest-neighbor imputation, Chen and Shao proposed some jackknife
variance estimators, which are asymptotically unbiased and consistent for the sample
means [2]. Garcła-Laencina et al. proposed to employ mutual information to design
a feature-weighted distance metric for conducting kNN [3]. Most recently, Zhang pro-
posed a Shell Neighbors imputation method to select the left and right nearest neighbors
of missing data for imputing missing data [17].

However, the previous studies on kNN methods only separately focused on clas-
sification, regression and missing value imputation. In this paper, we first revise the
drawbacks of conventional kNN method (such as the fixed k value in kNN algorithm,
the removal of noisy samples, and the preservation of the local structures of data), and
then apply it to simultaneously conduct classification, regression and missing value
imputation.

3 Approach

3.1 Notation

In this paper, we denote matrices as boldface uppercase letters, vectors as boldface
lowercase letters, and scalars as normal italic letters, respectively. For a matrix X =
[xij ] ,its i-th row and j-th column are denoted as xi and xj , respectively. Also we
denote the Frobenius norm, �2-norm, �1-norm and �2,1-norm of a matrix X respec-

tively as ||X||F =
√∑

i ||xi||22 =
√∑

j ||xj ||22, ||X||2 =
√∑

i

∑
j |xij |2, ||X||1 =∑

i

∑
j |xij | and ||X||2,1 =

∑
i ||xi||2 =

∑
i

√∑
j x

2
ij . We further denote the trans-

pose operator, the trace operator, and the inverse of a matrix X as XT , tr(X), and X−1,
respectively.

3.2 Reconstruction

Let X ∈ Rn×d denotes the set of training samples, where n is the number of training
samples and d is the dimensionality of features, and assume Y ∈ Rd×m denotes the
matrix of test samples, where m is the number of test samples, in this paper, we use
training samples X to reconstruct each test sample yi so that the distance between
XTwi and yi, where wi ∈ Rn denotes the reconstruction weights of training samples,
is as small as possible. This leads to the least square loss function [22]:

min
W

m∑
i=1

||XTwi − yi||22 = min
W
||XTW −Y||2F (1)

where ||.||F denotes the Frobenius matrix norm and W ∈ Rn×m denotes reconstruction
weight matrix or the correlations between training samples and test samples.
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Obviously, the optimization function in Eq. (1) is convex and smooth, so the optimal
weight matrix W is obtained as W∗ = (XXT )−1XY. However, XXT is not always
invertible in practical applications. To this end, the conventional objection function is
added a smooth regularization term, e.g., an �2-norm,

min
W
||XTW −Y||2F + ρ||W||22 (2)

where ||W||2 is an �2-norm regularization term and ρ is a tuning parameter. Usually,
Eq. (2) is called ridge regression, and its close solution is W∗ = (XXT + ρI)−1XY.
Although the ridge regression in Eq. (2) can solve the singular issue in Eq. (1), the
solution W∗ does not satisfy our requirement because each element in W∗ may be
non-zero value. However, we expect to generate the sparsity for the correlation between
training samples and test samples [27]. In this way, each test sample can be represented
by partial training samples. To this end, we propose the following objective function for
reconstructing test samples by training samples:

min
W
||XTW −Y||2F + ρ1||W||1 + ρ2||W||2,1 + ρ3Tr(W

TXLXTW) (3)

where ||W||1 and ||W||2,1, respectively, are an �1-norm regularization term and an
�2,1-norm regularization term. L ∈ Rd×d is a Laplacian matrix. Different from Eq. (2),
we use the �1-norm to replace the �2-norm because the �1-norm has been proved to lead
the optimal sparse W∗ [26][30][29]. Moreover, the derived objective function in Eq.
(3) (i.e., ρ2 = 0 and ρ3 = 0 in Eq. (3)) is also called the Least Absolute Shrinkage
and Selection Operator (LASSO) [22][24][23], which generates element-wise sparsity
in the optimal W∗, i.e., irregular sparsity in the elements of the matrix W∗. The larger
the value of ρ1, the more sparse the W.

In Eq. (3), ||W||2,1 is an �2,1-norm regularization term and ρ2 is a tuning param-
eter. Moreover, the �2,1-norm is used to remove the noisy samples which are almost
irrelevant to all test samples during the reconstruction process. Specifically, the �2,1-
norm ||W||2,1 consists of an �1-norm embedded by an �2-norm. Moreover, the �2-norm
regularization term enforces the selection of the same rows across all columns, and
the �1-norm imposes the row sparseness in the linear combination [26]. Therefore, the
�2,1-norm regularization term leads the reconstruction process in Eq. (3) to generate the
sparseness through the whole rows of W , row sparsity for short [21]. Moreover, the
larger the value of ρ2 , the more sparse the W.

Besides, this paper considers preserving the local consistency of the structures of
the data during the reconstruction process. To this end, a Locality Preserving Projec-
tion (LPP) regularization term is added into the objective function Eq. (3). LPP is a
nonlinear dimensionality reduction method and can obtain an explicit mapping func-
tion [12]. The goal of LPP is to ensure that k nearest neighbors of original data is
correspondingly preserved in the new space after conducting dimensionality reduction.
Mathematically, assuming that there is a set of data containing n d-dimensional sam-
ple set X = [x1,x2, ...,xn] (X ∈ Rd×n), LPP is designed to find a projection matrix
W = [w1,w2, ...,wl] (wi ∈ Rd, W ∈ Rd×l) mapping X to be Y = [y1,y2, ...,yn]
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(yi ∈ Rl, Y ∈ Rl×n), so that the distance between WTxi and yi is as small as possi-
ble. Therefore, the objective function of LPP [12] is defined as:

min
Y=WTX

(
N∑

i,j=1

||yi − yj ||2sij) = arg
wTXDXTw=1

min
w

wTXLXTw (4)

where sij denotes the correlation between the samples xi, D is a diagonal matrix,

i.e., Dii =
n∑

j=1

sij . Hence, in Eq. (3), L ∈ Rn×n is a Laplacian matrix (L = D − S).

ρ3 is a regularization term and is used to control the order of magnitude of the LPP part,
i.e., controlling the consistency of the magnitude between the least square loss function
and the LPP regularization term.

After optimizing Eq. (3) with the proposed optimization method shown in Section
3.3, we obtain the optimal of W∗, i.e., the reconstruction weights or the correlations
between training samples and test samples. The element wij of W∗ denotes the cor-
relation between the i-th training sample and the j-th test sample. The positive weight
(i.e., wij > 0) indicates that there is positive correlation between the i-th training sam-
ple and the j-th test sample, while the negative weight (i.e., wij < 0) means negative
correlation. In particular, the zero weight (i.e., wij = 0) means that there is no corre-
lation between the i-th training sample and the j-th test sample. In this case, the i-th
training sample should not be used for predicting the j-th test sample. That is, we use
the related training samples (i.e., the training samples with nonzero coefficient) to pre-
dict each test sample, rather than using all training samples to predict test samples. In
this way, Eq. (3) takes the distribution of data and prior knowledge into account for
selecting the k value for each test sample.

To better understand the characteristics of the proposed method, we assume the op-
timal W∗ ∈ R5×3 as follows.

W∗ =

⎡⎢⎢⎢⎢⎣
0 0.2 0
0 0 0
0 0.7 0.6
0.3 0.9 0
0.4 0 0

⎤⎥⎥⎥⎥⎦
In this example, we have five training samples and three test samples. According to

the proposed method, the values in the first column of W∗ indicates the correlations
between the first test sample and five training samples. Due to that there are only two
non-zero values in the first column, i.e., w14 and w15. This indicates that the test sample
is only related to the last two training samples, i.e., the fourth training sample and
the fifth training sample. More specifically, in kNN algorithm, we only need to regard
the last two training samples as the nearest neighbors of the first test sample, i.e., the
corresponding value of k as 2. Meanwhile, according to the values of the second column
of W∗, we only need to regard three training samples as the nearest neighbors of the
second test sample, i.e., the corresponding value of k is 3. Obviously, for the third test
sample, it should be predicted by the third training sample. The corresponding value of
k is 1. In this way, the nearest neighbors of each test sample are obtained. Moreover, the
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Algorithm 1: The Pseudo of Objective Function Equation (3).

Input: X, Y;
Output: W(t) ∈ Rn×m;

1 Initialize W1 ∈ Rn×m, t = 1;
2 while not converge do
3 Calculate the diagonal matrices D(t)

i (1 ≤ i ≤ m) and D̃(t), where the k-th diagonal

element of D(t)
i is 1

2|w(t)
ki

|
and the k-th diagonal element of D̃(t) is 1

2||(w(i))k||2 ;

4 For each i(1 ≤ i ≤ m), w(t+1)
i = (XXT + ρ1D

(t)
i + ρ2D̃

(t) + ρ3L)
−1Xyi;

5 t = t+ 1;
6 end

value of k in the kNN algorithm is different and is learnt according to the distribution
of data.

Furthermore, on one hand, we find the sparsity of W∗ is irregular, i.e., sparsity in
elements of the matrix W∗. On the other hand, we also find that the values in the second
row of W∗ are all zero, this indicates that the second training sample is unrelated to all
test samples. We can regard the second training samples as the noisy training sample.
Actually, the �1-norm in Eq. (3) ensures to product zero values in elements, while the
�2,1-norm in Eq. (3) ensures to remove the impact of the noisy training samples. Fur-
thermore, the LPP term in Eq. (3) ensures to further improve the performance of kNN
algorithm.

3.3 Optimization

The objective function Eq. (3) is convex but non-smooth, this paper proposes an efficient
solution as follows:

First, after taking the derivative with respect to each row wi(1 ≤ i ≤ m), and then
setting it to zero, we can get the following equation:

XXTwi −Xyi + ρ1Diwi + ρ2D̃wi + ρ3Lwi (5)

where Di(1 ≤ i ≤ m) is a diagonal matrix with the k-th diagonal element as 1
2|wki| ,

and D̃ is a diagonal matrix with the k-th diagonal element as 1
2||wk||2 . Therefore,

wi = (XXT + ρ1Di + ρ2D̃+ ρ3L)
−1Xyi (6)

We can find that both Di and D̃ are unknown and depend on W. According to
[28][21][25], we propose an iterative algorithm in Algorithm 1 to optimize Eq. (3).

Theorem 1. Algorithm 1 decreases the objective value in Eq. (3) in each of iteration.

Proof:According to Step 2 in Algorithm 1, we have

W(t+1) = min
W

Tr(XTW −Y)T + ρ1

m∑
i=1

wT
i D

(t)
i wi + ρ2TrW

T D̃(t) + ρ3L
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Therefore, we have

Tr(XTW(t+1) −Y)T (XTW(t+1) −Y) + ρ1

m∑
i=1

(w
(t+1)
i )TD

(t)
i w

(t+1)
i

+ρ2Tr(W
(t+1))T D̃tW(t+1) + ρ3L

≤ Tr(XTW(t) −Y)T (XTW(t) −Y) + ρ1

m∑
i=1

(w
(t)
i )TD

(t)
i w

(t)
i

+ρ2Tr(W
(t))T D̃tW(t) + ρ3L

⇒ Tr(XTW(t+1) −Y)T (XTW(t+1) −Y) + ρ1

d∑
i=1

m∑
j=1

(
(w

(t+1)
ij )2

2||w(t)
ij ||

− ||w(t+1)
ij ||

+||w(t+1)
ij ||

)
+ ρ2

d∑
k=1

(
||(w(t+1))k||22
2||(w(t))k||2

− ||(w(t+1))k||2 + ||(w(t+1))k||2
)
+ ρ3L

≤ Tr(XTW(t) −Y)T (XTW(t) −Y) + ρ1

d∑
i=1

m∑
j=1

(
||w(t)

ij ||+
(w

(t)
ij )

2

2||w(t+t)
ij ||

−

||w(t)
ij ||

)
+ ρ2

d∑
k=1

(
||(w(t))k||2 +

||(w(t))k||22
2||(w(i))k||2

− ||(w(t))k||2
)
+ ρ3L

⇒ Tr(XTW(t+1) −Y)T (XTW(t+1) −Y) + ρ1

d∑
i=1

m∑
j=1

||w(t+1)
ij ||

+ρ2

d∑
K=1

||(w(t+1))k||2 + ρ3L

≤ Tr(XTW(t) −Y)T (XTW(t) −Y) + ρ1

d∑
i=1

m∑
j=1

||w(t)
ij ||+ ρ2

d∑
k=1

||(w(t))k||2

+ρ3L

According to the literature [31], for any vectorw andw0, we have ||w2||− ||w||22
2||w0||2 ≤

||w0||2− ||w0||22
2||w0||2 . So the Algorithm 1 decreases the objective value in each of iteration.

W(t), D(t)
i (1 ≤ i ≤ m) and D̃(t) will satisfy Eq. (6) at the convergence. As the

objective function Eq. (3) is convex, the W satisfying Eq. (3) is a global optimum
solution. Therefore, Algorithm 1 will converge to the global optimum of the objective
function Eq. (3).

3.4 Algorithm

In the proposed method, we first use the learnt k values for kNN algorithm, i.e., the GS-
kNN algorithm, and then apply it for different tasks, such as classification, regression
and missing value imputation. The pseudo of GS-kNN is presented in Algorithm 2.
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Algorithm 2: The pseudo of GS-kNN algorithm.

Input: X, Y;
Output:
switch task do

case 1
Class labels;

endsw
case 2

Predicted value;
endsw
case 3

Imputation value;
endsw

endsw
1 Normalizing X and Y;
2 Optimizing Eq. (3) to obtain the optimal solution W;
3 Obtaining the optimal k value for test samples based on W;
4 switch task do
5 case 1
6 Obtaining class labels via majority rule;
7 endsw
8 case 2
9 Obtaining prediction value via Eq. (7);

10 endsw
11 case 3
12 Obtaining imputation value via Eq. (7);
13 endsw
14 endsw

Firstly, the proposed GS-kNN algorithm employs the majority rule for predicting the
class label of the test sample. Secondly, in both the regression task and the missing value
imputation task, the proposed GS-kNN algorithm considers, the bigger the correlation
between the test sample and its nearest neighbor, the larger the contribution of this
nearest neighbor to the test sample. Therefore, this paper proposes a weighted method
for the prediction of both the regression task and the task of missing value imputation.
Specifically, the weighted predictive value of the j-th test sample is defined as:

predictV alue weight =

n∑
i=1

(
wij
n∑

i=1

wij

× ytrain(i)) (7)

where n is the number of training samples, and ytrain(i) represents the true value of the
i-th training sample.
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Table 1. Comparison on Classification Accuracy (mean±STD) of all algorithms

Dataset kNN L-kNN GS-kNN

Climate 0.8944 ± 0.0339 0.9259 ± 0.0360 0.9407 ± 0.0336
German 0.6660 ± 0.0615 0.7090 ± 0.0617 0.7240 ± 0.0587
Blood 0.7365 ± 0.0605 0.7689 ± 0.0553 0.7878 ± 0.0537

Australian 0.7826 ± 0.0538 0.8130 ± 0.0518 0.8420 ± 0.0531

4 Experiments

We evaluate the proposed GS-kNN algorithm with the state-of-the-art kNN methods
on twelve datasets in three applications, such as classification, regression, and missing
value imputation.

4.1 Experimental Setting

In our experiments, we regard the standard kNN algorithm (with k = 5) as the first
comparison algorithm. The second comparison algorithm is the L-kNN method, i.e., Eq.
(3) with the setting ρ2 = 0, on which we would like to show the importance of removing
the noisy samples.

The used datasets mainly came from UCI dataset and LIBSVM website [1]. We
conducted experiments on four datasets for classification, regression, and missing value
imputation, respectively. Note that there are not missing values in the original datasets,
we randomly selected some independent values to be missed according the literatures
on missing value imputations [19].

In our experiments, we repeated the experiments on each dataset ten times, and re-
garded the average performance as the reported results. We used classification accu-
racy as the evaluation for the classification task. The higher accuracy the algorithm is,
the better performance of classification it is. We used correlation coefficient and root
mean square error (RMSE) to evaluate the performance of both regression and missing
value imputation. Correlation coefficient indicates the correlation between prediction
and observation. Generally, the larger the correlation coefficient, the more accurate the
prediction.

Experiments on Classification. We listed the classification performance (including
the mean of classification accuracy in ten iterations and the corresponding STandard
Deviation (STD)) of all algorithms on the four datasets in Table 1.

According to Table 1, we have the following observations:

– The proposed GS-kNN algorithm achieved the best classification accuracy by com-
paring with the kNN algorithm and the L-kNN algorithm. For example, the GS-
kNN algorithm improved 5.37% than the kNN algorithm, and 1.87% than the L-
kNN algorithm on average of classification accuracy.

– The GS-kNN algorithm performed better than the L-kNN algorithm because our
method used an �2,1-norm to remove noisy samples. For example, the proposed
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Table 2. Comparison on RMSE (mean±STD) of all algorithms

Dataset kNN L-kNN GS-kNN

Mpg 4.0474 ± 0.4154 3.6045 ± 0.2924 3.4370 ± 0.3063
Housing 6.1950 ± 1.4083 5.3082 ± 1.1449 5.1513 ± 1.0959
Bodyfat 0.0049 ± 0.0010 0.0044 ± 0.0010 0.0026 ± 0.0008

ConcreteSlump 5.8989 ± 1.2593 4.9525 ± 1.0956 4.5109 ± 1.1983

Table 3. Comparison on Correlation Coefficient (mean±STD) of all algorithms

Dataset kNN L-kNN GS-kNN

Mpg 0.8516 ± 0.0379 0.8733 ± 0.0285 0.8904 ± 0.0237
Housing 0.7612 ± 0.0985 0.8386 ± 0.0648 0.8574 ± 0.0604
Bodyfat 0.9777 ± 0.0068 0.9865 ± 0.0076 0.9943 ± 0.0050

ConcreteSlump 0.7266 ± 0.0571 0.7900 ± 0.0654 0.8304 ± 0.0463

method improved by 2.9% and 1.48%, respectively, than the L-kNN, on Australian
dataset and Climate dataset. This indicates that both Australian dataset and Climate
dataset may contain noisy samples. Moreover, Australian dataset might have more
noisy samples.

– Both the GS-kNN and L-kNN are better than the kNN algorithm. This indicates that
using different k values in kNN algorithm (such as the GS-kNN algorithm and the
L-kNN algorithm) can achieve better classification performance than the method
with fixed k value for all test samples, such as the conventional kNN algorithm.

Experiments on Regression. Tables 2 and 3 showed the results of both RMSE
(mean±STD ) and correlation coefficient (mean±STD )of all algorithms on four
datasets.

From Tables 2 and 3, we found that the proposed GS-kNN algorithm had the best
prediction performance. For example, the proposed algorithm improved by 1.388 on the
ConcreteSlump dataset in terms of RMSE, and 10.38% on the ConcreteSlump dataset
in terms of correlation coefficient, than the kNN algorithm. Meanwhile, the proposed
algorithm improved by 0.4416 on the ConcreteSlump dataset in terms of RMSE than
the L-kNN algorithm, while our GS-kNN improved by 4.04% on the ConcreteSlump
dataset in terms of correlation coefficient comparing.

Experiments on Missing Value Imputation. We listed the imputation performance of
all algorithms on the four datasets in Tables 4 and 5.

According to Tables 4 and 5, the proposed GS-kNN algorithm achieved similar re-
sults to both the classification task and the regression task, than the comparison algo-
rithms on four datasets. That is, our method achieved the best imputation performance,
followed by the L-kNN algorithm, and the kNN algorithm ranks the last one. Specif-
ically, the proposed algorithm improved by 3.51% and 10.34%, respectively, than the
L-kNN algorithm and the standard kNN algorithm in terms of correlation coefficient,
while our method reduced 0.0346 and 0.0625, respectively, than the L-kNN algorithm
and the kNN algorithm in terms of RMSE. In particular, the maximal reduce between
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Table 4. Comparison on RMSE (mean±STD) of all algorithms

Dataset kNN L-kNN GS-kNN

Abalone 2.9424 ± 0.1710 2.8659 ± 0.1837 2.7536 ± 0.1907
Pyrim 0.0692 ± 0.0151 0.0603 ± 0.0149 0.0523 ± 0.0123

Triazines 0.1445 ± 0.0324 0.1254 ± 0.0326 0.1108 ± 0.0250
Mg 0.1487 ± 0.0163 0.1415 ± 0.0136 0.1380 ± 0.0135

Table 5. Comparison on Correlation Coefficient (mean±STD) of all algorithms

Dataset kNN L-kNN GS-kNN

Abalone 0.6943 ± 0.0225 0.7292 ± 0.0277 0.7429 ± 0.0257
Pyrim 0.8030 ± 0.0778 0.8865 ± 0.0482 0.9193 ± 0.0400

Triazines 0.5593 ± 0.0740 0.6958 ± 0.0827 0.7704 ± 0.0519
Mg 0.7569 ± 0.0421 0.7751 ± 0.0356 0.7944 ± 0.0375

the proposed method and the kNN algorithm is 0.1888 on Abalone dataset on the evalu-
ation of RMSE, while the maximal improvement for the proposed GS-kNN to the kNN
algorithm is 21.11% on Triazines dataset on the evaluation of correlation coefficient.

5 Conclusion and Future Work

In this paper, we have proposed an improved kNN algorithm for three tasks, such as
classification, regression and missing value imputation. The proposed method has been
designed to revise the conventional kNN algorithm with the following points. Firstly, we
learnt different k value for each test sample by making the best use of prior knowledge
of data. Secondly, we applied the new kNN algorithm to simultaneously conduct three
types of tasks. To this end, we designed a sparse reconstruction framework with three
regularization terms to learn the optimal k values for test samples. Specifically, we
used the �1-norm to generate element-wise sparsity for selecting different k values for
different test samples. To improve the reconstruction performance, we employed the
�2,1-norm to generate row sparsity for the removal of noisy samples, and further used
the LPP regularization term to preserve the local structures of samples. Finally, the
results on real datasets experimentally verified the benefit of the proposed method than
the state-of-the-art kNN algorithms.

In future, we will focus on designing a nonlinear transformation matrix to learn the
correlation between test samples and training samples.
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D., Skowron, A. (eds.) PKDD 2007. LNCS (LNAI), vol. 4702, pp. 248–264. Springer, Hei-
delberg (2007)

9. Wang, H.: Nearest neighbors by neighborhood counting. IEEE Transactions on Pattern Anal-
ysis and Machine Intelligence 28(6), 942–953 (2006)

10. Wu, X., Zhang, C., Zhang, S.: Efficient mining of both positive and negative association
rules. ACM Transactions on Information Systems (TOIS) 22(3), 381–405 (2004)

11. Wu, X., Zhang, C., Zhang, S.: Database classification for multi-database mining. Information
Systems 30(1), 71–88 (2005)

12. Wu, X., Zhang, S.: Synthesizing high-frequency rules from different data sources. IEEE
Transactions on Knowledge and Data Engineering 15(2), 353–367 (2003)

13. Yao, Z., Ruzzo, W.L.: A regression-based k nearest neighbor algorithm for gene function
prediction from heterogeneous data. BMC Bioinformatics 7, S11 (2006)

14. Zhang, S.: Cost-sensitive classification with respect to waiting cost. Knowledge-Based Sys-
tems 23(5), 369–378 (2010)

15. Zhang, S.: Estimating semi-parametric missing values with iterative imputation. International
Journal of Data Warehousing and Mining 6(3), 1–10 (2010)

16. Zhang, S.: KNN-CF approach: Incorporating certainty factor to knn classification. IEEE In-
telligent Informatics Bulletin 11(1), 24–33 (2010)

17. Zhang, S.: Shell-neighbor method and its application in missing data imputation. Applied
Intelligence 35(1), 123–133 (2011)

18. Zhang, S.: Decision tree classifiers sensitive to heterogeneous costs. Journal of Systems and
Software 85(4), 771–779 (2012)

19. Zhang, S.: Nearest neighbor selection for iteratively kNN imputation. Journal of Systems and
Software 85(11), 2541–2552 (2012)

20. Zhang, S., Jin, Z., Zhu, X.: Missing data imputation by utilizing information within incom-
plete instances. Journal of Systems and Software 84(3), 452–459 (2011)

21. Zhang, S., Qin, Z., Ling, C.X., Sheng, S.: “missing is useful”: missing values in cost-sensitive
decision trees. IEEE Transactions on Knowledge and Data Engineering 17(12), 1689–1693
(2005)



Efficient kNN Algorithm Based on Graph Sparse Reconstruction 369

22. Zhang, S., Zhang, C., Yan, X.: Post-mining: maintenance of association rules by weighting.
Information Systems 28(7), 691–707 (2003)

23. Zhao, Y., Zhang, S.: Generalized dimension-reduction framework for recent-biased time se-
ries analysis. IEEE Transactions on Knowledge and Data Engineering 18(2), 231–244 (2006)

24. Zhu, X., Huang, Z., Cheng, H., Cui, J., Shen, H.T.: Sparse hashing for fast multimedia search.
ACM Transactions on Information Systems (TOIS) 31(2), 9 (2013)

25. Zhu, X., Huang, Z., Cui, J., Shen, H.T.: Video-to-shot tag propagation by graph sparse group
lasso. IEEE Transactions on Multimedia 15(3), 633–646 (2013)

26. Zhu, X., Huang, Z., Shen, H.T., Zhao, X.: Linear cross-modal hashing for efficient multime-
dia search. In: Proceedings of the 21st ACM International Conference on Multimedia, pp.
143–152 (2013)

27. Zhu, X., Huang, Z., Shen, H.T., Cheng, J., Xu, C.: Dimensionality reduction by mixed kernel
canonical correlation analysis. Pattern Recognition 45(8), 3003–3016 (2012)

28. Zhu, X., Huang, Z., Yang, Y., Shen, H.T., Xu, C., Luo, J.: Self-taught dimensionality reduc-
tion on the high-dimensional small-sized data. Pattern Recognition 46(1), 215–229 (2013)

29. Zhu, X., Suk, H.-I., Shen, D.: Matrix-similarity based loss function and feature selection for
alzheimer’s disease diagnosis. In: 2014 IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), pp. 3089–3096 (2014)

30. Zhu, X., Suk, H.-I., Shen, D.: A novel matrix-similarity based loss function for joint regres-
sion and classification in ad diagnosis. NeuroImage (2014)

31. Zhu, X., Zhang, L., Huang, Z.: A sparse embedding and least variance encoding approach to
hashing (2014)

32. Zhu, X., Zhang, S., Jin, Z., Zhang, Z., Xu, Z.: Missing value estimation for mixed-attribute
data sets. IEEE Transactions on Knowledge and Data Engineering 23(1), 110–121 (2011)



 

X. Luo, J.X. Yu, and Z. Li (Eds.): ADMA 2014, LNAI 8933, pp. 370–379, 2014. 
© Springer International Publishing Switzerland 2014 

On Dynamic Selection of Subspace for Random Forest 

Md Nasim Adnan 

Centre for Research in Complex Systems (CRiCS) 
School of Computing and Mathematics 

Charles Sturt University 
Bathurst, NSW 2795, Australia 
madnan@csu.edu.au 

Abstract. Random Forest is one of the most popular decision forest building 
algorithms that use decision trees as the base classifiers. The splitting attributes 
for decision trees of Random Forest are generally determined from a predefined 
number of randomly selected attribute subset of the original attribute set. In this 
paper, we propose a new technique that randomly determines the size of the at-
tribute subset between a dynamically determined range based on the relative 
size of current data segment to the bootstrap samples at each node splitting 
event. We present elaborate experimental results involving five widely used da-
ta sets from the UCI Machine Learning Repository. The experimental results 
indicate the effectiveness of the proposed technique in the context of Random 
Forest. 

Keywords: decision tree, decision forest, prediction accuracy, random forest. 

1 Introduction 

From 2005 to 2020, the “Digital Universe” will expand by a factor of 300, from 130 
Exabyte to 40,000 Exabyte, or 40 trillion gigabytes (more than 5,200 gigabytes for 
every man, woman, and child in 2020) [1]. Hence it is almost impossible for domain 
experts to infer any useful knowledge or pattern manually from such a huge volume 
of data. Data mining is the method of automatically discovering useful information 
from large data sets [2]. Classification and clustering are two widely used data mining 
tasks that are applied for knowledge discovery and pattern understanding. 

Classification aims to generate a function (commonly known as the classifier) that 
maps the set of non-class attributes {A1, A2, ... Am} to a predefined class attribute C 
[2]. There are different types of classifiers including Decision Trees [3], [4], Bayesian 
Classifiers [5], [6], Artificial Neural Networks [7], [8], [9], and Support Vector Ma-
chines [10]. Among these classifiers, decision trees are very popular to the real world 
users as they can be easily broken down to generate logic rules to infer valuable 
knowledge [11]. Due to their immense popularity, decision trees with better predic-
tion accuracy can render huge impact on many sensitive application areas such as 
medical diagnosis. 

There are many decision tree induction algorithms such as CART [3], ID3 [4], 
C4.5 [4], [12], SLIQ [13], Fuzzy SLIQ [14], SPRINT [15] and Explore [16]. Most of 
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these algorithms follow the structure of Hunt’s algorithm [2]. In Hunt’s algorithm a 
decision tree is induced in a recursive fashion from a training data set. The induction 
process starts by computing an attribute test measure (such as the Gini Index [3] of 
the CART algorithm) for all non-class attributes. Then the attribute having the highest 
test value is selected as a splitting attribute to divide the training data set D into a set 
of mutually exclusive horizontal data segments [4], [12], [16], [17]. The purpose of 
this splitting is to create a purer distribution of class values in the succeeding data 
segments than the distribution in D. The process of selecting the splitting attribute 
continues recursively in each succeeding data segment Di until either every data seg-
ment gets the purest class distribution or another stopping criterion is satisfied. By 
“purest class distribution” we mean the presence of a single class value for all records. 

It is worthy to mention that ensemble methods work better with unstable classifiers 
such as a decision tree [2]. Decision forest is an ensemble of decision trees where an 
individual decision tree acts as the base classifier and the classification is performed 
by taking a vote based on the predictions made by each decision tree of the decision 
forest [2]. 

A decision forest overcomes some of the shortcomings of a decision tree. A deci-
sion tree is entirely formed from the training data set. This enables a decision tree to 
have remarkable classification performance on the examples (records) of the training 
data set. However, the classification performance on the seen examples does not nec-
essarily get translated into predicting the class values of the unseen (unlabelled) re-
cords of the test data set. Decision tree in particular, lacks in generalization perform-
ance. Nevertheless, different decision trees have different generalization errors. So, 
the combination of several decision trees can help mitigating the generalization errors 
of a single decision tree. As a result, generally a decision forest can deliver better 
prediction accuracy for unseen records [18]. 

In order to achieve better ensemble accuracy a decision forest needs both accurate 
and diverse individual decision trees as the base classifier [19], [20]. An accurate 
individual decision tree can be obtained by feeding a data set into a decision tree algo-
rithm such as CART [3]. However, if all the individual decision trees generate similar 
classification results, there is no purpose of constructing a decision forest (as they will 
commit similar generalization errors). So, it is expected that in a decision forest indi-
vidual decision trees would be as diverse as possible in terms of classification errors. 
We already know that decision trees are unstable classifiers. That is – if the training 
data set is slightly perturbed by adding or removing some records or attributes, the 
resultant decision tree can be very different from that generated from the unperturbed 
training data set. In literature we find many forest building algorithms that modify 
training data sets in different ways. We introduce some of the popular forest building 
algorithms as follows. 

 
a) Bagging [21]: Bagging generates new training data set Di iteratively where 

the records of Di are chosen randomly from the original training data set D. 
Di contains the same number of records as in D. Thus some records of D can 
be chosen multiple times and some records may not be chosen at all.  
This approach of generating a new training data set is known as bootstrap 
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sampling. On an average 63.2% of the original records are present in a boot-
strap sample [22]. A decision tree building algorithm is then applied on each 
bootstrap sample Di (i = 1, 2, …, k) in order to generate T number of trees for 
the forest. 

b) Random Subspace [20]: The Random Subspace algorithm randomly draws a 
subset of attributes (subspace) f from the original attribute space m in order 
to determine the splitting attribute for each node splitting event of a decision 
tree. The Random Subspace algorithm uses the original training data set in 
building every decision tree. 

c) Random Forest [23]: Random Forest is the combination of Bagging and 
Random Subspace algorithms. In Random Forest, the Random Subspace al-
gorithm is applied on bootstrap samples instead of the original training data 
set. Random Forest is considered as an improvement over its components 
Bagging and Random Subspace. 

In the next section we present how the size of subspace f can affect the perfor-
mance of Random Forest and our motivation towards determining more appropriate 
size of f. 

2 Motivation 

The Random Forest algorithm randomly draws a subspace f from the entire attribute 
space m in order to determine the splitting attribute for each node of a decision tree. 
The individual tree accuracy and the diversity among the decision trees depend on the 
size of f. If f is sufficiently small then the trees tend to become less correlated thus 
making them more diverse. However, a sufficiently small f may not guaranty the 
presence of adequate number of attributes with good classification capacity which 
may decrease individual tree accuracy. On the other hand, the individual tree accuracy 
can be increased with relatively larger number of attributes in f by sacrificing  
diversity. 

In literature a lot of variations have been noticed around the size of f [23], [18], 
[24], [25], [26]. In the Random Forest algorithm, the number of attributes selected for 
f was chosen to be |f| = int (log2|m|) + 1 [23]. In both [24] and [25], |f| was selected 
randomly between 1 to |m|. In the extreme cases of [24] and [25], when |f| = 1, the 
method randomly selects an attribute as the splitting attribute and when |f| = |m|, the 
entire attribute space is used as the subspace. In [18], the authors suggested to deter-
mine the most appropriate |f| by calculating the forest accuracy of variously sized 
random subspace. They suggested that the most appropriate |f| may differ for different 
data sets. However, we argue that this approach is very computation intensive and are 
not suitable for real world applications. Recently, in [26] the authors implemented |f| 
= 2 × log2|m| for Random Forest. 

For both the original Random Forest and the recent variations of Random Forest, 
the number of attributes selected for f remains the same for the root node as well as 
any node down the tree. The root node of a tree contains the entire bootstrap sample  
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(Di). Let us assume that we have a data set with 30 attributes. For the original  
Random Forest the splitting attribute is determined from randomly selected int 
(log230) + 1 = 5 attributes. It is reasonable that this small subset of original attributes 
may not contain sufficient number of attributes with good classification capacity. 
Therefore the root node can possibly be split by a weak attribute resulting in improper 
partitions. The heinous impact of improper partitioning at the beginning may not be 
mitigated by selecting better attributes down the tree. From the root to down the tree, 
the partitions (data segments) become smaller and smaller. As a result, the negative 
impact of selecting a weak attribute gradually decreases from the root to down the 
tree. On the other hand, for the recent implementation [26] the splitting attribute is 
determined from randomly selected 2 × log230 = 10 attributes. Obviously, this subset 
is better than the previous one to contain more attributes with good classification ca-
pacity. For this subset, we may have high chance to get better splitting attribute at the 
root node, yet when splitting a node down the tree the subset may be oversized. Thus 
the tree may get common strong attributes (as the splitting attribute) down the tree 
resulting in decreased diversity. Finally, selecting the number of attributes for the 
subspace randomly between 1 to |m| may not direct the characteristics of the trees in 
any defined path. We may assume that on an average the subspace size would be 
|m|/2. Thus the subspace size becomes larger compared to other proposed subspaces 
especially for high dimensional data set. Yet, selecting the size of subspace randomly 
between 1 to |m| may induce diversity as the subspace size may differ for many trees. 
In order to mitigate all these problems, we propose the following technique to deter-
mine the size of the subspace for Random Forest. 

3 Our Technique 

In our technique, the number of attributes for f is randomly selected from the  
following range: 

int (log2|m|) + 1 and 
| || | × (int (log2|m|) + 1) 

Here, | | denotes the number of records present in the current data segment 
whereas |Di| denotes the number of records present in the entire (initial) bootstrap 
sample (also equal to the original training data set). 

In this way, we propose to determine the size of f by randomly selecting a number 
from a range which is calculated based on the relative size of the current data segment 
to the initial bootstrap sample. The upper value of our proposed range is composed of 

the product of two terms. The first term 
| || | establishes the influence of relative size 

of the current data segment to the initial bootstrap sample on the second term int 
(log2|m|) + 1 (derived from the original Random Forest algorithm). To explain how 
the proposed range is calculated and how the number of attributes for f is determined 
from the proposed range, we present the following example. 

Let, |m| =30 and thus int (log2|m|) + 1 = 5. Let, |Di|=1000 and at the root node Di is 
divided into two subsequent partitions (data segments)  and . Let | |=750 and 
| |=250. For more comprehensibility, we present the all associated calculations in 
Table 1. 
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Table 1. Calculation of the Proposed Range 

Current Data 
Segment 

No. of 
records 

| ′|| |  
| ′|| |  int (log2|m|) + 1 

| ′|| |  × 
(int (log2|m|) + 1) 

Di 1000 1 2.71828 5 13.5914 

 750 0.75 2.11700 5 10.585 

 250 0.25 1.10517 5 5.52585 

 
From Table 1, we see that |f| can be any number between 5 and 14 for the root 

node. In the next level of the tree, when  becomes the current data segment |f| can 
be any number between 5 and 11 and for , |f| can be any number between 5 and 6. 
In this way the proposed range is funneled down based on the relative size of the cur-
rent data segment to the original bootstrap sample. By selecting |f| from the proposed 
range we can ensure strong diversity among the trees as the size of the subspace has 
strong chance to be different for many trees. 

Next, we present the algorithm for our technique of generating the subspace f. 

Algorithm 1: Subspace Generation 

Input: Initial Bootstrap Sample Di, Original Attribute Space m, Current Data Segment . 

Output: Subspace f. 

Required: f ← ∅. 

lower_range = int (log2|m|) + 1; 

upper_range = 
| || | × (int (log2|m|) + 1); 

num_attr = generate_random_number (lower_range, upper_range); 

for i = 1 to num_attr do 

         curr_attr_pos = generate_random_number (1, |m|); 

         curr_attr = m[curr_attr_pos];                                           /* picks an 

attribute from m */ 

        if curr_attr ∉ f then 

                f ← f ∪ curr_attr; 

        end if 

   end for 

return f; 

4 Experimental Results 

We conduct an elaborated experimentation on five (05) well known data sets that are 
publicly available from the UCI Machine Learning Repository [27]. The data sets 
used in the experimentation are listed in Table 2. 
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Table 2. Description of the Data Sets 

Data Set Name 
Number of non-class Attributes Number of 

Records 

Domain Size of the 

Class Attribute Numerical Categorical 

Breast Cancer Wisconsin  33 00 194 2 

Dermatology 01 33 366 6 

Glass Identification 10 00 214 7 

Ionosphere 34 00 351 2 

Lung Cancer 56 00 27 2 

 
We maintain the following settings for the entire experimentation: 

1. We remove missing values from each applicable data set. 
2. We remove the identifier attributes such as Transaction_ID from each appli-

cable data set. 
3. We apply .632 bootstrap [22] to generate bootstrap samples. 
4. Each leaf node of a tree contains at least two records. 
5. All trees are un-pruned. 
6. We generate exactly 100 trees for every decision forest. 
7. We use majority voting to aggregate results for every decision forest. 

The experimentation is conducted by a machine with Intel(R) 3.4 GHz processor 
and 4GB Main Memory (RAM) running under 64-bit Windows 8 Operating System. 
All the results presented in this paper are obtained using 10-fold-cross-validation (10-
CV) for every data set. All the prediction accuracies and timings reported in this paper 
are in percentage and second respectively. The best results are emphasized through 
bold-face. In the rest of the paper, we call all the variants of the existing Random 
Forest according to their subspace size. 

Ensemble accuracy is the most important performance indicator for any decision 
forest algorithm. In Table 3 we present the average ensemble accuracies for all the 
above mentioned variants of Random Forest for all the data sets considered. 

Table 3. Average Ensemble Accuracies 

Data Set Name int (log2|m|) + 1 2 × log2|m| 1 to |m| Proposed 
Technique 

Breast Cancer Wisconsin 77.9170 79.4950 79.4030 81.0740 

Dermatology 86.9630 85.8210 86.7310 87.0710 

Glass Identification 74.1150 73.6390 72.6860 74.5910 

Ionosphere 93.7310 91.2150 93.4460 93.7310 

Lung Cancer 68.8890 73.8890 68.8890 73.8890 

Average 80.3230 80.8118 80.2310 82.0712 
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From Table 3 we see that our proposed technique can significantly improve the en-
semble accuracy compared to other prominent variants. We also compute the predic-
tion accuracy of each individual tree of every forest in order to compute the Average 
Individual Accuracy (AIA) for all the variants of Random Forest. We report the re-
sults in Table 4. 

Table 4. Average Individual Accuracies 

Data Set Name int (log2|m|) + 1 2 × log2|m| 1 to |m| Proposed 
Technique 

Breast Cancer Wisconsin 68.3911 69.0137 69.0060 68.5746 

Dermatology 64.4539 67.7791 69.0416 65.7722 

Glass Identification 60.5181 62.0791 59.3410 60.8784 

Ionosphere 88.0171 89.7960 88.5511 88.2304 

Lung Cancer 61.8891 62.2835 61.8891 61.8057 

Average 68.6539 70.1903 69.5657 69.0523 

 
From Table 4 we see that 2 × log2|m| Random Forest has the AIA value among all 

other variants of Random Forest. However, Table 3 shows that the most important 
performance indicator ensemble accuracy is the highest for our proposed technique. 
In line with our previous discussions, we assume that for 2 × log2|m| Random Forest 
diversity of the individual trees may decrease. To verify our assumption, we compute 
the diversity of a single tree using Kappa [28] as was done in literature [26]. Kappa 
(K) actually evaluates the level of adjusted agreement between two classifier outputs 
in the following way. = Pr ( ) − Pr ( )1 − Pr ( )  

Here Pr ( ) is the observed agreement between two classifiers and Pr ( ) is the 
random agreement. As the Kappa value indicates agreement between two classifiers 
the higher the Kappa value, the lower the diversity. Because the Kappa is defined for 
only two classifiers, we compute the Kappa for a decision tree with respect to the 
forest except the used tree. After computing the Kappa value for each decision tree we 
compute Average Individual Kappa (AIK) for the forest. We next present the Average 
Individual Kappa (AIK) value as the measure of diversity in Table 5. 

Table 5. Average Individual Kappa 

Data Set Name int (log2|m|) + 1 2 × log2|m| 1 to |m| Proposed 
Technique 

Breast Cancer Wisconsin 0.0704 0.1127 0.1608 0.1605 

Dermatology 0.5773 0.6267 0.6410 0.5956 

Glass Identification 0.5338 0.5633 0.5173 0.5260 

Ionosphere 0.7884 0.8404 0.8138 0.7980 

Lung Cancer 0.1590 0.1620 0.1590 0.1030 

Average 0.4258 0.4610 0.4584 0.4366 
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We see from Table 5 that int (log2|m|) + 1 Random Forest achieves the highest  
diversity in terms of AIK. However, 2 × log2|m| Random Forest has the lowest diver-
sity. This validates our assumption that in turn negatively impacts on ensemble accu-
racy for 2 × log2|m| Random Forest. These results confirm the fact that diversity is a 
very important component to achieve better ensemble accuracy. For our proposed 
technique, both AIA and AIK had a good balance that resulted in better ensemble 
accuracy.  We present the summary of comparative analysis among all the variants of 
Random Forest in Fig. 1. To make the AIK value more presentable along with en-
semble accuracy value and AIA value in the figure we scale up the AIK value by 
multiplying it with 170. 

 

Fig. 1. Summary of Comparative Analysis 

5 Conclusion 

In this paper, we propose a new technique to find a suitable number of attributes for 
the subspace to determine the splitting attribute for each node of a decision tree based 
on the relative size of the current data segment to the initial bootstrap sample. The 
results presented in this paper show great potential of our technique. In future, we 
intend to extend our work by including more data sets. 
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Abstract. Dimensionality reduction as the available method to over-
come the “curses of dimensionality” has attracted wide attention.
However, the pervious studies treat the visualization and the subse-
quent classification performance separately. In this case, we do not know
whether there is a underlying relationship (i.e., direct proportion) be-
tween visualization and the followed classification performance.

In this paper we compare several dimensionality reduction tech-
niques on three different types of data sets: 1) Benchmark, 2) Image, and
3) Text data. Specifically, to intuitively evaluate the quality of the dimen-
sion reduced data, the visualization analysis is carried out, in which we
use a covariance matrix related criteria to quantify the information con-
tent of the data. Moreover, we also consider the classification accuracy
in different latent spaces (i.e., dimensions) as another performance crite-
rion to further analysis the relationship between the information content
and the subsequent classification task. The experimental results show
that there is no direct proportion relationship between the information
content and the further classification performance.

Keywords: dimensionality reduction, visualization, classification.

1 Introduction

Dimensionality reduction approaches, of which the overall framework is shown in
Figure 1, aim to find the low dimensional representation of the data sets in high
dimensional space without significant information loss. Dimensionality reduction
facilitates the classification, visualization, communication, and storage of high
dimensional data and has become the most crucial pre-processing steps in data
analysis. Traditionally, dimensionality reduction methods can be divided into
two categories, which are linear and non-linear states.

A simple and widely used method is Principle Components Analysis [1] which
aims to maximizing variance of the projected low dimensional data. Other lin-
ear dimensionality reduction methods, such as Classical Multidimensional Scal-
ing [2], Linear Discriminant Analysis (LDA) [3], are also aim to learn a linear
mapping from high dimensional observation to the lower dimension space.
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Distributed and Cooperative Task Processing:
Cournot Oligopolies on a Graph
Theodore P. Pavlic, Member, IEEE, and Kevin M. Passino, Fellow, IEEE

Abstract—This paper introduces a novel framework for the de-
sign of distributed agents that must complete externally generated
tasks but also can volunteer to process tasks encountered by other
agents. To reduce the computational and communication burden
of coordination between agents to perfectly balance load around
the network, the agents adjust their volunteering propensity
asynchronously within a fictitious trading economy. This economy
provides incentives for nontrivial levels of volunteering for remote
tasks, and thus load is shared. Moreover, the combined effects
of diminishing marginal returns and network topology lead
to competitive equilibria that have task reallocations that are
qualitatively similar to what is expected in a load-balancing
system with explicit coordination between nodes. In the paper,
topological and algorithmic conditions are given that ensure the
existence and uniqueness of a competitive equilibrium. Addi-
tionally, a decentralized distributed gradient-ascent algorithm is
given that is guaranteed to converge to this equilibrium while not
causing any node to over-volunteer beyond its maximum task-
processing rate. The framework is applied to an autonomous-air-
vehicle example, and connections are drawn to classic studies of
the evolution of cooperation in nature.

Index Terms—Agents and autonomous systems, distributed
control, game theory, load balancing, network analysis and
control, parallel algorithms.

I. Introduction

WE CONSIDER the problem of designing strategies to
dynamically route externally generated tasks around

In particular, we consider a network of autonomous agents
with some agents being responsible for processing tasks from
one or more external sources. When a task arrives at one of
these agents, the agent may advertise the task to other agents
connected to it. If none of the connected agents volunteer to
process the task, it must be processed by the advertising agent;
otherwise,the task is processed by one of the volunteering
agents. Agents that volunteer for tasks may themselves be
connected to incoming task flows for which they can advertise
task encounters. In general, an agent in the network may adver-
tise task encounters to others, volunteer to process advertised
tasks from others, or do both. Our challenge is to define a
distributed asynchronous algorithm for automatically tuning
how often agents volunteer to process advertised tasks so that
the collection of volunteering tendencies across the network
converges to a nontrivial Nash (i.e., competitive) equilibrium
with desirable load-balancing features. In the rest of this
section, we will review the existing cooperative processing
works and discuss why those approaches are not adequate for
solving the problem formulated here.

Grid computing [1] is one existing approach for achieving
cooperative task processing across a group of networked task-
processing agents. System designers work under the assump-
tion of heterogeneous agents with conflicting priorities They

Model
(c)

1 2

Fig. 1. A conceptual view of dimensionality reduction: The overall framework is to find
optimal feature set 2© to re-represent the original data 1© in the new low-dimensional
space by maintaining the most information content.

However, there are always complicated non-linear structures in high dimen-
sional data sets. To drive this challenge, a large number of non-linear dimen-
sionality reduction techniques have been proposed, such as Isometric Mapping
(ISOMAP) [4], Maximum Variance Unfolding (MVU) [5], Locally Linear Em-
bedding (LLE) [6], Stochastic Neighbor Embedding (SNE) [7], Gaussian Process
Latent Variable Model (GPLVM) [8].

Fodor described several dimensionality reduction methods from those men-
tioned above in [9]. However, there illustrations are only on text description level,
without any experiment. Maaten presented a review and comparative study of
techniques for dimensionality reduction [10]. Although an empirical comparison
of the classification performance of the techniques for dimensionality reduction
is performed, the experimental data mainly forces on artificial data sets with
a small quantity of natural data sets. Moveover, it lacks of the analysis of the
visualization for each dimensionality reduction approach on different data sets.

According to the experimental results on dimensionality reduction in [11], the
author argues that despite the strong performance of those previous techniques
(i.e., PCA, LLE, SNE et. al) on artificial data sets, they are often not very
successful at visualizing real, high dimensional data. In particular, most of the
techniques are not capable of retaining both the local and the global structure
of the data in a single map. Motivated by the above discussion, a new technique
called t-distributed Stochastic Neighbor Embedding (t-SNE) [11], a variation of
SNE, produces significantly better visualizations by reducing the tendency to
crowd points together in the center of the map.

The above t-SNE method for dimensionality reduction has achieved good per-
formance on visualization. However, for its classification performance receives
very little attention, conversely for the pervious review study in [10]. In this
case, there is no comprehensive understanding on that whether there is a under-
lying relationship (i.e., direct proportion) between visualization and the followed
classification performance. In other words, does the good visualization can bring
to the superiority on classification results?

In this paper, we choose two linear methods (PCA and LDA) and three non-
linear methods (LLE, SNE, and t-SNE) as the selected techniques to be further
analyzed. Then those dimensionality reduction techniques are applied to three
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different kinds of data sets, including benchmark, image, and text data sets. More
specifically, to intuitively evaluate the quality of the dimension reduced data, the
visualization analysis is firstly carried out. And then we use a covariance ma-
trix related criteria to quantify the information content of the data. Moreover,
we also consider the classification accuracy in different latent spaces (i.e., di-
mensions) as another performance criteria to further analysis the relationship
between the information content ( i.e., visualization) and the subsequent clas-
sification task. The experimental results show that though t-SNE presents the
superiority on visualization compared with other four dimensionality reduction
algorithms, it performs not good performance during classification process. In
other words, there is no direct proportion relationship between visualization and
the further classification performance. At last, we systematically analyze the
time complexity of each dimensionality reduction approach.

The rest of the paper is organized as follows. In section 2 to 6 we briefly review
the selected dimensionality reduction methods. Section 7 presents an empirical
comparisons , followed by the conclusions in Section 8.

2 Principal Components Analysis

Principal Components Analysis (PCA) [1] is a most frequently used linear tech-
nique for dimensionality reduction. Its objective is to map high dimensional data
to a linear subspace of lower dimensionality, in which the amount of variance in
the data is maximal. Therefore, the characteristics of the original data can be
preserved as much as possible by using less dimension. It is demonstrable that
the loss of the original information content is less than other linear dimension-
ality reduction method. However, PCA doesn’t make an attempt on exploring
internal data structure.

Throughout the whole paper, X = [x1, ..., xN ]T are defined to represent ob-
served data in the high dimensional space RD. Y = [y1, ..., yN ]T are data in the
low dimensional space Rd with d � D. Hence, we can treat X as an N × D
matrix and Y an N × d matrix.

Mathematically, PCA attempts to find a linear mapping W that maximizes
the cost function trace.

max tr(WT cov(X)W ), s.t.WTW = I (1)

where cov(X) is the covariance matrix of the dataX .WTW = I means that each
feature is orthogonal, so that there is no redundant information between each
dimension. The optimal W is composed with d eigenvectors, which corresponds
to top-d eigenvalues of the data covariance matrix. These eigenvectors form a
set of orthogonal basis and best keep the information of the original data.

The low-dimensional data representations Y of the data points X are com-
puted by mapping them onto the linear basis W

Y = W ′X (2)
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3 Linear Discriminant Analysis

Linear Discriminant Analysis (LDA)[3], also known as Fisher Linear Discrim-
inant, is a supervised linear dimensionality reduction technique. Unlike PCA
trying to preserve information of observed data, LDA finds the low dimensional
data that best discriminate among classes. For all samples, the between-class
scatter matrix Sb and the within-class scatter matrix Sw are defined by:

Sb =

c∑
i=1

Ni · (μi − μ) · (μi − μ)T (3)

Sw =

c∑
i=1

∑
x∈Xi

(x− μi) · (x− μi)
T (4)

Sbwi = λSwwi (5)

where c is the number of classes, Ni is the number of data points in class i,
μi is the mean vector of samples belonging to class i, μ is the global mean and
Xi represents the ith class in the dataset.

Eq. (5) is also a generalized eigenvalue problem, which is similar to PCA.
The optimal W is composed with d eigenvectors, which corresponds to top-d
eigenvalues of the data covariance matrix. The low dimensional data can be
calculated according to Eq. (2). In this processing, the only difference with PCA
is the calculation of W .

4 Local Linear Embedding

Local Linear Embedding (LLE) [6] is a non-linear technique which constructs
a graph representation of the data points and attempts to preserve solely local
properties of the data. Because of the property of neighborhood preservation,
LLE is widely used in classification and clustering of image data, character recog-
nition, multi-dimensional visualization of data and bioinformatics.

The procedures of LLE can be listed as follow: 1) LLE tries to find the k nearst
neighbors of each data point xi and writes the data point as a linear combination
wij(the so-called reconstruction weights) of those neighbors; 2) Reconstruction
errors are measured by the following error function.

ψ(W ) =

N∑
i=1

|xi −
k∑

j=1

wijxj |2 s.t.

k∑
j=1

wij = 1 (6)

By minimizing Eq. (6), the weight wij that combined with the neighbors best
approximate each data point xi can be computed; 3) The last step is mapping
each data point xi into the low dimensional space, such that the cost function
is minimized as

φ(Y ) =

N∑
i=1

|yi −
k∑

j=1

wijyj|2 s.t.
1

N

N∑
i=1

yiy
T
i = I,

N∑
i=1

yi = 0 (7)
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5 Stochastic Neighbor Embedding

The main idea behind Stochastic Neighbor Embedding (SNE) [7] is to preserve
neighbor similarities of high dimensional space in low dimensional space. In high
dimensional space, the asymmetric probability pi|j is

pi|j =
exp(− ‖ xi − xj ‖2 /2σ2

i )∑
k �=i exp(− ‖ xi − xk ‖2 /2σ2

i )
(8)

where σi is a Gaussian kernel parameter. SNE does a binary search for the
value of σi which makes the entropy of distribution over neighbors equal to log k.
Here k is “perplexity” which is specified by users. In low dimensional space, σ
is set to a fixed value 1/

√
2. It is described by

qi|j =
exp(− ‖ yi − yj ‖2)∑
k �=i exp(− ‖ yi − yk ‖2)

(9)

SNE tries to minimize the dissimilarities between the probabilities pij and qij .
The Kullback-Leibler divergence exactly calculates the difference between two
probability. Then, the cost function is given by

J =
∑
i

∑
j

pj|i log
pj|i
qj|i

(10)

The minimization of the cost function in Eq. (10) is performed using gradient
descent approach. The gradient is given by

∂J

∂yi
= 2

∑
j

(yi − yj)(pj|i − qj|i + pi|j − qi|j) (11)

To be stuck in local optima, a momentum term is added to the equation. A
exponentially decay of the sum of previous gradients is also added for determin-
ing the changes in the coordinates of the map points at each iteration of gradient
search. Mathematically, the gradient with a momentum term is given by

y(t) = y(t−1) + η
∂J

∂yi
+ α(t)(y(t−1) − y(t−2)) (12)

Where y(t) indicates the solution at iteration t, η indicates the learning rate,
and α(t) represents the momentum at iteration t.

6 t-Distributed Stochastic Neighbor Embedding

Although SNE gets good visualizations, a so-called “crowding problem” may oc-
cured on some data sets, which will leads to dissimilar points gathering together
in the center of the map. Therefore,in [11] van der Maaten and Hinton presented
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a technique called t-SNE, which is a variation of SNE considering Student’s
t-distribution with one degree of freedom for data distribution.

The t-SNE extends SNE in two ways: 1)A symmetric joint probability dis-
tribution is defined in high dimensional space, which leads to simpler gradient
computation in optimization. Equation 9 is used to form this joint probabilities.

pij =
pj|i + pi|j

2n
(13)

where pii = 0 and
∑

i,j pij = 1; 2) A Student’s t-distribution with one degree of
freedom is used in low dimensional space rather than a Gaussian distribution,
which can avoid the “crowd problem”. The joint probabilities in low dimensional
space is defined as

qij =
(1 + ‖ yi − yj ‖2)−1∑
k �=l(1 + ‖ yk − yl ‖2)−1

(14)

Then, Eq. (14) and Eq. (15) are taken into the Kullback-Leibler divergence
to find the optimal low dimensional embedding.

C = KL(P ‖ Q) =
∑
i�=j

pij log
pij
qij

(15)

Since a symmetric joint probability distribution is defined in high dimensional
space, and a student’s t-distribution is used in low dimensional space, the gra-
dient is simpler.

δC

δyi
= 4

∑
j

(pij − qij)(1 + ‖ yi − yj ‖2)−1(yi − yj) (16)

Aside from the basic gradient descent, a number of strategies are employed
to improve optimization [11].

7 Experiments

7.1 Data Sets

Benchmark Data: We first compare the dimensionality reduction algorithms
on four benchmark data sets, including one “oil flow” data [12,13] and other
three UCI data sets (“ionosphere”,“colic.ORIG”, and “wine”)1. The “oil flow”
data set, which has 3 phases of flow (i.e, 3 classes) and 1000 samples, does
the measurements of oil flow within a pipeline via 12 dimensions. In general,
the “ionosphere” data set (with 351 instances and 35 attributes) describes a
binary classification task. Meanwhile, the horse data set “colic.ORIG” (with 368
instances and 27 attributes) is used to predict the fate of a horse with colic. And
the “wine” data has three types of wine with 178 instances.

1 https://archive.ics.uci.edu/ml/s/

https://archive.ics.uci.edu/ml/s/
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Image Data: The “segment” data set (2310 instances and 19 attributes) 1,which
were drawn randomly from a database of 7 outdoor images. The original “mnist”
data set2 has 60,000 handwritten with 28×28 pixels (i.e., 784-dimensional space)
for comparison purpose. Besides, the original “USPS” data set consists of 7291
training and 2007 test examples. Moreover,the “India Pine” [14] is a type of re-
mote sensing image data with 200 bands (i.e., attributes), and 21025 pixels (i.e.,
instances). In this experiment, we randomly selected 1000 instances of these four
data sets.

Text Data: Furthermore, we also use four text data sets (“oh0”,“oh5”,“oh10”,
and “oh15”) to do the further analysis. Specifically, these data sets are from
OHSUMED colection [15] with “oh0” (1003 docs and 3182 words), “oh5” (918
docs and 3012 words), “oh10” (1050 docs and 3238 words), and “oh15” (913
docs and 3100 words). Among them, doc represents the instances with word
representing the attribute (i.e., dimension) of data.

7.2 Experimental Setup

For the purpose of evaluating the performance of the selected representative
dimensionality reduction algorithms (PCA, LLE, SNE, t-SNE, and LDA), of
which the versions are taken form the matlab toolbox for dimensionality reduc-
tion3 with default parameter setting, we first carry out a visualization analysis
to intuitively evaluate the quality of the data via different dimensionality reduc-
tion approaches. And then, we formulate the quality of the data using the trace
of covariance matrix. According to our knowledge, most of the dimensionality
reduction approaches try to maintain the information content of the original
data. However, the subsequent tasks (i.e., classification) is more important than
just considering the quality of the dimension-reduced data. In our experiment,
we also consider the classification accuracy in different latent spaces (i.e., di-
mensions) as another performance criteria, in which a very popular classifier
LibSVM [16] is employed to do the subsequent classification. Finally, the time
complexity of each selected dimensionality reduction algorithm is also executed.

7.3 Visualization Analysis

In this subsection, Figures 2-4 report the visualization of “oil” benchmark data
set, “usps” image data, and “oh0” text data, respectively. For the oil benchmark
data as shown in Figure 2, the separation between the classes is almost per-
fect via t-SNE (Figure 2(d)) and LDA (Figure 2(e)). In other words, these two
approaches have very good visualization performance on “oil” data. The LLE
approach has the worst visualization performance. Considering the “usps” image
data from Figure 3, t-SNE (Figure 3(d)) and LDA (Figure 3(e)) also show the

2 http://yann.lecun.com/exdb/mnist/index.html
3 http://homepage.tudelft.nl/19j49/Matlab Toolbox

for Dimensionality Reduction.html

http://yann.lecun.com/exdb/mnist/index.html
http://homepage.tudelft.nl/19j49/Matlab_Toolbox_for_Dimensionality_Reduction.html
http://homepage.tudelft.nl/19j49/Matlab_Toolbox_for_Dimensionality_Reduction.html
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Fig. 2. Visualization of oil benchmark data set via different algorithms (a) PCA,
(b) LLE, (c) SNE, (d) t-SNE and (e) LDA
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Fig. 3. Visualization of usps image data set via different algorithms (a) PCA, (b)
LLE, (c) SNE, (d) t-SNE and (e) LDA

better visualization performance than the other three approaches.When it comes
to “oh0” text data, which can be considered as a sparse matrix, t-SNE presents
the superiority compared with other four dimensionality reduction algorithms.
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Fig. 4. Visualization of oh0 image data set via different algorithms (a) PCA, (b)
LLE, (c) SNE, (d) t-SNE and (e) LDA

7.4 Reservation of Information Content

As been discussed above, we can do a rough analysis on the quality of dimension-
reduced data via visualization. By contrast, it will be better if we can do a much
more subtler measurement. In this case, we adopt the trace of the covariance
matrix as the information content.

Definition 1. Information Content: Given a data set D, the corresponding
information content can be defined as trace(cov(D)), where cov(·) denotes the
covariance matrix, and trace(·) represents the trace of a given matrix.

The larger the information content is, the better quality the data shows. Ta-
bles 1-3 report the reservation for information content on “oil” benchmark data,
“usps” image data and “oh0” text data via different dimensionality reduction al-
gorithms with the dimension been fixed with 1, 5, and 10. Accordingly, the t-SNE
approach shows the exceptionally better performance than other approaches as it
can achieve over 1000 information content, which is much greater than the values
obtained via other approaches. In general, the information content will become
larger when the dimension of the data increases. For instances, the information
content of PCA increase is from 13.987 to 49.513 on “oh0” text data. Naturally,
one may argue that does the t-SNE with the best information content (visualiza-
tion performance) will correspond to the high classification accuracy? According
to the following experimental part about the classification performance of the
each dimensionality reduction algorithms, the answer is no.
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Table 1. Reservation for information content (d=1)

PCA LLE SNE t-SNE LDA

oil (Benchmark) 1.004 0.000 51.919 2731.075 16.503
usps (Image) 15.994 0.001 13.028 1635.889 15.193
oh0 (Text) 13.987 0.025 523.213 1406.195 0.000

Table 2. Reservation for information content (d=5)

PCA LLE SNE t-SNE LDA

oil (Benchmark) 2.423 0.006 22.827 2363.235 26.542
usps (Image) 35.776 0.005 17.832 3202.030 40.042
oh0 (Text) 37.301 0.125 38.012 2231.455 0.026

Table 3. Reservation for information content (d=10)

PCA LLE SNE t-SNE LDA

oil (Benchmark) 2.588 0.013 15.885 2706.304 31.527
usps (Image) 46.135 0.010 15.274 3299.663 52.324
oh0 (Text) 49.513 0.250 42.458 2265.463 0.056
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Fig. 5. Classification accuracy of different algorithms on different benchmark data
sets: (a) colic.orig, (b) ionosphere, (c) oil and (d) wine
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Fig. 6. Classification accuracy of different algorithms on different image data sets:
(a) indian, (b) mnist, (c) segment and (d) usps

Table 4. Average CPU runtime (measured by second) for dimensionality reduction
algorithms on three different types of data sets, respectively

Benchmark Image Text

colic.orig ionosphere oil wine indian mnist segment usps oh0 oh5 oh10 oh15

PCA 0.001 0.001 0.001 0.001 0.021 0.490 0.001 0.034 1.174 0.965 1.318 0.960

LLE 0.036 0.068 0.274 0.045 0.474 0.748 1.944 0.567 0.404 0.337 0.465 0.339

SNE 17.453 16.683 107.104 6.144 99.678 107.643 106.467 108.153 112.683 87.700 110.782 96.234

t-SNE 5.193 3.560 40.326 1.253 41.549 40.473 40.560 40.155 42.081 35.206 46.359 35.196

LDA 0.002 0.012 0.001 0.001 0.030 3.167 0.002 0.048 321.317 271.010 338.463 293.751

7.5 Classification Accuracy Comparison

In our experiments, we compare the classification performance, which is calcu-
lated by the percentage of successful predictions on domain specific problems
[17,18,19], of the selected five dimensionality reduction algorithms on bench-
mark, image, and text sets, respectively. Specifically, Figures 5(a)-5(d) report
the classification results on “colic.orig”, “ionosphere”,“oil”, and “wine’ respec-
tively. In general, the LLE approach shows the best performance, followed by
the PCA and SNE. By contact, the t-SNE performs the worst accuracy. More-
over, when the dimension increases, the accuracy of some approaches decreases.
This is mainly because that the high dimension may contain the redundant
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Fig. 7. Classification accuracy of different algorithms on different text data sets: (a)
oh0, (b) oh5, (c) oh10 and (d) oh15

information, which can lead to the worse classification accuracy. For image data
sets, the SNE performs the best in most cases. However, the method with su-
periority will become LDA when facing the text data. Notice that, the LDA
algorithm will achieve the 100% accuracy, which mean that LDA has the perfect
classification performance when dealing with the text data (i.e., sparse data).

In summary, t-SNE could not achieve a high classification performance on all
the three types of data sets (especially on the real-world image and text data
sets), through it has a very good visualization performance.

7.6 Time Complexity

In this subsection, we compare the time complexity for each dimensionality re-
duction algorithm to systematically analyze its efficiency. Table 4 reports the
average CPU runtime (with dimension from 1 to 10) for dimensionality reduc-
tion algorithms on three different types of data sets, respectively. For benchmark
data sets in low-dimensional space, all the dimensionality reduction approaches
have good runtime performance. Among them SNE needs the most CPU time
to proceed the dimensionality reduction. The same observation could also be
found in the other two types of image and text data sets. Its variation t-SNE
shows better runtime performance than SNE, which is mainly attributed to: (1)
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t-SNE uses a symmetrized version of the SNE cost function with simpler gradi-
ents [20] and (2) t-SNE applies a Student-t distribution rather than a Gaussian
to compute the similarity between two dimensionality reduced data instances.
Notice that, LDA takes the most CPU time (≥ 250s) when dealing with text
data, which means that LDA is not suit for the sparse data when considering the
time effect thought it can achieve a high classification performance as discussed
in Section 7.5.

8 Conclusions

The paper presented a review and comparative study of techniques for dimen-
sionality reduction. In order to intuitively evaluate the quality of the dimension
reduced data, the visualization analysis is carried out. And then we use a trace
of covariance matrix related criteria to quantify the information content of the
data. Moreover, we also consider the classification accuracy in different latent
spaces (i.e., dimensions) as another performance criteria to further analysis the
relationship between the information content and the subsequent classification
task. The experimental results show that though t-SNE presents the superiority
compared with other four dimensionality reduction algorithms, it performs not
good performance during classification process. In other words, there is no direct
corresponding relationship between the information content (i.e., visualization)
and the further classification performance.
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Abstract. In this paper, we present an efficient learning algorithm for Deep 
Boltzmann Machine (DBM) to get the data-dependent expectation quickly. The 
algorithm adopts a layer-wise accelerating inference strategy to compute the 
mean values of all hidden layers, instead of the mean values by repeatedly run-
ning the equations of mean-field fixed-point until convergence. By taking ad-
vantage of layer-wise inference strategy, we can rapidly get the approximate 
mean values in a few iterations. This strategy also could learn efficiently a high 
performance model for high-dimensional high-structured sensory inputs.  
The proposed algorithm with layer-wise accelerating inference performs well 
compared to original DBM with given learning tasks. 

Keywords: Layer-wise, Accelerating inference strategy, Deep learning. 

1 Introduction 

Hinton [1, 2] (2006) in DBN (Deep Belief Network) algorithm introduced a multi-
hidden-layers network that had an excellent ability to learn the characteristics of input 
data and could effectively approximate the complex problem or function. He also 
proposed a fast unsupervised layer-wise training approach to overcome the difficulty 
of training deep neural network，which improved the variational lower bound of 
multilayer model based on likelihood’s probability and produced the model parame-
ters in accordance with the characteristics of the data. After the pretraining stage, the 
deep network was composed of model parameters produced by layer-by-layer train-
ing, then the entire model was globally fine-tuned. However，this DBN algorithm 
only adopted bottom-up pass to approximate inference, without considering the top-
down influence. The structure of model may lead to fail in disposing the uncertain 
ambiguous sensory inputs. The wake-sleep algorithm [6] was used to overcome this 
defect, but it was time-consuming and inefficient. 

Salakhutdinov [5, 8] proposed a deep structure of the neural network with all undi-
rected connections, instead of DBN (only the top two layers invoked undirected con-
nection, the rest of the lower layers of the structure invoked top-bottom connections), 
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called DBM (Deep Boltzmann Machine). In the pretraining phase, usual bottom-up 
inference process was added to the feedback of top-down pass, which made DBM 
better learn uncertainly fuzzy inputs and produce better model of data than the DBN. 
But the approximate inference process of DBM using the mean-field equations (about 
25-50 times to convergence) was much slower than DBN using only a single bottom-
up to infer. The training of DBM would be very slow on large scale dataset. 

Larochelle [6] presented an approximate inference method called DBM_recnet to 
overcome the slow convergence problem of DBM inferring mean values, with a sepa-
rate recognition model. In the DBM_recnet algorithm, recognition model used only a 
single bottom-up operation to quickly initialize the values of all the hidden layers, 
then applied the single top-down operation to update recognition model to approxi-
mate the mean values, so that the process was relatively much quicker and learned 
better discriminative model than DBM. However, in the case of multi-layer neural 
network, DBM_recnet may not produce better recognition model by the feedback of a 
single top-down operation. Therefore we make use of the features of the model pa-
rameters’ initialization in layer-wise pretraining process. In addition, we propose the 
layer-wise accelerating inference strategy that effectively avoids one time’s feedback 
trapped in the local minimum in multiple layers, and get better generative model than 
that generated by DBM_recnet. 

2 Deep Boltzmann Machine 

Deep Boltzmann Machine [5] is composed of multi-layers with symmetric random 
binary neuron units. It contains one input layer V(visible layer) with input neuron 
units v∈{0,1}, and a series of hidden-layers with hidden neuron units h1

∈{0,1}，h2

∈{0,1}，…，hl
∈{0,1}. Connection of neuron units only existed in adjacent layers. 

The DBM network structure is shown as Fig. 1. 

V

h1

h2

h3

W1

W2

W3

 

Fig. 1. Structure of Deep Boltzmann Machine (DBM) 

W={W1
，W2

，W3} is a set of model parameters of DBM, where W1 is weight  
matrix of neuron units between the visible layer V and the first hidden layer h1

，and 
W2
，W3 are respectively the weight matrix of neuron units of hidden layers between 

h1 and h2
，and hidden layers between h2 and h3. The energy of DBM is defined as: 
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 ( ) T 1 1 1 2 2 2 3 3E v,h, W V W h h W h h W h= − − −  (1) 

where v is the states of visible units, h= {h1, h2, h3} is a set of states of three hidden 
layers’ units. The probability that the DBM assigns to a visible vector v is: 

 
*

h

P (v;W) 1
P(v; )= = exp( (v,h,W))

Z(W) Z(W)
EW −∑  (2) 

where ( ) exp( (v,h,W))
v h

Z W E= −∑∑  is the partition function. 

In DBM, the conditional distribution of the hidden layers’ units and the visible lay-
er’s units can be obtained by the logistic function as follows: 

 1 2 1 2 2p(h =1|v,h )=j ij i kj k
i k

W V W hσ( + )∑ ∑  (3) 

 2 1 3 1 1 3 3p(h =1|h ,h )=k jk j km m
j m

W h W hσ( + )∑ ∑  (4) 

 3 2 3 2p(h =1|h ) = m km k
k

W hσ( )∑  (5) 

 1 1 1
ip(v =1|h ) = ij j

j

W hσ( )∑  (6) 

where σ =
( )

1

1 e x−+
 is a logistic function 

If we set the values of the model parameters W2 and W3 are all zeros, the model re-
covers the Restrict Boltzmann Machine (RBM) model [3, 7]. If we set the direction of 
two lower layers are top-down directed connections, the model recovers the Deep 
Belief Network (DBN) model. 

2.1 Approximate Learning 

The main goal in the pretraining stage is maximizing the value of P (v;W) that gener-
ates the model efficiently to learn the training sets. The max value of P (v;W) is ob-
tained by the derivative of P (v;W). The log-likelihood of P (v;W) with respect to 
weight matrix W1 takes the following form： 

 1 1
mod1

log( ( ; )) T T

data el

P v W
E vh E vh

W

∂ = < > − < >
∂

 (7) 

where 1T

dataE vh< >  denotes the expectation of completed data distribution 
1 =P( / ; ) ( )

T

datavh h v W P v< >  with ( ) (1/ ) ( )nn
P v N v vδ= −∑  representing the  
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empirical distribution, 1
mod

T

elE vh< >  is the expectation of generative model  

designed by 1
mod

T

elvh< > . The log-likelihoods with respect to parameters 2W and 3W  

take similar procedure instead of the involved dataset 1 2T

h h< >  and 2 3T

h h< >  
respectively. 

The cost time of exact computation of the data-dependent expectation is (2 )hidnumsο , 

and the cost time of exact computation of the model expectation is (2 )hidnums visnumsο +
, 

the exact maximum likelihood learning is expensive and complex. 

In DBM, a mean-field inference is used to approximately estimate the expectation 

of entire data 
1T

datavh< >  and Markov Chain Monte Carlo (MCMC) approximate 

stochastic approach is used to estimate the expectation of model 
1

mod

T

elvh< > [4]. And
( / ; )p h v W  denotes the true posterior distribution over all hidden units for the input 

data v, and any approximate the posterior distribution is denoted as ( / ; )Q h v W . The 

variational lower bound of the DBM model’s log-probability is shown as follows: 

 
log ( ; ) ( | ; ) log ( , , ) ( )

                    =logP(v; W) - KL(Q(h | v; ) || P(h | v;W))
h

P v W Q h v P v h W H Qμ

μ

≥ +∑
 (8) 

where H() is the entropy function. If and only if Q(h | v; )μ = P(h | v;W)  the lower 
bound of the model can be maximized. The true posterior distribution is approximated 
by approximating a fully factorized distribution over all the hidden layers:

1 2 3 1 2 3
1 1 1Q(h | v; )= q(h | v)q(h | v)q(h | v)h num h num h num

j l k j l kμ = = =∏ ∏ ∏ , with ( 1)=l l
i iq h μ=  for 

l=1,2,3 where 1 2 3{ , , }μ μ μ μ=  is the mean-field parameters called mean values. The 

lower bound on the log-probability of the data takes the form: 

 1 1 1 2 2 2 3 3log ( ; ) log ( ) ( )
T TTP v W v w w w Z W H Qμ μ μ μ μ≥ + + − +  (9) 

From the above inequality, l
iμ  can maximize the lower bound of the model with 

respect to the current model parameters W, which should satisfy the conditions of 

mean-field fixed-point equations: 

 1 1 2 2
j ij i jk k

i k

W V Wμ μ    ←    σ( + )∑ ∑  (10) 

 2 1 1 3 3
k jk j km m

j m

W Wμ μ μ    ←    σ( +  )∑ ∑  (11) 

 3 3 2
m km k

k

Wμ μ    ←    σ( )∑  (12) 
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2.2 Greedy Layer-Wise Pretraining of DBM 

Hinton introduced a greedy, layer-by-layer unsupervised algorithm that contains a list 
of RBMs [9, 11]. After the greedy learning, the weights form the single overall model 
parameters, and then fine-tuning the parameters on the entire model. As shown in Fig. 
2, DBN’s model contains top two undirected connection layers and the rest of the 
lower layers which are top-bottom connections formed directed generative model. 

V

h1

h2

h3

W1

W2

W3

 

Fig. 2. Structure of Deep Belief Network (DBN) 

After learning the first RBM in DBN, the generative model can be written as: 

 
1

1 1 1 1( ; ) ( ; ) ( | ; )
h

P v w P h W P v h W=∑  (13) 

where 1 1 1 1( ; ) ( , ; )
v

P h W P h v W=∑ , if the second RBM is initialized correctly,

2

1 2 1 2 1( ; ) ( , ; )
h

P h W P h h W=∑  substitutes for 1 1( ; )P h W  to make the entire model 

efficient and accurate, and it is the reason that the lower level layers are directed 
graph in the structure of DBN as shown in the Fig. 2. In DBM, 1 2( ; )P h W  is also 

considered to produce better models than 1 1( ; )P h W . However, the DBM adopts aver-

aging the two models of h1, which can be composed with 1/2 bottom-up and 1/2 top-
down to infer 1 1 2( ; , )P h W W  approximately. Since h2 is also generated from V, in 

which means that there are two evidences to verify the probability of h1, so DBM is 
more robust and better performed than DBN. 

 

Fig. 3. DBM layer-by-layer training (input layer-first hidden layer) 



 Efficient Deep Learning Algorithm with Accelerating Inference Strategy 399 

 

For example, the DBM of two hidden layers, greedy layer-wise pretraining is to in-
itialize model parameters of DBM. We double the input data V to compensate for the 
lack of values of top-down pass at the beginning of learning. The model’s parameter 
W1 is updated by Contrastive Divergence learning [3]. The initialization of values on 
V and h1 in Fig. 3 is defined as: 

 1 1 1p(h =1|v)=j ij i ij i
i i

W V W Vσ( + )∑ ∑  (14) 

 1 1p(v =1|h )=i ij j
j

W hσ( )∑  (15) 

h2

W2

h1

 

Fig. 4. DBM layer-by-layer training (first hidden layer-the second layer) 

After learning the first RBM, we can get the states of the first hidden layer, which 
can be treated as the raw data of the second RBM. We double the top-down level of 
the second RBM to compensate h1 without bottom-up pass. The conditional distribu-
tions for this model in Fig. 4 take the form: 

 2 1 1p(h =1|h )=m jm j
j

W hσ( )∑  (16) 

 1 2 1 2 1 2p(h =1|h )=j jm m jm m
m m

W h W hσ( + )∑ ∑  (17) 

After layer-by-layer learning, the above two models form a single model, which is 
defined as: 

 1 2 1 2 2p(h =1|v,h )=j ij i kj
j k

W V W hσ( + )∑ ∑  (18) 

3 Layer-Wise Accelerating Inference Strategy 

In DBM pretraining process, the main problem is to maximize the approximate learn-
ing to get a model in line with the characteristics of the data, which requires mean-
field inference for updating the parameters of DBM. But in the mean-field inference 
process, the average induce local domain of each neuron by the mean-field fixed-
point equations replace the random fluctuations of the neuron units, which requires 
mean values converging to the steady states, and convergence requires continuous 
loop iterations. So the computation of updating DBM parameters by invoking the 
mean-field fixed-point equations is more expensive than DBN using only a single 
bottom-up to infer especially on large amount of data. It is necessary to accelerate the 
inference. 
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In the process of getting the mean values, two problems should be noticed: First, 
there are existed mapping relationships between the inputs V and the mean values 
called u, which can be denoted as f (V, W)=u. We should not change the model pa-
rameters W to obtain mean values in the existing model. Then, if there is nothing to 
change, we only make use of mean-field fixed-point equations to update mean values 
until convergence, but the process is expensive and should be avoided. Second, after 
the stochastic approximation procedure (SAP) [10], the model parameters are updated, 
and the mean values should be changed dynamically as the model parameters are 
updated. 

V

h1

W1

h2

W2

h1

V

R1

h2

R2

h1
h1

V

h2

h1

R1

R2

A B C  

Fig. 5. A) DBM pretraining structure; B) A separate recognition model with layer-wise acceler-
ating inference; C) A separate recognition with globally fine-tuning 

Responding to the above problems，DBM_recnet algorithm proposed a separate 
recognition model as shown in Fig.5C. The recognition model used only a single bot-
tom-up operation to approximate the mean values. However, if neural network is 
multi-layer, DBM_recnet may not produce better recognition model by the feedback 
of a single top-down operation. The single feedback may be trapped in the local min-
imum and the recognition weights are updated inaccurately to make the recognition 
model invalid. Thus, we establish a simple separate model like DBM_recnet to accel-
erate the inference of mean values.  

Compared to DBM_recnet with a simple globally inference, we propose layer-wise 
accelerating inference strategy to approximate more accurately and quickly the mean 
values. There are two reasons to show the advantages of our strategy. First, the struc-
ture of layer-wise accelerating inference is similar to the structure of DBM pretraining 
as shown in the Fig. 5 (A and B). We can make use of the characteristic of weights 
updated by layer to adjust the each recognition weight. Making the each layer’s pre-
diction effectively approximate the each layer’s mean values, we can obtain relative 
accurate initial recognition model. Second, if the layers are too many, use the only 
simple globally inference to guess the prediction of mean values, then make the pre-
diction close to the target of K-steps’ mean-field inference, finally globally fine-tune 
with using the back-propagation algorithm one time, which may lead to be trapped in 
the local minimum. To avoid this situation, our strategy with layer by layer fine-
tuning the recognition weight can progressively minimize the error between predic-
tion and target as shown in Fig. 5B, then globally fine-tune as shown in Fig. 5C 
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makes the prediction more precisely approximate the target, and obtains faithful 
recognition model. 

After the stage of DBM pretraining as shown in Fig. 5A, we get the parameters of 
model {W1, W2}. A simple layer-wise accelerating inference strategy is presented as 
follows.  

Firstly, in the stage of the first layer recognition model learning, given a visible 
vector V, the recognition weight R1 of the first layer that initialized by W1, is used to 
compute the initial guess h1 of the approximating posterior p(h1|v) by the equation 19. 
Then we apply K cycles’ mean-field fixed-point equation, initialized by u1 = h1, to 
obtain the new mean-field parameter u1. Finally, make use of the cross-entropy error 
between u1 and h1 to update the first recognition weight R1. The cross-entropy error is 
defined in the equation 22. The gradient of cross-entropy error (u1, h1) with respect to 
the first layer recognition R1, can be computed by back-propagation algorithm. Be-
cause there is only one layer, back-propagation of error can be corrected very quickly. 

 1 1
jp(h 2 ij i

i

R V= 1) =  σ( )∑  (19) 

 1 1
jh 2 ij i

i

R V=  σ( )∑  (20) 

 2 2
l jl j

j

h R h=  σ( )∑  (21) 

 1 1cross-entropy(u h )=[ log( ) (1 )log(1 )]j j j jj j
h u h u− − − −∑ ∑，  (22) 

Secondly, after updating the first layer recognition model R1, we can get the new 
parameter R1. In the same way, the second recognition weight R2 is initialized by R2 

=W2, and the first hidden h1 is initialized by the equation 20 with updated R1. We can 
compute the initial guess h2 of the approximating posterior p (h2|h1) with the equation 
21. The remaining operations are the same with process of the first layer recognition 
model. 

Finally, after obtaining each layer’s new recognition model parameters {R1, R2}, 
the overall recognition model can be simply adjusted. Each layer’s guess (h1, h2) of 
approximating posterior distribution can be computed by the equation 20 and 21. 
Then make use of K (K=1 or 5) steps’ mean-field fixed-point equations, with initiali-
zation of u1 = h1 and u2 = h2, to obtain the new entire mean values (u1, u2). At last, 
apply the cross-entropy error to update the whole recognition parameters by minimiz-
ing the cross-entropy error with the back-propagation algorithm. 

The above process is layer-wise accelerating inference strategy. Although we add 
some operations, we can approximate effectively mean values and produce better 
desired model in the fewer iterations of mean-field inference. 

The detail of the efficient deep learning algorithm with accelerating inference 
strategy, which can be called as LAIDBM (Layer-wise Accelerating Inference Deep 
Boltzmann Machine), is presented as follows: 
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Layer-wise Accelerating Inference Deep Boltzmann Machine Algorithm 
Inputs: training set <V1,V2, …,Vn> as input-data 
 
Steps : 
1. Greedy layer-wise DBM pretraining uses Equations(14-17) to get the initial 

weights W={W1, W2} 
2. The initialization of SAP’s process and Recognition model: randomly initial-

ize the M fantasy particles{vF,hF},where hF={hF1, hF2};initialize the recogni-
tion model parameters R=W,where R={R1,R2}; 

For minibatch-data in input-data 

Data=minibatch-data 

3. Layer-wise accelerating inference strategy 
For i=1 to hidden_layer_num  

Using Recognition model Ri and Data to obtain the prediction hi. 

Set ui=hi, run the mean-field equation for K-iterations to obtain new ap-

proximate mean value ui. 

Adjust the Ri by taking the gradient steps: 
_entory(u ,h )i i

i i
i

cross
R R

R
α ∂= +

∂
. 

Update hi by using the new recognition model Ri. 

Data =hi. 

End for i;  

4. Globally fine-tune the  recognition weight 
        Get the new prediction h={h1, h2} after the above process, then set u=h, run 

the mean-field equations to obtain new approximate mean value u where 

u={u1, u2};finally, adjust R by taking the equation as follows: 

_entory(u, h)cross
R R

R
α ∂= +

∂
 

5. SAP process 
Using the Gibbs Sampler to get new fantasy particles {vF,hF} 

6. Update the DBM’s parameter 

1 1 1 1

2 2 1 2 1 2

1 1
= + ( ( ) (h ) )

1 1
= + ( ( ) h (h ) )

T TF F

T TF F

W W v u v
N M

W W u u
N M

α

α

−

−

∑ ∑

∑ ∑
 

End for minibatch-data 

 
Outputs: The model parameter of LAIDBM {W1,W2} 
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4 Experimental Results 

In the experiments we use two common datasets: the mnist handwritten digits dataset 
and OCR English letters dataset, and report the classification performance compared 
to DBM, DBM_recnet and other algorithms. To speed up learning, the datasets are 
divided into mini-batches, each containing 100 cases, and the parameters of model are 
updated after each mini-batch. 

The mnist dataset contains 60000 training and 10000 testing images of handwritten 
digits (0 to 9), and each data is 28*28 pixels image. OCR English letters dataset con-
tains 42152 training and 10000 testing binary pixels images of 26 English letters (a to 
z), with 16*8 pixels. 

The experiment adopt the same structure with DBN, DBM, and DBM_recnet algo-
rithm to compare with those algorithm. The structure of DBM on mnist dataset is 784-
500-1000-10，which contains the input layer(visible layer) with 784 visible units, 
two hidden layers with 500 and 1000 hidden units and the last layer(output layer) with 
10 units that are numbers of classification. The procedure of the algorithm can be 
divided into three stages: the stage of RBM’s layer-wise training, the stage of DBM 
integration and the stage of classified fine-tuning. The iterations of training in each 
stage are 100 times. The structure of OCR dataset’s experiment is 128-2000-2000-26, 
which has the same process with mnist’s experiment. 

Table 1. Classification error rate on the test set for different inference strategies 

mnist ocr_letter 

MF-0 1.38% 8.68% 
MF-1 1.15% 8.54% 

recnet_1 1.01% 8.45% 
LAIDBM_1 0.96% 8.43% 

MF-5 1.01% 8.50% 
recnet_5 0.96% 9.39% 

LAIDBM _5 0.87% 8.25% 
MF-Full 0.95% 8.58% 

 
To compare the different inference approaches, we train several DBMs using dif-

ferent inference procedures. The algorithm in this paper improves on the basis of 
DBN, DBM and DBM_recnet algorithm. Our first two DBMs using layer-wise accel-
erating strategy with the numbers of running mean_field steps set to 1 and 5. These 
models are called as LAIDBM _1 and LAIDBM _5. Our second two DBMs using a 
separate recognition model with iterations of mean_field set to 1 and 5. We call these 
models recnet_1 and recnet_5. Our third DBMs are original without the recognition 
model. We call these models MF_1, MF_5, MF_0, MF_Full with the underline indi-
cated the steps of mean_field. MF_Full means that the mean_field’s updates will run 
until convergence (25 iterations). MF_0 means approximate inference do not apply 
the mean_field inference. 
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Table 2. Iterations of training on the train set to reach the classification performance 

mnist ocr_letter 

DBM 40 (0.95%) 71 (8.50%) 

recnet 28 (0.95%) 100 (8.45%) 

LAIDBM 16 (0.87%) 83 (8.25%) 

Table 3. Classification error rate on the test set for different structures 

mnist ocr_letter 

DBN 1.17% 9.68% 
SVM 1.40% 9.70% 
RBM 14.00% 33.47% 
BPNN 4.00% 13.59% 

LAIDBM _5 0.87% 8.25% 
 

From Table 1, our algorithm (LAIDBM) with 5 iterations of mean_field on the 
mnist dataset achieve the best test error rate of 0.87%, and perform better than DBM, 
DBM_recnet under the same conditions. On the ocr_letter dataset our algorithm also 
achieved the minimum error rate of 8.25%. The experiment verified that the layer-
wise accelerating inference method can effectively improve the DBM’s model and 
achieve better results. From Table 2, our algorithm can reach the classification per-
formance in a few of iterations. On the mnist dataset, LAIDBM reach the minimum 
error rate by 16 iterations of training. The iterations of training are fewer than the 
iterations of DBM and DBM_recnet. On the ocr_letter dataset, our algorithms achieve 
the best performance by training 83 times, which is better than DBM_recnet. From 
Table 3, compared with SVM, RBM, BPNN (Back Propagation Neural Network with 
one hidden layer) shallow networks, the algorithm proposed in this paper which en-
hances the deep structure of DBM is more effective in the classification tasks. 

5 Conclusion 

The algorithm with layer-wise accelerating inference strategy can efficiently improve 
the ability of computing mean values, which is better than the original DBM with 
carrying out the mean-field fixed-point equations until the mean values are conver-
gence. The used accelerating inference strategy speeds up the inference of the mean 
values, allowing for our algorithm to perform well on large scale dataset. The strategy 
makes back propagation be out of the local minimum, the recognition weights be 
updated accurately. The experiment results demonstrate that our algorithm 
(LAIDBM) can efficiently learn the model and has advantage over the exist algorithm 
on the mnist and ocr_letter classification tasks. 
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Abstract. This paper presents dynamic analysis of test cases. By software min-
ing, we get dynamic call tree to reproduce the dynamic function calling rela-
tions of test cases and static call graph to describe the static calling relations. 
Based on graph analysis, we define some related testing models to evaluate the 
test cases with the execution of software. Compared with the models of 
evaluating test cases in static analysis,  the models given in this paper can be 
used on  large-scale software systems and the quantization can be completed 
automatically. Experiments prove that these models of dynamic analysis have 
an excellent performance in improving testing efficiency and also build a 
foundation of quantization for the management, selection, evaluation of 
capability to find software defects of test cases. Even more critical is that they 
can indicate the directions of improvement and management of the test for 
testers. 

Keywords: software testing, evaluations of test cases, dynamic analysis. 

1 Introduction 

Software testing is an important method of software quality assurance [1]. Reasonable 
test cases will be the foundation of an efficient testing. With the increment of software 
scale, software testing becomes more complicated, and the number of test cases in-
creases further. However, the increased number of test cases doesn’t always mean the 
increment of testing efficiency, because of the redundant cases, which make the test-
ing more expensive. Software testing focuses not only on how many software defects 
were found, and test manager need to do more about the management of test cases. 
Here are some problems in front of the test managers. First, how to evaluate and com-
pare these test cases becomes a crucial problem of the management of test cases. Se-
cond, when the cost of testing is not sufficient to pay all the test cases sets, how to 
select the efficient sets for testing is also a crucial problem. Third, the test efficiency 
of a test case set can also be increased, even though the set has achieved its testing 
effect. But there are not explicit rules on how to improve the quality of test cases sets. 

In a word, the above problems all focus on the accurate evaluations of test cases 
and sets, namely the value of test cases. There is no clear, unified definition of soft-
ware testing value, but some studies have presented related concepts, such as the  
calculation of coverage rate in white-box testing, and test case effectiveness [12]. 
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However, we still lack deeper analysis on test cases, and most present models of eval-
uating test cases are based on static analysis, such as the design phase of test cases. 

In the design phase of test cases for white-box testing, testers should use static 
trace to look up the codes and use related testing criteria to evaluate test cases, such as 
statement coverage rate, prime path coverage rate. In static analysis phase, these test-
ing criteria also express the thought that the higher the coverage rate is, the more val-
uable a test case is. But static analysis of testing value, such as white-box testing, has 
some shortages. For example, it is very expensive, it can only be used in a small mod-
ule, the coverage rate is difficult to calculate, and it has to depend on human interven-
tion. Apart from those, static analysis of testing value focus more on testing criteria, 
and two test cases sets with the equal coverage rates will be regarded as the same. 
However, different test cases may have different executions, which mean different 
test effects.      

In order to solve the above problems, this paper presents some dynamic models of 
evaluating the test cases with the execution of software. In contrast with the above 
static analysis, these models are called dynamic analysis of test cases. Because of 
various requirements of testing, the testing criteria are also different, such as white-
box testing including many code coverage criteria [10], and this paper also defines a 
series of testing criteria, which are suitable for dynamic analysis. The application, in 
section 4 of the paper, illustrates that these models can achieve multi-angle measure-
ments and accurate evaluations of test cases and can further build the foundation of 
the management of test cases. In addition, compared with static analysis, dynamic 
analysis has the following advantages, such as quantization, automation, wide 
application, high efficiency, the ability to indicate the directions of improvement and 
management of test cases.    

The rest of the paper is organized as follows: Section 2 is an overview of our ap-
proach. Section 3 defines static call graph and dynamic call graph, and the transfor-
mation of dynamic call graph to tree. Section 4 introduces testing criteria models of 
dynamic analysis as well as related applications. Section 5 introduces related work. 
Finally, section 6 concludes this paper and proposes extensions. 

2 Approach Overview 

The approach overview is shown in Fig.1. Our implementation includes five modules: 
Egypt, AspectC++, Miner, Visualizer and Data_Analyser. Egypt [12] is used to get 
static function calling relations from codes, just like Source Insight or Codeviz. As for 
dynamic call tree, there is no present tool to make it, so we choose AspectC++ [11], a 
kind of aspect oriented language. AspectC++ can weave scrutiny codes into the 
source codes, which is a kind of program instrumenter. Once the mixed codes and test 
cases are put into execution, the function calls are recorded in execution trace. How-
ever, the raw calling information represents a graph, and a digger is needed to analyze 
and transform the raw information into another kind, which represents a tree. The 
output of digger is written in dot language in both static and dynamic methods. Visu-
alizer is implemented to translate these information into a graph or a tree, and 
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Graphviz is an important part of the Visualizer. At this time, we complete software 
mining and the further work is graph mining. Based on the information dug from the 
dynamic call tree and static call graph, we define testing criteria and models. All these 
information including related graph, tree and testing models, will be put into Da-
ta_Analyser. After the calculations, Data_Analyser automatically outputs the results 
which we use to evaluate test cases. 

Source codes

+

Instrumentation
codes

+

Test cases

AspectC++ Digger

Egypt

Visualizer

Data_Analyser

Static call 
graph

+
Dynamic call

tree

Testing
models

+

Evaluating
test cases

 

Fig. 1. Approach Overview 

Fig.2 shows a static call graph of a program, and Fig.4 show the dynamic call trees 
of the same program under four test cases. Fig.3 shows a transformation of dynamic 
call graph to tree. 

3 Software Mining 

Definition 1. (Static Call Graph) A static call graph G<V, E> is a directed graph. 
Each node represents a function. VVE ×⊂ , VqVp ∈∈ , , edge Eqpe ∈= ),(   
represents that function q is invoked by function p. 

          

Fig. 2. Static Call Graph            Fig. 3. Dynamic Call Graph and Tree 
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As it is shown in Fig.2, static call graph doesn’t contain information about control 
flow. Each directed edge which can be regarded as a rule of calling. Each node is 
labeled with a unique function name, and the node labeled “M”, whose in-degree are 
zero, represents function “main” (the same in other figures). From Fig.2, We can 
know the number of functions in a program, as well as “longest static path” (it will 
be introduced next). 

Definition 2. (Dynamic Call Graph) A dynamic call graph G<V, E, O> is a labeled, 
directed, graph. Each node Vv ∈  represents a function. VVE ×⊂ , edge 

Eqpe ∈= ),(  represents that function q is invoked by function p. 

...}3,2,1,0{×⊂ EO  and O(e)=t, where t is a non-negative calling number and 

represents the temporal order of the invocation of function q. (Peng has defined dy-
namic call graph[13]. ) 

In order to separate “longest dynamic path” (it will be introduced next) and im-
prove analysis efficiency, we transformed dynamic call graph to tree. 

Definition 3. (Dynamic Call Tree) A dynamic call tree T<V, E, O> is a labeled, undi-
rected, connected graph without simple cycles. Each node Vv ∈ represents a func-
tion. VVE ×⊂ and edge Eqpe ∈= ),(  represents that function q is invoked by 

function p. ...}3,2,1,0{×⊂ EO  and O(e)=t, where t is a non-negative calling 

number and represents the temporal order of the invocation of function q. (Peng has 
proposed the transformation of graph to tree [13]. ) 

It is noticeable that different nodes which are labeled with the same string represent 
the same function. 

Fig.3 shows a transformation of dynamic call graph to tree. Fig.4 show the dynam-
ic call trees. From these trees, we can recognize the caller and callee, the order of each 
call.  We can see direct recursion (J → J) in Fig.4(a) and simple indirect recursion 
(A → E → A → E) in Fig. 4(c). 

         

          (a)                       (b)                 (c)                (d) 

Fig. 4. Dynamic Call Tree 
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4 Dynamic Analysis 

In this section, in order to achieve multi-angle measurements and evaluations of test 
cases, we will define some testing criteria suitable for dynamic analysis. For conven-
ience, we will use the labels: TC4, TC5, TC6, and TC7 to represent the four test cases in 
Fig.4. 

4.1 Testing Criteria about Function Coverage   

Definition 4. (Function Coverage): Assume that X  is the set of function names of a  
dynamic call tree and Y is a similar set of a corresponding static call graph. 

Let Xx = , Yy =  then the function coverage rate of the test case is %100∗yx . 

The performance of function coverage in a large-scale system is just like statement 
coverage of white-box testing in a small module. The former is based on functions, 
but the latter is based on statements.  

Apparently, the higher the function coverage rate is, the higher the likelihood of 
finding software defects. 

Applications: 
I. Act as a Kind of Selection Technique to Improve the Efficiency of Regression 
test. Many effective approaches have been presented to improve the efficiency of 
regression test, such as regression test selection techniques [2][3]. We can record the  
functions invoked in the execution of a test case and attach them to the test report. 
According to these records and software modified log, we easily know whether a 
function in a test case is modified to decide whether the test case is needed to be re-
tested in regression test. In other words, we can use this model to reduce the test cases 
of regression test without changing the anticipant testing effect. 

II. Act as an Evaluation of Test Cases. We can calculate the function coverage rate 
of single test case, and the rate is an evaluation of the testing execution.  

List 1:  The functions sets of Fig.2, 4  
ALL:{ M, A, B, C, D, E, F, G, H, I, J} 
TC4 :{ M, B, D, G, H, I, J} 
TC5 :{ M, A, B, C, E, F, G} 
TC6 :{ M, A, B, C, D, E, F, G, H, I} 
TC7 :{ M, A, B, C, D, E, F, G, H, I} 

So the function coverage rates of the four test cases are 63.6%, 63.6%, 90.9%, 
90.9%. Apparently, test case 6 or 7 has higher coverage rate, so we can roughly think 
that they are more valuable.    

Jaccard Formula is used to calculate the similarity of two sets: 

 
( , )

X Y
sim X Y

X Y

∩=
∪   
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Then the similarity degree of test case 4 and 5 is the lowest, 27.3%, which means test 
case 4 and 5 focus on testing different units, but the similarity degree of test case 6 
and 7 is 100%. So we can place test case 4 and 5 in the same test case set to achieve a 
high coverage rate. While using the similarity model, we can set two proper thresh-
olds to help us manage the test cases, and more details of this will be described in the 
usage of “Degree of Execution Difference” (in Definition 14).      

III. Select a Set of Test Cases to Achieve the Highest Coverage Rate 

a) Requirements Description 

We now have n test cases, and we have got n dynamic call trees. Now we need to 
choose k  test cases to integrate into a test set, and the problem is which cases we 

should choose to achieve the highest coverage rates. Apparently, this method will be a 
guide to manage test cases. 

b) Abstraction Description 

Input: A number k  and a collection of sets nSSSS ,...,, 21=  

Objective: Find a subset SS ⊆' of sets, such that kS ≤' and the number of covered 

elements ∪
'SS

i

i

S
∈

 is maximized. 

This problem can also be formulated in integer linear program [11]. It belongs to 
Maximum coverage problem [11] which is NP-hard [5]. 

c) Algorithm Description 

The greedy algorithm for maximum coverage chooses sets according to one rule: at 
each stage, choose a set which contains the largest number of uncovered elements. It 
can be shown that this algorithm achieves an approximation ratio of e/11− [4]. 
Inapproximability results show that the greedy algorithm is essentially the best-
possible polynomial time approximation algorithm for maximum coverage [5]. 

In this problem, a basic element of set is a function name, a string, so the 
comparison between two elements will be expensive. Some pretreatment work need to 
be done, where we use a unique integer Id to represent a function.  More details 
about this algorithm can be found in [4][5]. 

d) Implementation 

From List 1, the four test cases TC4, TC5, TC6, TC7, n 4= :   

ⅰ) 1=k :{TC6} and {TC7} can achieve the highest rate 90.9%. 

ⅱ) 2=k :{TC4, TC5}, {TC4, TC6}, {TC4, TC7} can achieve the highest rate 100%. 

Depending on practical requirements, we can control the size of test cases sets and the 
coverage rate by setting proper k .  
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4.2 Testing Criteria about Longest Path Coverage 

Definition 5. (Longest Static Path): G(V,E) is a static call graph, P is a se-

quence: kk veevev ,,...,,, 2110 , edge ),( 1 iii vve −= , EeVv ii ∈∈ ,  

If P subjects to the following three rules: 

ⅰ) Node 0v represents function “main” 

ⅱ) If ji ≠ , then jiji eevv ≠≠ ,  

ⅲ) Eek ∈∀ +1 , if 1 1( , )k k ke v v+ += , then 1 0 1{ , ,... }k kv v v v+ ∈  

Then we call P a “Longest Static Path” of the static call graph G and the length is 

L(P)=|{ keee ,..., 21 }|=k. We can also use its logogram “LSP” for convenience. In 

addition, a static call graph may have more than one LSP and, from rule 3, we can 
find that every LSP is unique and is not sub-path of another LSP. For example, in  
Fig. 4(a), paths M → B → G and M → D → G are all LSP. Obviously, when these 
three rules are satisfied, a LSP will contain a node only once, and not contain loop 
circuit, which are useful to cut some redundant paths especially when there is recur-
sion in the program. For example, in Fig. 4(a), there are direct recursion (J → J) about 
which the path M → J → H is LSP, and simple indirect recursion (A → E → A → E) 
in Fig. 4(c), about which path M → A → E is LSP. In a static call graph, the start of a 
LSP is function “main”. After the simplification, we can get the exact number of LSP 
in a static call graph, and the reason is similar to that we choose prime path testing 
rather than path testing in white-box testing. 

List 2: The whole 12 LSPs in Fig.2: 
1) M → B → A → F   2) M → A → E  3) M → A → F   4) M → B → F 
5) M → B → A → E   6) M → B → G  7) M → C → G   8) M → D → G             
9) M → C → D → G  10) M → D → H → I                                

11) M → J → H → I   12) M → C → D → H → I 

Definition 6. (Longest Dynamic Path): T(V,E,O)is a dynamic call tree. P is a path of 
T from root node to a leaf node. After cutting down all the identical subsequences of 

P, then we get P’. It has a node sequence ( kvvv ,..., 10 ) and every node iv  has a 

unique name which represents a function and 0v  represents function “main”. We call 

P’ a “Longest Dynamic Path” of dynamic call tree T and the length 

L(P’)=|{ kvvv ,..., 10 }|-1 =k is the number of edges of P’. We can also use its logo-

gram “LDP” for convenience. 
For example, in Fig. 4(a), P(M → J → J → H) is a raw path, and its simplification 

P’(M → J → H) is a LDP. In Fig. 4(c), P’(M → A → E) rather than 
P(M → A → E → A → E) is a LDP. 

Definition 7. (Valid LDP): Let X  is the set of LDPs of a dynamic call tree, Y  is 
the set of LSPs of the corresponding static call graph. Let Xx ∈ , Yy ∈ , if 

yx =  , then y has an image x in X and  y is covered. We call x a valid LDP. 
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In Fig. 4(a), path (M → D → H → I) is a valid LDP because there is a same LSP in 
the static call graph, however the path (M → J → H) is not. The valid LDPs of each 
test case will be seen in List 3.   

Definition 8. (Longest Path Coverage Rate): Assume that there are x  valid LDPs in 
a dynamic call tree (the same valid LDPs are counted only once), and y  LSPs in a 

static call graph. The longest path coverage rate of the test case is %100∗yx . 

The performance of longest path coverage in a large-scale system is just like prime 
path coverage in white-box testing. In the design phase of prime path coverage, we 
can know how many prime paths should be designed by calculating the circuit com-
plexity, but sometimes the prime paths containing logic errors therefore some of them 
won’t be cover. So does longest path coverage. That is to say, longest path coverage 
rate may not reach 100% in some programs.         

Applications 

I. Act as an Evaluation of Test Cases 

We can evaluate single test case or test cases sets by calculating longest path coverage 
rate, just like prime path coverage in white-box testing. For example, in Fig. 4(a), 
there are 3 valid LDPs: {M → B → G, M → D → H → I, M → D → G}, and there 
are 12 LSPs(from List 2) in the static call graph in Fig.2, so the longest path coverage 
rate of TC4 is 25%. The rate of TC5, TC6 and TC7  are 41.7%, 33.3%, 50% respective-
ly. Apparently, test case 7 has the highest coverage rate, so we think that it is more 
valuable under this testing criterion.  

We can also use Jaccard Formula to calculate the similarity of two sets of LDPs. 
From List 3, we get the similarity degree of test case 4, 5 or test case 4, 6 is the low-
est, 0, which means test case 4 and 5 focus on testing different paths.  The similarity 
degree of test case 5, 6 is the highest, 37.5%. So we can place test case 4, 5 or 4, 6 in 
the same test case set to achieve a high coverage rate. While using the similarity 
model, we can also set two proper thresholds, and more details of this will be de-
scribed in the usage of “Degree of Execution Difference” (in Definition 14).  

II. Select a Set of Test Cases to Achieve the Highest Coverage Rate 

a)Requirements Description 

We now have n test cases, and we have got n dynamic call trees. Now we need to 
choose k  test cases to integrate into a test set, and the problem is which cases we 
should choose to achieve the highest rate of longest path coverage. Apparently, we 
can use this method to manage test cases.   

b)Abstraction Description and Algorithm 

The problem also belongs to Maximum coverage problem. The approach is also the 
same with the above solution in function coverage, but pretreatment work is that we 
should label each path with a unique integer Id.  
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c) Implementation 

List 3: The valid LDPs of TC4, TC5, TC6, TC7  
TC4 :{M → B → G, M → D → G, M → D → H → I} 

TC5:{M → A → E, M → A → F, M → B → A → E, M → B → A → F, 
M → C → G} 

TC6 :{M → A → E, M → B → F, M → C → D → G, M → C → D → H → I} 

TC7 :{M → A → F, M → B → A → F, M → B → A → E, M → C → D → G, 

  M → C → D → H → I, M → D → G} 

From List 3, TC4, TC5, TC6, TC7, n 4= : 

ⅰ) 1=k :{TC7} can achieve the highest rate 50%. 

ⅱ) 2=k :{TC4, TC5}, {TC4, TC7}, {TC5, TC6}, {TC5, TC7} {TC6, TC7} can achieve 
the highest rate 66.7%. 

ⅲ) 3=k :{TC4, TC5, TC6} can achieve the highest rate 100%. 

Depending on practical requirements, we can control the size of test cases sets and 
the coverage rate by setting proper k . 

In a word, “function coverage” and “longest path coverage” are two testing criteria 
suitable for dynamic analysis. These measurement models help us evaluate and man-
age the test cases. Based on the quantization, we can select and sort test cases.     

4.3 Measurement Models about Value of Test Cases 

Software practice shows that it is more likely to find defects in the complex parts, so 
the testers must pay sufficient attention to these sections. The higher the coupling 
degree of a module is, the more important it will be for the right software execution. 
The important modules must be given adequate test, which will be useful to improve 
the test efficiency. Before giving the definition about value of test cases, we will in-
troduce some related models.  

Definition 9. (Function Weight and Calling Times): In a static call graph, function 
weight is represented by the corresponding node’s degree including indegree and 
outdegree. In the contrast, calling times of a function is dug from dynamic call tree. 
Calling times of a function represents how many times a function was invoked in the 
execution of a test case.  

A practical example is that the ranking of Google search results is based on the 
times, for which a page is referenced. That is to say, the related times represents the 
importance of a page.  

The maximum degree of the graph in Fig. 2 is 5, node A’s degree, so function A’s 
weight is 5. We have the reason to give function A sufficient test. In Fig. 4(b), we can 
see function A is invoked twice, so the calling times of function A is 2. 

Definition 10. (Test Target Vector): ),...,,( 21 nF FFFT = , iF  is  corresponding to 

a function in static call graph. The number n is the total number of functions(except 
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“main” ) in a program. Function “main” is the start of a program, and we don’t count 
it in the vector. 

Test target vector indicates the object of testing, and is an important foundation for 
the management of test process. In Fig. 2, ),,,,,,,,,( JIHGFEDCBATF = . 

Definition 11. (Test Unit Weight Vector): ),...,,( 21 nwwwW = , iw  is the function 

weight of iF   ,a component of FT . 

Definition 12. (Test Density): ),...,,( 21 ndddD = , 
iii wtd /= , it and iw  represent 

calling times and  function weight of iF  separately. D represents the test density 

vector of a test case, and id  represents iF ’s test density.  

Apparently, getting the same calling times, the modules with a heavy function 
weight will have a lower test destiny.   

“Test Density Average of each test case”:  ∑
=

=
n

i
iA d

n
D

1

1
 

 DA is used to evaluate the average testing condition of a test target vector. The higher  
the average is, the larger the comprehensive test scope is.  

“Test Density Average of each function”: ),...,,( 21 nkkkKa = , 

 ∑
=

=
n

i
ij jD

n
k

1

][
1

 

where Di represents the test density vector of test case i, Di[j] represents jF ’s test 

density of test case i, n is the number of test case. 

Ka can evaluate the average test quality of each unit about n test cases. We can find 
important information from the components of Ka. For example, if the values of com-
ponents of Ka are lower than the test density baseline(which will be introduced next), 
we believe that the four test cases don’t achieve a sufficient test for these parts, and 
then testers should provide other test solutions, such as building stub modules and 
driver modules for a sole test.  

Definition 13. (Test Density Baseline): Test density baseline, a number set by testers, 
is a guide for testers to evaluate and manage the test cases.  

When we use this model, if we find a function module’s test destiny is lower than 
the baseline, we have the reason to believe that the test case can’t provide adequate 
test for this function. Test density baseline model is quantization of the test results, 
and it enables the testers to stand in a proper position to evaluate the test results 
quantificationally. It also indicates the testers when and which function should be 
retested solely.    

Definition 14. (Degree of Execution Difference): Let x and y represent the test destiny 
vector of test case 1 and 2 separately. Here we use Squared Euclidean Distance to 
describe degree of execution difference of two test cases:   
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where n is the number of dimensions of FT . 

The basis of many measures of similarity and dissimilarity is Euclidean Distance 
[8]. The standard Euclidean distance can be squared in order to place progressively 
greater weight on objects that are farther apart [9]. So this formula focuses more on 
the greater function weight, which represents our testing center.  

While using the degree of execution difference measurement model, testers are 
asked to set two thresholds: Substitution Distance and Merger Distance. Let SD, MD, 
and ED represent substitution distance, merger distance, and degree of execution 
difference separately. SD is smaller than MD in general. If ED < SD, we say 
execution difference between the two test cases is in tolerant distance where we can 
use one of them to substitute the other to reduce the number of test cases. If ED > 
MD, the execution difference between the two test cases is big, that is to say, the two 
cases focus on testing different parts of the test target vector, so we have the reason to 
place them in the same test set to provide a sufficient test for more test units. Of 
course, proper thresholds will be significant for the management of test cases. 

Definition 15. (Value of Test Cases):  V  is the value of a test case: 

( ) ( )T
nn tttwwwV Λ×Λ= 2121  

where iw and it  are the function weight and calling times of iF , a component of 

test target vector TF. 
From the definition, we see that the value of test cases focuses more on the greater 

function weight. The quantization value provides us a direct evaluation of test cases.    

4.4 Experiment of Dynamic Analysis 

In part 4.1 and 4.2 of this section, we have evaluated the four test cases from two 
testing criteria: function coverage and longest path coverage, and also introduced their 
applications. In this part, we will further evaluate the four test cases using other meas-
urement models defined in part 4.3. 

For convenience, we still use the labels: TC4, TC5, TC6 and TC7 to represent the 
four test cases in Fig.4. In the same way, calling times vectors are E4, E5, E6 and E7. 
Test density vectors are D4, D5, D6 and D7. Test density average vectors are DA4, DA5, 
DA6 and DA7.  The values of the four test cases are V4, V5, V6 and V7. Ka represents the 
average test destiny of each component about the four test cases. We use ),( yxdif to 

represents the degree of execution difference, where x and y are two test cases. 

From static call graph Fig.2, we can get the following information: 

Test target vector:   ),,,,,,,,,( JIHGFEDCBATF =  

Test unit weight vector: W = (5, 4, 3, 4, 2, 2, 3, 3, 1, 4) 
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With the help of my Data_Analyser, we can easily get following results of statistics: 

Calling times vectors: 

 

Test density vectors: 

 

Test Density Average of each function: 

)13.075.042.05.063.063.025.025.025.03.0(4/)( 7654 =+++= DDDDKa  

Test Density Average of each test case:                        

DA4 = 0.33    DA5 = 0.33 
                                        
DA6 = 0.44    DA7 = 0.53 
                                      

Value of test cases: 

2944 =×= EWV   2855 =×= EWV  

3466 =×= EWV   4477 =×= EWV  

Degree of execution difference: 

13917.4),( 54 =DDdif  1.99333),( 64 =DDdif  

1.83361),( 74 =DDdif  1.42361),( 65 =DDdif  

2.05556),( 75 =DDdif  0.78472),( 76 =DDdif  

Here we provide the thought of dynamic analysis:  

i. Evaluate Single Test Case 
In the vector of test unit weight, W, we can easily find function A has the highest 
degree of coupling, so the testers need to have a sufficient test practice for it. From the 
results of the values of test cases, we can clearly get that TC7 has the best test effect. 
At the same time, TC7 also has the largest test destiny average, which seems that it has 
a good general test for all the functions.   

ii. Indicate the Directions of Improvement 
Assume test density baseline be 0.3, that is to say, the test of a unit is eligible if its test 
density is higher than 0.3. On the one hand, from the test destiny vector, we can easily 
find if a test unit get sufficient test from a test case, depending on which we can eval-
uate a test case. For example, from D4, D5, D6 and D7, every test case has some com-
ponents whose test density is lower than 0.3 or even 0, which means these test cases 
can’t achieve perfect test for every component and some sole test are needed. On the 
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other hand, from these four test cases, we get the average test destiny of each compo-
nent, as it is shown in vector Ka. If the values of components of Ka are lower than the 
baseline 0.3, we have the reason to believe that the four test cases don’t achieve a 
sufficient test for these parts, and then testers should provide other test solutions, such 
as building stub modules and driver modules for a sole test.  

iii. Manage Test Cases Sets 
From test density vectors: D4, D5, D6 and D7, we can easily find that every test case 
focuses on different components of the test target vector. The difference is quantified 
by the measurement model, degree of execution difference. Let SD and MD represent 
substitution distance and merger distance separately. If we set SD=1.0, MD=4.0, then 

( ) SDDDdif <76 , , so we have the reason to think that TC6 and TC7 have similar test 

efficiency, so we can choose one of them to substitute the other to reduce the number 
of test cases. It is worth mentioning that this similar relation isn’t transitive. Because 
this sort of similar relation is not exact congruence, the deviation will be enlarged in 
the transferring process so as to go beyond the threshold. 

At the same time, we get ( ) MDDDdif >54 , , that is to say, the two test cases focus 

on different testing parts in the program. So we can place the two test cases in the 
same test case set to enable the set to implement an all-sided test for the program.  

4.5 Conclusions of Dynamic Analysis  

Though we defined different testing criteria and used different models to evaluate the 
test cases, we found that TC7 had a good performance in many measurement models, 
such as function coverage, longest path coverage, and value of test case, which illus-
trates that using the dynamic analysis as well as the testing models to evaluate the test 
cases are credible.    

From the measurement of these quantization models, we find many problems that 
can’t be detected by general testing, which verifies the importance of these models as 
well as the validity of these definitions.    

Dynamic analysis is based on both static and dynamic function calling relations, so 
we defined static call graph and dynamic call tree to represent these relations and 
displayed them in the figures. After building the foundation of analysis, we described 
these models in detail. Overall, depending on whether the values of these models are 
constant, these models can be divided into two categories: static models and dynamic 
models. Static models dug from static call graph include test target vector and test unit 
weight vector, which are constant and the foundation of dynamic models. Based on 
different application purposes, dynamic models also have two categories: value mod-
els for evaluating test cases, guide models for managing test cases. On the one hand, 
value models, including function coverage, longest path coverage, value of test case, 
test density, and test density average of each test case, provide an exact quantization 
evaluation for each test case. On the other hand, Guide models include the following 
models: the similarity of function coverage or longest path coverage, degree of execu-
tion difference, test density baseline, and degree of execution difference, which can be 
a guide indicating the testers which problems the current test has, how to manage test 
cases, and the directions of improvement of test cases.  
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5 Related Work 

There has been a considerable amount of studies on software testing, evaluation of 
test cases, graph mining and analysis, and aspect oriented programming.  

Ostrand has talked about education, training, experience of software testing [19]. 
Bertolino redefined software testing [20]. Many studies have presented related con-
cepts about effective software testing and the evaluations of test cases. Of course, the 
aim of evaluating test cases is to improve testing efficiency. Here are some present 
concepts about evaluations of test cases. White-box test design techniques include the 
following code coverage criteria: statement coverage, prime path coverage, branch 
testing and so on [8]. We evaluate the test cases by calculating the coverage rates. 
However this kind of evaluations is based on static analysis of test cases, which has 
many shortages. In addition the topic about test case effectiveness is also an evalua-
tion of test cases. Chernak defined test case effectiveness as the ratio of defects found 
by test cases to the total number of defects reported during the function test cycle 
[12]. Chernak suggested 75 percent to be an acceptable baseline value, and intended 
to improve test-case effectiveness with this quantization base [12].  

Graph brings intuitions for program comprehension. Many studies have presented 
the methods of getting static call graph and dynamic call graph. Especially for static 
call graph, some present software, such as Source Insight, CodeViz, all provide relat-
ed functions. Dynamic call graph is obtained by execution trace mining [14][15]. 
Peng has proposed the transformation of graph to tree, and he has deeply studied the 
simplification of dynamic call tree [13].  

AspectC++ is an aspect-oriented extension of C and C++ languages [16].The  
aspect-oriented extension of Java is AspectJ [17]. Many studies have focused on as-
pect-oriented programming and its applications. Feng has used AspectJ in reverse 
engineering [18].  Zhao used AspectJ to get dynamic call graph from a program [15].  

6 Conclusions and Extensions 

Software testing focuses not only on how many software defects were found. For the 
shortcomings of evaluating test cases based on static analysis, this paper presented 
dynamic analysis and some relevant testing criteria and measurement models  to 
achieve multi-angle evaluations of test cases. At last, we further introduced the 
thought and significance of dynamic analysis by analyzing four test cases. Experi-
ments prove that dynamic analysis can successfully solve the shortages of static 
analysis, and they have the following advantages, such as quantization, automation, 
wide application, high efficiency, the ability to indicate the directions of improvement 
and management of test cases. 

Dynamic call trees and static call graphs are dug from program, and the above 
testing models are derived from these trees and graphs. Software testing should not be 
separated from software development or coding. Software is a big treasure, so we can 
dig useful information and make reasonable testing criteria to apply to software test.  
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Abstract. Web graph is a tool to visualize web information as network.
It unfurls inherent connectivity of the web for end users from a different
viewpoint. The enlarged size of the web causes the information overload
problem and forces the wide use of compression techniques such as fil-
tering and clustering on graphs during presentation of web information.
In addition, the Internet users, their intentions and activities on the
web differ. User interest-based web graph, which is modulated by user
interests during construction, is used to accommodate differences over
end users and/or their needs. However, user interest-based web graph
features an unorthodox way to present connectivities among nodes by
utilizing edge labels. This complicates further operations such as clus-
tering and focused visualization on web graphs. This paper introduces
a novel approach to cluster user interest-based web graphs by adopting
the divide and conquer strategy. It is demonstrated that, this approach
can effectively cluster the user interest-based web graph.

Keywords: Clustering, Web Networks, Visualization, User Interests.

1 Introduction

Because of its rapid growth, the web is getting more complicated as a source for
end users to extract relevant information. Search engines such as Google, Bing
and Yahoo provide information as lists to satisfy the needs of users. However,
these lists fail to expose structural and/or semantic relationships of the informa-
tion. To address the problem concerned with revealing the inherent connectivity
of web information to end users, researchers have introduced web graph to de-
liver web information. According to Manning et al.[8], the web can be viewed as
a directed graph where static HTML pages are treated as nodes and hyperlinks
among them are as directed edges. Various forms of web graph are used to present
information sourced from the Internet such as search results, social networking
structure and micro-blog relations for ease of navigation and exploration.

The context of this paper describes the web graph as a medium to visualize
web information in the form of a graph G = (V,E), where V is a set of nodes
and E is a set of edges, similar to the general graph representation. Neverthe-
less, the web graph defines elements of V and E differently than both traditional
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graphs and the definition by Manning et al.[8]. Structure-based web graph un-
folding structural relationships, represents V (the set of nodes) as web pages and
E as hyperlink relations, whereas semantic-based web graph which is the out-
come of a content-based method, defines V similar to that of a structure-based
approach or as a set of terms and E as a set of scores of a similarity func-
tion SIM(vi, vj)|v ∈ V on nodes. An edge, e ∈ E, can be undirected for two
nodes vi and vj when the similarity function holds same score in either direction,
SIM(vi, vj) = SIM(vj , vi).

Introduction of web graphs to visualize web information benefits end users
in finding information quickly and effectively and in getting an insight into how
chunks of web information are related. Despite these benefits, web graph poses
potential challenges regarding feasibility. The problem associated with the web
graph visualization is two-fold. First, for its static nature, the same web graph
is presented to various end users regardless of having dynamic information need.
Second, information overload makes the web graph difficult to be visualized to
end users and to be served as a source to navigate and explore interested infor-
mation. The first problem, i.e., lack of diversity in web graphs can be addressed
if user related information is used to influence graph construction process. User
interests are incorporated into graph generation processes: selecting nodes and
defining edges. In our previous work[11] such a web graph is presented which
labels edges according to user interests exposed by nodes. It is called the user
interest-based web graph(UIWG hereinafter). To address the second problem,
i.e., to reduce the size of the web graph and exhibit clarity in visualization,
compression methods like filtering irrelevant nodes and/or edges and clustering
similar nodes are widely used. However, because of the unorthodox feature of
having edge labels, the demonstrated web graph[11] cannot be effectively filtered
and clustered by existing methodologies. As a consequence, an atypical method
is required to resolve these and introduced in this paper, namely Divide and Con-
quer(D&C), to accomplish clustering on UIWG. This paper also demonstrates
that the D&C clustering can achieve a better clustered graph from UIWG.

The rest of the paper is organized as: Section 2 presents the motivation of this
work; Section 3 discusses the components of UIWG briefly and formulates the
problem; the D&C clustering is described in Section 4; experimentation by case
study is provided in Section 5; Section 6 reports the related work; and Section
7 concludes the paper stating contributions and future work.

2 Motivation

Clustering plays an important role in reducing the size and is very effective for
the web graph visualization. However, most clustering methods consider that all
edges of a graph resemble the same context, i.e., similarities among nodes are
constituted based on identical relationships of nodes. Structure-based web graphs
treat an edge as a hyperlink relation between two web pages. In semantic-based
web graphs, content similarity measures establish the sole property in connect-
ing two nodes. Available clustering algorithms exploit structural or contextual
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Table 1. User Interests

Interest Weight

I1 0.90
I2 0.95
I3 0.60
I4 0.60

Table 2. Interest Term Similarity

Interest Term Similarity Score

I1 a 0.85
I1 d 0.95
I2 b 0.75
I2 c 0.80
I2 e 0.85

1

2

3

4 6

8

7

5

Fig. 1. Traditional Web Graph
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3c
4 b

a

b
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7d

d
e5 fa,g

Fig. 2. User Interest-based Web Graph

relationships of edges. The edge representation in UIWG is different because it
includes the ground on which nodes are connected in addition to the degree of
similarity. This makes existing clustering approaches less effective on UIWG.

Let us consider a web graph that consists of 8 nodes and 10 edges. Tra-
ditional representations connect the nodes of the web graph based on hyper-
link/contextual relationships whereas UIWG connects them differently. Let us
also consider an end user having four interests shown in Table 1 with their corre-
sponding weight values for this user. Table 2 presents pairwise similarity scores
among user interests and document(web page) terms. Pairs such as (I1, b), (I2, a)
and (I3, f) which do not appear in the table are assumed to have 0 similarity
scores. Figures 1 and 2 depict the difference between traditional web graph and
UIWG. It is observed that unlike in Figure 1, in Figure 2, an edge shows the
information on which it is established. For example, edge-labels ‘a’ and ‘b’ rep-
resent two distinct terms extracted from the document corpus. Some edges are
labelled with multiple terms. For example, if an edge with label ‘a,g’ connects
two documents, then ‘a’ and ‘g’ are assumed to be prominent terms in both
documents. An edge can have a weight score in addition to linking information.

The purpose of user interest-based visualization is to portray the web graph
tailored for an end user. Typically, needs of an individual differ from those of
other users. Even needs of a specific end user vary depending on context such
as time and location. Therefore, it is useful for end users to have the web graph
clustered according to their needs. This can be achieved by grouping and tagging
nodes resembling similar topics imaged by the end user’s mind map.

Most existing clustering methods will produce two clusters as C1 = {1, 2, 3, 4}
and C2 = {6, 7, 8} from the web graph of Figure 1. Because of the difference
in edge presentations(divided into seven categories {‘a’,‘b’,· · · ,‘g’}), the above
generated clusters are less meaningful for UIWG of Figure 2 though the degree of
each node is exactly equal to its counterpart in Figure 1. This calls for different
techniques to cluster UIWG. For further enhancement, the new clustering should
adhere to hierarchical structure which produces the most compact[3] web graph.
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3 Problem Definition

A brief review of the components and the representation of UIWG[11] is pre-
sented before formulating the problem. Documents downloaded from the Internet
have gone through several text-processing methods such as stop-word removal,
stemming and term extraction to generate vectors for representing documents.
As a consequence, the information representation model is considered as a vector
space model. The set of terms is denoted as K = {t1, t2, ..., tn} whereas a vector
v for a document is denoted as v = {w1t1, w2t2, ..., wntn}, where weight scores
range from 0 to 1, i.e., 0 ≤ w ≤ 1.

– Nodes are used to represent the document vectors in UIWG. Among the
two types of node presented in UIWG, the leaf node points to the URL of
the corresponding web page. Clicking on such nodes results in accessing the
linked web pages. The rest are abstract representations, known as cluster
nodes, which are sets of nodes related to each other based on common char-
acteristics. A cluster node can contain another cluster in the set of members.

– Edges are calculated based on similarity measurements such as Cosine sim-
ilarity and Jaccard index in UIWG. In[11] the cosine similarity measure is
used to calculate an edge. Because a term-based vector is used to repre-
sent a node, the similarity measure accounts all terms of two vectors for
calculation. However, the most prominent term(s) is treated as the base for
connecting nodes. That means, if two documents are represented with the
vectors vi and vj respectively, then the edge connecting them in UIWG can
be written as a function ETij |T ∈ P (K) where P (K) is the power set of K.
(T = φ) ∼= (ET = null) means vectors vi and vj have no connecting edge.

– Graph Representation reveals node to node relationships of UIWG by an
adjacency matrix as follows:

GA =

⎛⎜⎜⎜⎝
v1 v2 · · · vr

v1 0 ET12 · · · ET1r

v2 0 · · · ET2r
...

. . .
...

vr 0

⎞⎟⎟⎟⎠ (1)

where ET is a function which exhibits two properties: (1) the measure how
nodes are similar to each other numerically and (2) a set of terms reflecting
how nodes are related. Therefore, ET can be expressed as wT where w
represents the numerical weight score and T ⊂ P (K) represents the set of
common terms. In other words, the similarity score for a node pair is w and
they are connected by the elements of T . Because UIWG is undirected, the
same weight score appears when nodes come in reverse order, i.e., ET12 =
ET21. Therefore, it is sufficient to store the values situated one side of the
diagonal only, which in this case is the upper left of the adjacency matrix.

The aim of this work is to generate a set of clusters from a given UIWG
to reduce the size thus the end user with profile P (I1, I2, ..., Il) gets a better
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Fig. 3. Types of Node in a Clustered UIWG

visualization to navigate and explore the web and conducts an effective search
for interested information. The generated clusters should confront hierarchical
structure, i.e., either a cluster is a complete sub-cluster of another cluster or it
is mutually exclusive from other clusters. In other words, clusters do not overlap
if no super/sub relation is present. This yields the following types of cluster:

Simple Cluster is denoted by Cp which consists only of leaf nodes of UIWG.
Therefore, Cp is an element of the power set of V , i.e., Cp ∈ P (V ) where
|Cp| ≥ 2 which means Cp contains at least 2 leaf nodes.
The set of simple clusters is denoted by CP . Simple clusters do not share
members among themselves and hence are mutually exclusive from each
other. For two simple clusters Cp and Cq it is written, Cp ∩Cq = φ.

Compound Cluster is denoted by Cc which consists of at least one simple or
compound cluster, plus zero or more leaf nodes that are not members of any
cluster, and has a cardinality greater than 2. A compound cluster Cc from
the set of compound clusters CC , is written as Cc ∈ {P (CC ∪ CP ∪ V ) :
∀Cp 	⊂ ∃CC and ∀v 	⊂ ∃(CP ∪ CC)} where |v ∈ Cc| < |Cc| ≥ 2.

Representations of nodes and clusters are presented in Figure 3. Simple and
compound clusters are portrayed in Figures 3b and 3c respectively whereas leaf
nodes and connecting edges are shown in Figure 3a. Given a UIWG G = (V,E)
where v ∈ V denotes a leaf node and e = ET ∈ P (K) denotes an edge, a cluster
set C = {C1, C2, ..., Cm} is to be generated where Ci ∈ (CC ∪ CP ).

4 Divide and Conquer(D&C) Clustering

Existing graph clustering methods cannot cluster a UIWG effectively for end
users because edges of UIWG are multivariate, i.e., heterogeneous relation types
are present to describe different edges and multivalued, i.e., multiple instances
of homogeneous information are combined to present one edge.

Reduction of edge diversity is necessary to enhance the effectiveness of clus-
tering processes. The problem defined in Section 3 has been approached in this
work by adopting the divide and conquer strategy in three steps. Firstly, UIWG
is split into multiple sub-graphs. Secondly, an elementary cluster set for each
sub-graph is calculated. Finally, clusters of all elementary sets are combined to
form the final cluster set. The following sections describe these steps in detail.



426 S. Saleheen and W. Lai

4.1 Splitting UIWG into Sub-graphs

A sub-graph generation from UIWG is accomplished by performing unary oper-
ations: edge and vertex deletion. The resultant sub-graph is a minor1 of UIWG.
If the given web graph is denoted as G(V,E), for the end user with profile
P (I1, I2, ..., Il), the resultant sub-graphs satisfy the following equation:

G = G1 +G2 + · · ·+Gl (2)

where,Gx represents the x-th sub-graph and the adjacency matrix representation
for Gx, GAx is achieved by applying Ix to GA, i.e., GAx

∼= Ix · GA where the
value of x is bounded in 1 ≤ x ≤ l; l is the number of user interests. Therefore,
using Equation 1, Ix ·GA is calculated as follows:

Ix ·GA = Ix ·

⎛⎜⎜⎜⎝
0 ET12 · · · ET1r

0 · · · ET2r

. . .
...
0

⎞⎟⎟⎟⎠ =

⎛⎜⎜⎜⎝
0 Ix · ET12 · · · Ix ·ET1r

0 · · · Ix ·ET2r

. . .
...
0

⎞⎟⎟⎟⎠ (3)

The function ETpq is a combination of weight ωpq and term set Tpq ∈ P (K),
i.e., ωpqTpq. As Ix is an interest term, the dot product of Ix ·ETpq is written as:

Ix · ETpq = ωpq

|Tpq|∑
i=1

Ix · tpqi (4)

Because Ix and tpqi are terms, Ix · tpqi is defined as a similarity score between
two terms which is obtained by a standard measure. The Lin measure[7] of
WordNet is used to calculate the similarity score λ between these two terms:

Ix.tpqi = λi · Ix (5)

Now, Ix·tpqi of Equation 4 is substituted by λi·Ix using Equation 5 to eliminate
multi-term relationships among nodes. Therefore, Equation 4 becomes:

Ix ·ETpq = ωpq

|Tpq|∑
i=1

Ix · λi = Ix · ωpq

|Tpq|∑
i=1

λi = Ix ·Ωpq (6)

as similarity score λi is scalar,
∑

λi and hence Ωpq are also scalar. At this point,
the set of terms T is replaced with the term Ix. This is used in Equation 3 to
achieve a scalar matrix representation for sub-graph Gx from UIWG, G, i.e., the
adjacency matrix of Gx. The representation is given below:

Ix ·GA =

⎛⎜⎜⎜⎝
0 Ix ·Ω12 · · · Ix ·Ω1r

0 · · · Ix ·Ω2r

. . .
...
0

⎞⎟⎟⎟⎠ = Ix ·

⎛⎜⎜⎜⎝
0 Ω12 · · · Ω1r

0 · · · Ω2r

. . .
...
0

⎞⎟⎟⎟⎠ ∼= GAx (7)

1 An undirected graph H is a minor of another graph G if H can be formed from G
by removal and contraction of edges and by deletion of vertices.
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Algorithm 1. Splitting UIWG into Sub-graphs
Input : G(V,E), P (I1, I2, · · · , Il), σ
Output: G1(V,E1), G2(V,E2), · · · , Gl(V,El)

1 begin
2 for q = 1 to l do
3 set GAq ← Φ
4 forall the element e of adjacency matrix GA do
5 set index ← index(e, GA); s ← 0; T ← termset(e); w ← weight(e); score ← 0
6 if T �= Φ then
7 forall the element t of T do
8 set s ← s + sim(t, Iq)

9 if s ∗ w > σ then
10 set score ← s ∗ w

11 set index(GAq) ← score

12 generate Gq(V,Eq) from GAq
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Fig. 4. Graph with Related Edges of I1
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Fig. 7. Sub-graph from Figure 5

From Equation 7 it is clear that the sub-graph Gx can be obtained from the
deduced adjacency matrix, GAx. According to Equation 2, a sub-graph for each
interest of profile P is generated if the interest score(updated on explicit and
implicit feedback captured from usage) is greater than a predefined threshold,
γ. Algorithm 1 describes the methodology for splitting UIWG into sub-graphs.

Figures 4 and 5 show examples of edges related to user interests. Figure 4
shows edges with labels ‘a’ and ‘d’. It is noticed from Table 2 that ‘a’ and ‘d’ are
related to I1. However, In Figure 5, the terms ‘b’, ‘c’ and ‘e’ are present as they
are related to I2 according to Table 2. However, to make the sub-graphs similar
to traditional graphs, the above stated situations must be avoided. Algorithm
1 makes sure that no such characteristic arises by replacing them with interest
terms. The final score of an element in the deduced adjacency matrix is set to 0
if it falls below a threshold σ, i.e., if the final score does not satisfy the condition
given in line 9. The resultant sub-graphs for the interests I1 and I2 are presented
in Figures 6 and 7 which are obtained from Figures 4 and 5 respectively.
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Algorithm 2. Cluster-set and Topic Specific Clustered Sub-graph
Input : G(V,E), Gx(V,Ex), GA, GxA, τ
Output: C1, C2, · · · , Cs, G(V,E′)

1 begin
2 set avg ← 2|Ex|/|V | + τ ; Sx ← Φ
3 forall the v of V do
4 calculate deg(v)
5 if deg(v) > avg then
6 set Sx ← Sx ∪ v

7 set s ← |Sx|; C1, C2, · · · , Cs ← Φ
8 apply Kmeans algorithm to the seed nodes set Sx and reconstructed adjacency matrix

GxA to construct the clusters C1, C2, · · · , Cs

9 calculate adjacency matrix of difference graph(G− Gx) using Equation 8
10 forall the element e(i,j) = 1 of (G − Gx)A do
11 set x, y ← no
12 if vi ∈ C1 ∪ C2 ∪ · · · ∪ Cs then
13 set x ← yes

14 if vj ∈ C1 ∪ C2 ∪ · · · ∪ Cs then
15 set y ← yes

16 if x �= y then
17 set abstract edge Ea between vi and the cluster containing vj or vice versa

4.2 Cluster-Set Generation and Topic Specific Clustered Sub-graph

Each sub-graph generated in Section 4.1 is processed for generating a clustered
sub-graph. Because no term is associated with a sub-graph except one user in-
terest term that contributed to its generation, edge labels of a sub-graph can be
ignored, which makes it similar to a homogeneous/traditional graph as presented
in Figure 1. It is possible for Algorithm 1 to generate sub-graphs containing no
edge2. These are not considered for further processing as other sub-graphs have
the same set of nodes. As a result, no potential adverse effect on clustering is
present. Hence, the number of sub-graphs is less than or equal to total interests.

Clustering algorithms that operate on graphs with homogeneous edges can be
applied to a sub-graph. However, the K-means clustering algorithm is adopted
in this work, because the K-means algorithm groups nodes, based on their simi-
larity. Some terms related to clustering and clustered graphs are reviewed below:

Seed Nodes. The members of a set of nodes(S), having degree greater than
the minimum average degree μ + τ , are seed nodes where μ is the average
degree of a graph G and τ is a threshold predefined by the end user.
The degree of a node v, deg(v), in a graph is defined by the number of incident
edges of v. Because all graphs(UIWG and sub-graphs) in this context are
undirected, the degree of a graph is two times its number of edges, i.e., 2|E|.
This calculates the minimum average degree as 2|E|/|V |+ τ .

Abstract Nodes. The super-nodes, representing a portion of the graph, whose
members are highly connected to each other by common characteristics.
Grouping nodes to form super-nodes is achieved using node similarity scores.

2 This occurs when no term in the actual UIWG is related to a user interest, and
applying this interest to GA produces an adjacency matrix of all elements as 0.
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Fig. 8. Clustered Graphs

Abstract Edges. The edges that do not appear in the actual graph but link
the abstract nodes of the clustered graph after a collapse is imposed on an
abstract node. An abstract edge generally connects two super-nodes or a
super-node and a leaf node whose member sets are mutually exclusive.
Generally, an abstract edge is only established when an edge exists between
two nodes of the actual graph(UIWG) and at least one node is included in
a super-node or both of them are included in different super-nodes.

The adjacency matrix(from Section 4.1) of a sub-graph is reconstructed by
excluding isolated nodes. Most clustering algorithms utilize a similarity matrix.
However, the number of seed nodes needs to be defined before the K-means is
applied. Finding the number of centroids has been described in many ways[4][6].
Rather than adopting the commonly used random seeding, degrees of nodes are
used to select seed nodes. From the adjacency matrix, nodes which have more
edges than most other nodes, i.e., deg(v) > avg(deg(G))+ τ , are treated as cen-
troids. Algorithm 2 presents the steps of sub-graph clustering. Using the UIWG,
G, one of generated sub-graph, Gx, their corresponding adjacency matrices, GA

for G and GxA for Gx, and the threshold τ , Algorithm 2 produces the s number
of clusters where s is the cardinality of the seed node set, Sx, of the sub-graph.

The clustered UIWG can be constructed from clustered sub-graphs at this
point. However, edges that are not related to an applied user interest(Ix) have
been omitted from a sub-graph, Gx. For the sake of visualization, it is important
to construct a sub-graph that resembles the actual UIWG as well as topic specific
clustering. Therefore, to provide the opportunity of visualizing topic specific
clustered UIWG to the end user, reconsideration of omitted edges is necessary
to rebuild the topic specific clustered sub-graph. The graph difference3 technique
is invoked to produce the topic specific clustered sub-graph in this context. The
goal is to compute the remaining edges which have not been included in the sub-
graph clustering process. For this, the (i, j)-th element of the adjacency matrix
of (G−Gx) is computed using the following equation:

(G−Gx)A(i,j) =

{
0 if both GA(i,j), GAx(i,j) > 0 or i = j

1 if GA(i,j) −GAx(i,j) > 0
(8)

Figure 8 shows generated clustered graphs for both I1 and I2. During visual-
ization, if the end user chooses to view the topic specific graph with interest I1
or I2, it is now possible to show Figure 8a or 8b respectively.

3 Graph difference of graphs G and H of same degree is another graph denoted by (G−
H) whose adjacency matrix is calculated from the difference of adjacency matrices
of G and H.
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Algorithm 3. Combining Elementary Clusters to Form Clustered UIWG
Input : CS{C1, C2, · · · , Cs}, FC, P (I1, I2, · · · , Il)
Output: FC{C1, C2, · · · , Cs′}

1 begin
2 set CStemp ← Φ; f(C) ← 0
3 forall the C ∈ CS do
4 set relevance, Cr ← ∑

t∈TS(C)

∑
I∈P SIM(t, I) // TS(C)=all terms of a cluster

5 forall the v ∈ C1 ∪ C2 ∪ · · · ∪ Cs do
6 list the clusters in which v is a member
7 find the candidate Ccan by max(|C|) and then by max(Cr)
8 set f(Ccan) ← f(Ccan) + 1

9 sort CS by f(C) and then by the w of the applied I to this C
10 while CS �= Φ do
11 set Ct ← the first element of CS
12 set FC ← FC ∪ Ct; CS ← CS − Ct

13 forall the C ∈ CS do
14 if (C ∩ Ct) �= Φ then
15 if |C ∩ Ct| > 1 then // clusters with single member are not counted
16 set CStemp ← CStemp ∪ (C ∩ Ct)

17 if |C − (C ∩ Ct)| > 1 then
18 set CStemp ← CStemp ∪ (C − (C ∩ Ct))

19 set CS ← CS − C

20 if CStemp �= Φ or for at least one CSi, CSj ∈ CStemp; CSi ∩ CSj �= Φ then
21 repeat Algorithm 3 with inputs CStemp as CS, current FC, and the P

4.3 Combining Elementary Clusters to Form Clustered UIWG

Combining elementary clusters is the last phase of the hierarchical clustered
UIWG generation. Because the hierarchy does not support cluster overlapping,
a node in the final UIWG cannot be a member of two clusters Cx and Cy unless
they pose a super/sub-cluster relationship, i.e., Cx ∩ Cy 	= φ and (Cx ⊂ Cy or
Cy ⊂ Cx). If two clusters overlap and they have at least one non-shared node,
one is kept intact and the other is disregarded as described in Algorithm 3 which
works iteratively. For all elementary clusters, nodes that fall inside two or more
clusters are listed and one potential cluster for each of them is computed. The
potential cluster that appears most times is considered to be the final cluster.
Remaining clusters are decomposed for further iterations till an overlap exists.

For this example, Table 3 is constituted from Figure 8. Overlapping clusters
with their members are listed in Table 3a. Table 3b lists participating nodes
of overlapping clusters and their candidate clusters. An overlapped cluster with
the maximum number of appearances is selected as the candidate cluster. For
example, in Table 3c, clusters C3 and C2 have the highest frequency in respective
overlapped sets, {C1, C3} and {C2, C4}. For the first iteration, they are selected
as final clusters. In cases where more than one cluster share the highest frequency,
the cluster that is generated by the most weighted user interest is selected.

The remaining clusters, in this case, C1 and C4, are decomposed again for next
iteration. The re-computation of the set of overlapping clusters is performed
as described in Algorithm 3(lines 12 to 19). This removes the selected final
cluster(e.g., C3) from the candidate list and takes the intersection of a set and its
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Table 3. Combining Overlapped Clusters in Iteration 1

(a) Clusters

Clusters Members

C1 1, 2, 4
C2 6, 7, 8
C3 1, 3, 4, 5
C4 7, 8

(b) Candidate Clusters

Node Clusters Candidate

1 C1, C3 C3

2 C1 C1

3 C3 C3

4 C1, C3 C3

5 C3 C3

6 C2 C2

7 C2, C4 C2

8 C2, C4 C2

(c) Cluster Frequency

Clusters Frequency

C1 1
C2 3
C3 4
C4 0

Table 4. Clusters for Iteration 2

Clusters Members

(C3 ∩ C1) 1, 4
C1 − (C3 ∩ C1) 2

(C2 ∩ C4) 7, 8
C4 − (C2 ∩ C4) 6

Table 5. Merged Clusters

Clusters Members

(C3 ∩ C1) 1, 4
C3 1, 3, 4, 5

(C2 ∩ C4) 7, 8
C2 6, 7, 8

1,3,4,52 6,7,8fa

(a) Final Graph

1,4b,c3 5b

(b) Expansion of C3

7,8 6d

(c) Expansion of C2

Fig. 9. Final Clustered Graphs

overlapped selected final set(e.g., C3∩C1) and difference of this and intersection
sets, i.e., C1−(C3∩C1). The recalculation is performed for the set C1 with respect
to selected final cluster C3. Clusters recomputed for next iteration are given in
Table 4. There remains no overlapped cluster and the process exits. It is possible
for the Algorithm 3 to generate clusters containing a single node. Excluding such
clusters, Table 5 presents the final set of clusters for the hierarchical structure.

Figure 9 shows final visualizations for the end user. Figure 9a presents the vi-
sualization where top level clusters are collapsed. In Figure 9b and 9c, expanded
views of clusters C3 and C2 are shown respectively. Clusters C3 and C2 can be
labelled as I2 and I1 respectively to make them more understandable to the end
user, as these labels reflect the interests of the user profile.

5 Experimentation

To evaluate the effectiveness of proposed approach, we develop a user interface
using the JGraph4 framework. In this case study, we choose the web site of the
British Broadcasting Corporation5. We collect 39 pages that are used to gener-
ate the initial graph. We apply the process described in[11] to generate UIWG

4 http://www.jgraph.com/mxgraph.html
5 http://www.bbc.co.uk

http://www.jgraph.com/mxgraph.html
http://www.bbc.co.uk
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Fig. 10. The Actual User Interest-based Web Graph

Table 6. Allocation of Nodes by Different Clustering Approaches

(a) Content-based Approach

Clusters Members

north-east-ene-temperature 11, 10

singer-licence-memorial-manchester
14, 15, 33, 1, 34, 35,
12, 29, 16, 20, 26, 28

technology-airplane-information 5, 39
game-liverpool-celtic-season 31, 6, 22, 27

(b) D&C Approach

Clusters Members

Football 6, 22, 26, 27, 28, 31, 35
Technology(1) 7, 12, 20
Technology(2) 4, 39, 16, 5
Music(1) 6, 22, 31
Music(2) 1, 15

presented in Figure 10. We carefully remove the isolated nodes, which are not
connected to other nodes, produced during UIWG generation. It is observed from
Figure 10 that nodes with similar topics are scattered over various locations of
UIWG. For instance, nodes 39 and 34 have topics related to technology but are
not close to each other. Should existing content-based clustering be applied, it
would generate overlapping clusters and would make the visualization difficult
for end users. Clusters and their members obtained by the content-based ap-
proach are presented in Table 6a. For D&C clustering, we exploit a user profile
with three interests - technology, football, music. Table 6b presents the or-
ganization of clusters produced by D&C clustering. Corresponding visualizations
are presented in Figure 11 where edge labels are intentionally deleted for clarity.

The D&C clustering has benefits from both an end-user and a structural per-
spective. The clusters of Table 6a suggest that a user with those three interests
has difficulty in finding relevant information as cluster tags do not reflect user
interests. In contrast, Table 6b shows clusters that are more related to user
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(a) Clustering by Content-based Approach (b) Clustering by D&C Approach

Fig. 11. Clustered UIWG by Different Approaches

interests. Therefore, it is evident that D&C clustering produces better visual-
ization for end users. From a structural perspective, if we look at the ‘singer-
licence-memorial-manchester’ cluster of Table 6a, we find that node 34 is in-
cluded whereas node 6 is in a separate cluster though the connectivity of node
34 is only to node 6. On the other hand, this situation is nicely handled in the
D&C approach by creating separate clusters with the same tags in different lo-
cations of UIWG. The D&C approach also constitutes hierarchical structure as
we observe that cluster ‘Music(1)’ is a complete subset of ‘Football’. This implies
that the nodes of the ‘Music(1)’ cluster are related to ‘sports’ after ‘music’.

6 Related Work

Graph clustering is widely used in various domains[13] such as data trans-
formations, information networks and usage and database systems. Clustering
techniques broadly fall into two sub-categories: structure-based and content-
based. Structure-based clusterings account for hyperlink relationships between
chunks of web information. PageRank-based approaches are found to cluster web
documents[1], to cluster web graphs by inducing node similarities[5] and by net-
work indices[10]. Content-based clusterings consider the semantic similarity of
documents. Some apply heuristics on web graphs[2] to cluster web documents
semantically. Major issues in graph clustering include reduction of size, overlap-
ping clusters, time complexity, etc. An attempt to reduce overlapped clusters
in multi-level web graph clustering is presented in[9]. An approximation-based
approach for faster clustering of huge graphs like web graph is proposed in[12]. A
clustering algorithm for information networks consisting heterogeneous objects is
presented in[14] using a star-network schema where a ranking-based probabilistic
model is applied to each partition achieved from the heterogeneous network.
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7 Conclusion and Future Work

Current state-of-the-art graph clustering approaches, specially applied to user
interest-based web graphs, have difficulties when nodes representing similar top-
ics are located in different parts of the graph. Thus, a new scheme involving a
hierarchical clustering method is devised adopting the divide and conquer(D&C)
technique guided by concurrent techniques for semi-structured information clus-
tering. Alongside the clustering methodology, the proposed technique provides
end users with the opportunity to explore focused information during visualiza-
tion. Implications of this technique include production of clusters in such way
that the end user finds relevant information from the graph without difficulty.
The conducted case study demonstrates: the proposed method is successful in
creating a hierarchically clustered user interest-based graph from the view-point
of the end user while preserving characteristics of the graph.

The future directions of this work include enhancements of time constraints
and picking up user interests accurately. To make clustering faster and more ac-
curate in real-time visualization, we are working in the direction of accomplishing
probabilistic interest-based clustering and designing a better user model.
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Abstract. Active Learning is a machine learning and data mining tech-
nique that selects the most informative samples for labeling and uses
them as training data. It aims to obtain a high performance classifier
by labeling as little data as possible from large amount of unlabeled
samples, which means sampling strategy is the core issue. Existing ap-
proaches either tend to ignore information in unlabeled data and are
prone to querying outliers or noise samples, or calculate large amounts
of non-informative samples leading to significant computation cost. In
order to solve above problems, this paper proposed a serial active learn-
ing framework. It first measures uncertainty of unlabeled samples and
selects the most uncertain sample set. From which, it further generates
the most representative sample set based on the mutual information cri-
terion. Finally, the framework selects the most informative sample from
the most representative sample set based on expected error reduction
strategy. Experimental results on multiple datasets show that our ap-
proach outperforms Random Sampling and the state of the art adaptive
active learning method.

Keywords: Data Mining, Active Learning, Sampling Strategy, Uncer-
tainty, Representativeness.

1 Introduction

In many machine learning classification tasks, to learn a high performance classi-
fier, the learners require a sufficient number of labeled training data. However,in
many circumstances, the reality is that unlabeled data are in large number and
easy to obtain, while labeling them is expensive or time consuming. For example,
it is easy to crawl a large number of webpages, however, it typically requires man-
ual effort to annotate these pages. In order to overcome the labeling bottleneck,
active learning is a very useful tool with the goal of reducing the overall labeling
effort. Active learning models attempt to overcome the labeling bottleneck by
querying as little as unlabeled samples with most information from an oracle
(e.g., a human expert) and have been used in many areas of machine learning
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and data mining, such as outlier detection [1], collaborative filtering [2,3], text
classification [4,5], and image classification [6,7].

From a sample-selection perspective, active learning sampling approaches can
be mainly divided into two categories. One merely uses uncertainty to measure
informativeness of samples and selects the most uncertain sample relative to
current classifier for labeling [6,8,9]. Although in some cases such methods have
good effects, they only consider the relationship between current sample and
the labeled samples, which ignore the distribution information of unlabeled data
set. Thus uncertainty strategies may select isolated noise samples. The other one
not only takes the uncertainty but also the interrelation between current sam-
ple and unlabeled data into account [7,8,10]. These methods consider both the
uncertainty and representativeness of samples and choose samples with larger
combined value as higher informative ones, which, to some extent, overcome the
disadvantages of uncertainty sampling. However, existing methods measure un-
certainty and representativeness simultaneously and deal with all unlabeled data.
When the number of unlabeled data is large, the computation cost will undoubt-
edly be great. Due to the rapid development of storage, sensing, networking, and
communication technologies, recent years have witnessed a gigantic increase in
the amount of daily collected data. As a result, it is computationally prohibitive
to directly deal with all unlabeled collected data. Meanwhile, it is difficult to
determine the weight factor of uncertainty and representativeness.

To solve problems above, this paper proposes a serial sample selection frame-
work which based on the Most Uncertain Sample Set (MUSS) to select the
Most Representative Sample Set (MRSS). First, it measures uncertainty of un-
labeled data and selects the MUSS based on an uncertainty sampling approach.
Then, it selects the MRSS from MUSS based on the mutual information ap-
proach. Finally, the framework selects the Most Informative Sample (MIS) based
on the expected error reduction strategy. Our approach has following advantages:
First, it not only considers the relations between current sample and labeled set
to ensure the high uncertainty of selected samples but also makes full use of
interrelations between current sample and unlabeled data to ensure high repre-
sentativeness of selected samples. Second, it does not need to consider weight
factor of uncertainty and representativeness because it selects MRSS fromMUSS,
which ensures that selected samples are both with higher uncertainty and repre-
sentativeness. Third, compared with directly dealing with all unlabeled data, our
method can avoid selecting samples with low informativeness, thereby effectively
improving the algorithm efficiency. Experimental results on three evaluation data
sets demonstrate the effectiveness of the proposed approach.

2 Related Work

In order to reduce the workload and get high performance classifier, sampling
strategy has been widely studied. Common approaches are as follows: Active
learning based on entropy measure [8] used probability classifier to calculate
entropy for each unlabeled sample. The greater the entropy is, the higher uncer-
tainty of the sample is. Joshi [6] found that due to the influence of unimportant
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class probability values, samples with larger entropy value are not necessarily of
higher uncertainty and proposed a new sample selection criteria-Best vs Second-
Best (BvSB). This criterion has better performance in practical applications.
Another widely used framework is Query by Committee (QBC) [11]. The com-
mittee is constituted by a set of group classifiers. Each member is then allowed
to vote on the labels of query candidate samples. Then they query samples which
they most disagree and label them. In essence, QBC method is also based on
uncertainty sampling. However, these methods only consider the influence of
labeled samples and ignore the distribution of unlabeled data set. According
to literatures [12,13], unlabeled samples have a great influence on classification
accuracy. If the current sample can represent the remaining unlabeled samples
better, we say that the sample is high representative. Taking both labeled and
unlabeled sample set into accounts not only measures the uncertainty of current
sample relative to the current classifier but also representativeness relative to
the remaining unlabeled sample set, which can effectively avoid selecting iso-
lated samples and noise samples. There have been some researches on combi-
nation of uncertainty and representativeness. Settles and Craven [10] proposed
information density method. It first used traditional uncertain method to mea-
sure “basic” information of current sample. Then it used samples’ feature vector
cosine similarity to measure average similarity between the current sample and
all remaining unlabeled samples, which denoted samples’ density or representa-
tiveness. Density is multiplied with uncertainty and a fixed threshold is set to
control the weight of density items. Literature [7] showed the basic idea of an
adaptive active learning method which is similar to the literature [10], and it
fixed a set of threshold initially, instead of only a threshold value. Selecting the
optimal threshold is equivalent to selecting the most informative sample. Exper-
iments showed that adaptive method is superior to information density method.
But methods above all take uncertainty and representativeness into account si-
multaneously. Therefore these methods have the drawback of dealing with large
number of non-informative samples, as we discussed above. In this paper, we de-
velop a serial active learning framework, which overcomes their disadvantages.

3 Proposed Approach

3.1 Serial Sample Selection Framework

Considering using the least amount of labeled samples to obtain high perfor-
mance classifier model, we mainly start from the following aspects. First, in
order to minimize label cost, selected samples for labeling should be the most
uncertain ones for the current classifier model and the most representative ones
for unlabeled sample set. Second, since the number of unlabeled samples is huge,
representative samples should be merit-based selection which would improve the
operation efficiency. Based on the two considerations above, we propose a serial
active learning framework. Within this framework, it first obtains the MUSS
using the BvSB approach. From MUSS, it further generates the MRSS, based
on the mutual information criterion. Then, the framework selects the MIS based
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Fig. 1. Our Serial Sample Selection Framework

on expected error reduction strategy and submits the MIS to human experts for
labeling. Finally, it updates classifier and labeled and unlabeled sample set. Our
algorithm framework is shown in Fig. 1.

3.2 Most Uncertain Sample Set(MUSS) Selection

Literatures [6,14] introduced an uncertainty sampling criteria which considered
the difference between the probability values of the two classes having the high-
est estimated probability value as a measure of uncertainty. From another per-
spective, we could consider this criteria works as a greedy approximation to
entropy [8] for estimating classification uncertainty. The understanding crucially
relies on our use of one-versus-one approach for multiclass classification. For
details, see literature [6]. Say that our estimated probability distribution for a
certain sample xi is denoted by P, where Pi denotes the membership probability
for class yi. Also suppose that the distribution P has a maximum value for class
yh. The classification confidence for the classifiers in this set is indicated by the
difference in the estimated class probability values, Ph − Pi. This difference is
an indicator of how uncertain the particular sample xi is to a certain classifier.
Minimizing the probability difference and maximizing the uncertainty, similar
with literature [6],we obtain the BvSB measure

BvSB = argmin
xi∈U

( min
yi∈YC ,yi �=yBest

(P (yBest|xi)− P (yi|xi)))

= argmin
xi∈U

(P (yBest|xi)− P (ysecond−Best|xi)). (1)

where yBest and ySecond−Best are the first and second most probable class la-
bels under the current classifier model, respectively, and YC represents set of all
classes. Samples with small BvSB values are more ambiguous, thus knowing the
true label of which would help the classifier model discriminate more effectively
between them. Based on this criterion, the influence of uncertainty of all unla-
beled samples to the current classifier is measured. Then top MU(a predefined
constant-size of MUSS) samples from the unlabeled data set, in terms of the
BvSB criterion, are constituted for the MUSS. But uncertainty sampling does
not consider the informativeness of current samples in unlabeled data set and
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Ax

Bx

Fig. 2. An illustration of when uncertainty sampling can be a poor strategy for clas-
sification

may select noisy samples, which have high uncertainty but cannot provide much
help to the classifier. To consider the influence of unlabeled data and avoid the
most uncertain samples being noisy points, we also need to consider the repre-
sentativeness of samples.

3.3 Most Representative Sample Set(MRSS) Selection

In many cases, the most uncertain instances or samples may be isolated or noise
samples. As shown in Fig.2, triangles and diamonds represent labeled samples in
labeled set and circles represent unlabeled samples in unlabeled set. Since sample
xA is on the decision boundary, it would be queried as the most uncertain.
However, querying sample xB has more information thus could represent the
data distribution as a whole better.

In order to solve the above problem of noise samples, representativeness of
samples should be considered. Existing methods utilize uncertainty and repre-
sentativeness at the same time. But our method considers representativeness of
samples among the MUSS. According to information theory, mutual informa-
tion [15] is used to measure relationships between two random variables.

I(X,Y ) = E(X)− E(X |Y ) (2)

where E(X) and E(X |Y ) respectively represent entropy and conditional entropy
of the set variable X . The larger the value I(X,Y ) is, the greater the association
between X and Y is. This criterion is used to measure representativeness of
current sample. We get the definition of representativeness for a candidate sample
xi based mutual information as below.

R(xi) = I(xi) = E(xi)− E(xi|XUi) (3)

XUi represents the set of unlabeled samples after removing sample xi from unla-
beled sample set. We use Gaussian Process framework [16,17] to compute E(xi)
and E(xi|XUi) in equation (3). In order to use Gaussian distribution, we as-
sociate a random variable with each sample xi. A symmetric positive definite
Kernel function G(·, ·) is then used to produce the covariance matrix.

σ2
i = G(xi, xi) (4)
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ΣUiUi =

⎛⎜⎜⎜⎝
G(x1, x1) · · · G(x1, xi−1) G(x1, xi+1) · · · G(x1, xu)
G(x2, x1) · · · G(x2, xi−1) G(x2, xi+1) · · · G(x2, xu)

... · · ·
...

... · · ·
...

G(xu, x1) · · · G(xu, xi−1) G(xu, xi+1) · · · G(xu, xu)

⎞⎟⎟⎟⎠ (5)

where σ2
i and ΣUiUi represent covariance matrix of unlabeled samples and we

assume Ui = {1, 2, · · · , u}. One commonly used kernel function is the Gaussian

kernel G(xi, xj) = e−λ(xi−xj)
2

where is λ a constant. According to the condi-
tional covariance,

Σi|Ui
= Σii −ΣiUiΣ

−1
UiUi

ΣUii (6)

Σii = σ2, ΣiUi , ΣUii and Σ−1
UiUi

are calculated by equation (5). Closed-form
solutions exist for the entropy of multivariate Gaussian distributions such that

E(xi) =
1

2
ln(2πeΣii), E(xi|XUi) =

1

2
ln(2πeΣi|Ui

) (7)

Using equation (7), representativenessR(xi) of sample xi can finally be rewritten
into the following form.

R(xi) = E(xi)− E(xi|XUi) =
1

2
ln(

Σii

Σi|Ui

) (8)

The larger the value R(xi) of sample xi is, the higher informativeness of un-
labeled sample is. Then top MR(a predefined constant-size of MRSS) samples
from MUSS, in terms of this estimation criterion, are constituted for the MRSS.

3.4 Most Informative Sample(MIS) Selection

According to analysis in section 3.3, samples in MRSS are both with higher
uncertainty and representativeness. Then the MIS is picked based on expected
error reduction strategy. The main idea of this strategy is stated as follows. First,
we add each candidate sample into labeled sample set and update classifier so
that we could get a new classifier. Then, we use the new classifier to classify the
remaining unlabeled sample set and select the samples with minimal expected
future error rate. Based on the expected error rate of every sample from MRSS,
this strategy selects the sample with minimal expected future error rate and
submits it to experts for labeling in each iteration. Our expected future error
approach is as follows

Upredict =

U∑
u=1

(1 − PΘL+<xi,yi>
(yBest|xu)) (9)

where ΘL+<xi,yi> refers to the new classifier model which had sample xi from
label yi added to labeled set L and yBest represents the class label with the
highest posterior probability. Upredict represents the prediction loss of the new
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Algorithm 1. Serial Sample Selection Algorithm

Input: labeled sample set L, unlabeled sample set U
Output: the final classifier model Θ
while the stop criterion is not satisfied do1

Training on L to learn the classifier model Θ2

for each sample xi in U do3

Compute uncertainty of xi using Eq.(1)4

Select the most uncertain sample set MUSS5

for each sample xi in MUSS do6

Compute representativeness of xi using Eq.(8)7

Select the most representative sample set MRSS8

Select sample x∗ from MRSS using Eq.(9) and Eq.(10)9

Query the true label y∗ of sample x∗
10

Update labeled sample set: L = L
⋃

< x∗, y∗ >11

Update unlabeled sample set: U = U\ < x∗, y∗ >12

return Θ13

classifier on all unlabeled data. Sample strategy based on equation(9) is defined
in equation(10)

x∗ = arg min
xi∈MRSS

∑
yi∈YC

PΘ(yi|xi)Upredict (10)

where YC represents set of all classes, and x∗ refers to the sample selected for
labeling.

Our overall active learning algorithm is given in Algorithm 1. The inputs of
the algorithm are: the set of labeled samples, set of unlabeled samples. At the
beginning, a SVM classifier model Θ is initialized for the labeled set L. It first
obtains the MUSS according to the BvSB approach in section 3.2. FromMUSS, it
further generates the MRSS based on representativeness criterion in section 3.3.
Then the MIS is picked based on expected error reduction strategy in section 3.4.
Finally, the MIS is submitted to human experts for labeling and update current
classifier, labeled and unlabeled sample set. The process continues until the stop
criterion(eg,a target accuracy has been reached) is satisfied.

3.5 Time Complexity Analysis

In this section, we evaluate the time complexity of proposed approach and Adap-
tive Approach based on the time cost for a query process over the unlabeled data
set. We assume that number of unlabeled samples and sample classes are n and k,
respectively. Size of MUSS and MRSS are respectively MU and MR. Time cost
of two approaches consists of four parts, which are measurement of uncertainty,
representativeness, informativeness and selection of MIS based on expected error
strategy. Detailed analysis results of four parts of time cost is shown in Table 1.
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Table 1. Comparison of time complexity

Process Adaptive Approach Proposed Approach Descriptions

Uncertainty 1/2× n× (n+ 1) 1/2× n× (n+ 1) Equal

Representativeness 1/2× n× (n+ 1) MU × n MU � n

Informativeness 10× n× (n+ 1) 0 Measured

MIS Selection 10× k × 1/2 × n× (n+ 1) MR × k × 1/2× n× (n+ 1) MR < 10

From Table 1 we can know that our approach enhancement on computation
rate is mainly reflected in following two aspects. Firstly, time complexity of repre-
sentative sample selection using Adaptive Approach is O(n2) while our approach
is O(MU × n), where MU � n. Secondly, time complexity of informativeness
measurement of our approach is 0(combination of the first two steps, namely,
representativeness is the value of informativeness) while adaptive approach is
O(n2).

4 Experimental Results

In this section, we present experiments on three different datasets[18,19] to evalu-
ate the effectiveness and efficiency of our proposed approach. Literature [7] shows
that Adaptive Active Learning Approach is superior to traditional uncertainty
sampling methods [6,8] and ones that based on combination of uncertainty and
representation with fixed thresholds [10,11]. So we only compare our approach
to Adaptive Approach. The comparison also involves Random Sampling as it is
regarded as a baseline. LibSVM [20] is used to train a basic SVM classifier for all
approaches in our experiments. For each data set, we report average accuracies
across 50 random train/test splits.

4.1 Datasets

Letters Dataset. Letters dataset has 20000 samples and its classes are dis-
tributed from A to Z. We randomly selected four subsets containing two 7 classes
subsets(A-G,H-N) and two 6 classes subsets(O-T,U-Z) from it. For each cate-
gory, 200 samples are randomly selected from each class. In Fig. 3, proposed
approach outperforms Adaptive Approach, which indicates that the most infor-
mative sample indeed exist in MUSS and MRSS with only a fraction of unlabeled
samples has been considered. Meanwhile, although Adaptive Approach specifies
a set of thresholds and automatically selects the corresponding optimal samples
to label, it may still ignore the most informative ones since thresholds them-
selves have limited range, and selected samples with different thresholds are not
necessarily the most informative ones in the whole set.

Pendigits Dataset. The classes are distributed from 0 to 9. Each sample has
16-dimensional features. The number of selected training data set is 340 while
that of test samples is 3498, as the whole test set is involved. In Fig.4, proposed
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(d) Classification accuracy on U-Z categories
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(c) Classification accuracy on O-T categories

(a) Classification accuracy on A-G categories (b) Classification accuracy on H-N categories

Fig. 3. Classification accuracy on Letters dataset

method and Adaptive method have similar results in early iterations. As the
number of labeled samples increases, the classifier achieves higher performance
with much fewer labeled samples in proposed approach than in other ones, which
demonstrates that the proposed active learning strategy selects more effective
samples. Adaptive Approach adjusts the combination of uncertainty and repre-
sentativeness according to the changing thresholds, which may choose samples
of high representativeness and low uncertainty. In this case, our approach is su-
perior to Adaptive Approach for not choosing these samples with little help for
improving the classification accuracy. Proposed method is the first to achieve
highest classification accuracy and then tends to be stable, which indicates that
training samples have been relatively sufficient and is capable of representing
the distribution of the whole data set. Newly added training samples in later
iterations have little effect on classifier model.

Natural Scene Dataset. Previously selected UCI datasets are simple and
here we use complex datasets for validation. We used the 13 Natural Scene Cat-
egories dataset, which consists of both natural (coast, forest, mountain, etc.) and
man-made scenes (kitchen, tall building, street, etc.), and it is a fairly complete
dataset for natural scene dataset. We conducted experiments on the dataset us-
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Fig. 4. Classification accuracy on Pendigits Dataset
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Fig. 5. Classification accuracy on Natural Scene Dataset

ing GIST features and randomly selected ten subsets with 13 classes from it.
The average result of ten subsets is shown in Fig. 5. On these subsets, different
approaches have advantages in different scenarios and the difference between pro-
posed approach and Adaptive Approach is small. Over these high-dimensional
complex datasets, size of MUSS and MRSS have a certain influence over classi-
fication accuracy.

4.2 Classification Accuracy

Unlabeled samples can be divided into the following four categories. (1)High
uncertainty and high representativeness; (2)High uncertainty and low represen-
tativeness; (3)Low uncertainty and high representativeness; (4)Low uncertainty
and low representativeness. Both proposed approach and Adaptive Approach
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will select samples in (1). For (4), all approaches will not select these samples,
except for Random Sampling. Random Sampling will not be analyzed for it
randomly selects samples for labeling and we just treat it as a baseline. In the
following section, we will analyze the differences between the proposed approach
and Adaptive Approach on selection of samples for (2) and (3). Our approach
selects MRSS from the MUSS, that is, for (2) and (3), proposed approach prefers
the latter one, while Adaptive Approach has no preference for (2) and (3). They
have the same opportunity to be selected. The most significant difference lies
on the selection on (2). For samples in (2), there are two possible cases. One
case is that such samples are noise points. Adaptive Approach considers these
samples to be high informative ones and select them for labeling. But they have
no contribution to the improvement of classification accuracy. In contrast, our
approach ignores such samples, so it can reduce label cost and improve classifi-
cation accuracy. Another case is that those samples are not noise points. In this
case, Adaptive Approach selects more effective samples. However, it can be seen
from the overall classification results on three datasets that noise samples exist
inevitably in reality, which means that our approach is superior to Adaptive
approach in most cases.

5 Conclusion and Future Work

In this paper,we present a serial sample selection framework for active learning.
It ensures that selected samples are both with higher uncertainty and repre-
sentativeness and avoids selecting noisy or isolated samples, thereby effectively
improving the algorithm efficiency. The method is effective in terms of select one
current sample from large unlabeled data set in each iteration. In the future, we
will extend this work to the batch mode active learning which allows multiple
samples to be selected for manual labeling at one time. Another direction is to
further study the definition of a stopping criterion for active learning approaches,
because an appropriate stopping criterion also has a great impact on saving the
annotation cost and keeping classifier’s performance.
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Abstract. In this work, we explore a new map matching method
through mining historical GPS data collected by taxis. The principle be-
hind is that the map matching can be regarded as a pattern recognition
if there are enough historical GPS points labelled with road network
information. Supervised learning algorithms are feasible for this situa-
tion. However, the learning speed of conventional learning techniques is
often not satisfactory, especially facing enumerous classes (road labels).
Considering the matching (classifying) speed and accuracy, we employ
the Extreme Learning Machine (ELM) as a multi-class classifier for its
excellent performance in the learning speed. Furthermore, we propose
MapReduce based GPS trajectories training data preprocessing algo-
rithms and an optimal ELM parameter selection algorithm. Extensive
experimental results show that, compared to the SVM-based approach,
the ELM-based approach achieved faster learning speed and matching
speed, while got close to similar performance on matching accuracy.

Keywords: map matching, pattern recognition, ELM classifier.

1 Introduction

In the vehicle navigation system, the movement track of vehicle on the elec-
tronic map reflects the real-time measurement of the GPS devices. However, the
navigation effect is greatly influenced by device error, signal strength, and even
the surrounding geography and weather. Since the GPS data inevitably contain
numerous uncertain information, a vehicle trajectory appeared on the map may
not coincide with the actual track. Therefore, it is quite necessary to detect such
kind of error before any further geographic information mining and analysis.

Map matching is such a process that identify and correct the GPS point to the
corresponding position on the spatial road network through software methods.
Map matching algorithms have been deeply investigated in the past two decades.
But there is much room for improvement. Firstly, not all of the information is
effectively utilized, such as the vehicle direction, the map topology information,
and historical GPS trajectories. Secondly, the adaptability is poor. Even a small
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error from the map, e.g. coordinates offset of vector electric map, may cause a
strong impact on the precision of the map matching result. Besides, the proce-
dures and rules of the map matching are usually complex and hence not suitable
for real-time processing.

Substantially, the map matching is regarded as a pattern recognition process.
The patterns are supervised learnt from plentiful historical GPS trajectory data
so as to predict new sampling GPS points without tedious matching operations.
Considering the large scale of road segments (class label) and GPS trajectory
data (training set), we adopt Extreme Learning Machine (ELM) to obtain supe-
rior matching accuracy and faster matching speed. ELM is based on the single
hidden layer feedforward neural network (SLFNs) [1], which has faster learning
speed than traditional neural network algorithms and support vector machine
(SVM). With the help of our optimal ELM parameter selection algorithm, the
proposed ELM based map matching approach shows significant advantages in
the real world experiments.

The contribution of this work are summarized as follows:

– We propose an approach to label a GPS point with corresponding road seg-
ment (class) id, which takes various factors into consideration. The factors
include the direction of a GPS point, the topological relations between con-
tinuous GPS points in the trajectory.

– We propose an ELM based solution to estimate the GPS point’s actual
position. Map matching is converted into a multi-class classification problem,
and hence efficiently solved by ELM algorithm.

– We design a solution to find the optimal ELM parameter. At the same time,
we do some adjustment for ELM basic inputs and bring about precision
greatly improved.

The paper is structured as follows: Section 2 introduces the related work on
map matching. Section 3 defines some concepts appeared in this paper, along
with the accuracy criteria and data specification. Section 4 analyzes feature vec-
tor extraction for classifier, and introduces learning theories of ELM algorithm.
Section 5 presents data processing. Section 6 presents experiments and perfor-
mance evaluation. The final section gives conclusions.

2 Related Work

The study of map matching is a quite active research field. In this section, we
present some of the related work and their main contributions.

According to the information selected from inputed GPS data to use, existing
methods can be categorized into four groups: geometric, topological, probabilistic
and other advanced techniques [2].

Geometric map matching algorithms are direct and easy, which take advantage
of the geometric information of the spatial road network data by considering only
the shape of the road without the connectivity between the roads. This kind of
methods can often be found in early studies (Bernstein and Kornhauser [3]).
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However, the matching quality usually is unstable if urban road networks are
complex and density. The context information of GPS trajectory is not taken
into account, and it is very sensitive to the offset error of road network.

Topological map matching algorithms utilize the geometry of the roads as
well as the connectivity and contiguity of the roads to constrain the candidate
position for a sampling GPS point. Greenfeld [4] proposed a weighted topological
algorithm. This method makes a topological analysis of a road network and
matches using only coordinate information, which neglects any heading or speed
information determined from GPS.

Probabilistic algorithms require the definition of an polygon confidence region
around a sampling position obtained from a navigation sensor. Choose candidate
road segments from confidence region. After determining the matching road, the
point is mapped to the closest road according to shortest distance [5].

Advanced map matching algorithms are referred to as those algorithms that
use more refined concepts such as the Kalmam filter [6], and the fuzzy logic model
[7]. Kalman filter has good filtering performance for signal containing random
noise, so it is a preferable tool to process the vehicle trajectory error. But the
model of Kalman filter has a higher request for the probability distribution of
noise. Yang Li [8] proposed an approach based on joint segment selection. But
this method is not suitable for real-time processing, due to high time cost of the
joint segment selection procedure. Advanced map matching algorithms require
a large amount of data to learn and summarize algorithm parameters.

3 Preliminaries

3.1 Definitions

Definition 1 (Road Segment). A road segment r is a path between two road
nodes. A road segment usually includes other necessary properties, such as r.id
denoting the id of r, r.oneway indicating whether the road is one-way or two-way.

Definition 2 (GPS Point). A GPS point is a measured point by GPS chip,
which consists of taxi ID, timestamp, taxi state, latitude, longitude, taxi speed,
taxi driving direction. Driving direction is the angle between the heading direction
and north direction where the angle is an integer that ranges within 0∼360,
clockwise increases, and takes degree as the unit.

Definition 3 (Taxi Trajectory). A trajectory is composed of successive GPS
points of the same taxi in a continuous period of time. A taxi can have multiple
trajectories in one day. We consider three working states for a normal taxi, i.e.,
empty state (0), carrying passenger state (1), and parking state (3).

The following two observations help us to design our map matching solution.
To avoid influence of sampling errors, only the GPS points with driving directions
range up and down 15 degrees around the direction of corresponding located road
position are considered.
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Observation 1. On a one-way road, vehicles are allowed to move in only one
direction. On this type of roads, the directions of GPS points change within a
small scale around certain angle determined by the shape and the location of the
road.

Observation 2. A two-way road allows vehicles to move on both directions.
For a certain road node, assume that the included angle between a two-way road
and north direction is α (ranges within 0∼180), while the direction of another
included angle is α+180 degrees. Thus, the directions of GPS points on two-way
road change within a small scale around α and α+ 180 respectively.

3.2 Problem Description and Accuracy Criteria

Assume that we got taxi A’s all trajectories on November 1, 2012. Figure 1
shows one trajectory of taxi A. It is obviously that many GPS points are not on
any road segment. It is essential to identify and correct the GPS point to the
corresponding position on the road segment of the spatial road network.

Fig. 1. One trajectory of taxi A

We solve the above problem through our approach which can get the located
road segment ID of each GPS point. We adopt ACCURACY index to measure
the scale of GPS points that are predicted correctly. CORRECT means the
number of correctly matched GPS points in testing dataset, and SUM means
the total number of input GPS points in testing dataset. ACCURACY index is
defined as follows:

ACCURACY = CORRECT/SUM (1)

3.3 Datasets

Taxi GPS Dataset. The historical GPS dataset used in this work was col-
lected by 12,000 taxis in Beijing in November 2012 (from November 1st, 2012 to
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November 30th, 2012), which completely recorded the movement of this city’s
taxis1. The dataset consists of 16,730 time delimited text files, and each file
contains over 20,000 discrete GPS point records. The consecutive records are
irrelevant in each text file. Table 1 shows a sample of the time delimited text file
“20121110035412.txt” in the dataset.

Table 1. Sample data used

Taxi ID Taxi State Timestamp Longitude Latitude Direction
486394 0 20121110040854 116.1595001 39.8041000 278
566841 2 20121110040857 116.0809860 39.7710724 114
174973 0 20121110040859 116.6232986 40.3198776 354
194608 1 20121110040859 116.4608459 39.9251099 358

... ... ... ... ... ...

Although the sampling rates for the taxis are quite different, most of the
intervals between two consecutive GPS points in one trajectory are less than
10 seconds, which can be considered as high frequency data. In practice, low
frequency data is more reasonable because sampling high frequency data is not
cost-effective, and results in high redundancy and power consumption. Therefore,
it motivates us to create low frequency data from high frequency data by thinning
out the plots. We tried five kinds of intervals, i.e. 20s, 30s, 40s, 50s and 60s.
Finally, we decided to use 30 seconds to resample the trajectories. It ensures
that the distance of continuous two points in one trajectory cannot be too large,
and hence can be used to judge the current point’s position according to the
adjacent point’s position. At the same time, points in one trajectory are not too
dense, which can reduce the overhead of computation.
Road Network Dataset Another dataset is the road network of Beijing 2,
which is a fairly dense and complex network. It is the map matching target in
our follow-up experiments. Road network is a system consisting of a various of
roads that have different functions, different levels, and different area of the city.
A road network offers base for network analysis, for example, finding the best
route or creating location-based service, and location recommendation.

4 Map Matching with ELM Algorithm

4.1 Feature Vector Extraction

We analysed the taxi trajectories in different days, and found that these trajec-
tories showed similarity on the map. Figure 2 displays the trajectories of one
Taxi in ten days. Different icons indicate the trajectories of different dates. It
is obvious that there are many position overlap areas. We can model the road
segments of this area through abundant taxi trajectories. In this sense, it is
reasonable to use multi-class classification algorithm to learn the models of the
roads from different trajectories of different dates.

1 http://www.datatang.com/data/44502
2 http://www.datatang.com/data/43855

http://www.datatang.com/data/44502
http://www.datatang.com/data/43855
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Fig. 2. The trajectories of one Taxi in ten days

Usually, different GPS points that match to the same road segment are gath-
ered together. In the case of accurate electronic map, points distribution density
is larger around road centerline. However, it is hard to distinguish the GPS
points distributed on two parallel road segments in opposite directions merely
according to the location information. Fortunately, parallel road segments in op-
posite directions are distinguishable with the direction information. Thus, for
each GPS point record, the feature vector is defined to be <longitude, latitude,
direction>.

4.2 ELM for Map Matching

Extreme learning machine (ELM) is a new learning algorithm based on single
hidden layer feedforward neural network (SLFNs). The structure of SLFNs is
shown as Figure 3. Compared with general feedforward neural networks, ELM
learning algorithm looks much simpler. In ELM, the input weights ai (linking
the ith Input Neurons to the Hidden Neurons) and the hidden nodes biases
bi(the threshold of the ith hidden node) are randomly chosen. The count of
hidden neurons L is the only parameter that need to be tuned. βi is the weight
vector connecting the ith hidden node and the output nodes, which is determined
analytically through SLFNs.

For N arbitrary diverse samples (xi, ti), where xi = [xi1, xi2, ..., xin]
T ∈ Rn

and ti = [ti1, ti2, ..., tim]
T ∈ Rm. The output of hidden nodes are defined by

function G(ai, bi,x) as follow:

G(ai, bi,x) = g(ai · x+ bi) (2)

where g(x) is an activation function. In this work, we adopt sigmoid function
g(x) = 1/(1 + exp(−x)) as the activation function.
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Fig. 3. The SLFNs architecture[9]

The output of SLFNs is:

oj =
L∑

i=1

βiG(ai, bi,x) =
L∑

i=1

βig(ai · xj + bi) , j = 1, · · ·, N (3)

There exist βi, ai and bi such that:

L∑
i=1

βig(ai · xj + bi) = tj , j = 1, · · ·, N (4)

In ELM, the input weights ai and the hidden layer biases bi are chosen ran-
domly, so SLFNs can be simply regarded as a linear system. The above N equa-
tions can be written as follow:

Hβ = T (5)

where

H(a1, ···, aN , b1, ···, bN , x1, ···, xN ) =

⎛⎜⎝ g(a1 · x1 + b1) · · · g(aN · x1 + bN )
...

. . .
...

g(a1 · xN + b1) · · · g(aN · xN + bN )

⎞⎟⎠
N×N

,

β =

⎛⎜⎝ βT
1
...

βT
N

⎞⎟⎠
N×m

and T =

⎛⎜⎝ tT1
...
tTN

⎞⎟⎠
N×m

For the linear system Hβ = T, the smallest norm least-squares solution is:

β̂ = H′T (6)

where H′ is the Moore-Penrose generalized inverse of hidden layer output matrix
H. The special solution β̂ = H′T tends to reach not only the smallest training
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error but also the smallest norm of weights (detailed proof can be found in [1]).
This salient feature is superior to traditional gradient-based learning algorithms
which easily fall into local minimum. In addition, the network has better perfor-
mance if the weights are smaller, while the gradient-based learning algorithms
only try to reach the smallest training errors without considering the magnitude
of the weights[10].

Different from traditional gradient-based learning algorithms which need to
consider some problems like improper learning rate, overfitting and intensive
human intervene, etc., ELM tends to reach the solutions directly. Unlike feedfor-
ward neural networks whose all parameters of the networks are tuned iteratively,
ELM could generate the hidden node parameters (ai, bi) randomly. The learning
speed of ELM is extremely fast. At the same time, ELM have better scalability
and achieve similar (for regression and binary class cases) or much better (for
multi-class cases) performance than conventional feedforward neural network al-
gorithms like the conventional back-propagation (BP) algorithm, and support
vector machines(SVM) [11].

5 Data Preprocessing

5.1 Trajectory Acquisition

As we know, the more the number of class labels, the longer the time required
for training. Since there are 433,391 road segments in our road network dataset,
the training time will be extremely long. Therefore, we introduce a grid partition
method to preprocess the data, so that the trainings on the partitions can be
paralleled. Suppose that the length of map is L, and the height is H . If we divide
the map into N ×N same size partitions, each grid partition will have a length
l = L/N and a height h = H/N . Assume that the coordinate of upper left corner
of the map is p0(lat0, lon0), and the coordinate of any GPS point p in the map is
p(lat, lon). Then the ID of the grid partition that p belongs to can be determined
by the following formula:

ID = floor(N(lat0 − lat)/h) + floor((lon− lon0)/l) + 1 (7)

where floor() denotes rounding function.
Figure 4 illustrates one of the grid partitions. The coordinate of upper left

corner is C0(116
◦42′0′′E, 39◦56′0′′N) and the coordinate of lower right corner is

C1(116
◦45′0′′E, 39◦54′0′′N).

We adopt MapReduce computing framwork to process historical GPS points.
MapReduce is a highly effective and efficient tool for large-scale data process-
ing [12]. Map function takes an input pair and produces a set of intermediate
key/value pairs. The MapReduce library groups together all intermediate val-
ues associated with the same intermediate key and passes them to the reduce
function. Our map function emits taxi ID plus associated GPS point records.
The reduce function merges all GPS point records emitted for a particular taxi.
In reduce function, firstly, we separate GPS data in accordance with the grid
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Fig. 4. The grid partition result

partitions of the road network, and extract points records whose taxi state are
0 or 1. Secondly, we sort the discrete GPS points in chronological order. Finally,
we get point records which are from the same taxi in the same date and grid.

5.2 Class Label Acquisition

5.2.1 Points from GPS Data
As described in Section 5.1, we have got every taxi’s trajectories of November
2012 in the target grid partition. We converted these trajectories into such for-
mat that can be displayed on the electronic map intuitively. To facilitate the
labelling process, the road network grid and the trajectories within the grid are
put together on an electronic map 3. According to the coordinates, time order,
and the taxi driving direction, we can label the located road segment ID for each
GPS point. First, we roughly estimate current GPS point’s position according
to its adjective points’ positions. In this way, the spatial locality is taken into
account. Then, we determine the located road segment ID in terms of driving
direction according to two observations in Section 3.1.

Figure 5 shows the procedure of class label acquisition. In this example, all
road segments are one-way roads. The dotted arrow line starting from the star
icon edge represents the taxi driving direction.

In Figure 5, there are four time-continuous GPS points, i.e., P1, P2, P3,
and P4, from which we can determine the movement trend of the trajectory as
shown by gray arrow line. Consequently, we obtain candidate road segments of
each GPS points. For P1, there are two candidate road segments, Road1 and
Road2. Considering that the driving direction is kept to the right side of the
road in China, if P1 drove on Road1, the direction of P1 should be an obtuse
angle, while the direction of P1 is an acute angle. Thus, P1 drove on Road2,
as shown in S1. For P2, the candidate roads are Road3, Road4 and Road5. We

3 Since there exists certain deviation in the original coordinate of our road network,
we corrected the deviation with a tool named GoodyGIS which can be downloaded
from http://www.goodygis.com/

http://www.goodygis.com/
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Fig. 5. The procedure of point tags acquisition

assume the angle between Roadi and north direction is ∠Xi. Then ∠X3 = 2◦,
∠X4 = 70◦, and ∠X5 = 260◦. Since the driving direction of P2 is 15 degrees, it
is more reasonable that P2 drove on Road3 as shown in S2. The rest can be done
in the same way. P3 and P4 drove on Road7, as shown in S3 and S4 respectively.

We use the above method to label each GPS point with overlaping satellite
map and vector electronic map. It effectively avoids the matching inaccuracy
caused by the error, e.g. offset error, originated from the road network.

5.2.2 Points from Road Network
We found that the road network itself can provide a large number of GPS point
coordinates data. These points are key points of each road that ensure the shape
and the location of one road. Figure 6 shows the key points of one road in the
our road network dataset. There are a few key points on straight segment while
many key points on winding segment.

As these GPS points are from the road network, the road segments ID can be
got easily. However, they lack direction feature to be used as training data. To
solve the problem, we devise a method of estimation. Given a set of continuous
key points, we can calculate the direction for each point from their coordinates.
Assume the current point which is on one-way road is P0(lon0, lat0), whose
subsequent point is P1(lon1, lat1). Assume the direction of P0 is α. The arctan
value is calculated as follow:

α = arctan((lon1 − lon0)/(lat1 − lat0)) (8)

where arctan() is the arctan function.
Then, we can get final direction of current point through quadrant processing.

If the point is on a two-way road, the same coordinate is corresponding to two
point records which are in opposite directions, α for one and α + 180 for the
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Fig. 6. Key points of one road

other. By this means, we obtain thousands more training data records in one
grid partition, which greatly improving the accuracy of matching.

6 Experiments and Performance Evaluation

6.1 Experiments

The training data set used in the experiments contains 8,678 GPS point records,
which consists of two parts. One part includes 3,227 labelled GPS point records
from 5 days in the targeting grid partition through the method introduced in
section 5.2.1. Another part of training data includes 5,451 labelled point records
which are generated from the road segments’ key points in the grid partition.
The testing data includes 1,334 point records from the historical GPS dataset,
which have no intersection with the training data.

In order to analyze the performance of ELM, we exploit the Support Vector
Machine(SVM) algorithm to do comparative experiments on the same datasets.
In this paper, the kernel function used in SVM is radial basis function. SVM
algorithm has two important parameters that are the penalty factor c and the
kernel function parameter g. We get the optimal parameters that are c = 32768
and g = 0.5 with the grid search method [13]. It costs 220 minutes to find the
best parameters.

We design a solution to get best hidden layer nodes of ELM.
step 1: Choose a smaller number of hidden layer nodes (in our solution is 20),

denoted as base.
step 2: Set a larger increment, denoted as the first increment (in our solution

is 100). At first increment interval, increase the number of hidden lay nodes from
base until the test accuracy decreases. Record the nodes number that reaches
highest testing accuracy at this interval as A1, and the last nodes number as B1.
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(a) The optimal parameters of SVM.

(b) The optimal parameters of ELM.

Fig. 7. The optimal parameters of SVM and ELM

step 3: Set a smaller increment than first increment, denoted as the second
increment (in our solution is 50). At second increment interval, increase the
number of hidden lay nodes from A1 until the test accuracy decreases or hidden
layer nodes go beyond B1. Record the nodes number that reaches highest testing
accuracy at this interval as A2, and the last nodes number as B2.

step 4: go to step 3 until the increment is 1.
Through above solution, the best hidden layer nodes for this dataset is 690.

It takes 37 minutes to find the best hidden layer nodes.
Figure 7 shows the optimal parameters of SVM and ELM.
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6.2 Performance Evaluation

After setting the hidden layer nodes of ELM, we directly learnt the ELM model
with the training data. But the testing accuracy is not high while training speed
is fast. Then, we make normalization which all the input attributes (except
expected label) are normalized into the range [-1, 1]. After normalization, the
testing accuracy is greatly improved and results are more stable than before.
Table 2 shows the non normalized and normalized results of ELM.

Table 2. The normalized and non normalized results of ELM

Type Hidden nodes Training time Testing time Testing accuracy
non normalization 690 183.9265s 1.0367s 66.12 %
normalization 690 203.1113s 3.2739s 87.18 %

non normalization 100 5.4943s 0.2580s 39.81%
normalization 100 14.18058s 0.6082s 70.31%

Table 3 shows the performance difference of two algorithms. The learning
speed (the sum of parameter adjustment time and training time) of ELM is
more than 5 times faster than SVM for this case. The testing accuracy obtained
by the ELM algorithm is very close to the SVM. More delightfully, the forecasting
time of ELM for each GPS point is 0.002454s, while SVM is 0.010714s. Thus,
our approach is suitable for real-time applications.

Table 3. The performance of ELM and SVM

Type Features Classes Parameter
adjustment

Training
time

Testing
time

Testing
accuracy

ELM 3 583 37min 203.1113s 3.2739s 87.18 %
SVM 3 583 220min 123s 14.293s 91.00%

7 Conclusions

This paper presents a pattern recognition based method to solve the map match-
ing problem. The map matching problem is regarded as a classification problem,
and solved using Extreme Learning Machine which can reach a high accuracy at
extremely fast learning speed for multi classification learning. In order to reduce
the computation time, we make the learning process parallelizable by performing
grid partition. In addition, we further optimize the ELM algorithm by proposing
an algorithm for quickly finding the optimal number of hidden layer nodes, and
improving the matching accuracy through data normalization that makes the
results more stable than before.
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Abstract. In many applications, the data in time series appears highly periodic, 
but never exactly repeats itself. Such series are called pseudo periodic time se-
ries. The prediction of pseudo periodic time series is an important and non-
trivial problem. Since the period interval is not fixed and unpredictable, errors 
will accumulate when traditional periodic methods are employed. Meanwhile, 
many time series contain a vast number of abnormal variations. These varia-
tions can neither be simply filtered out nor predicted by its neighboring points. 
Given that no specific method is available for pseudo periodic time series as of 
yet, the paper proposes a segment-wise method for the prediction of pseudo pe-
riodic time series with abnormal variations. Time series are segmented by the 
variation patterns of each period in the method. Only the segment correspond-
ing to the target time series is chosen for prediction, which leads to the  
reduction of input variables. At the same time, the choice of the value highly 
correlated to the points-to-be-predicted enhances the prediction precision.  
Experimental results produced using data sets of China Mobile and bio-
medical signals both prove the effectiveness of the segment-wise method in  
improving the prediction accuracy of the pseudo periodic time series. 

Keywords: pseudo periodic time series, entropy, time series segment-wise 
method, time series prediction. 

1 Introduction 

In many practical applications, the data in time series appears highly periodic, but 
never exactly repeats itself. Such time series are called pseudo periodic time series. 
Typical examples can be found in voiced speech signal, gait signal, electrocardiogram 
signal [1] (e.g. Figure 1) and economic times-series (e.g. Figure 2).  

Predictions on pseudo periodic time series are of great importance in many fields. 
An accurate prediction of bio-medical signals, for example, can help to take timely 
precautions before the outbreak of a disease.  
                                                           
*  This work was supported by Natural Science Foundation of China (No.60973002 and 

No.61170003), the National High Technology Research and Development Program of China 
(Grant No. 2012AA011002), and MOE-CMCC Research Fund(MCM20130361). 
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with abnormal variations. Although our focus here is on pseudo periodic time series 
with abnormal variations, the approach proposed in the paper is highly generalizable 
and can be applied to many other types of periodic time series or streams. “Segment-
wise” denotes the decomposition of a time series into subsequences sharing similar 
variation patterns, paving roads for later process. Only the segment corresponding to 
the target time series is chosen for prediction, which leads to a reduction in the num-
ber of input variables. At the same time, choosing a value highly correlated to the 
points-to-be-predicted enhances the prediction precision. The experimental results 
produced using data sets of China Mobile and bio-medical signal have both proved 
the effectiveness of the segment-wise method in improving the prediction accuracy of 
the pseudo periodic time series. 

2 Related Work 

A vast amount of research has been devoted to the analysis and prediction of time 
series, some of which performing quite well. Yet, universal as these methods might 
be, they are not suited for all applications. When dealing with pseudo periodic time 
series with abnormal variations, these methods tend not to fulfill our expectations. 
Therefore, more effective methods need to be investigated. 

Linear predication methods such as Moving Average (MA), Auto Regressive (AR), 
and ARIMA [2], are only suitable for stationary time series. To ensure the stability of 
the above methods, all abnormal variations in the pseudo periodic time series have to 
be smoothed to avoid a likely recurrence of the abnormal values in the following pe-
riods, which leads to an even greater prediction error. Given the importance that this 
paper assigns to these abnormal variations, linear methods might therefore not be a 
suitable solution. 

Similarly, methods for seasonal time series prediction are proposed quite often but 
fail to estimate the recurring but persistently changing patterns within a given year 
[3]. The nature of pseudo periodicity makes it impossible for these methods to esti-
mate seasonal changes precisely. 

Nonlinear prediction methods have also been widely used in time series prediction, 
including artificial neural networks [4, 5], hybridization of traditional forecasting 
methods and intelligent techniques [6, 7] and Garch models [12]. Although they work 
unexpectedly well in certain cases of nonlinear time series, the majority of the meth-
ods are like a “black box”, which means they hardly tell us anything about the domain 
knowledge implied by time series. 

3 Preliminaries 

3.1 Notation 

Some of the key terms used in the paper include: 

Definition 1: Time Series. A time series Y is an ordered set of n variables. , …  
are typically arranged by temporal order separated by a constant time interval. 
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A pseudo time series is a series that appears repetitive but displays differences be-
tween pairs of consecutive periods, either in the key value or the time interval [9]. 
Daily pseudo periodic time series are the main focus in this paper. 

Definition 2: Subseries. Given a time series Y, a subseries S of Y is a sampling of 
contiguous sequences derived from Y. The size of a subseries S is the number of 
points contained in it and is denoted as | |.  

Definition 3: Subsequence. A subsequence is a sequence that can be derived from 
another sequence by deleting some of its elements without changing the order of the 
remaining elements. Given a time series, = , … , the subsequence  is a 
subset of  whose members maintain their original order. The size of a subsequence 
R is the number of points contained in it and is written as | |. 
3.2 Task Specification 

The purpose of time series predictions is to estimate future value patterns as precisely 
as possible on the basis of previous time series. When dealing with time series, sever-
al techniques pay particular attention to the last values of the series. One example is 
the “one-step ahead” prediction: 

 = ( , , … , ) (1) 

where M denotes the number of inputs, , , … ,  denotes the observed values. 
If values in the series are treated in order as is shown in example (1), we would be 

confronted with three problems. First, in order to make an accurate prediction, the 
value of M must be large enough to take several periods into consideration. If the 
input dimensionality is too large, one can be confronted with the “curse of dimension-
ality” problem [10]. Moreover, the computational complexity and memory require-
ments for the learning model will undoubtedly increase. Second, despite its compara-
bly good performance, a complex model with too many inputs is obviously more 
difficult for people to fully grasp than a simple model with fewer inputs. Finally, 
since the abnormal variations are always caused by changes in underlying or external 
factors, they have nothing to do with the adjacent points but rather the last periods of 
the series. Additional irrelevant inputs will lead to poorer models. 

The prediction function of segment-wise method is defined as: = ( ), ( ) , … , ( ) , … , ( ), ( ) , … , ( )  , … , = 1, …      
(2) 

where ( ) is a set of functions mapping index t to the corresponding index in the 
previous  period which sharing the closest variation pattern to the current one, and 

 is the time span of the coordinate variation in the previous period. Finding ( ) 
and  can therefore be defined as the main task. After this, a prediction model can 
be built based on Eq. (2). In doing so, the segment-wise prediction method can track 
the evolution of different variation patterns and give an accurate prediction based on 
previous coordinate variations. 
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4 Segment-Wise Prediction Method 

The prediction method of pseudo periodic time series with abnormal variations intro-
duced in the paper can be divided into three main steps. First, the pseudo periodic 
time series are split into several periods. Then, each period is segmented based on 
entropy in order to extract different variation patterns. Finally, the prediction model 
based on Eq. (2) mentioned above can be built based on this segment-wise model. 
The medical signal ECG is used as an example to illustrate the process of build seg-
ment-wise model in the rest of this paper. Daily time series like China Mobile KPIs, 
as illustrated in Figure 2, have predicable period length (the month of the year), and is 
much easier to predict. The paper will end on a further discussion of this case at the 
end of the section. 

4.1 Period Splitting 

Periods in a pseudo periodic time series share a similar pattern despite the differences 
in their value and time interval. To identify the implicit pattern, all of the series’ peri-
ods should be checked. Due to the nature of pseudo periodic time series, merely di-
viding the time series into intervals with a fixed length would not yield the desired 
result. A more effective method should be carefully designed in order to achieve a 
precise period splitting. Several period detection methods, such as [11, 12] are widely 
used already. However, both time and space costs are high over pseudo periodical 
time series, especially in an online environment where large amounts of data are col-
lected within a short period of time. 

In fact, if we pay a closer attention to the time series with abnormal variations, it is 
not hard to notice that these variations follow certain basic rules in a specific field, 
which means that efficient splitting methods could be devised on the basis of careful 
study. As is shown in Figure 1, the medical signal streams are composed of waves 
with various time lengths and key values. The waves start and end at valley points 
below a certain value, which enables us to divide the time series into periods at these 
valley points. Since the upper bound value may change as the time series evolves, we 
can automatically update it using the average value of the past valley points [9]: =∝ (∑ )/ , where N is the number of the past valley points and ∝ is an 
adjustment factor depending on the evolution of the data. In the ECG experiment, the 
best split effect was yielded when ∝= 1.1. For other daily time series like the China 
Mobile KPIs in Figure 2, each month could be used as a period, since both the busi-
ness rules and consumption habits recur in monthly intervals. 

4.2 Time Series Entropy 

Entropy is a widely-used concept when measuring the complexity of time series, be-
cause it captures the intensification of the variations in time series. We employed a 
concept very similar to the information gain used in the traditional decision tree [13]. 
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With the help of this concept, different variation patterns in time series can be distin-
guished efficiently, paving the way for the following model-building and prediction. 

The entropy is calculated after the symbolization and coding of the time series. The 
basic idea guiding the symbolization is to reduce the large amount of possible contin-
uous values into fewer discrete values. This is called the coarse-grained process. 

Definition 4: The Symbol Representation of a Time Series. Given a time series , a 
discrete symbolic series = , …  ( ∈ ), which is defined by a specific sym-
bolic approach, can be attained after the symbolization of Y.  is the alphabetical 
set used to represent Y. 

This process is capable of capturing the large-scaled features which are sufficient 
for building up the segment-wise model of the time series. The symbolized time series 
has clear advantages, such as the prevention of noise and the reduction of data. 
Meanwhile, it effectively saves computational resources over the too-slight variations, 
boosting the performance of the algorithm and is adaptable to stream environment. 

Conventional ways of symbolizing the time series are histograms, first-order differ-
ences, Move Average etc. The number of symbol sets has an impact on the accuracy 
of entropy. Abnormal and normal variations have to be distinguished in this paper, so 
the size of the symbol set is set to 2. Given that the time complexity would be in-
creased by too many symbols, and despite these costs, cannot certainly bring about 
the desired effect, we symbolize the time series in the following way: 

For each  in T, = 0,  < +∝1,  ≥ +∝ .  

 and  are the mean value and standard variance of T. ∝ is an adjustment factor 
depending on the proportion of abnormal variations, which can be easily observed 
from the past values. In the application of ECG and China Mobile KPIs shown in 
Figure 1 and Figure 2, the method yields the best effect when ∝=1.2. 

Time series entropy could be calculated easily after the symbolization of Y. 

Definition 5: Time Series Entropy.  Let R be the symbolic series of Y and  be the 
alphabetical set. For each symbol  in the alphabetical set , the probability of 
appearance is defined as ( ). Thus, the entropy of time series Y can be defined as: ( ) = ∑ −∈ ( )log ( ( )). 

The symbolization of subseries ,  is the corresponding subseries of R. Notably, 
the alphabetical set ,  only contains symbols that have appeared in the symbolic 

representation of , , and thus , ⊆ . The subseries entropy can be defined as:                                             , = ∑ −∈ , ( ) log ( )   

4.3 Period Queues 

One of the main difficulties in the analysis of pseudo periodic time series is the differ-
ence in the time span of each of its periods. To address the problem, some transfor-
mation methods have been proposed. For example, when predicting the daily tax  
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revenue, the time span between two months has been made constant by a transfor-
mation function, which enables analyzers to model the data for months with varying 
numbers and spacing of bank days in a parsimonious way [3]. However, this method 
could hardly be employed to handle the ECG data or other pseudo periodic time se-
ries. Different from daily time series, the time spans of each of its periods in ECG 
data or other pseudo periodic time series are totally unpredictable.  

In this paper, after period splitting, periods of pseudo periodic time series are 
stored in a data structure called period queues. Periods sharing similar time spans are 
put in the same period queue, with the help of which the mutual variation structure 
can be identified more easily. 

Definition 6: Period Queue. Let Y be a time series and , = 1, … ,  be the periods 
generated from the period splitting. A period queue  is defined as a queue contain-
ing several periods of Y, and = { , , … }.  

The strategy for building up a set of period queues is specified as follows: τ is set as the tolerance factor of difference of periodic length. This value is gener-
ally taken to be 2% of the periodic length. Next, all the periods acquired are clustered 
and the periods with a difference of periodic length within τ are located in the same 
period queue in a chronological order. In this way, several period queues could be 
gained and we denote the number of the queues as m. The capacity of each period 
queue is written as c. To update period queue when new data forms a complete peri-
od, the period is placed in the corresponding period queue. When the quantity of peri-
ods stored in the queue exceeds its ceiling, the head period of the queue is moved out. 
The extra storage cost is thought to be O(mc), since the periods in the period queue 
are saved as indices of original time series. 

The variation within each period queue is defined by entropy of period queue. 

Definition 7: period queue entropy. Let Y be a time series and = { , , … } be 

a period queues. The entropy of a certain period queue  is the weighting sum of its 

subseries entropy and defined as ( ) = ∑ ( )∑ ( )∈ ( )∈ , and ( ) de-

notes the periodic length of period . 

The division based on period queue is of advantages when we try to find out the in-
fluence that periodic rules have on the time series variations, and it reduces the effects 
caused by certain non-repeatable variations. 

4.4 Entropy Based Segmentation 

Affected by various factors, different variations could appear in a single period, and 
the pattern of these variations is of limited values. To reduce the number of inputs and 
pick out the data most valuable to the prediction, the time series needs certain divi-
sion. Meanwhile, ( ) and  in Eq. (2) can be obtained during the process of the 
division. We denote k as the segmentation number, depending on the field the prob-
lem is in. Generally speaking, before reaching a certain threshold, the descriptive 
capability and predictive accuracy of the model increase as the value of k increases. 
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So does the time complexity. In the cases of ECG and China Mobile KPI, k = 3 turns 
out to be sufficient. 

The segmentation strategy can be described as a set containing k-1 segmentation 
points, which is introduced to divide each period of the period queue into k segments. 

Definition 8: Period Queue Segmentation Strategy. Given a period queue , the 
employed period queue segmentation strategy is defined as = { , … }. A set 
of integers 1, … , − 1 indicates the offset from the start of a period and divides all 
the periods of  into smaller subseries. 

To find out the best segmentation strategy, we use entropy as the main criterion to 
evaluate its performance. The introduction of entropy brings a number of advantages. 
First, the strategy avoids parameters, so that the segmentation algorithm is of high 
universality and can be used in different fields. Second, the strategy is of excellent 
extensibility which means that the algorithm is always adaptable, even as the value of 
k increases. Third, the introduction of entropy can always achieve the best results of 
the segmentation. Furthermore, information gain is employed to evaluate the quality 
of the segmentation points.  

Information gain and the best segmentation strategy are defined as follows: 

Definition 9: Information Gain. Given a period queue   and a segmentation 
gy  , the entropy before and after applying  on  are denoted as ( ) 
and ( ). The information gain achieved by the segmentation strategy can then be 
expressed as ( ) =  ( ) − ( ). 

Definition 10: Optimal Period Queue Strategy (OPQS). The optimal period queue 
segmentation strategy on  is the one which can reach the goal of D ≥ ( ), for any . 

The algorithm used to calculate both the period queue entropy and information gain 
after segmentation is described as: 

CalculateEntropy(period queue Q, seg_set) 
 entropy_b ← 0 
For each period P  in Q 
    subseries_set ←  segment S by seg_set 
    entropy_s ← 0 
    For each subseries in subseries_set 

        _  =  _  +  | || | I( ) 
    EndFor 

    _  =  _  +  | || | _   

EndFor 
Return entropy_b 

InformationGain(period queue Q, seg_set, seg_point) 
 entropy ← CalculateEntropy(Q, seg_set) 
entropy_new ← CalculateEntropy(Q, seg_set ∪  
{ seg_point }) 
Return entropy - entropy_new 
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The ideal segmentation point in the period queue can be found by calculating the 
traverse of all possible segmentation points in order and comparing the information 
gain each time. The algorithm is listed below: 

GenerateCandidates(period queue Q, seg_set) 
 candidates ← ∅  

For (i = 1; i < |Q|; i++) 
    If i ∉ seg_set; 
        candidates ← candidates ∪ {i} 

    EndIf 
EndFor 
Return candidates 

FindingBestSeg (period queue Q, seg_set) 
 candidates ← GenerateCandidates(Q, seg_set) 

bsf_gain ← 0 
bsf_seg_point ← 0 
For each seg_point in candidates 
    gain←InformationGain(Q, seg_set, seg_point) 
    If gain>bsf_gain 
        bsf_gain ← gain 
        bsf_seg_point ← seg_point 
    EndIf 
EndFor 
Return bsf_seg_point 

The first k-1 optimal segmentation points are chosen successively to constitute the 
best segmentation strategy. The algorithm is presented in the following table. 

FindingBestSpiltStrategy(period queue Q, k) 
 seg_set ← ∅  

For (i = 1; i < k; i++) 
    bsf_seg = FindingBestSeg (Q, seg_set) 
    If bsf_seg_point ≠ 0; 
        seg_set ← seg_set ∪ {bsf_seg } 

    EndIf 
EndFor 
Return bsf_seg 

Suppose that the capacity of each queue is set to c, and the average period of a 
pseudo periodic time series is t. Then it is quite obvious that the time complexity of 
the construction of an optimal segmentation on the basis of the original time series 
can be expressed as O(m*c*t*k), or  O(l*t*k), where l stands for the length of the 
time series. Given that the value of t, k is far less than that of l, hence the time com-
plexity of the whole process can be expressed as O(l). The whole model is refreshed 
only if the corresponding period queue is refreshed, which in turn occurs whenever a 
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complete round of periodic waves has been observed lately in a stream environment. 
Consequently, the cost of its refreshing is estimated as O(c*t*k). 

4.5 Segment-Wise Model 

In order to make the analysis of time series more intuitive, the corresponding segments 
in each period is extracted and reconstructed into subsequences in chronological order. 
Since each period queue has k segments as mentioned in the last step, k subsequences 
can be formed. The process realizes the mapping of ( )  in Eq.(2) and results in . 
Compared with the original time series, the data within each reconstructed subsequence 
is affected by similar factors, and displays smaller variations between neighboring 
points. Therefore, a more accurate prediction can be drawn from a general prediction 
method. The formalized description of this process can be expressed as follows: 

Suppose all the period queues are denoted as Q ,  Q , … ,  Q , ordered by periodic 
length in ascending order and their corresponding periodic length are denoted as ℸ = τ , τ , … , τ . To a certain period queue, all the periods in it are recorded in form 
of a matrix ℚ by time indices. The starting time of each period is saved in a row with > > ⋯ > , so that the finishing time can be calculated as + τ . 

ℚ = ⋯⋮ ⋱ ⋮⋯ ,                        Δ = ⋯  ⋮ ⋱ ⋮⋯   

A m*k matrix Δ of which each row represents the segmentation strategy of a peri-
od queue is achieved after the segmentation of all period queues. m stands for the total 
number of the period queue and k indicates the number of segmentations.  is the 
time offset to the starting point, and = τ . Hence, the segment-wise model can be 
described by a two-tuple (ℚ, Δ). 

Suppose the current time is t, and the nearest time point in the set ℚ is . Since 
the data in the range of ( + τ + 1, t − 1) have not formed a complete period, the 
total length of the period cannot be decided yet. Two methods are now available to 
help deciding which period queue to use for the prediction of the coming period. (1) 
Given the slight variations between the two neighboring periods in a pseudo periodic 
time series, the period queue of the last period can be used. (2) Given part of a period  
time series matching techniques [19 20] can be utilized to find the best fitted period. 
In this manner, ( + τ , t − 1) is used as the target series to match with the period 
series located in tails of all the period queues, and returning the queue with the most 
matching tail period. Generally, the match is less precise if (t − 1) − ( + τ )  is 
less than 1/3 of the average period. So, only under this circumstance, is the first, ra-
ther than the second approach employed. 

The period queue is denoted as Q  here, and we use − ( + τ )  to decide 
which segment to employ. Suppose there is a j that satisfies the requirement  <− ( + τ ) ≤ , then the jth segment should be used in the prediction. As to ( ) and : ( ) = + τ , = , Eq (2) is thus changed into: = , , … , , … , , , … ,  , … , = 1, …    (3) 
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f can be fitted by most time series predicting methods. In the next section, further 
comparisons will be made between the prediction ability of the segment-wise model 
and that of the original time series, shedding light on the improvements in prediction 
accuracy achieved by the segment-wise model. 

5 Experimental Evaluation 

To evaluate the prediction ability of the segment-wise model, several prediction tech-
niques were used as benchmarks. These methods include Autoregressive Integrated 
Moving Average (ARIMA), Linear Regression (LR), Artificial Neural Network 
(ANN) [15], Nonlinear Autoregressive (NAR) [16] and Nonlinear Autoregressive 
with External Input (NARX) [16]. These methods will be applied to the original time 
series of Eq. (1) and then to the segment-wise models of Eq. (2). 

Real datasets from two domains are used. For the economic domain, 28 KPIs provid-
ed by China Mobile are used, each of which is a daily time series spanning three years. 
Two and a half years of the data are used for training and the rest for prediction valida-
tion. Since the series yield similar results, for the sake of brevity, we only illustrate the 
results of three of them: AD01, AD03 and AD04. The second dataset from the domain 
of medical applications contains ECG signals downloaded from the abdominal and 
direct fetal ECG Database1. There are 6000 points in this time series. The first 5000 
values are used for training and the remaining data for testing. Every prediction method 
is carried out thrice on each dataset, and the average is used as the final prediction re-
sult. All the experiments were conducted on a PC with an Intel Core i3-540 CPU, 4*2 
GB RAMS and running window 8. The segment-wise method is conducted using C# 
under Visual Studio 2010. Other prediction methods are conducted using R (R Software 
Package 3.0.2) or the environment of SPSS (Statistical Product and Service Solutions 
20.0) and MATLAB (Matrix Laboratory 2010B). After a brief introduction to some 
prediction methods commonly used, we report the experimental results. 

ARIMA is an important time series prediction method and has been wildly used in 
the field of economics. For each dataset, we chose the model of a lower MAPE in two 
ways: first, we build an ARIMA model by using the automatic modeling process in 
SPSS; second, we build up a model programmed with R. The second strategy follows 
the general ARIMA modeling procedure. The ARIMA models are employed for the 
datasets AD01, AD03 and AD04 which correspond to ARIMA(0,0,0), ARIMA(0,1,1) 
and ARIMA(0,0,1) respectively. Since there are several segments on each segment-
wise model and each segment has a different ARIMA model, we will not specify all 
models here. ARIMA with smoothening employed T4253H function in SPSS. Sea-
sonal methods such as SARIMA and Holt’s yield similar result which is why they 
were excluded from the exposition. 

LR is a wildly used method in statistics [17]. In the prediction of China Mobile 
KPIs, the explanatory variable date is decomposed into three variables: Year, Month 
and Day. To predict the response variable, we construct the following model: = +
el: = + + +  Our goal is to select model parameters (intercept 
                                                           
1  http://www.physionet.org/cgi-bin/atm/ATM 
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The relation between segment number k and time consuming and prediction accu-
racy by ARIMA with smoothening has also been explored, as seen in Figure 3 (top 
left). The result is based on the dataset AD04 but other datasets yield similar result. In 
Figure 3, we can easily see that k=3 strikes a relatively good balance between both 
computation complexity and prediction accuracy for AD04 and also for the other 
datasets we tested.  

 

 

Fig. 4. Prediction Result on ECG dataset, measured by Mean Absolute Error (MAE) 

The comparative prediction accuracy of direct modeling (Eq. 1) and segment-wise 
modeling (Eq. 3) using different methods is illustrated in Figure 3 and Figure 4. Pre-
dictions based on segment-wise modeling achieve substantially higher accuracy than 
those based on original or processed series. Since 1) the process of segmentation en-
sures data within each segments most likely impacted by homogeneous rules and 
more smooth and stationary than original series, 2) the segmentation model provides 
less but more relevant inputs for prediction functions, prediction functions built on 
segmentation model have lower fit errors and prediction errors. 

6 Conclusion 

Pseudo periodic time series appear in many practical applications. However, the pre-
diction of pseudo periodic time series is a non-trivial task that has not been studied 
thoroughly so far. To address these analytic and predictive problems, this paper has 
introduced a time series segment-wise method. To build the segment-wise model, the 
entire time series is first split into several periods. Then, each period is divided into 
segments by the detected variations; these variations are found out through the meas-
urement of entropy. Finally, these segments are used to construct a segment-wise 
model. Compared with the original time series, the reconstructed subsequences are 
affected by similar factors, but with slighter variations between neighboring points. 
Hence, more accurate predictions can be achieved using this general prediction meth-
od. Extensive experiments in the fields of finance and medical-care have been con-
ducted and the results have demonstrated both an increase in the accuracy and the 
efficiency when using the segment-wise model. 
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Abstract. The volume of unstructured data has been growing sharply
as the era of Big Data arrives. Decision tree is one of the most widely
used classification models designed for structured data. Unstructured
data such as text need to be converted to structured format before be-
ing analyzed using decision tree model. In this paper, we discuss how
to construct decision trees for datasets containing unstructured data.
For that purpose, a decision tree construction algorithm called CUST
was proposed, which can directly tackle unstructured data. CUST in-
troduces the use of splitting criteria formed by unstructured attribute
values, and reduces the number of scans on datasets by designing ap-
propriate data structures. Experiments on real-world datasets show that
CUST improves the efficiency of building classifiers for unstructured data
and performs as well as, if not better than existing solutions in classifi-
cation accuracy.

Keywords: Data mining, Classification, Decision tree.

1 Introduction

The classification techniques in the field of data mining have been widely applied
to various real-world problems such as precise marketing and risk prediction.
With the advent of Big Data era, the volume of unstructured data is exploding.
Therefore, how to perform accurate and efficient classification on unstructured
data has become a problem worth pondering. Popular classification algorithms
include Näıve Bayes, Support Vector Machine (SVM), decision tree and associ-
ation rule-based classification algorithms, etc. Among these algorithms, decision
tree algorithm is one of the most frequently used classification algorithms, with
the advantages of fast speed, relatively high accuracy, easily understood classifi-
cation model and no assumption on distribution [15]. However, classical decision
tree classification algorithms can only deal with completely structured data, and
hence when they are used for unstructured data, it is necessary to first convert
the data into structured data. The converted structured data tends to be sparse
with high dimensionality, leading to low algorithm efficiency. Other classical clas-
sification algorithms like Näıve Bayes also have this disadvantage. Association
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rule-based classification algorithms can directly handle unstructured data, and
are able to mine more meaningful rules compared to decision tree classifica-
tion algorithms, but these algorithms generally run more slowly and would treat
structured attributes in the dataset the same way as they treat unstructured
attributes, thus wasting some useful information.

For example, Table 1 shows a dataset about advertisement click. Each row
records the basic features of a user and the content of the webpages he/she
browses. The attribute “Webpage Content” is an unstructured attribute where
letters a-f represent the text content of the webpages (each letter could stand
for a word or phrase).

Table 1. Initial Training Dataset

Gender Age Webpage
Content

Click or Not

Male 18 abc Y
Female 25 ade Y
Male 38 cf N
Male 22 e Y
Female 30 bcf Y
Female 24 bdef N
Male 40 de N
Female 25 cdf N
Male 33 de Y
Female 15 acef N
Female 20 abc Y
Male 27 ace N

In order to construct a decision tree model for predicting whether a user would
click certain advertisement, we need to convert the dataset into a structured
dataset as shown in Table 2. Apparently, the number of attributes increases a
lot, which will lower the efficiency of constructing decision trees. Besides, many
meaningless values of zero in Table 2 will mislead the building of classifiers.

If using association rule-based classification algorithms, we need to first dis-
cretize attribute “Age”, then convert attribute “Gender” and “Age” into un-
structured attributes like “Webpage Content” before starting to build classifiers.
Depending on the minimum support and confidence, maybe too many associ-
ation rules will be discovered so that there may be several contradictory rules
applicable for an instance of unknown class, or maybe too few association rules
will be discovered so that they cannot cover all the possible combinations of
attribute values and hence we may not be able to find any suitable rules for
certain instances of unknown class.
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Table 2. Completely Structured Dataset

Gender Age a b c d e f Click or Not

Male 18 1 1 1 0 0 0 Y
Female 25 1 0 0 1 1 0 Y
Male 38 0 0 1 0 0 1 N
Male 22 0 0 0 0 1 0 Y
Female 30 0 1 1 0 0 1 Y
Female 24 0 1 0 1 1 1 N
Male 40 0 0 0 1 1 0 N
Female 25 0 0 1 1 0 1 N
Male 33 0 0 0 1 1 0 Y
Female 15 1 0 1 0 1 1 N
Female 20 1 1 1 0 0 0 Y
Male 27 1 0 1 0 1 0 N

As both of the two existing solutions are not quite satisfying, this research
tries another way and proposes a decision tree construction algorithm CUST
(Constructing Unstructured and Structured data-based decision Trees) which
can directly handle unstructured data as well as structured data.

2 Related Work

2.1 Decision Tree Classification Algorithms

The construction of a globally optimal decision tree is generally NP-complete.
Therefore, almost all decision tree construction algorithms use a greedy approach
to grow the tree in a top-down way [5]. However, various decision tree classifi-
cation algorithms differ in the form and measurement index of splitting criteria,
the data storage structure, etc. According to whether each splitting criterion
in a decision tree could involve more than one attribute, we can further break
decision tree classification algorithms into two subtypes: univariate decision tree
classification algorithms and multivariate decision tree classification algorithms.

Among univariate decision tree classification algorithms, classical algorithms
include ID3 [13], C4.5 [12], etc. Later, algorithms good at dealing with large
datasets were proposed, such as SPRINT [14], RainForest [5], SPDT [2] and
CUDT [11]. SPRINT almost has no requirement for memory size, and it is rel-
atively fast and scalable. RainForest separates the issue of algorithm scalability
from the issue of decision tree quality, mainly addressing the data management
problem during the construction of decision trees. RainForest is about three
times higher in efficiency than that of SPRINT. Both SPRINT and RainForest
try to optimize algorithm performance by designing appropriate data structures.
SPDT is a streaming parallel decision tree algorithm executed in a distributed
environment and it compresses the data to make full use of limited memory.
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CUDT is a parallel decision tree algorithm based on CUDA (compute unified
device architecture) and it is much faster than SPRINT for large datasets.

Compared to univariate decision tree classification algorithms, multivariate
decision tree classification algorithms generally have higher classification accu-
racy and fewer decision tree nodes, but the splitting criteria might be more
complex. Therefore, the constructed decision trees are not necessarily more con-
cise. In addition, although this type of decision tree classification algorithms
could mine and utilize the relationships among different attributes to some ex-
tent, right now the relationships are mainly limited to linear ones [4]. However,
the relationships among unstructured attribute values are not merely simple lin-
ear relationships. Hence, other methods to handle unstructured data for decision
tree model building are still desirable.

2.2 Association Rule-Based Classification Algorithms

Association rule mining is originally an association analysis technique, which
is used to mine the relationships among different items. Association rule min-
ing could date back to market basket analysis [9], of which “beer and diapers”
is a famous example. There are already many mature association rule mining
algorithms which use different methods to find association rules that satisfy user-
defined requirements, the widely used ones including Apriori [1] and FP-Growth
[6]. When limiting the consequents of the association rules to be class attribute
values, we can mine classification association rules which can be used to build
classifiers. In chronological order, typical association rule-based classification al-
gorithms include CBA [8], CMAR [7], CPAR [16], etc. This type of algorithms
often needs to examine a large number of candidate association rules, which
leads to low efficiency and poor scalability.

Some researchers have tried combining decision tree classification algorithms
with association rule-based classification algorithms to mitigate their deficien-
cies. [10] proposed generalized decision trees (GDT) to better manipulate clas-
sification association rules. GDT could be applied to unstructured data because
it is indeed an association rule-based classification algorithm. This also means
that it shares the aforementioned disadvantages of association rule-based classi-
fication algorithms when handling unstructured data.

3 Decision Tree Construction Algorithm

To build decision tree models for data containing unstructured attributes, we
proposed a new decision tree construction algorithm, CUST (Constructing Un-
structured and Structured data-based decision Trees).

3.1 Data Structures of CUST

CUST learns from the storage structures of RainForest and FP-Growth, mainly
AVC-set from the former and FP-Tree from the latter. CUST is able to deal
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with datasets containing both structured part and unstructured part, to which
completely structured datasets and completely unstructured datasets are spe-
cial cases. In CUST, we design Label Distribution Table (LDT) to store the
structured part of the dataset, Unstructured Attribute Tree (UA-Tree) for the
unstructured part, and Row Class Table (RCT) for the class information of
all the training data instances. CUST also uses pointers to connect these data
structures. Here we only discuss the former two major data structures.

Label Distribution Table (LDT). For structured attributes, CUST adapts
from the AVC-set storage structure of RainForest and adds a list of pointers
for each row, forming a new storage structure called Label Distribution Table
(LDT). The LDT of attribute “Gender” in the dataset shown in Table 1 is
displayed in Table 3. The pointers in it point to specific rows in the Row Class
Table.

Table 3. LDT of attribute “Gender”

Gender Click Not Click Pointer List

Male 3 3 [1][3][4][7][9][12]
Female 3 3 [2][5][6][8][10][11]

UA-Tree. Similar to FP-Tree, UA-Tree is a prefix tree where each node cor-
responds to an attribute value except for the root node. It is worth noting that
we could view any dataset containing unstructured part as a dataset with one
unstructured attribute, as long as we could distinguish unstructured attribute
values from different sources. Each data instance corresponds to a branch or a
section of a branch in the UA-Tree, and the node at the end of this section is
connected to certain rows in the Row Class Table via pointers. In addition, along
any branch of a UA-Tree, the deeper level a tree node is at, the lower the ap-
pearance frequency of its corresponding attribute value. UA-Tree also contains
an auxiliary structure called Header Table mainly for indexing. Header Table
stores all attribute values in descending order of appearance frequency and each
attribute value is connected to tree nodes with the same attribute value succes-
sively via pointers. The unstructured part of the dataset shown in Table 1 is the
attribute “Webpage Content”, and its initial UA-Tree is shown in Fig. 1.

3.2 CUST Algorithm

CUST makes improvements upon the decision tree construction process of Rain-
Forest. The major steps of CUST are described in Fig. 2. In the following parts
we will introduce how CUST determines splitting criterion and splits the dataset.
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Fig. 1. Example of UA-Tree

Input: (Semi-)Unstructured dataset D, Measurement index MI,

Stopping criterion SC

Output: Classification Decision Tree DT

Schema:

(1) Scan D, construct initial LDT ldt and UA-Tree T

(2) DT=createTree (ldt, T, MI, SC)

createTree (LDT ldt, UA-Tree T, Measurement index MI, Stopping

criterion SC)

(1) Create a new node pointer root

(2) if (SC is satisfied)

(3) return root

(4) Determine the splitting criterion from ldt and T

according to MI (producing k child nodes)

(5) for (i=0; i<k; i++)

(6) Split ldt and T according to the splitting criterion,

getting the corresponding LDT ldti and UA-Tree Ti
(7) root->child[i]=createTree (ldti, Ti, MI, SC)

(8) endfor

(9) return root

Fig. 2. Decision Tree Construction Schema of CUST

Determining Splitting Criterion. Similar to RainForest, CUST adopts gini
index [3] as the measurement index of candidate splitting criteria. The lower
the gini index, the more effective the splitting criterion. For the structured part,
the gini index could be easily computed according to the LDT, and we don’t
give details here. For unstructured attributes, there are many possible forms of
splitting criteria, such as “contain e”, “contain a&b”, “c appears more than three
times”, etc. This research looks into the former two forms, namely contain-type
splitting criteria involving a single attribute value or two attribute values.

To make it more convenient to collect the class distribution data of all the
candidate splitting criteria, we store class distribution information for the pur-
pose of counting in every attribute value node of UA-Tree, i.e., record the num-
bers of instances that belong to each class. Specifically, when collecting class
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distribution data, we examine UA-Tree nodes of different attribute values in as-
cending order of appearance frequency. At the bottom layer of UA-Tree, CUST
aggregates the class distribution information contained in the rows of the RCT
which are connected to these nodes. Then CUST passes on the class distribu-
tion data corresponding to single attribute values and double attribute values to
parent nodes, and accumulate these data at the current nodes in the meantime.
When we reach the root node of UA-Tree, the class distribution data of all the
candidate splitting criteria formed by various single attribute values and dou-
ble attribute values have been attained, and the root node would have stored
the overall class distribution information of the sub-dataset associated with cur-
rent decision tree node, which is useful for computing gini index and checking
whether the stopping criterion is satisfied. After computing the gini indices of
all the candidate splitting criteria from both the structured part and the un-
structured part, CUST chooses the splitting criterion with the lowest gini index
as the splitting criterion of current decision tree node.

Performing Splitting. New child nodes will be created according to the deter-
mined splitting criterion. Since the dataset associated with certain decision tree
node is actually stored in LDT, UA-Tree and RCT, splitting data instances is
in fact splitting these three storage structures. Because there are both pointers
to certain rows of RCT in LDT and in the leaf nodes (here leaf nodes refer to
nodes at the end of a section of a branch corresponding to a data instance) of
UA-Tree, it is pretty simple to split or update LDT, UA-Tree and RCT of child
nodes.

In order to avoid overfitting, we set the stopping criterion to be “the data
instances associated with current node all belong to the same class or the clas-
sification accuracy of current node reaches 80%” in this research.

4 Experiments

To evaluate the performance of the proposed algorithm, we conducted five sets
of experiments on a real-world dataset and compared CUST with two existing
solutions, RainForest and CPAR. The dataset provided by Wise 2013 Challenge
Track 21 was extracted from Sina Weibo, involving 1,126,049 users. The dataset
contains unstructured attributes such as the weibo content, as well as structured
attributes such as gender. We adopted ten-fold cross validation in the experi-
ments.

The first set of experiments was conducted to evaluate the efficiency with
respect to different numbers of instances. The datasets used contain eight struc-
tured attributes and one unstructured attribute with 263 possible attribute
values. This means that the converted completely structured dataset contains
8+263=271 attributes.

Fig. 3 compares the time it took to build classifiers for datasets with different
numbers of instances, using CUST, RainForest and CPAR respectively.

1 WISE 2013 Challenge. http://wise2013.njue.edu.cn/wise2013challenge.html

http://wise2013.njue.edu.cn/wise2013challenge.html
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Fig. 3. Efficiency of Three Algorithms for Different Numbers of Data Instances

Fig. 4. Efficiency of CUST for Different Numbers of Data Instances

Fig. 3 shows that given the same number of data instances, the efficiency
of CUST is apparently higher than that of CPAR and that of RainForest. In
addition, CUST seems to have pretty good algorithm scalability in the dimension
of the number of data instances.

Fig. 4 compares the time it took to build classifiers using CUST across a wider
range of numbers of data instances.

Fig. 4 shows that CUST is able to deal with relatively large datasets, and it
does have excellent scalability in this dimension.

The second set of experiments was conducted to examine the classification
accuracy for datasets with different numbers of data instances. Fig. 5 compares
the results using CUST, RainForest and CPAR respectively.
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Fig. 5. Accuracy of Three Algorithms for Different Numbers of Data Instances

We can see from Fig. 5 that the ranking of the classification accuracy is
CUST>CPAR>RainForest in general, and the latter two sometimes interchange.
This shows that CUST at least guarantees classification accuracy as it boosts
the efficiency, if it doesn’t improve accuracy compared to existing algorithms.

The third set of experiments was conducted to examine the efficiency of deal-
ing with datasets with different numbers of unstructured attribute values. Fig.
6 compares the time of building classifiers with the three algorithms.

Similar to the results of the first set of experiments, given the same number
of unstructured attribute values, the efficiency of CUST is significantly higher
than that of CPAR and that of RainForest, and CUST is quite scalable in this
dimension.

The fourth set of experiments was conducted to examine the classification
accuracy for datasets with different numbers of unstructured attribute values.
Fig. 7 compares the results of the above three algorithms.

Similar to the results of the second set of experiments, the ranking of the
classification accuracy is CUST>CPAR>RainForest, indicating that CUST has
a good performance on classification accuracy.

Finally, we have also explored the effect of allowing unstructured splitting
criteria formed by double attribute values. This kind of splitting criteria looks
like “contain a&b simultaneously”. We compared the classification accuracy and
the number of decision tree nodes of this version of CUST with that only allowing
one unstructured attribute value for splitting criteria. The results on datasets
with different numbers of data instances are shown in Fig. 8 and Fig. 9.
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Fig. 6. Efficiency of Three Algorithms for Different Numbers of Unstructured Attribute
Values

Fig. 7. Accuracy of Three Algorithms of Different Numbers of Unstructured Attribute
Values

From Fig. 8 we can see that there is no significant difference of accuracy
between the two versions, while Fig. 9 shows that the changes of the number of
nodes are not consistent across different datasets.

This indicates that the effect of allowing unstructured splitting criteria formed
by double attribute values may depend on the properties of datasets. For exam-
ple, for sparse datasets like the ones we used in the experiments, the proportion of
data instances that simultaneously contain two certain unstructured attribute
values is very low, and hence the numbers of data instances associated with
the resulting two child nodes are quite imbalanced. Under this condition, many
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Fig. 8. Accuracy of Two Versions of CUST with/without Unstructured Splitting Cri-
teria Formed by Double Attribute Values

Fig. 9. Number of Decision Tree Nodes of Two Versions of CUST with/without Un-
structured Splitting Criteria Formed by Double Attribute Values

times of splitting are still needed from the current node to the leaf nodes. There-
fore, the size of the constructed decision tree may be increased rather than be
decreased. In a word, the results show that the introduction of unstructured
splitting criteria formed by double attribute values doesn’t significantly improve
the classification accuracy or reduce the size of the constructed decision tree for
this particular dataset. It is still possible that more effective and concise decision
trees could be produced with this kind of splitting criteria for other datasets.
Further research is included in our future work.
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5 Conclusions and Future Work

The explosion of unstructured data has brought challenging issues for classifi-
cation algorithms. To better respond to the challenge, this research makes im-
provements upon relevant algorithms and proposes a new algorithm CUST that
can directly construct decision trees for unstructured data. CUST introduces
contain-type splitting criteria formed by unstructured attribute values and en-
hances the efficiency of building classifiers for unstructured data, without sacri-
ficing classification accuracy at the same time. We will continue to do research
about decision tree construction algorithms supporting splitting criteria formed
by more than one attribute value in the future.

Acknowledgments. This work was supported by the National Natural Sci-
ence Foundation of China under Grant No.71272029 and the Major Program of
National Social Science Fund of China under Grant No. 13&ZD184.
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Abstract. Due to the rapid increase in terrorist activities throughout the world, 
there is serious intention required to deal with such activities. There must be a 
mechanism that can predict what kind of “attack types” can happen in future 
and important measures can be taken out accordingly. In this paper, a hybrid 
classifier is proposed which consists of some existing classifiers including K 
Nearest Neighbor, Naïve Bayes, Decision Tree, Averaged One Dependence  
Estimators and BIFReader. The proposed technique is implemented in Rapid 
Miner 5.3 and it achieves the satisfied level of accuracy. Results reveal the im-
provement in accuracy for the proposed technique as compare to the individual 
classifiers used. 

Keywords: Classification, Prediction, K-NN, Naive Bayes, Decision Tree, 
AODE, BIFReader. 

1 Introduction 

Terrorism has been around the world as long as one can remember but from past one 
decade there is a huge increase in terrorist activities. Terrorists perform activities like 
hijacking, murder, kidnapping and bombing in order to achieve an agenda. These 
activities not only subjected to one region or country but throughout the world. As 
these incidents increased in past few years the phenomena of terrorism became an 
important issue to the government authorities [1]. There is a serious need that security 
agencies or government authorities can detect terrorist activities before they happen 
and take precautionary measures accordingly. This research is based on prediction of 
“attack types” using data mining techniques.  

The rest of this paper is organized as follows. Section 2 discusses the related work. 
Section 3 illustrates proposed framework. Section 4 provides the experimentation and 
implementation of proposed technique. Section 5 analyses experimental results. Sec-
tion 6 concludes this paper and points out some future work of proposed framework. 

2 Related Work 

Data Mining is a process in which data analysis is done. In data mining different dis-
covery algorithms are applied on the data which can produce particular patterns or  
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models over the data [2]. In data mining different type of techniques and algorithms 
are used like Classification, Clustering, Artificial Intelligence, Association Rules, 
decision Trees etc for knowledge discovery from large set of databases. From all of 
above mentioned techniques, classification is one of the most popular and studied 
technique which can be used for predicting something. Value of an attribute can be 
predicted based on the values of other attributes. The attribute which is to be predicted 
is known as “class” [3]. Classification and prediction are two forms of data analysis 
which describe about classes or tell about future trends by building models.  

This section briefly describes the different techniques of classification in data min-
ing such as K Nearest Neighbor classification (K-NN), Naive Bayes Classification, 
Decision Tree, Averaged One-Dependence Estimators (AODE) and BIFReader Clas-
sification. This section also gives a view of ensemble or hybrid classifiers. 

K Nearest Neighbor or K-NN is a classification algorithm that was introduced in 
early 1950’s. N. Suguna, and Dr. K. Thanushkodi [4] state that K-NN is an important 
pattern recognition algorithm. In K-NN classification rules are produced using only 
training dataset instead of any additional data. Xingjiang Xiao and Huafeng Ding [5] 
present that in K-NN classifier, classification rules are generated based on training 
datasets. When test data is given to KNN classifier it predicts its category based on 
training dataset which are nearest neighbor to the test data. This algorithm first calcu-
lates the distance of the new query and already known samples to find out the K near-
est neighbors. Once K nearest neighbors is gathered, the majority of these K nearest 
neighbors are taken to be the prediction of the query instance. Pratiksha Y. Pawar and 
S. H. Gawande [6] in their research presents that K-NN classification is outstanding 
because of its simplicity.  This technique is widely used in text classification as well 
as in classification tasks with multi categorized document because of its simplicity 
and easy implementation.  One drawback of this algorithm is that it takes more time if 
the training dataset is large. LiuYu and Chen Gui-Sheng [7] presents that K-NN is the 
most widely used lazy learning method. It is one of most powerful classification algo-
rithm which can deal with complex problems easily. K-NN provides well classified 
samples when the training dataset is large.  

Pat Langley and Stephanie Sage [8] in their research states that naive bayes is an 
important techniques used for probabilistic induction. This classification technique 
represents each class with a single probabilistic summary. Jaideep Vaidya et al [9] 
presents that Naive Bayes is a very useful Bayesian learning technique and it is more 
concerned with high dimensional tasks. Naive Bayes classifier takes an arbitrary 
number of continuous or categorical variables and classifies an instance to belong one 
of several classes. It is based on bayesan theorem with strong independence assump-
tion. A Naive Bayes classifier considers that the absence or presence of a particular 
feature or an attribute is independent of absence or presence of any other feature. The 
advantage of this classifier is that it requires small amount of training data to calculate 
the means and variances of the variables required for classification.   

Amany Abdelhalim and IssaTraore [10] presents that decision trees are models that 
direct the decision making process. Decision trees can be created through the dataset 
(data-based decision trees) as well as from rules proposed. A decision tree is an  
efficient technique for guiding a decision process as long as no changes occur in the 
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dataset used to create the decision tree. Decision tree is a flowchart like tree structure 
which works both on numerical as well as categorical data. Decision Trees are based 
on recursive portioning. Decision tree is a directed tree like structure having nodes. Its 
node is of three types. One is Root node that has no incoming edges, second is inter-
nal or test node that have outgoing edges and third one is leaves. Each internal node 
represents a test on an attribute, branch or edges represent result of those test whereas 
each leave denotes a label class. Decision trees are popular in field of classification 
because they do not require any domain knowledge thus it is widely used for classifi-
cation purposes.  [11] 

Liangxiao Jiang and Harry Zhang [12] in their research presents that Naive Byse is 
a classification model based on probabilities and on attributes independence assump-
tions. In real world data this assumption of attribute independence is violated. Re-
searchers have done research regarding this issue and tried to get better the Naive 
Bayes’s accuracy. This is done by fading its attribute independence assumption. Av-
eraged One-Dependence Estimators (AODE) is proposed by a researcher in this re-
gard which helps in weakening the attribute independence assumption of naive bayes. 
AODE has done this by averaging all the models, from a restricted class of one de-
pendence classifier. AODE is a probabilistic classification method. It deals with the 
attribute independence assumption of naive bayes by averaging all of the dependence 
estimators. [13]. 

BIF reader constructs a description of a Bayes Net classifier which is stored in 
XML BIF 0.3 format. It accepts input in form of an example dataset, which is training 
dataset and give model in output.  

Nicholas Stepenosky et al state in their research that collection or combination of 
classifiers is now more popular than individual classifiers because of their better per-
formance and superiority over individual classifier system. Ensemble techniques of 
classifiers include bagging, boosting, voting techniques. These techniques are quite 
effective on many applications. The main idea behind combining classifiers is that 
individual classifiers are diverse and chances of errors are higher while combining 
classifiers can reduce errors and results in better performance through averaging. [14] 

Lior Rokach in his research state that the idea of ensemble classifiers is used to 
build a model by combining different classifiers for better performance.  Different 
type of techniques can be used for combining classifiers one of which is majority 
voting. In majority voting technique classification of an unlabeled instance is carried 
out according to the class that obtains the highest number of votes. [15] 

3 Proposed Technique 

The proposed framework consists of a hybrid classifier which is shown in figure 1 
and has following steps: 

1. Data Gathering 
2. Data Pre-processing 
3. Data Mining 
4. Data Deployment and testing  
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Fig. 1. Proposed Framework for Prediction of Attack Types Using Global Terrorism Database 

3.1 Data Gathering  

First phase of data mining process is data gathering. This step is concerned with how 
and from where data is collected [20]. For proposed framework Global Terrorism 
Database (GTD) is gathered from an open source database. The data base has been 
obtained from the National Consortium for the Study of Terrorism and Responses to 
Terrorism (START) initiative at University of Maryland, from their online interface at  
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http://www.start.umd.edu/gtd/.  GTD includes information about terrorist activities 
happened throughout the world from 1970 to 2012. There are more than 113,000 
cases recorded in GTD. It includes information on more than 14,400 assassinations, 
52,000 bombings, and 5,600 kidnappings activities since 1970. Complete information 
of an incident is given in GTD, for example date of the event, location of the event, 
weapon used, number of causalities, attack type, group that is responsible for the 
event etc. It is the most comprehensive data base on terrorist activities throughout the 
world [19]. 

3.2 Data Pre Processing  

Data gathered from any source is dirty and unclean [20]. It may have following three 
problems. 

1. Incomplete data (Incomplete data is the one which have some missing 
attributes) 

2. Inconsistent data (Inconsistent data contains discrepancies in codes or 
names) 

3. Noisy data  (Noisy data contains some kind of error or outliers) [19] 

Data Pre-processing is an important step in knowledge discovery process. The data 
gathered from any source is dirty and is of no use without its pre-processing. Data 
Pre-processing is a process through which source data is transformed into a different 
format through which following goals can be achieved: [20]:  

 

1. It ensures the easy application of data mining algorithms. 
2. Through data pre-processing performance and effectiveness of mining algo-

rithms can be improved. 
3. Data which comes after pre-processing is easily understandable by both hu-

mans and machines. 
4. Data pre-processing ensures faster data retrieval from databases. 

To deal with unclean data following tasks can be applied on it to make it suitable 
for further use: 

1. Data cleaning ( It is concerned with filling of  missing values and smoothing 
noisy data) 

2. Data integration (It deals with mixing of several databases or files) 
3. Data transformation (it is concerned with normalization) 
4. Data reduction (it deals with reducing the amount of data but without dis-

turbing the analytical results) 
5. Data discritization (it is part of data reduction but with specific importance, 

particularly for numerical data) 

3.2.1 Data Pre Processing of Global Terrorism Database (GTD)  
By going through the above mentioned data pre processing steps, the dataset (GTD) is 
transformed into a form that is suitable for data mining algorithm. Missing values are  
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removed from GTD and required attribute are selected (Data reduction). There are 
total 134 attributes and 113114 records in GTD with a lot of missing values.  For the 
proposed framework data in GTD is reduced by selecting 8 attributes and 45221 
records which have large impact on prediction of attack type. Data obtained after 
reduction is both in numerical as well as textual format. Attributes selected for the 
prediction of attack types are listed below: 

1. Country (This attribute represents the country or location where the incident 
has happened) 

2. Region (It is a categorical variable and it represents the region in which the 
incident occurred) 

3. Attack type (It is a categorical variable and shows which kind of attack types 
is happen e.g. assassination, bombing, kidnapping etc. there are total of 9 
kind of attack types recorded in GTD ) 

4. Target type (This attribute represents the target category) 
5. Group name (This attribute represents the group that is responsible for at-

tack) 
6. Weapon type (This attribute shows the type of weapon used in attack) 
7. Property (This attribute shows that any damage to any property happen or 

not during a terrorist incident ) 
8. Ransom (This field shows that, is some ransom demanded or not for an  

incident?) 

Through the proposed framework, attack types will be predicted based on other se-
lected attributes which have most impact on attack types.  

3.3 Data Mining and Classification  

Classification is an important and predictive data mining method. Classification is 
used to make prediction using known data. K-NN, Naïve Bayes, Decision Tree, 
AODE and BIFReader are applied on GTD and a hybrid classifier is proposed by 
combining above mentioned individual classifiers. Implementation of these classifica-
tion algorithms is discussed in section 4. 

3.4 Data Deployment and Testing  

Models are created from dataset using classification algorithms and these models can 
be used for prediction purpose. In data mining act of applying a model on a dataset is 
known as deployment. For testing of proposed framework, dataset (GTD) was split 
into two datasets, one for training purpose and other for testing purpose. Models are 
created from training dataset by applying classification techniques on that dataset and 
by using those models testing is performed. 

4 Experimentation and Implementation  

This section elaborates the implementation of proposed framework. Rapid Miner 5.3 is 
used for the implementation of proposed framework. Rapid miner is an environment 
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used for experimentation of machine learning and data mining techniques.  For predic-
tion of attack types GTD is split into two parts. One is training dataset and  
other is testing dataset. KNN, Naive Byse, Decision Tree, AODE and BIF Reader  
are applied on training dataset to build models. The implementation of the proposed 
technique includes classification using individual classifiers as well as a hybrid  
classifier.  

4.1 K-NN Classifier  

A model is created using K-NN classifier in rapid miner. For this purpose dataset 
(GTD) is retrieved using retrieve data operator. After retrieving dataset, split operator 
is applied on the dataset for splitting data into two parts i.e. for training and testing 
purpose. K-NN classifier is applied on training dataset and model is created. This 
model is then applied on the testing dataset using apply model operator after this 
accuracy and classification error of the model is noticed using performance operator.  
Accuracy of K-NN Classifier is 80.50% whereas classification error is 19.50%. 

4.2 Naïve Bayes Classifier  

A model is created using Naïve Bayes classifier.  For this purpose dataset (GTD) is 
retrieved After retrieving dataset, data is split for testing and training purpose and a 
model is created using training dataset. This model is then used for testing dataset. 
Accuracy and classification error for naïve bayes classifier are calculated. Accuracy 
of naive bayes classifier is 81.54% whereas classification error is 18.46%. 

4.3 Decision Tree Classifier  

A model is created using decision tree classifier. For creation of model, dataset (GTD) 
is retrieved in rapid miner and then split into two parts i.e. for training and testing 
purpose. Decision tree classifier is applied on training dataset and a model is created. 
That model is then used for testing dataset. Accuracy calculated for decision tree 
classifier is 82.90% whereas classification error is 17.10%. 

4.4 AODE Classifier  

A model is created using AODE classifier. For this purpose dataset (GTD) is re-
trieved. After retrieving dataset, data is split into two parts i.e. for training and testing 
purposes. AODE classifier is applied on training dataset and model is created. This 
model is then applied on the testing dataset and after this accuracy of the model is 
noticed which is 84.07 % whereas classification error is of AODE classifier is 
15.93%. 
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4.5 BIFReader Classifier  

A model is created using BIFReader classifier. For this purpose dataset (GTD) is 
retrieved and after retrieving data is split into two parts i.e. for training and testing 
purpose. BIFReader classifier is then applied on training dataset and model is created. 
This model is then applied on the testing dataset and accuracy and classification error 
of the model is noticed. Accuracy of BIFReader classifier is 83.30 % whereas classi-
fication error is 16.70%. 

4.6 Hybrid Classifier  

The proposed hybrid Classifier is built by combining K-NN, Naïve Bayes, Decision 
Tree, AODE and BIFReader classifiers for better performance and results. Hybrid 
classifier is made using Vote Operator in Rapid Miner.  

The Vote operator has sub processes which must have at least two learners, called 
base learners. This operator builds a classification model or regression model depend-
ing upon the Example Set and learners. This operator uses a majority vote for predic-
tions of the base learners provided in its sub process. While doing classification, all 
the operators in the sub process of the Vote operator accept the given Training Data 
Set and generate a model for classification. For prediction of an unknown example 
set, the Vote operator applies all the classification models included in its sub process 
and assigns the predicted class with maximum votes to the unknown example.  

A hybrid classifier is proposed for better performance. For this purpose dataset 
(GTD) is retrieved. After retrieving dataset, data is split into two parts i.e. one for 
training purpose and one for testing purpose. Vote Operator is applied on training 
dataset and model is created. As the sub processes of vote operator K-NN, Naive 
Bayes, Decision Tree, AODE, BIFReader classifiers are used. These classifiers are 
working as sub processes of vote operator. Each of this classifier will get the dataset 
and generates a classification model, and then vote operator applies all the classifica-
tion models from its sub processes, and assigns the predicted class with maximum 
votes to the unknown example. This model is then applied on the testing dataset and 
its accuracy and classification error is calculated. Accuracy of Hybrid classifier is 
85.10 % whereas classification error is 14.90%. 

5 Analysis of Results  

This section explains the results of proposed hybrid classifier and individual classifi-
ers in graphical form. Accuracy of K-NN, Naive Bayes, Decion Tree, AODE and 
BIFReader classifier as well as proposed hybrid classifier is shown in figure 2 where 
classifiers are taken along x axis, and accuracy is plotted along y axis. Graphical re-
presentation of results shows that K-NN has least accuracy whereas proposed hybrid 
classifier has maximum accuracy.  
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6 Conclusion and Future Work  

In this research, a hybrid classifier is proposed for predicting terrorist activities using 
data mining techniques.  That hybrid classifier uses five types of classification tech-
niques including K-NN, Naive Bayes, Decision Tree, AODE and BIFReader. Five 
different classifiers are used for comparison purpose. Accuracy and classification 
error of the individual classifier as well as hybrid classifier shows that hybrid classifi-
er gives best result for predicting “Attack Types” in future. In future this research 
work can be extended for different classification algorithms and different techniques 
for ensemble classifiers.  
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Abstract. This paper proposes a new k Nearest Neighbor (kNN) algorithm based
on sparse learning, so as to overcome the drawbacks of the previous kNN algo-
rithm, such as the fixed k value for each test sample and the neglect of the cor-
relation of samples. Specifically, the paper reconstructs test samples by training
samples to learn the optimal k value for each test sample, and then uses kNN
algorithm with the learnt k value to conduct all kinds of tasks, such as classifi-
cation, regression, and missing value imputation. The rationale of the proposed
method is that different test samples should be assigned different k values in kNN
algorithm, and learning the optimal k value for each test sample should be taken
the correlation of data into account. To this end, in the reconstruction process, the
proposed method is designed to achieve the minimal reconstruction error via a
least square loss function, and employ an �1-norm regularization term to create
the element-wise sparsity in the reconstruction coefficient, i.e., sparsity appearing
in the element of the coefficient matrix. For achieving effectiveness, the Locality
Preserving Projection (LPP) is employed to keep the local structures of data. Fi-
nally, the experimental results on real datasets, and the experimental results show
that the proposed kNN algorithm is better than the state-of-the-art algorithms in
terms of different learning tasks, such as classification, regression, and missing
value imputation.

Keywords: Sparse learning, k nearest neighbors, locality preserving projection,
classification.

1 Introduction

The k Nearest Neighbors algorithm (kNN for short) is an instance-based, or a lazy
learning method. It has been regarded as one of the simplest of all machine learning
algorithms [4][13]. The rational of kNN is that similar samples belonging to the same
class have high probability, while the key idea of kNN algorithm is to first select k
nearest neighbors for each test sample, followed by using the learnt k nearest neighbors
to predict this test sample. Therefore, kNN algorithm was often thought as an algorithm,
in which no explicit training step is required.
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A drawback of the kNN algorithm is that it is sensitive to select the value of k.
Although studies have been focusing on this topic for a long time, the selection of k
value in kNN algorithm is still very difficult and challengeable [8][11]. For example,
Lall and Sharama mentioned that the suitable setting of k value should satisfy k =

√
n

for the datasets with a sample size larger than 100 [9]. However, such a setting has been
proved to not suitable for all cases of datasets [10].

In this paper, we focus on the setting of k value in kNN algorithm based on the
following observations, in which there is a binary classification task (where two classes
are marked as the symbol ‘+’ and the symbol ‘-’, respectively) and the test sample with
no label is marked with the symbol ‘?’ in Fig. 1.

In Fig. 1, by setting k = 5 in the kNN algorithm, both the two test samples will
be assigned ‘+’ class. Actually, according to the distribution of data in Fig. 1, it is
reasonable for the class label of the first test sample. However, we can find that the
second test sample should be assigned as ‘-’ class (i.e., k = 3) rather than ‘+’ class
(i.e., k = 5). Moreover, we can also find the similar scenario in kNN regression or
missing value imputation with kNN algorithm. According to our observations, the k
value in kNN algorithm should be data-driven, i.e., decided by the distribution of data.
Moreover, the k value for each test sample might be different.

�

�

���������	
���

����	���‘�’

����	���‘�’

Fig. 1. An example of kNN classification task with k = 5

To overcome the above drawback of kNN algorithm, this paper proposes a Sparse
learning based kNN method (S-kNN for short) to learn the optimal k values for different
test samples when using kNN algorithm. This is carried out by the consideration of both
the correlation and the local structure of training samples [37]. Specifically, we first
reconstruct test samples with training samples to obtain an optimal k value for each
test sample, and then use kNN algorithm with the learnt k to conduct classification or
regression or missing value imputation[18][16]. The key step of the proposed method is
the reconstruction process, in which, we employ a least square loss function to achieve
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the minimal reconstruction error, and use an �1-norm regularization term to result in
the element-wise sparsity for generating various k values of different test samples. We
also employ Locality Preserving Projection (LPP) [7] for preserving the local structures
of data during the reconstruction process, aiming to further improve the reconstruction
performance.

Comparing with the previous kNN algorithms, the proposed S-kNN algorithm has
the following advantages:

– Different from the previous kNN algorithms that use either a fixed k value for all
test samples or the cross-validation method to select the k value without consid-
ering the correlation of samples, the proposed S-kNN algorithm learns an optimal
k value for each test sample according to the distribution of data. Moreover, dur-
ing the learning process, the proposed S-kNN algorithm considers the correlation
among samples, for further improving the performance. Therefore, the proposed
reconstruction process for learning the optimal k values is data-driven.

– This paper proposes a new sparse learning framework for learning k values. Differ-
ent from conventional Least Absolute Shrinkage and Selection Operator (LASSO)
[14][31], our sparse learning framework also takes the local structures of samples
into account. Moreover, this paper proposes a novel optimization method to solve
the designed objective function.

– Different from the conventional kNN algorithms using for a single task, this paper
uses the designed S-kNN method for three tasks, such as classification, regression,
and missing value imputation. Moreover, the experimental results on real datasets
show the benefit of the proposed method by comparing to the state-of-the-art kNN
algorithms.

The remainder of the paper is arranged as follows. We review the applications of
kNN algorithm in Section 2 and then give the detail of the proposed method in Section
3. Furthermore, we analyze the experimental results in Section 4 and give our conclu-
sion and future work in Section 5.

2 Related Work

The study of kNN method has been becoming a hot research topic in data mining and
machine learning since the algorithm was proposed in 1967 [2][6]. In this section, we
briefly review the applications of kNN algorithm in data mining tasks, such as classifi-
cation, regression, and missing value imputation.

2.1 Classification

The kNN classification was designed to select the k closest training samples to the
test samples (i.e., k nearest neighbors) from all the known samples, followed by a sim-
ple classifier, e.g., majority classification rule [20][24][17]. Liu proposed an anomaly
removal algorithm under the framework of kNN algorithm, for conducting kNN clas-
sification [10]. Weinberger et al. first demonstrated the reasonability to learn a Ma-
hanalobis distance metric for kNN classification, and then optimized the measure metric
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with the goal that kNN always belong to the same class while examples form different
classes are separated by a large margin [15]. Goldberger et al. proposed a neighborhood
component analysis (NCA) method, i.e., a new distance metric learning algorithm, to
improved kNN classification [6]. Zhang incorporated Certainty Factor (CF) measure to
deal with the unsuitability of skewed class distribution in the kNN framework [22].

2.2 Regression

The kNN algorithm for regression has been currently used and studied for many years
in pattern recognition and data mining. In regression analysis, Burba et al. proposed
some asymptotic properties of the kNN based kernel estimator for improving the per-
formance of kNN regression [2]. Moreover, the goal of their paper is to study the non-
parametric kNN algorithm. Ferraty and Vieu used the nonparametric characteristics of
the kNN algorithm for conducting estimation, classification and discrimination on the
high-dimensional data [5].

2.3 Missing Value Imputation

Missing data are often found in the study of data mining and machine learning. The
learning task with missing data easily leads to low performance [12][25][38]. Although
there are many solutions to deal with missing data, such as missing instance deletion and
missing value imputation, and so on, the kNN based algorithms for missing value im-
putation are the key solutions in real applications [21][23][26][28]. For example, Zhang
et al. proposed a Grey-Based kNN Iteration Imputation (GBKII) method, replacing Eu-
clidean distance in conventional kNN algorithm with the grey-based distance measure,
to improve the performance of kNN algorithm [19]. Recently, Zhang designed to select
the left and right nearest neighbors of missing data for improving the performance of
the previous kNN algorithm [27].

3 Method

In this section, we first introduce some basic concepts used in this paper. And then
the S-kNN method is described. Finally, we give our optimization method to solve the
proposed objective function.

3.1 Notation

Throughout the paper, we denote matrices as boldface uppercase letters, vectors as bold-
face lowercase letters, and scalars as normal italic letters, respectively. For a matrix
X = [xij ], its i-th row and j-th column are denoted as xi and xj , respectively. Also,
we denote the Frobenius norm, the �2-norm, and the �1-norm, respectively, as ‖X‖F =√∑

i ‖xi‖22 =
√∑

j ‖xj‖22, ‖xj‖2 =
√∑n

i x
2
i,j , and ‖X‖1 =

∑
i

∑
j |xi,j |, respec-

tively. We further denote the transpose operator, the trace operator, and the inverse of a
matrix X as XT , tr(X), and X−1, respectively.



kNN Algorithm with Data-Driven k Value 503

3.2 Reconstruction and Locality Preserving Projection (LPP)

Given X = {xi}ni=1 ∈ Rn×d and Y = {yi}mi=1 ∈ Rm×d, where n, m, and d, repre-
sents the number of training samples, test samples, and feature dimension, respectively.
To reconstruct test samples with training samples for obtaining the reconstruction co-
efficient matrix W ∈ Rn×m, we define the following objective function [32][33][34]:

argmin
W

∑
i

∥∥wi
Txi − yi

∥∥ (1)

where wi,j is used to test the correlation between yi and training sample xj . The larger
the value of wi,j , the larger correlation between the i-th test sample and the j-th training
sample. In particular, the case of wi,j = 0 indicates that there is no correlation between
yi and xj .

LPP is a nonlinear subspace learning method [7]. The rationale of LPP is to obtain
an optimal linear transformation W so that the local structures of the original data are
preserved in the new space, i.e., W converts the high-dimensional data X into the low-
dimensional data Y with the following definition:

yj = WTxi, i = 1, 2, · · · , n (2)

To this end, the objective function of LPP can be defined as follows:

min
W

∑
i,j

(WTxi −WTxj)
2
sij (3)

where S is the weight matrix and each element of S is defined by a heat kernel si,j =

exp(
−‖xi−xj‖2

σ )1.
By plugging Eq. (2) into Eq. (3), and some algebraic transformation operations, we

obtain:

1

2

∑
ij

(WTxi −WTxj)
2
sij

=
∑
i

(WTxidijxi
TW)−

∑
ij

(WTxisijxi
TW)

= tr(WTXDXTW)− tr(WTXSXTW)

= tr(WTXLXTW) (4)

where D is a diagonal matrix and the i-th diagonal element of D is defined as di,i =
Σjsi,j . Hence, L = D− S is a Laplacian matrix.

3.3 Approach

We reconstruct test samples Y with training samples X to obtain the linear transforma-
tion matrix W. We expect to map X into the space of Y via W and make the distance

1 σ is a tuning parameter. For simplicity, we set σ = 1 in our experiments.
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between Y and WTX as small as possible. To this end, we employ the least square
loss function [35,36]:

∥∥WTX−Y
∥∥2
F
=

∥∥∥∥ ∧
Y−Y

∥∥∥∥2
F

=
n∑

i=1

m∑
j=1

(yij − ŷij)
2 (5)

where Ŷ is the new representation of X in the space of Y, i.e., Ŷ = WTX. ‖WTX−
Y‖2F represents the reconstruction error. Due to that Eq. (5) is convex, we can easily ob-
tain its global solution W = (XXT )−1XY. However, XXT is not always invertible,
so an �2-norm is often added to remove the issue of invertible. This leads to the ridge
regression:

argmin
W

∥∥WTX−Y
∥∥2
F
+ δ ‖W‖22 (6)

where δ is a tuning parameter. The optimal solution of Eq. (6) can be described as a
closed solution W = (XXT + δI)−1XY, where I ∈ Rn×n is an identity matrix.

The regularization term �1-norm has been proved to generate sparsity, i.e., zero in
the elements of a matrix [30], while studies have shown that the �2-norm did not surely
generate sparse result. In this paper, the element wi,j indicates the correlation between
the i-th test sample and the j-th training sample. We expect that each test sample is only
represented by part of training samples, i.e., many zero elements on each column in W.
Therefore, it makes sense for us to use an �1-norm to replace the �2-norm. Meanwhile,
we also employ the LPP to preserve the local structures of data after the reconstruction
process. To this end, the objective function of the proposed S-kNN method is defined
as follows:

argmin
W

1

2

∥∥Y −WTX
∥∥2
F
+ ρ1tr(W

TXLXTW) + ρ2‖W‖1 (7)

where both ρ1 and ρ2 are tuning parameters. ρ1 is designed to balance the magnitude
between tr(WTXLXTW) and

∥∥Y −WTX
∥∥2
F

. Moreover, the larger the value of ρ1,
the larger the contribution of LPP in Eq. (7). In particular, Eq. (7) shrinks to LASSO
while setting ρ1 = 0.

Different from LASSO, the proposed S-kNN considers preserving the local struc-
tures of data via LPP. Moreover, our S-kNN is used to learn the k value of kNN al-
gorithm. Different from that the conventional kNN algorithms assign the fixed k value
for all test samples or learn the k value for each test sample without considering the
correlation among test samples, the proposed S-kNN algorithm learns the optimal k
value for each test sample via a reconstruction process. During the reconstruction pro-
cess, the proposed method considers the correlation of test samples and training sam-
ples. More specifically, the proposed method considers the correlation of test samples
through generating the k values for all test samples once, and considers the correlation
of training samples through adding the LPP regularization term in the reconstruction
process. Moreover, the proposed S-kNN method is a data-driven method for selecting
the optimal k values.
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3.4 Optimization

Eq. (7) is a convex but non-smooth function. In this work, we solve it by designing a
new accelerated proximal gradient method [37]. We first conduct the proximal gradient
method on Eq. (7) by letting:

f(W) =
1

2

∥∥Y −WTX
∥∥2

F
+ ρ1tr(W

TXLXTW) (8)

ϑ(W) = f(W) + ρ2‖W‖1 (9)

Note that f(W) is convex and differentiable. To optimize W with the proximal
gradient method, we iteratively update it by means of the following optimization rule:

W(t+ 1) = argmin
W

Gη(t)(W,W(t)) (10)

whereGη(t)(W,W(t))=f(W(t))+〈∇f(W(t)),W −W(t)〉+ η(t)
2 ‖W−W(t)‖2F+

ρ2‖W‖1, ∇f(W(t)) = (XXT + ρ1XLXT )W(t) −XŶ
T

, 〈·, ·〉 is an inner product
operator, η(t) determines the stepsize of the t- iteration, and W(t) is the value of W
obtained at the t-iteration.

By ignoring the terms independent of W in Eq. (10), we can rewrite it as follows:

W(t+ 1) = πη(t)(W(t)) = argmin
1

2
‖W −U(t)‖22 +

ρ2
η(t)

‖W‖1 (11)

where U(t) = W(t) − 1
η(t)∇f(W(t)) and πη(t)(W(t)) is the Euclidean projection

of W(t) onto the convex set η(t). Due to the separability of W(t + 1) on each row,
i.e., wi(t+ 1), we update the weights for each row individually:

wi(t+ 1) = argmin
wi

1

2

∥∥wi − ui(t)
∥∥2
2
+

ρ2
η(t)

∥∥wi
∥∥
2

(12)

where ui(t) = wi(t) − 1
η(t)∇f(wi(t)). In Eq. (12), wi(t + 1) takes a closed form

solution [36] as follows:

wi∗ = max{
∣∣wi

∣∣− ρ2, 0} · sgn(wi) (13)

Meanwhile, in order to accelerate the proximal gradient method in Eq. (8), we further
introduce an auxiliary variable V(t + 1) as follows:

V(t + 1) = W(t) +
α(t) − 1

α(t+ 1)
(W(t+ 1)−W(t)) (14)

where the coefficient α(t+ 1) is usually set as α(t+ 1) =
1+
√

1+4α(t)2

2 .
Finally, we list the pseudo of our proposed optimization method in Algorithm 1 and

its convergence in Theorem 1.
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Algorithm 1. Pseudo code of solving Eq. (7).

Input: η(0) = 0.01, α(1) = 1, γ = 0.002, ρ1, ρ2;
Output: W;

1 Initialize t = 1;
2 Initialize W(1) as a random diagonal matrix;
3 repeat
4 while L(W(t)) > Gη(t−1)(πη(t−1)(W(t)),W(t)) do
5 Set η(t− 1) = γη(t− 1);
6 end
7 Set η(t) = η(t− 1);
8 Compute W(t+ 1) = argmin

W
Gη(t)(W,V(t));

9 Compute α(t+ 1) =
1+

√
1+4α(t)2

2
;

10 Compute Eq. (14);
11 until Eq. (7) converges;

Theorem 1. [36] Assume {W(t)} be the sequence obtained by Algorithm 1, then for
∀ t ≥ 1, the following holds

ϑ(W(t)) − ϑ(W∗) ≤ 2γL ‖W(1)−W∗‖2F
(t+ 1)

2 (15)

where γ > 0 is a predefined constant, L is the Lipschitz constant of the gradient of
f(W) in Eq. (8), and W∗ = argmin

W
ϑ(W).

Theorem 1 shows that the convergence rate of the proposed accelerated proximal
gradient method in Algorithm 1 is O( 1

t2 ), where t denotes an iteration number.

3.5 Algorithm

In this paper, we first optimize Eq. (7) to obtain the correlation coefficient matrix W,
aiming to obtain an optimal k value for each test sample. We then use the selected k
to conduct kNN algorithm for different tasks, such as classification, regression, and
missing value imputation. The pseudo of S-kNN is presented in Algorithm 2.

In both the regression task and missing value imputation, the bigger the correlation
between a test sample and its nearest neighbors[29], the larger the contribution of the
nearest neighbors to the test sample. Therefore, this paper proposes a weighted method
for the prediction of both the regression task and missing value imputation task. Specif-
ically, the weighted predictive value of the j-th test sample is defined as:

predictValue weight =

n∑
i=1

(
wi,j
n∑

i=1

wi,j

× ytrain(i)) (16)

where n is the number of training samples, and ytrain(i) represents the true value of the
i-th training sample.
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Algorithm 2. The pseudo of S-kNN algorithm.

Input: X, Y;
Output:
switch task do

case 1
Class labels;

endsw
case 2

Predicted value;
endsw
case 3

Imputation value;
endsw

endsw
1 Normalizing X and Y (When Y is class labels without normalization);
2 Optimizing Eq. (7) to obtain the optimal solution W;
3 Obtaining the optimal k value for test samples based on W;
4 switch task do
5 case 1
6 Obtaining class labels via majority rule;
7 endsw
8 case 2
9 Obtaining prediction value via Eq. (16);

10 endsw
11 case 3
12 Obtaining imputation value via Eq. (16);
13 endsw
14 endsw

On the other hand, in the classification task, the proposed S-kNN algorithm uses the
majority rule of k nearest neighbors of each test sample to predict the class label of each
test sample.

4 Experimental Analysis

We evaluated the proposed S-kNN method in the tasks, such as classification, regression
and missing value imputation, by comparing with the state-of-the-art kNN algorithms.
Note that the classification tasks included binary classification and multi-class classifi-
cation.

4.1 Experimental Setting

In our experiments, we regarded the standard kNN algorithm (with k = 5) as the first
comparison algorithm. The second comparison algorithm is Eq. (7) with the setting
ρ1 = 0, i.e., via LASSO learning different k values for test samples. We called this
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algorithm LASSO based kNN algorithm, L-kNN for short, with which we would like
to show the importance of preserving the local structures of data.

The used datasets came from UCI [1], LIBSVM [3] and the website2. We conducted
experiments on four datasets for classification, regression, and missing value imputa-
tion, respectively. We coded all algorithms with MATLAB 7.1 in windows 7 system. We
conducted experiments by10-fold cross-validation method. In this way, we repeated the
whole process 10 times to avoid the possible bias in our experiments.

We used classification accuracy as the evaluation for the classification task. The
higher accuracy the algorithm is, the better the performance of the classification is.

We employed Root Mean Square Error (RMSE) [31] and correlation coefficient to
evaluate the performance of both regression analysis and missing value imputation.
Note that there are not missing values in the original datasets, we randomly selected
some independent values to be missed according to the literatures on missing value
imputation [27].

RMSE is defined as the square root of predicted value and the ground-truth. Its for-
mula is as follows:

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)
2 (17)

where yi indicates the ground-truth, ŷi indicates the predicted value. Obviously, the
smaller the RMSE is, the better the algorithm is.

Correlation coefficient indicates the correlation between prediction and observation.
The range of correlation coefficient is between +1 and -1 inclusive, where 1 is total
positive correlation, 0 is no correlation, and -1 is total negative correlation. Generally,
the larger the correlation coefficient is, the more accurate the prediction is.

4.2 Results

In this section, we compared the performance of the proposed S-kNN algorithm to two
comparison algorithms on real datasets, in terms of three tasks, such as classification,
regression, and missing value imputation.

Classification Results. We summarized the classification accuracy results of all algo-
rithms in Table 1. As shown in Table 1, we had the following observations:

– The proposed S-kNN algorithm outperformed the comparison algorithms, such as
L-kNN and kNN. More specifically, the proposed S-kNN algorithm averagely im-
proved by 5.97% and 16.32%, respectively, than the L-kNN algorithm and the kNN
algorithm, in terms of classification accuracy.

– The S-kNN algorithm performed better than the L-kNN algorithm because the pro-
posed S-kNN method used the LPP regularization term to preserve the local struc-
tures of data. In particular, the proposed method improved by 11.48% than the
L-kNN, on Heart dataset. Both the S-kNN and the L-kNN outperformed the kNN
algorithm. This indicates that using different k values in kNN algorithm (such as

2 http://www.cc.gatech.edu/˜lsong/code.html

http://www.cc.gatech.edu/~lsong/code.html
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Table 1. Comparison of classification accuracy

Dataset kNN L-kNN S-kNN

Cleveland 0.7048 ± 0.0029 0.7619 ± 0.0030 0.8048 ± 0.0038
Ionnosophere 0.6743 ± 0.0031 0.8286 ± 0.0025 0.8571 ± 0.0025

Heart 0.5381 ± 0.0031 0.6741 ± 0.0033 0.7889 ± 0.0043
Seeds 0.8048 ± 0.0033 0.8714 ± 0.0015 0.9238 ± 0.0011

Table 2. Comparison of RMSE

Dataset kNN L-kNN S-kNN

Mpg 3.8080 ± 0.4417 3.5909 ± 0.3662 3.4693 ± 0.3158
Triazines 0.1477 ± 0.0017 0.1357 ± 0.0016 0.1242 ± 0.0013

Concreteslup 0.0176 ± 0.000036 0.0151 ± 0.000033 0.0139 ± 0.0000339
Bodyfat 0.000021± 3.7921e-09 0.000014 ± 3.3355e-09 0.000013 ± 3.8892e-09

the S-kNN algorithm and the L-kNN algorithm) can achieve better classification
performance than the method with fixed k value for all test samples, such as the
conventional kNN algorithm.

Regression Results. We summarized the results of RMSE and correlation coefficient
in Tables 2 and 3, respectively.

From Tables 2 and 3, we found that our proposed S-kNN achieved the best per-
formance in terms of both RMSE and correlation coefficient, followed by L-kNN and
kNN. In the evaluation of RMSE, the proposed S-kNN averagely reduced by 0.0915
and 0.0336 than the L-kNN and the kNN, on four datasets. In particular, the proposed
S-kNN algorithm made the most improvement on Mpg dataset, i.e., reduced by 0.1216
and 0.3387, than the L-kNN and the kNN. In terms of correlation coefficient, the pro-
posed S-kNN averagely increased by 3.66% than L-kNN, and by10.42% than the kNN,
on four datasets. Moreover, the proposed method achieved the maximal increase on
Triazines dataset, i.e., 8.8% compared to the L-kNN and 22.85% compared to the kNN.

Based on the results on regression analysis in our experiments, we can know: On
one hand, it is reasonable for the proposed method to take the local structures of data
into account in regression analysis. On the other hand, using different k values in kNN
algorithm is practical. Moreover, the k values should be learnt from the data.

Table 3. Comparison of correlation coefficient

Dataset kNN L-kNN S-kNN

Mpg 0.8865 ± 0.0019 0.8978 ± 0.0014 0.9076 ± 0.0011
Triazines 0.4256 ± 0.0148 0.5661 ± 0.0123 0.6541 ± 0.0106

Concreteslup 0.6606 ± 0.0312 0.7719 ± 0.0249 0.8194 ± 0.0195
Bodyfat 0.9846 ± 0.000081 0.9918 ± 0.000044 0.9930 ± 0.000043
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Table 4. Comparison of RMSE

Dataset kNN L-kNN S-kNN

Abalone 2.3894 ± 0.1019 2.1261± 0.1360 2.0850 ± 0.1207
Housing 5.2228 ± 1.2315 3.8666 ± 0.2108 3.7948 ± 0.2175
Pyrim 0.0673 ± 0.0002 0.0492 ± 0.0003 0.0484 ± 0.0003

YachtHydrod 10.5379 ± 3.0492 10.1437 ± 2.6463 9.4637 ± 3.2310

Table 5. Comparison of correlation coefficient

Dataset kNN L-kNN S-kNN

Abalone 0.6499± 0.0008 0.7282 ± 0.0024 0.7376 ± 0.0021
Housing 0.8285 ± 0.0004 0.9142 ± 0.0004 0.9197 ± 0.0003
Pyrim 0.8283 ± 0.0079 0.9140 ± 0.0025 0.9201 ± 0.0022

YachtHydrod 0.7200 ± 0.0044 0.7948 ± 0.0039 0.8162 ± 0.0034

Imputation Results. We summarized the RMSE and the correlation coefficient, re-
spectively, of the results of missing value imputation on all algorithms in Tables 4
and 5.

From Tables 4 and 5, we found that our proposed S-kNN achieved the best perfor-
mance in terms of RMSE and correlation coefficient, followed by L-kNN and kNN.
Regarding the case that the proposed S-kNN outperformed L-kNN, we knew that the
preservation of local structures of data is necessary on missing value imputation with
kNN algorithm. By comparing the S-kNN and the L-kNN with the kNN, we found that
learning the optimal k value in kNN algorithm is feasible and useful.

In a word, according to the results on three learning tasks, we can make the following
conclusion: it might be reasonable to use varied k values in kNN algorithm in real
applications, while the optimal k values should be learnt from the data, i.e., the data-
driven k value in kNN algorithm.

5 Conclusion

In this work, we have proposed a new kNN algorithm by replacing the fixed k value for
all test samples by learning the optimal k value for each test samples according to the
distribution of data. To achieve this, we reconstructed test samples by training samples
to obtain sparse correlation between each test sample and training samples. Moreover,
the sparse correlation decided the k value for each test sample. Furthermore, we used the
new kNN algorithm to conduct three learning tasks, such as classification, regression,
and missing value imputation. The experimental results on real datasets verified the
benefit of the proposed method, by comparing with the state-of-the-art kNN algorithms.
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Abstract. We present an algorithm for selecting support vector machine’s me-
ta-parameter value which is based on ideas from topology potential of data field. 
By the optimal spatial distribution of topological potential corresponding to 
minimum entropy potential, it searches so smart that the optimal parameters can 
be found effectively and efficiently. The experimental results show that it can get 
almost the same effectiveness with the exhaustive grid search under an order of 
magnitude lower computational cost. It also can be used to automatically identify 
kernels and other parameter selection problem. 

Keywords : Data field, Topology potential, Potential entropy, Support vector 
machine, Parameter selection. 

1 Introduction 

Support Vector Machines (SVM) are supervised learning models proposed by Corinna 
Cortes and Vapnik in 1995(Cortes and Vapnik 1995). As the generalization capability 
independent of the input feature dimensions, which overcomes the “curse of dimen-
sionality”, SVMs has a very profound impact in the field of data mining and machine 
learning(Wu, Kumar et al. 2008). But there are three potential drawbacks of SVMs: 
Uncalibrated class membership probabilities, multi-class SVM and parameters of a 
solved model (Wikipedia 2014). For the last problem, we presents a parameter select-
ing algorithm based on topology potential of data field. By the most rational distribu-
tion of topology potential in the sense of uncertainty, it effectively and effectively 
guide the parameter space scaling towards the optimal or near-optimal selecting.  

At present, there is no uniform method for SVM’s parameter recognition. The most 
common and reliable approach to parameter selection is to do exhaustive grid search 
over the whole search space now. Unfortunately, it may result in a large number of 
evaluations and unacceptably long run times. Although heuristic algorithms such as 
genetic algorithms and particle swarm etc. could get the feasible solution without tra-
versal, the result is unstable and easy to fall into local extreme points. The vast major-
ity methods use N-fold cross-validation(Kohavi 1995) as the assessment of model 
performance. 

Our method is to start with a very coarse gird covering the whole parameter space 
and iteratively refine both the grid resolution and search boundaries, keeping the 
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scaling to warding regions with high performance and high topology potential values. 
The results shows that there is 97.02% similarity between topology potential-based 
approach and grid method, whereas the presented algorithm required only seventh in 
computation cost. It has a strong practical value in many field, such as kernel selecting 
and other parameter selecting case.    

2 Fundamental 

2.1 Topology Potential of Data Field 

With the development of field theory, ”field” is not only a physical terms, but rather as 
an abstract mathematical concept, which can be used to describe the distribution of 
physical or mathematical function in space. Inspired by field theory, data field intro-
duces interaction between material particles and field description method into abstract 

number field space. Let { }1 2, ,... nD x x x=
 
be a data set with n objects in space x , 

where ( )1 2, , ..., ', ( 1, 2, ..., )i i i ipx x x x i n= = , then each object is equivalent to a 

particle with a certain quality in a p-dimensional space. There is a data field in the entire 
space, and any object in the field will be affected by the associative action of other 
objects(Wang, Gan et al. 2011). 

In data field, the field generated by static data can be regarded as a stable active field. 
It can use a vector intensity function or scalar potential function to describe the spatial 
distribution of data fields. Because the scalar computation is more simple and intuitive 
than vector computation, so the scalar potential function is chosen to describe the 
properties of data field. 

In principle, any function who meets the standard morphology of data field poten-
tial function can be used to define the data field(Wang, Gan et al. 2011). They can be 
divided into two categories: long-range field potential functions and short-range field 
potential functions. The potential value of short-range field decays slower with distance 
than long-range field function, which is more suitable to describe the interaction be-
tween data objects. The most commonly used nuclear field potential function is defined 

as follow: , where,  represents the field source strength, 

which can be regarded as the quality of data object; ( )0,σ ∈ ∞  used to control the 

interaction range between objects, called impact factor; k N∈  is the distance index. 

So the superposition potential value of data field at any point x∈Ω  in space can be 

expressed as ( ) ( ) ( )
2

1 1

ix x
n n

D i i
i i

x x x m e σϕ ϕ ϕ
⎛ − ⎞

−⎜ ⎟⎜ ⎟
⎝ ⎠

= =

⎛ ⎞
⎜ ⎟= = = ×
⎜ ⎟
⎝ ⎠

∑ ∑ , where ix x−  

represents the distance between the object ix  and location x. 

( )
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⎝ ⎠= × 0m ≥



 Topology Potential-Based Parameter Selecting for Support Vector Machine 515 

2.2 Parameters of Support Vector Machine 

The selecting of kernel parameters and penalty factor C  has a significant impact on 
the results of SVMs. How to choose them becomes difficulties. The first problem is how 
to evaluate the parameter’s performance. The N-fold cross-validation(CV)(Kohavi 
1995) is the most commonly used method. It converts the original data into some smaller 
subsets, part as training sets and the other part as test sets. Firstly, the training sets was 
used to train classifiers, then obtained generated model was tested with test sets, finally, 
the test accuracy is used to as evaluation index of classification performance. 

Unfortunately, there is no uniform solution on the selecting of SVM’s optimal pa-
rameters internationally. Grid search is still the most common and reliable approach, 
which can find the highest classification accuracy in sense of CV within whole pa-
rameter space. But even grid searches with middling resolution could lead to lots of 
evaluations and unbearable long run times. In large-scale search, it is more inclined to 
use heuristic optimization algorithm, such as genetic algorithms(Wu, Tzeng et al. 
2009), particle swarm algorithms(Guo, Yang et al. 2008) etc., which can get the fea-
sible solution without traversal. But the results of such heuristic algorithm is unstable 
and easy to fall into local extreme point.  

In many cases, there are more than one parameter setting could achieve the highest 
verification classification accuracy. To avoid over fitting, it often choose the setting 

with the smallest C  as the optimal choice. If there is a test set, these setting may be 
tested separately, the parameter setting with the highest test accuracy will be the op-
timal value. 

2.3 Parameter Selecting by Minimizing Topology Potential 

The spatial distribution of data field is mainly depends on the impact radius

, which describe the interaction between objects, which has 

little relationship with the specific morphology of potential function or distance index 
k. For given potential function from, the setting of  will have a huge impact on the 
spatial topology of potential field(Wang, Gan et al. 2011). Too small or too large σ  

are not well reflect the intrinsic distribution relationship of data. 
From the view of information theory, potential entropy can be used to measure the 

uncertainty of original data distribution. When each object’s potential value is the 
same, this source data distribution means the maximum uncertainty and potential en-
tropy. Conversely, if the potential value is very asymmetric, it means the minimal 

uncertainty and potential entropy. Let  be the potential value of  

data object 1 2, ,..., nx x x , then the potential entropy is defined as

, where  is the normalization factor. The nature  
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of potential entropy minimizing is a single-value nonlinear optimization problem. 
There are many existing standard algorithms to solve it, such as simulated annealing 
etc. The obtained impact factor value is the best setting, which give the most reasonable 
potential field distribution. 

According to the superposition principle of data field, if the intensity of data dis-
tribution is the same, the region nearby high quality data object will have higher po-
tential values, the quality of data object nearby maximum potential value is also the 
largest. It means that the potential can reflect the quality distribution of data objects 
and be used as an estimation of population distribution. Figure 1 shows the compari-
son of SVM’s performance and topology potential simulation on ‘zoo’. Left is the 3D 
graph of SVM model performance, the right is the surface of optimal potential dis-
tribution. It is not difficult to find that the topology potential of data field establishes a 
reasonable smooth population estimation of SVM’s performance. This method not only 
can effectively and smoothly capture various trend of SVM’s performance, but also 

only requires ( )2o n  time complexity. 

 

Fig. 1. 3D simulating of data field 

Frist, our algorithm evaluates the cross-validation model performance of some pa-
rameter in a very coarse sampling covering the whole search space; and then it calcu-
late the optimal topology potential value of data field at grid intersections; finally, it 
scales the parameter range at center of points with maximum potential value and 
samples with maximum CV accuracy. This process can be iterated several times until 
meets termination condition. In last sampling, the sample point with the highest CV 
accuracy is the optimal meta-parameter setting. The algorithm flow chart is shown in 
figure 2. 
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Fig. 2. Algorithm flowchart 

This algorithm uses a combination sampling pattern of a standard N-parameter 

three-level { }1,0, 1− +  with and N-parameter two-level { }1 2,1 2−  form De-

sign of experiments(Montgomery 2008). Figure 3 shows the 13 samples including 
boundary extremes and key points in two-parameter case. This sampling pattern covers 
the whole parameter space in a simple and effective way, and the samples includes 
boundary extremes and key points. It keeps the number of samples at each iteration 
roughly constant, and easily extended to different dimensional case. 

Each sample point is equivalent to a particle with CV accuracy quality in parameter 
space. There is a data field in whole space, and any object in field was influenced by 
other objects’ associative action. In optimal data field, the parameter space can be 
scaled at the center of samples with the highest CV accuracy and points with maximum 
topology potential. First, these two types of extreme points exclude best samples 

without minimum C  are projected on every parameter dimension; then, on the pro-
jection direction, if these two types of extreme points is close to each other, parameter 
range is folded at the center of these points; if they are far apart, parameter range is 
halved around samples closest to points with maximum potential value; finally, if there 
are multiple samples meet conditions, it takes the median of these points as shrinkage 
center. When new range extends outside the initial range, the center point is the point 
closest to the best point where the new range is contained in the initial range. The 
algorithm itself is independent of the number of parameters in search space, so it scales 
naturally to different number of parameters required for different kernel. All evaluated 
parameter values and their CV accuracy will be saved, and it will directly use the stored 
value without re-calculation. In our algorithm, the grid resolution is doubled, but it 
might be increased by other factor. 

 



518 Y. Lin et al. 

 

Fig. 3. DOE sampling pattern 

3 Experiments and Analysis 

3.1 Dataset and Experiment Environments 

The 23 datasets used in the experiments is from UCI Machine Learning Repository(K 
and Lichman.M 2013). They are the most popular datasets in the data mining and 
machine learning field, which are: balance, breast, dna, german, glass, heart, iono-
sphere, iris, landsat, letter, liver, msplice, musk, pima, segment, sonar, spambase, ve-
hicle, vote, waveform3, wine, wpbc, and zoo. In experiments, each dataset was divided 
into training dataset and test dataset with the ration of 3:1, which are normalized to  
[0, 1]. Table 1 shows the important factor of experiment environments. 

Table 1. Experiment Enviorment 

Computers HP xw6600 Workstatoion 

Operation System Windows 7 Ultimate 

Software Platform Matlab R2012a 

Toolbox LIBSVM-3.18 

3.2 Results of Topology Potential Algorithm 

To many various problems, the Gaussian kernel could get impressive results. For all 
experiments in this paper, it utilized Gaussian kernel for modeling with  
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{ }2log 5,15C∈ −  and { }2log 15,3γ ∈ − . The potential value calculating was done 

with twenty samples per parameter with uniform resolution in 2log  space. 

Figure 4 (a) ~ (e) shows the progress of 5 iterations on “liver” dataset by topology 
potential method. In each subfigure, the blue hollow circle means the evaluated sam-
ples, in which the magenta “* “ marked the new evaluation samples in current iteration, 
magenta mogen david and “*” labeled points with maxima potential value and the 
samples with great CV accuracy individually, 3D contour shows the trends of potential 
value, blue lines marks new range. The final selected parameter is the point with blue 
circle and magenta “*” inside in the last figure. It is clear that overall selecting process 
is effective along the direction of high performance. The algorithm not only divided a 
reasonable new area in current range, but also make it out of current range sometimes, 
which effectively avoided missing the optimal in the process of parameter selecting. 

Though the topology potential-based algorithm could efficiently shrink the param-
eter range, it becomes lack of flexibility in “flat” regions. Figure 4 (f) ~ (j) shows the 
results on “wbpc” dataset. If the “flat” area be identified earlier, it may identify the 
optimal faster. 

3.3 Results of Grid Search 

To further analysis, we compared the quality of final result and cost of topology po-
tential algorithm with the standard grid search method using LIBSVM(Chang and Lin 
2011) and other setting. Table 2 lists the final parameter settings, the number of model 
evaluation and predict performance by two different methods. The grid search sam-
pled 20 points per dimension, for 400 points in two-dimensional space. The “acc” 
item records the real optimal test accuracy of samples with the highest CV accuracy. 

Table 2. Results 

dataset Topological potential Grid 

2log C 2log γ  
#fun acc 

2log C  2log γ  
#fun acc 

balance 12.2862 -7.051 65 98.7261% 12.8947 -7.4211 400 99.3631% 

breast 4.8849 -6.1036 65 70% 1.3158 -4.5789 400 72.8571% 

dna 3.7993 -4.9194 65 97.2% 1.3158 -4.5789 400 97.2% 

german 14.0625 -14.7188 45 75.6% 15 -15 400 75.2% 

glass 5.5592 -1.4704 65 1.85185% 1.3158 0.15789 400 0% 

heart 1.8092 -4.4309 65 84.2105% 9.7368 -5.5263 400 75% 

iono-

sphere 

-0.29605 -1.4704 65 71.5909% 0.26316 -1.7368 400 71.5909% 

iris 3.5855 -0.21217 65 81.5789% 3.4211 0.15789 400 78.9474% 

landsat 2.2862 -11.2549 55 70.2% 2.3684 -11.2105 400 70.25% 

letter 4.2105 -5.7928 60 93.12% 3.4211 -5.5263 400 92.96% 
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Table 2. (continued) 

liver 10.5263 -15 63 74.7126% 9.7368 -15 400 75.8621% 

msplice -1.5789 -6.5921 65 95.3401% 0.26316 -4.5789 400 95.7179% 

musk 2.7961 -15 65 100% 1.3158 -15 400 100% 

pima 9.6053 -7.0066 60 77.0833% 12.8947 -10.2632 400 77.6042% 

segeme

nt 

8.5526 -12.9572 60 88.5813% 6.5789 -12.1579 400 88.4083% 

sonar 5.1316 -2.8026 65 34.6154% 5.5263 -2.6842 400 34.6154% 

spamba

se 

12.0888 -14.7188 55 80.5387% 12.8947 -15 400 80.278% 

vehicle 12.5987 -5.5559 60 85.8491% 12.8947 -5.5263 400 86.3208% 

vote 3.8158 -3.5132 65 89.9083% 3.4211 -2.6842 400 92.6606% 

wave-

form3 

1.7105 -11.4474 60 87.2% -1.8421 -5.5263 400 86.96% 

wine 11.2829 -15 55 26.6667% 11.8421 -15 400 26.6667% 

zoo 0.98684 -3.6908 65 84.6154% 0.2632 -2.6842 400 84.6154% 

3.4 Observations 

Obviously, topology potential-based method is on par with grid search on perfor-
mance. The t-test proved that the final accuracy results of these two approaches had 
comparable accuracy with 97.02% probability. But the topology potential-based 
method used 5 iterations and no more than 65 samples to find the parameter values, 
which requires only nearly one-seventh cost of gird search. It is interesting to find that 
optimal parameter values by presented approach may differ widely from that found in 
grid search, such as the ‘pima’ dataset. 

4 Summary 

We have presented an approach based on topology potential that can reliably find 
excellent parameter values for SVM with relatively little cost. Using the topology 
potential-based algorithm for a good start point and other gradient-descent method for 
local search, it should be able to get a better parameter values. 

The topology potential establishes a reasonable rough model of SVM’s performance 
distribution by several limited discrete points’ performance. It uses a continuous  
single-values potential function about location to reflect parameter’s assessment per-
formance, and minimum potential entropy for the most reasonable potential field dis-
tribution. Additionally, the contour of topological potential can vividly show the data 
field’s distribution in low dimension space. This approach not only be a good choice 
for SVM’s parameter selecting, but also be extended to other parameter selection 
problems. 
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Fig. 4. Selecting process 
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Abstract. Multi-label classification, where each instance is assigned
with multiple labels, has been an attractive research topic in data mining.
The annotations of multi-label instances are typically more difficult and
time consuming, since they are simultaneously associated with multiple
labels. Therefore, active learning, which reduces the labeling cost by ac-
tively querying the labels of the most valuable data, becomes particularly
important for multi-label learning. Study reveals that methods querying
instance-label pairs are more effective than those query instances, since
for each sample, only some effective labels need to be annotated while
others can be inferred by exploring the label correlations. However, with
the high dimensionality of label space, the instance-label pair selective
algorithm will be affected since the computational cost of training a
multi-label model may be strongly affected by the number of labels. In
this paper we propose an approach that combines instance sampling with
optimal label subset selection, which can effectively improve the classifi-
cation model performance and substantially reduce the annotation cost.
Experimental results demonstrate the superiority of the proposed ap-
proach to state-of-the-art methods on three benchmark datasets.

Keywords: Multi-label learning, Active learning, Sampling, optimal la-
bel subset, Data mining.

1 Introduction

In many machine learning applications, we have plenty of unlabeled data but
few labeled data. While labeling is usually expensive since it requires the partici-
pation of human experts, training an accurate model with as few labeled data as
possible becomes a challenge of great significance. Active learning, which aims on
conducting selective instance labeling and reducing the labeling effort of training
good prediction models, is a leading approach to this goal [1].

The traditional supervised classification problem is concerned with learning
from examples associated with only one label. However, many real-world ap-
plications often involve the scenario where each instance can be assigned with
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multiple labels. For example, in text categorization, a news document could cover
several topics such as sports, London Olympics, ticket sales and torch relay. In
social network, a micro-blog can be affixed to the plurality of tags, such as news,
economy, entertainment, etc. Similarly, in image annotation, one image can be
tagged with a set of multiple words, such as urban, building, and road, which in-
dicate the contents of the image [2–4]. Multi-label learning is a framework which
deals with such objects [5]. To label the instance, the annotator must consider
every possible label for each instance, even if the positive labels are sparse. In
general, the biggest challenge in multi label learning is large output space. With
the increase of label space, the quantities of category label set will be exponen-
tial growth in output space. Obviously, the labeling process is significantly more
expensive and time consuming than single-label problems. Thus, active learning
under the multi-label framework has attracted more and more attention.

Despite the value and significance of the problem, studies on multi-label ac-
tive learning remain in a preliminary state. Most of the active learning researches
have focused on the single-label classification problem [6, 7]. The sample selec-
tion strategies strictly follow the assumption that each instance has only one
label, which are not directly well applicable in multi-label cases, since instance
selection decisions in multi-label cases should be based on all labels. A direct
way to tackle active learning under multi-label setting is to decompose it into a
set of binary classification problems, i.e., each category/label is independently
handled by a binary active learning algorithm [8, 9]. Existing multi-label active
learning works, such as [10–12], measure the informativeness of an unlabeled in-
stance by treating all labels in an independent way. However, these approaches
do not take into account the inherent relationship among multiple labels. To deal
with the problem, literature [13] develops a two-dimension active learning algo-
rithm that selects sample-label pairs, which considers both instance and label
dimension. Specifically, in each iteration, human annotators are only required to
annotate/confirm a selected part of labels of selected samples while the remain-
ing unlabeled part can be inferred according to the label correlations. Although
the approach achieved good performance, with the increasing size of sample and
label dimension, the learning space will become especial large. Thus the training
process is complicated and time consuming.

In this paper, we propose a multi-label active learning classification method,
which is called MUSLAP (Max-margin Uncertainty Sampling with Label-set
Push). Different from approaches above, this method combines a max-margin-
based uncertainty sampling strategy with transductive optimal label set selec-
tion that effectively assigns instance multiple labels, which most possibly re-
quire annotations by oracles. It considers both the instance and label dimen-
sion. An intuitive explanation of this strategy is that both instance and label
redundancies exist for multi-label classification. The contributions of different
labels to minimizing the classification error are different due to the inherent
label correlations. Therefore, annotating an optimal label subset with selected
instance provides sufficient information for training the classifiers. Though, dif-
ferent from the approach [13], in each iteration our method queries one instance
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with suitable label set which is more efficient. Using the idea of batch-mode, the
learning rate is greatly improved and the strategy can significantly reduce the
required human labor under the same number of queries.

2 Related Work

In single-label classification, active learning is an effective method of reducing
labeling effort and cost while training a high-quality prediction model. Given a
large pool of unlabeled instances, the active learner iteratively selects the most
informative instances for an oracle to label. Numerous widely used sampling
strategies are available in the literature. Among them, one of the most com-
monly used is uncertainty sampling [14], in which an active learner iteratively
labels the unlabeled data on which the current hypothesis is most uncertain.
Another popular strategy is expected-error reduction [15], which aims to label
data to minimize the expected error on the unlabeled data. It typically requires
expensive computational effort on estimating the expected error because each of
the unlabeled data has to be evaluated. Besides, many other selection criteria
are commonly used. For example, diversity measures how different an instance
is from the labeled data [16], density measures the representativeness of an in-
stance to the whole data set [17], and so on. There are also some other approaches
trying to consider different criteria simultaneously [18, 19].

However, active learning for multi-label classification is still in its infancy.
Most multi-label active learning methods decompose multi-label classification
into a set of binary classification problems and perform instance selection by
each binary classifier independently without considering the label correlation of
sample. The literature [10] uses a simple extension of the uncertainty sampling
strategy. It decomposes the multi-label classification problem into several binary
ones using the one-versus-all scheme and selects the instance that minimizes the
smallest support vector machine (SVM) margin among all binary classifiers. In
literature [8], an SVM active learning method is proposed for multi-label im-
age classification. The method selects unlabeled data that have the maximum
mean loss value over the predicted classes (MML). The multi-label classification
problem is also considered as several binary classification tasks. A threshold of
loss value is estimated for each binary classifier and is then used to decide the
predicted classes for unlabeled data. Literature [11] presents a strategy called
maximum loss reduction with maximal confidence (MMC), which uses a multi-
class logistic regression to predict the number of labels for an unlabeled instance
and then computes the MMC measure by summing up the losses from SVM clas-
sifiers on all labels. Different from the studies on the aforementioned methods,
literature [12] exploits a multi-label boosting classification method and tests nu-
merous strategies that conduct instance selections by combining measures from
each class in an unequally weighted manner. In addition, several other multi-
label active learners consider selecting both instance and labels for annotations.
For example, literature [13] develops a two-dimensional active learning algo-
rithm that selects sample-label pairs to minimize the Bayesian classification error
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bound. Literature [20] develops a multi-label multiple-instance active learning
approach that selects both an image example and a level of annotation to re-
quest. Besides, similar to active learning, the semi supervised/transductive multi
label learning method is also based on mining information of unlabeled data,e.g.
literature [21] estimates the label sets of the unlabeled instances effectively by
utilizing the information from both labeled and unlabeled data.

3 Max-Margin Multi-label Active Learning with Label
Set Push

3.1 Multi-label SVM Classification

Our method uses the multi-label SVM for active learning because of its usefulness
and effectiveness. Multi-label SVM uses the one-versus-all method to combine
predictions of multiple binary SVM classifiers. We let D = {x1, · · · , xn} denote
the entire dataset, which consists of n instances (xi ∈ Rd), where xi is the input
feature vector for the i-th instance and y = {y1, · · · , yn} is the label set of the
entire dataset, where yi ⊆ LC denotes the set of multiple labels assigned to
xi. Here, LC = {l1, · · · , lk} is the set of all possible label concepts. The j-th
component of yi corresponds to the output of j-th binary SVM. Given D, each
class is separated from all other classes by a binary SVM classifier. Thereafter,
k binary SVM classifiers are obtained in total. i-th(i = 1, · · · , k) classifier can
be written as 〈w∗

i , x〉+b∗i = 0. w∗
i and b∗i can be computed as follows:

min Φ(wi) =
1

2
‖wi‖2 + C

m∑
j=1

ξji

subject to yji(〈w∗
i , x〉+ bi) ≥ 1− ξji, ξji ≥ 0, ∀i (1)

where {ξji} are the slack variables and C is the parameter controlling the trade-
off between function complexity and training error.

3.2 Problem Formulation

In this study, we consider pool-based active learning, which appears to be the
most popular scenario for applied research in active learning. The dataset in-
cludes both labeled and unlabeled instances. We assume that, without loss of
generality, the first nl instances within D are labeled by {y1, · · · , ynl

}. For conve-
nience, we also denote L = {1, · · · , nl} as the index set for the labeled instances
and U = {nl+1, · · · , n} for the unlabeled instances (n = nl+nu). We aim to de-
sign multi-label active learning strategies for learning a satisfactory multi-label
SVM classification model with fewer labeled instances and finding an optimal
label set yi for each unlabeled selected instance xi, thereby leading to lower la-
beling cost. We will first use a multi-label uncertainty sampling strategy from
the perspective of label prediction and then employ the transductive multi-label
classification method to select the most likely label set for the oracle to annotate.
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3.3 Max-Margin Uncertainty Sampling

Uncertainty sampling is one of the simplest and most effective active learning
strategies used in single-label classification. The central idea behind this strategy
is that the active learner should query the instance that the current classifier is
most uncertain about. Notably, the training processes of multi-label and multi-
class classifications via the one-versus-all scheme are exactly the same; however,
the prediction values produced by the multiple binary classifiers over the same
instance are relevant to each other. Literature [22] argues that the prediction
values of binary SVM classifiers trained using the one-versus-all scheme for multi-
label classification are directly comparable as well.

We use the max-margin uncertainty sampling method first proposed in lit-
erature [23] and proven to be effective. The method uses a global separation
margin between the groups of positive and negative label prediction values to
model the prediction uncertainty of an instance under the current multi-label
SVM classifiers. Given the multi-label SVM classifier F = [f1, · · · , fk], the pre-
dicted label vector ŷi of an unlabeled instance xi can be determined by the sign
of the prediction values, such as ŷik = sign(fk(xi)). The separation margin over
instance xi can then be defined as follows:

sep−margin(xi) = min
t∈ŷ+

i

ft(xi)− max
s∈ŷ−

i

fs(xi)

= min
t∈ŷ+

i

|ft(xi)|+ min
s∈ŷ−

i

|fs(xi)| (2)

where ŷ+i and ŷ−i denote the sets of predicted positive and negative labels, re-
spectively.

The instance that has the smallest separation margin should be the most
uncertain instance under the current classification model. A global multi-label
uncertainty measure as the inverse separation margin can then be defined as
follows:

u(x) =
1

sep margin(x)
(3)

3.4 Transductive Label Set Selection

After the max-margin uncertainty sampling, we obtain the instances with the
most uncertainty, which will be annotated. For each selected instance, only a few
effective labels have to be annotated and the others can be inferred by exploring
the label correlations. Thus, we employ a simple and efficient method [21] to
determine an optimal label set yi for unlabeled instance xi, which improves the
performance of multi-label classification by exploiting both labeled and unlabeled
data.

First, the label concept composition for a multi-label instance is defined as fol-
lows. Suppose that we have a multi-label instance xi and its label set yi contains
a set of multiple label concepts. Formally, we denote the concept composition for
instance xi as αi = (αi1, αi2, · · · , αik)

T, where αij represents the fraction of label
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concept lj in instance xi. Here, we assume that αij � 0 and αi
T1 = 1(∀i). In a

labeled training instance, all label concepts in its label set have equal weights or
importance for concept composition, i.e., the ground-truth concept composition
ᾱi = (ᾱi1, · · · , ᾱik)

T for a labeled instance xi, which is defined as follows:

ᾱij =

{ 1
|yi| , if( lj ∈ yi),

0, otherwise.
(i ∈ L) (4)

We assume that the optimal estimation of concept compositions should have
the property of smoothness, i.e., similar instances should have similar concept
compositions within their label sets. If an unlabeled instance xi is similar to a
labeled instance xj , the αi should be similar to αj = ᾱj . Moreover, if two unla-
beled instances are similar to each other, their concept compositions should also
be similar. Thus it is deemed that we need estimate the concept compositions
for all the unlabeled instances jointly/simultaneously in order to find optimal
solutions on all the unlabeled data. Our method builds a weighted neighbor-
hood graph G = (V,E) on both labeled and unlabeled instances to characterize
the relationship between similar instances. After the k nearest neighbor (kNN)
search, we define a sparse matrix W indicating the similarities among neighbor-
ing instances, as follows:

Wiz =

{
1
Zi

exp
(
− ‖xi−xz‖2

2σ2

)
, if z ∈ Ni,

0, otherwise.
(5)

where Ni is the index set of the kNN of i-th instance. Typically, ‖ · ‖ refers
to the Euclidean distance. Parameter σ is empirically estimated as the average

distance between instances. Zi =
∑

z∈Ni
exp

(
− ‖xi−xz‖2

2σ2

)
.

Based on the smoothness assumption above, the following general optimiza-
tion framework is used to estimate the optimal alpha values for unlabeled in-
stances:

min
αnl+1,··· ,αn

∑
i∈U

k∑
j=1

(
αij −

∑
z∈Ni

Wizαzj

)2

s.t.
αij ≥ 0,

∑k
j=1 αij = 1

αij = ᾱij(∀i ∈ L)

(6)

here the ᾱij is defined as Eq.4.
After solving the optimization problem in Eq.6, we have already derived the

optimal alpha values for any unlabeled instance xi. A sorted list of all potential
labels for xi can be found by ranking all candidate labels using their alpha values
in a descending order. Thereafter, we predict the number of labels that should
be predicted into the label set of xi using both labeled and unlabeled data. We
let θi denote the number of labels in the label set for instance xi. The θi values
on the labeled instances are fixed according to the ground truth of their label
sets, s.t. θi = |yi| (∀i ∈ L). For unlabeled data, the number of labels should be
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a non-negative integer, here we can relax the θi ∈ R and θi ≥ 0(i ∈ U). Then,
the optimal θi values can be solved using the following optimization problem.

min
θ1,··· ,θn

∑
i∈U

(
θi −

∑
z∈Ni

Wizθz

)2

s.t. θi = |yi| (∀i ∈ L)

(7)

The overall multi-label active learning with label set selection procedure is
described in Algorithm 1. First, a subset of the data set D is randomly sampled
to initialize the labeled data DL. Note in the experiments, to be fair, for all
algorithms, DL is initialized with the same set of fully labeled instances rather
than instance-label pairs. After the initialization, a multi-label SVM classifiers
F 0 is trained on the labeled data DL. It first obtains the informative sample
according to the max-margin uncertainty sampling method in section 3.3. Then
the optimal label subset is picked based on the transductive label set selection
in section 3.4. Finally, the instance with an optimal label subset is submitted to
human experts for labeling and update the model F . This active querying and
model updating process is repeated until the number of queries or the required
accuracy is reached.

Algorithm 1. Max-Margin Multi-label Active Learning with Label Set Push

Input:
D:{x1, · · · , xn} encoding features of the entire data set;
YL:{y1, · · · , yl} encoding labels of the training set;
Labeled data DL, unlabeled data DU ;
Initialize:
Train multi-label SVM classifiers F 0 on labeled data DL;

1: repeat
2: Get predictions for instances in DU with F ;
3: for each xi in DU do
4: Use Eq.3 to measure the uncertainty of sample xi;
5: end for
6: Select the sample set with the most uncertainty x∗;
7: Estimate the composition of label concepts within label set of sample based on

the information utilized from both labeled and unlabeled data;
8: Use transductive label prediction method to determine the optimal label set y∗

according to the composition of label concepts;
9: Remove x∗ from DU , query the label set y∗;
10: Update the model F with (x∗,y∗);
11: until the number of queries or the required accuracy is reached
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4 Experimental Results and Discussion

4.1 Settings

We demonstrate our proposed multi-label active learning approach by conduct-
ing experiments on three real-world multi-label classification tasks. We compare
MUSLAP with four multi-label active learning approaches: MMC, selects in-
stances that lead to the maximum loss reduction with the largest confidence [11].
MML, selects instances with the mean max loss to query its label [8]. Adaptive,
considers both the max-margin prediction uncertainty and the label cardinality
inconsistency when selecting query instances [23]. 2DAL, selects instance-label
pairs that lead to the maximum reduction of expected error [13].

Experiments are performed on three well-known datasets. The first is yeast [24]
for gene functional analysis, which has 2,417 instances of genes and 14 possible
class labels; each gene is represented by a 103-dimensional vector and the average
number of class labels is 4.24 ± 1.57 for each instance. The second is a text cat-
egorization dataset RCV1-V2 [25]. We use a benchmark subset, rcv1v2 (topics;
subset), which contains 6,000 documents. We removed words that occurred less
than 200 times and topics with less than 50 positive examples, thereby obtain-
ing 497 words and 54 topics. The last is the natural scene classification dataset
scene [26], which is relatively small and consists of 2,407 natural scene images
belonging to different classes.

For each experiment, we first randomly partitioned the dataset into three
parts: labeled set, unlabeled pool, and test set. Thereafter, we ran each compar-
ison approach independently on the same initial setting. The partition settings
we used for the three datasets are the following: Yeast has 35 labeled, 1,465
unlabeled, and 917 tests; Rcv1 has 105 labeled, 2,895 unlabeled, and 3,000 tests;
and Scene has 45 labeled, 1,166 unlabeled, and 1,196 tests. At each iteration of
active learning, one instance or one instance-label pair is selected by the active
learning methods based on their own strategy, and then added into the labeled
data. After instance-label pairs queried, we train a classification model on the
labeled data and evaluate its performance on the holdout test data in terms of
two measures: micro-F1 and accuracy. We repeated each experiment 10 times
and reported the average results.

To be fair, we use one-versus-all linear SVM (implemented with LIBLINEAR)
as the classification model for evaluating all the compared approaches. For MMC,
the regression model is also implemented with LIBLINEAR. The other param-
eters are selected via 5-folds cross validation on the initial labeled data. For
the other approaches, parameters are determined in the same way if no values
suggested in their literatures.

4.2 Result and Discussion

The experimental results on the three datasets are presented in Figure 1 to
3. Note that two approaches: 2DAL and MUSLAP, which query instance-label
pairs, are plotted in solid line, while the other three methods which query the
whole label set of instances are plotted in dashed line.
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Fig. 1. Average results over 10 runs in terms of (a) micro-F1, (b) accuracy on the yeast
dataset
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Fig. 2. Average results over 10 runs in terms of (a) micro-F1, (b) accuracy on the rcv1
dataset
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Fig. 3. Average results over 10 runs in terms of (a) micro-F1, (b) accuracy on the scene
dataset
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Generally speaking, methods querying instance-label pairs are more effective
than those query instances, which is consistent with the results in [13]. The
reason is probably that multiple labels may be correlated and thus redundancy
of information may exist among the multiple labels of the same instance. Among
the methods query instances only, Adaptive and MMC tend to be more effective
than MML.

Figure 1 to 3 show the performance on micro-F1 and accuracy with the in-
creasing number of instance-label pair queries. Compared to the baselines, our
proposed method achieves the best performance in most cases. It is reasonable
that our approach is superior to those query instances methods, since it also
takes into account the optimal label subset which is useful for classification. Dif-
ferent from the former method querying instance-label pairs, we make use of
both labeled and unlabeled instances to estimate the cardinality of the label set
for each unlabeled instance. After the label set cardinality is estimated, we sort
all the labels based on instances concept composition (i.e. the estimated alpha
values), and predict the label set with the top ranked labels with the estimated
label set cardinality. Then we select the informative sample with its optimal label
subset which is more efficient. The results reveal that the instance can be effi-
ciently combined with the suitable label set under the active learning sampling
process.

5 Conclusion and Future Work

This study proposes a multi-label active learning method (MUSLAP) that effec-
tively reduces training time and annotation cost. First, we use the max-margin
uncertainty sampling strategy, which has been proven effective in the literature,
to select the useful instances that will contribute to the classification. To fur-
ther reduce the annotation cost, we employ a transductive label set prediction
method to select an optimal label subset for human experts. Empirical studies on
multi-label classification datasets have demonstrated that our method can im-
prove classification performance while significantly reducing required time and
annotation cost. In the future, we will try to study other active query strategies
combining with the optimal subset selection.
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Abstract. Predicting the failure of students in university courses can
provide useful information for course and programme managers as well
as to explain the drop out phenomenon. While it is important to have
models at course level, their number makes it hard to extract knowledge
that can be useful at the university level. Therefore, to support decision
making at this level, it is important to generalize the knowledge con-
tained in those models. We propose an approach to group and merge
interpretable models in order to replace them with more general ones
without compromising the quality of predictive performance. We evalu-
ate our approach using data from the U. Porto. The results obtained are
promising, although they suggest alternative approaches to the problem.

Keywords: prediction of failure, decision tree merging, C5.0.

1 Introduction

Interpretable models for predicting the failure of students in university courses
are important to support both course and programme managers. By identifying
the students in danger of failure beforehand, suitable strategies can be devised
to prevent it. Moreover, those models can give clues about the reasons that
lead to student attrition, a topic widely studied in educational data mining [1].
Given the vast amount of data available in university information systems, these
models are usually created for each course and academic year separately. This
means that a very large number of models is generated, which raises problems
on how to generalize knowledge in order to have a global view of the phenomena
across the university and not only in the context of a single course.

Additionally, it may be expected that there are different groups of models
with very different characteristics. For instance, the performance in courses of
different scientific areas is likely to be affected by different factors. We propose
an approach for the problem of generalizing the knowledge contained in a large
number of models that consists of two phases. In the first one, the models are
split into groups. The splitting is done based on domain-specific knowledge (e.g.
scientific areas) or is data-driven (e.g. by clustering them). In the second phase,
the models in a group are aggregated into a single model that generalizes the
knowledge contained in the original models, hopefully with small impact on its
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predictive performance. The aggregation method consists mainly of intersecting
the decision rules of pairs of models of a group recursively, i.e., by adding models
along the merging process to previously merged ones.

In this paper we compare different methods of grouping models and of defining
weights of decision rules as part of a strategy to keep the merged models simple
and generic. Throughout the merging process we work only with decision rules
and delay the merged decision tree creation to the final step. We define an
evaluation procedure to compare performance of merged models relatively to the
original ones. The case study used for empirical evaluation uses data from the
academic management information system of the University of Porto, Portugal.
Due to limitations of space, this paper focuses on the process of merging trees.
Therefore, some decisions which were based on domain-specific knowledge and
preliminary experiments (e.g. variable selection, parameter setting) as well as
some aspects of the results have not been discussed in depth.

The main contributions of this paper are: 1) propose the methodology to
generalize the knowledge from a large number of models; 2) identify which are
the components of the merging process; 3) define different alternatives for these
components; and 4) combine them in a series of experiments to assess the impact
in the global predictive performance of the merged models.

The remainder of this paper is structured as follows. Section 2 presents ap-
proaches to combine decision trees. Section 3 describes the system architecture
and methodology. Section 4 presents results and discussion. Section 5 presents
the conclusions and future work.

2 Combining Decision Trees

Combining decision tree models is a topic that has been studied with different
approaches. Gorbunov and Lyubetsky [2] address the issue from a mathematical
point of view, by formulating the problem of constructing a decision tree that is
closest on average to a set of trees. Kargupta and Park [3] present an approach
in which decision trees are converted to the frequency domain using the Fourier
transform. The merging process consists on summing the spectra of each model
and then transform the results back into to the decision tree domain.

Concerning data mining approaches, Provost and Hennessy [4,5] present an
algorithm that evaluates each model with data from the other models to merge.
The merged model is constructed from satisfactory rules, i.e., rules that are
generic enough to be evaluated in the other models. A more common approach
is the combination of rules derived from decision trees. The idea is to convert
decision trees from two models into decision rules by combining the rules into new
rules, reducing their number and finally growing a decision tree of the merged
model. Parts of this process are presented in the doctoral thesis of Williams [6]
and other researchers have contributed by proposing different ways of carrying
out intermediate tasks, such as Andrzejak et al. [7], Hall et al. [8,9] or Bursteinas
and Long [10]. While each approach is different, we identified a set of phases they
share in common, described next.
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In the first phase, a decision tree is transformed to a set of rules. Each path
from the root to the leaves creates a rule with a set of possible values for variables
and a class. These have been called “rules set” [8], “hypercubes” [10] or “sets of
iso-parallel boxes” [7]. These designations arise from the fact that a variable can
be considered as a dimension axis in a multi-dimensional space. The set of values
(nominal or numerical) is the domain for each dimension and each rule defines
a region. The representation of the regions is required for the next phase. It is
worth noting that all regions are disjoint from each other and together cover the
entire space.

In the second phase, the regions of both models are combined using a specific
method. Andrzejak et al. [7] call this “unification” and propose a line sweep
algorithm to avoid comparing every region of each model. It is commonly based
on sorting the limits of each region and then analysing where merging can be
done. However this method only applies to numerical variables. Hall et al. [8]
compare all regions with each other. Bursteinas and Long [10] have a similar
method but separate disjoint from overlapping regions. One potential problem
is that combining regions can lead to a class conflict if overlapping regions have
different classes. Andrzejak et al. [7] propose three strategies to assign a class
to the merged region. The first assigns the class with the greatest confidence,
the second, the one with the greater probability and a third strategy, which is
the more complex, involves more passes over the data. Hall et al. [8] explore the
issue in greater detail and propose further strategies, e.g., comparing distances
to the boundaries of the variables. However, this approach seems suitable only
for numerical variables. Bursteinas and Long [10] use a different strategy by
retraining the model with examples for the conflicting class region. If no conflict
arises, that class is assigned, otherwise the region is removed from the merged
model.

The third phase attempts to reduce the number of regions and it is commonly
referred to as “pruning”. This is carried out to avoid having models with very
complex rules. The most direct approach is to identify adjacent regions, i.e.,
regions sharing the same class and values of all variables except for one. If that
variable is nominal, the values of both regions are included, otherwise the join is
only possible if the limits overlap. To further reduce the rules set, Andrzejak et al.
[7] developed a ranking system retaining only the regions with the highest relative
volume and number of training examples. Hall et al. [8] only carry out this
phase to eliminate redundant rules created during the removal of class conflicts.
Bursteinas and Long [10] mention the phase but do not provide details on how
it is performed.

The fourth phase consists in growing a decision tree from the decision regions
representation. Andrzejak et al. [7] attempt to mimic the C5.0 algorithm using
the values in the regions as examples. One problem with this method is that it
is necessary to divide one region in two to perform the splitting, which increases
their number, thus making the model more complex. Hall et al. [8] do not perform
this phase and the merged model is represented as the set of regions. Bursteinas
and Long [10] claim to grow a tree but do not describe the method.
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3 Methodology

To carry out the experiments, a system with five processes was developed with
the architecture presented in Fig. 1.

Fig. 1. System architecture

The first process creates the data sets (one for each course in the university)
from the academic database. These contain enrollment data (Section 3.1). The
second process creates decision tree models for each course, analyses them in
order to determine the most important variables and evaluates them to assess
their quality (Section 3.2). The third process groups the models according to
different criteria (Section 3.3). The models in each group are then merged by
the fourth process (Section 3.4). Finally the fifth process evaluates the merged
models from a performance improvement point of view (Section 3.5).

3.1 Data Extraction

This process extracts data sets from the academic database of the university
information system. The academic database stores a large amount of data on
students, program syllabuses, courses, academic acts and assorted data related to
a variety of sub-processes of the pedagogical process. The analysis done focuses
on the academic year 2012/2013 with the extraction of 5779 course data sets
(from 391 programmes), with the variables presented in Table 1.

3.2 Creation and Evaluation of Models

This process has two sub-processes: (1) the models for each course data set
are trained and analysed in order to find out the most important variables for
prediction; (2) the prediction quality of each model is evaluated.

Model Training and Analysis. The models are decision tree classifiers gen-
erated by C5.0 algorithm [11]. Decision trees have the characteristic of not re-
quiring previous domain knowledge or heavy parameter tuning making them
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Table 1. Variables for models

Variable Remarks Type

Age age of student at the date of enrollment Numerical
Sex male, female Nominal
Marital status single, married, divorced, widower, . . . Nominal
Nationality first nationality of student Nominal
Displaced whether the student lived outside the Porto district Boolean
Scholarship whether the student has a scholarship Boolean
Special needs whether the student has disabilities Boolean
Type of admission type of application contest Nominal
Type of student regular, mobility, extraordinary Nominal
Status of student ordinary, employed, athlete, . . . Nominal
Years of enrollment # of academic years the student has enrolled in previously Numerical
Delayed courses # of courses the student should have completed Numerical
Type of dedication full-time, part-time Nominal
Debt situation whether there are fees due Boolean
Approval whether the student has passed or failed the course Boolean

appropriate for both prediction, exploratory data analysis and are human in-
terpretable. In this study, students are classified as having passed or failed a
course. The C5.0 algorithm measures the importance of variable Iv by determin-
ing the percentage of examples tested in a node by that variable in relation to
all examples (eq. 1).

Iv =
#examples tested by variable v

#examples
(1)

Model Evaluation. Experimental setup uses k -fold cross-validation [12] with
stratified sampling [13]. Failure is the positive class in this problem, i.e. it is the
most important class, and thus, we use a suitable evaluation measure F1 [14].

Fig. 2. Distribution of Iv in models Fig. 3. Distribution of F1 in models

Training, analysis and evaluation of models is replicated for each course in the
data set, however, models were created only for courses with a minimum of 100
students enrolled. This resulted in creating 730 models (12% of the 5779 courses).
The variables used in the models are age, marital status, nationality, type of
admission, type of student, status of student, years of enrollment, and delayed
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courses. Fig. 2 shows the average importance Iv of each variable across all models.
Delayed courses (41%) is the variable most often used, followed by age (16%)
and years of enrollment (16%). The quality of the models varies significantly
with only a quarter having F1 above 0.60, as presented in Fig. 3.

3.3 Grouping of Models

This process aims to group models according to specific criteria. We grouped
models on the basis of scientific area, number of variables, variable importance,
and a baseline group containing all models. For creating groups according to
variable importance we used the k-means clustering algorithm [15], which created
four groups (clusters) using only three of the most important variables identified
in Section 3.2, namely age (Ia), years of enrollment (Iyo), and delayed courses
(Idc). Table 2 presents the four group sets and respective groups, specifying the
number of models in each group.

Table 2. Groups sets of models

Group set criteria Group # models %

Scientific areas 1: Architecture & Arts 47 6.44
2: Computer Science 44 6.03
3: Engineering 92 12.60
4: Humanities 38 5.21
5: Legal Sciences 48 6.58
6: Mathematics 63 8.63
7: Medicine 143 19.59
8: Physical Sciences 98 13.42
9: Social Sciences 117 16.03

10: Sport Sciences 40 5.47

Number of variables 1: 0 variables 177 24.25
2: 1 variable 219 30.00
3: 2 variables 161 22.05
4: 3 variables 92 12.60
5: 4 variables 42 5.75
6: 5 variables 35 4.79
7: 6 variables 4 0.56

Importance of variables 1: Ia=17.40, Iyo=95.15, Idc=37.56 116 15.89

2: Ia=6.87, Iyo=7.75, Idc=98.98 304 41.64
3: Ia=97.91, Iyo= 6.83, Idc=23.28 102 13.97
4: Ia=0.06, Iyo= 0.00, Idc= 0.00 208 28.50

None 1: Baseline 730 100.00

3.4 Merging of Models

The methodology to merge all models in a group set is done according to the
experimental set-up presented in Fig. 4. For the process of merging models, each
model must be represented as a set of decision regions. This can take the form
of a decision table, in which each row is a decision region. Therefore, the first
and second models are converted to decision tables and merged, yielding the
model a1, also in decision table form. Then the third model is also converted to
a decision table and is merged with model a1 yielding model a2.
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Fig. 4. Experimental set-up to merge models in a group set

The last merged model an−1 is converted to the decision tree form and is
evaluated against data of all courses in the group. Each one of these sub-processes
and its tasks are detailed in the following sub-sections.

Conversion to Decision Table. A decision table is an alternative way of rep-
resenting a decision tree. Each path from the top of the tree to the leaves defines
a decision region, represented as a row in the decision table. Columns specify
the class, weight and set of values of each variable. An example of conversion is
presented in Fig. 5. A special case arises when the model is empty, which implies
the existence of a single decision region covering the whole space.

Fig. 5. Example of conversion from decision tree to decision table

In the decision trees generated by the C5.0 algorithm, the leaf nodes show the
number of examples used to create the split [11]. This number is used to measure
the importance of the region associated with each leaf node. In a model with r
decision regions, we define the weight of a decision region wi as the proportion
of examples in region i relative to the whole data set. It is a relative measure of
the importance of a decision region in the context of a model.

Merge Models. The process of merging two models encompasses three sequen-
tial sub-processes: intersection, filtering and reduction as presented in Fig. 6.

Intersection is a sub-process to calculate the cross-product regions of two
decision tables, resulting in a decision table for the merged model. The merged
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Fig. 6. Process of merging two models

model has the variables of both models. For each pair of regions, the set of
values of each variable is intersected. The resulting merged region contains all
the intersection sets relative to each variable. The intersected merged model is
the set of all merged regions.

The intersection of values of each variable from both regions may have the
following outcomes:

– If there are common values, then these are assigned to the variable in the
merged region.

– If there are no common values for the variable being intersected in both re-
gions, then they are considered disjoint regions, regardless of other variables
in which the intersection set may not be empty.

– If the variable does not have a value or is not present in one of the models
then the set of values in the other model is copied to the merged region (the
absence of a variable in a model or its presence with no value for a specific
region is considered as a neutral element, i.e., it can take any value without
affecting the decision).

Each region of the intersected merged model must also have a weight so that
the decision table has the same format as the original models. As weight measures
the importance of a region, it is logical to assume that the most immediate
choice is to consider the maximum weight of the original regions. However, for
evaluation purposes, we think that it is interesting assess the impact on the
model’s performance by assigning the minimum weight. We also consider a third
possibility which is to use the average value of the largest and smallest. To easily
compare each possibility, we define a weight attribution parameter which can be
set to be the minimum, maximum or average value of the original pair of regions,
according to each case.

The class to assign to the merged region is straightforward if both regions
have the same class, otherwise the class conflict problem arises. The strategies
for its resolution are controlled by a conflict class resolution parameter. This
can be set to assign the same class as the region with minimum weight or with
maximum weight. Fig. 7 presents an example of intersection of decision tables,
which illustrates the weight and class assignment to each merged regions. In this
example the weight attribution parameter is set to average and conflict class
resolution parameter to maximum weight.

Filtering is the sub-process to remove disjoint regions from the intersected
merged model yielding the filtered merged model. Disjoint regions have to be
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Fig. 7. Intersection of decision tables

Fig. 8. Filtering a merged decision table Fig. 9. Reducing a merged decision table

removed because they relate to pairs of regions of the original models that have
no values in common on at least one variable present in both. Removing regions
implies recalculating the weight of each region that remains to obtain a total of
100%. As weights are rounded to integers, the weight of a region less than 0.5 is
rounded to zero. Therefore, a possible consequence of the filtering sub-process is
that regions with zero weight may arise. Fig. 8 shows the result of filtering out
the disjoint region of the merged model of Fig. 7.

The filtered merged model can be empty if all regions of the intersected merged
model are disjoint. In such case, the two original models are considered not
mergeable and the merging process is halted. It is then restarted using the last
successfully merged model as model 1 and the next model from the group set as
model 2.

Reduction is a sub-process to limit the number of regions in the filtered merged
model, to obtain a simpler model. The regions are examined to find out which
can be merged. This is possible when a set of regions have the same class and
all variables have equal values except for one. In the case of nominal variables,
reduction consists on the union of values of that variable from all regions. In the
case of numerical variables, currently reduction is only performed if the intervals
are contiguous (this procedure will be improved to allow reduction even with
non-contiguous intervals).
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The weight of the resulting region is the sum of the weights of the regions that
are joined. After all regions have been subjected to reduction, they are again
examined and those that have zero weight are removed. Another consequence
of the reduction is that there may exist variables with the same value in all
decision regions. The columns for these variables are removed from the table.
Fig. 9 shows the result of reducing the decision table of Fig. 8. The reduction
sub-process results in the last successfully merged model of the group so far.

Conversion to Decision Tree. The last merged model of the group is con-
verted to the decision tree representation, yielding the group model. For this
purpose, examples are generated randomly, bounded by the limits of each vari-
able from the decision table and submitted to the C5.0 algorithm to train a
model. Each decision region provides examples which corresponds to a combina-
tion of the set of values of each variable with the set of values of other variables
and the assigned class to the region. The set of values of numerical variables
are bounded by two limits. If the upper limit is missing (+∞), then the maxi-
mum observed value from all courses data sets is used. When the lower limit is
zero, the lowest observed value across all courses data sets is used (e.g., age).
These values are collected as part of the final task of the data extraction process
(Section 3.1).

The generation of examples can be controlled with the examples for numeri-
cal variables parameter. Setting to limits only generates two examples (one for
each limit) while samples generates examples between the limits with a step of
5 (our initial approach used all values but was infeasible due to memory lim-
itations). The weight of the region can also influence the number of examples
generated, being controlled by a weight examples parameter. If active, the num-
ber of generated examples by each region is multiplied by the weight of that
region. Generating some examples more frequently than others is a way to pre-
serve the importance of a region over others with less weight in the resulting
decision tree.

3.5 Merged Models Evaluation

This process evaluates a group model, using the experimental set-up presented
in Fig. 10. After this process, each model has two measures of performance, one
(F1) from the model obtained from its own data and another (F1g) from the
group model. Hence, ΔF1 (eq. 2) allows us to measure changes in predictive
power:

ΔF1 = F1g − F1 (2)

If ΔF1 is greater than zero, then there is an improvement in predictive per-
formance by using the group model. If equal to zero, there is no improvement
in predictive performance. If lower than zero, then there is loss of predictive
performance relative to the original model.
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Fig. 10. Experimental set-up to evaluate a group model

The performance of a group model (eq. 3) is the average of ΔF1 of all models
of the group. We define the merging score (M) of a group (eq. 4) as the number
of models that was possible to merge (m) divided by the number of pairs of
models in the group (n− 1).

ΔF1 =

n∑
i=1

ΔF1i

n
(3)

M =
m

n− 1
(4)

For group set evaluation, we normalized ΔF1 of all groups by the number of
models (nk) in each group (eq. 5). Likewise, the merging score of a group set
(eq. 6) is the average merging score of all groups normalized by the number of
models (g is the number of groups in a group set).

ΔF1gs =

g∑
k=1

ΔF1k × nk

g∑
k=1

nk

(5) Mgs =

g∑
k=1

Mk × nk

g∑
k=1

nk

(6)

4 Results

A set of 24 experiments were run to merge models with the results presented in
Table 3. Each experiment is a combination of values of the parameters weight
attribution (wa), conflict class resolution (ccr), examples for numerical vari-
ables (efnv) and weight examples (we). This allows to compare the impact of

each parameter on the average merging score (M), improvement in prediction

(ΔF1) and across each group set: scientific areas (ΔF1SA), number of variables
(ΔF1#v), importance of variables (ΔF1Iv ), and baseline (ΔF1B).

Merging Score. The average merging score is 76%, which hardly changes
throughout experiments. This implies that none of the parameters has a sig-
nificant role in the ability to merge models. Fig. 11 shows the average merging
score of all experiments across groups in all group sets. The idea behind creating
groups of models is to try to bring together models that are similar the most, i.e.,
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Table 3. Results of experiments

# wa ccr efnv we M ΔF1SA ΔF1#v ΔF1Iv
ΔF1B ΔF1

1 min min limits no 0.76 0.02 -0.04 0.03 -0.27 -0.06
2 min min limits yes 0.76 0.03 -0.03 0.02 0.04 0.01
3 min min samples no 0.76 0.01 -0.05 0.00 0.06 0.00
4 min min samples yes 0.76 0.01 -0.03 -0.06 0.05 -0.01
5 min max limits no 0.76 -0.02 -0.05 -0.18 0.00 -0.06
6 min max limits yes 0.76 -0.08 -0.05 -0.22 0.00 -0.09
7 min max samples no 0.76 -0.01 -0.04 -0.18 0.00 -0.06
8 min max samples yes 0.76 -0.04 -0.04 -0.20 0.00 -0.05
9 max min limits no 0.75 0.00 -0.06 -0.07 -0.03 -0.05

10 max min limits yes 0.75 -0.02 -0.07 -0.07 0.06 -0.05
11 max min samples no 0.75 -0.03 -0.04 -0.09 -0.03 -0.05
12 max min samples yes 0.75 -0.02 -0.06 -0.13 -0.03 -0.06
13 max max limits no 0.76 0.02 -0.07 -0.08 0.00 -0.03
14 max max limits yes 0.76 0.02 -0.07 -0.07 0.00 -0.03
15 max max samples no 0.76 0.02 -0.08 -0.08 0.00 -0.03
16 max max samples yes 0.76 0.02 -0.07 -0.07 0.00 -0.03
17 avg min limits no 0.76 0.01 -0.03 0.00 0.00 -0.01
18 avg min limits yes 0.76 0.01 -0.04 0.00 0.00 -0.01
19 avg min samples no 0.76 0.03 -0.06 0.00 0.00 -0.01
20 avg min samples yes 0.76 0.02 -0.05 0.00 0.00 -0.01
21 avg max limits no 0.76 0.01 -0.08 -0.06 0.00 -0.03
22 avg max limits yes 0.76 0.02 -0.08 -0.06 0.00 -0.03
23 avg max samples no 0.76 0.03 -0.11 -0.06 0.00 -0.03
24 avg max samples yes 0.76 0.03 -0.08 -0.05 0.00 -0.03

Avg. 0.76 0.01 -0.06 -0.07 -0.05

with less likelihood of their merging resulting in disjoint regions. We observe that
different group sets affect the merging score. This is particularly noticeable in
grouping by the scientific areas in which group #4 (Humanities) has the highest
merging score (92%) while group #7 (Medicine) has the lowest (52%). Grouping
by number of variables shows that it is not possible to merge models with no
variables (group #1), however, from 1 variable onward, it is always possible to
merge all models into a single group model. Grouping by variable importance
always allow full merging, except in the last group (probably because the models
are less similar). The baseline group set has the average value of the experiments
(76%). Results show that, from a merging ability perspective, merging by sci-
entific areas is not necessarily the best way to group models while number of
variables and importance of variables seem to be more suitable approaches.

Fig. 11. Merging score distribution by groups of models

Average Improvement in Prediction. Experiments with best results in im-
provement in prediction are #2 and #3, although average improvement is not
very significant (0.01). In all other experiments there is loss of average predic-
tive power, with experience #6 with particularly poor results (-0.09). There is
no apparent correlation between any of the four parameters and improvement
in predictive performance.
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Fig. 12 presents the distribution for experiment #2. Grouping by scientific
areas has an average improvement of 0.03, with group #7 (Medicine) showing
an improvement of 0.14 while group #3 (Engineering) has a loss of 0.21. Group-
ing by number of variables, has an average loss of 0.03. Grouping by variable
importance has an average loss of 0.02 and it is the group set with highest vari-
ance. The baseline group set has an average improvement of 0.04 (the highest of
all). Table 3 also shows the average ΔF1 across experiments for each group set.
Grouping by scientific areas is the only one that has a positive global improve-
ment in prediction with 0.01. The baseline group set has less variation and only
had loss in experiment #1.

These results show that, contrary to what happened with the merging score,
grouping models by scientific areas yields interesting results in terms of improve-
ment in predictive power. This may be indicative that models obtained from
courses with more similar content are more susceptible to generalize knowledge
than the ones in which similarity arises from features of the models themselves
(such as the number of variables or its importance).

Fig. 12. Average improvement in prediction by groups of models for experiment #2

5 Conclusions and Future Work

This methodology presents an approach to merge decision trees. Its goal is to
address the main problems commonly encountered while solving this problem,
namely the preservation of the importance of some decision rules throughout all
merging process and how to deal with the problem of class conflict of overlapping
rules. The generation of the merged decision tree also presents challenges.

To study the impact of these problems, we define four parameters affecting
merging and carried out experiments combining them. The case study are de-
cision trees to predict failure of students in courses at the University of Porto.
Results show that, on average, it is possible to merge 76% of models in a group.
Grouping by scientific areas of courses is the best way to combine courses as the
resulting model remains generic without loosing predictive quality. Tuning the
four parameters improved predictions in a few cases.

Directions for future work point to improving the process with more elaborate
strategies for class conflict resolution. Another important issue is the merge order
of models in each group, which has yet to be studied in detail.
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Abstract. Large search engines process thousands of queries per second
over billions of documents, making a huge performance gap between dis-
junctive and conjunctive text queries in query processing. An important
class of optimization techniques called top-k processing is therefore used
to narrow this gap. In this paper, we present an improvement to the
MaxScore optimization, which is the most efficient known document-at-
a-time (DAAT) top-k processing method. Essentially, our approach can
speed up MaxScore method by enabling skipping not just in non-essential
lists as the original method does but also in essential lists, thus the name
Essential List Skipping MaxScore (ELS-MaxScore), and providing more
promising candidates for scoring. Experiments with TREC GOV2 collec-
tion show that our ELS-MaxScore processes significantly less elements,
thus reduces the average query latency by almost 18% over the MaxScore
baseline and 84% over the disjunctive DAAT baseline, while still returns
the same results as the disjunctive evaluation.

Keywords: top-k processing, document-at-a-time, MaxScore, essential
list skipping.

1 Introduction

Due to the rapid growth of the Internet, more and more people are relying on
search engines to locate useful information. Large-scale search engines process
thousands of queries per second over billions of documents. One major bottle-
neck in query processing is that the length of the inverted list can easily grow
to hundreds of MBs for common terms [1]. Given that search engines need to
answer queries within fractions of a second, naively traversing the basic index
structure, which could take hundreds of milliseconds, is not acceptable. This
problem has long been recognized by researchers, and has motivated a lot of
work on optimization techniques [2–4]. An important class of optimization tech-
niques called top-k processing [5, 6] can be used to reduce the query processing
latency.

Top-k processing methods do not rank every document in the collection for
each query. They manage to rank only the documents that will have a chance to
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enter in the final top-k results. As one of the most famous top-k processing algo-
rithm, MaxScore method has been known for a long time with lots of enhance-
ments, including some auxiliary index structures [7–11]. Essentially, the method
distinguishes terms from essential lists and non-essential lists, and drives query
processing by skipping in non-essential lists. Different from previous work, we
proposed an updated MaxScore by enabling skipping in essential lists, which
requires no modification to the underlying index structure. To the best of our
knowledge, we are not aware of any previous work that enables skipping in
essential lists of MaxScore for better query processing. Experimental results
show that our proposed method processes less elements, leading to considerable
performance gains over the MaxScore and disjunctive baselines.

The rest of this paper is organized as follows. We provide brief descriptions on
inverted index structure, index traversal strategies and MaxScore method in Sec-
tion 2 and related work in Section 3. In Section 4, we present our ELS-MaxScore
method in detail. Experimental comparison of our ELS-MaxScore against a cou-
ple of the state-of-the-art methods is demonstrated in Section 5. Finally, Section
6 concludes this paper and presents a prospective of future work.

2 Basic Concepts

2.1 Inverted Index

The inverted index plays a key role in the efficient processing of boolean and
ranked queries [12, 13]. It can be seen as an array of lists or postings, where each
entry of the array corresponds to a different term or word in the collection, and
the lists contain one element per distinct document where the term appears. For
each document, the index stores the document identifier (docid), the weight of
the term in the document(called frequency), the exact position of the occurrences
and other relevant information (e.g. in the title, in anchor text, or in URLs). The
set of terms is called the lexicon of the collection, which is comparatively small
in most cases, but the inverted lists of common query terms may consist of many
millions of postings. Fig. 1 is an example of inverted index structure, showing
the physical storage of lexicon and posting lists. We assume postings have docids
and frequencies but do not consider other data such as positions or contexts, thus
each posting is of the form (di, fi).

To allow faster access and limit the amount of memory needed, search engines
use various compression techniques that significantly reduce the size of the in-
verted lists. Compression is crucial for search engine performance and various
compression techniques have been proposed by researchers, see [4] for some re-
cent work. Because the inverted lists can be very long, we want to skip parts of
the lists during query processing. Skiplists divide the inverted lists into blocks
of entries and provide pointers for faster access to such blocks, so that a scan in
the skiplist determines in which block a document entry may occur, if it does,
in the inverted list [14].

Index traversal strategies in query processing that match and score documents
in inverted indexes for a query fall into two main categories, scoring by each
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term1 termnterm2 termn+1

lexicon

posting lists

Fig. 1. An example of inverted index structure, showing the physical storage of lexicon
and posting lists. Each term of the lexicon points to a posting list consisting of a
number of postings describing all places where the term occurs in the collection.

term or scoring by documents, known as Term-At-A-Time (TAAT) and DAAT
respectively [7]. For large indexes, TAAT is less efficient than DAAT due to
more memory consuming that used to store a large number of accumulate scores
[15, 16]. In the following sections, all our algorithms are based on DAAT strategy.

2.2 MaxScore Processing

Top-k processing methods are used to accelerate the basic DAAT index traver-
sal strategy, in which documents that cannot exceed the threshold of the top-k
result heap will be ignored. In this section, we detail the method closer to our
research, focusing on the most famous top-k processing method, i.e. MaxScore
[7, 8]. MaxScore maintains a sorted list Iti(ti ∈ Q) containing the current top-k
documents scored so far. The last top-k document score τ is a threshold that doc-
uments must overcome to be considered in the top-k documents. Every candidate
document dcand with lowest current docid in all posting lists, i.e., min(Iti .doc)
, will be considered, and discarded only if the partial score of the term it ap-
pears plus the cumulative maximum score of the left terms set Q′ is less than the
threshold, i.e., score+Σti∈Q′ ŝ(Iti ) < τ . This version of MaxScore [7] selects can-
didate with all the docids in the posting lists of query terms. The optimization
point lies in the partial scoring of candidate document.

In the description [8], the query terms are sorted from top to bottom by their
maxscores ŝ(Iti)(ti ∈ Q) and distinguished between essential lists Qreq and non-
essential lists Qnonreq, as shown in Fig.2. The Qnonreq is defined as a set of
lists in which that their maxscores sum up to less than the threshold, by adding
lists starting from the list with the smallest maxscore. The other lists are called
essential. No document can make it into the top-k results just using postings in
Qnonreq, and at least one of Qreq terms has to occur in any top-k document.
We can safely perform a top-k query by only considering documents in the
postings of Qreq, thus avoiding the documents that just appear in the postings of
Qnonreq. When the next larger docid min(Iti .doc)(ti ∈ Qreq) in Qreq is selected
as candidate dcand. The posting list Iti(ti ∈ Qnonreq) in Qnonreq should first
skip to dcand, then performing lookups into Qnonreq to get the precise document
scores. Instead of fully scoring each candidate in all lists, we perform the same
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Fig. 2. Selecting non-essential lists in the MaxScore. Here, the lists for piano and violin
are non-essential as their maxscores sum up to 5.1+7.3 < 14.7, while guitar and music
are essential.

partial scoring technique as recited in the original description [7]. Whenever a
new result is inserted into the top-k result heap, we should check if the increase
in the threshold means that another list can be added to the non-essential lists.
Finally, the algorithm terminates when the essential lists set becomes empty.

3 Related Work

The problem of efficiently computing the ranking of results for a given user
query has been largely addressed by top-k processing in [5–11, 15–18] . We can
distinguish top-k processing algorithms between safe techniques [5–11, 15, 16]
that return exactly the same top-k results as the baseline and unsafe techniques
[17, 18] that just return results of equivalent quality. We focus on safe top-k
processing algorithms of disjunctive queries, where the most relevant previous
techniques are the MaxScore series of methods. In the version firstly proposed
by Turtle and Flood [7], every candidate document with lowest current docid
in all posting lists is considered, and will be discarded if its partial score in
the term plus the cumulative maximum score of the left terms is less than the
threshold. A later description of MaxScore by Strohman, Turtle and Croft [8]
differs from the original one, in which terms are separated into essential lists and
non-essential lists and skipping is occurred only in non-essential lists according
to the candidate document in essential lists. Descriptions and evaluations of
MaxScore method provided by Lacour et al. [16]and Fontoura [15] are both closer
to the original MaxScore. More recently, Jonassen et al. [9] presents a complete
combination of the above explanations with efficient skipping by introducing
auxiliary an index called self-skipping index.

It is supported by [8] that a basic MaxScore algorithm improves performance
of an original DAAT algorithm by 40% and it just scores about 50% of the
documents. However, as we just need top-k results from the scoring candidates,
the number of mis-scored documents rises with the increase of the index size.
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The worst case complexity of the MaxScore is the same as without the optimiza-
tion. If we can safely make skipping in essential lists, the algorithm can be more
efficient by scoring fewer numbers of documents and skipping more postings.
As described above, if the score of the candidate is lower than the threshold,
it becomes ineffectiveness of the scoring process and useless of skipping to the
candidate document in the non-essential lists. Further checking the effectiveness
of the candidate can avoid overhead of extra scoring and skipping, thus improve
query performance of MaxScore. Suel et al. [10, 11] and Chakrabarti [6] have
presented the auxiliary block-max index to explicitly checking the effectiveness
of candidate respectively.

As another technique relevant to us, skiplist is the cornerstone of fast skipping
in most top-k processing methods. Moffat and Zobel [14] published one of the
first papers applying inverted index skipping and presented a method to choose
optimal skip-lengths for single- and multiple-level skipping with respect to disk-
access and decompression time. Strohman and Croft [18], Chierichetti et al. [19],
and Boldi and Vigna [20] presented counterpart methods to estimate optimal
skipping distances. In our approach, we adopt the hierarchical index structure
and also the skipping method described by Jonassen et al. [9], in which we
compress groups of 128 index postings or 128 skipping pointers in chunks, while
the pointers corresponding to different skipping-levels are stored in different
chunks.

4 ELS-MaxScore

In this section, we present the basic idea of essential lists skipping and the
implementation details of the ELS-MaxScore.

4.1 Essential Lists Skipping

The cumulative maxscore of all terms in lists should be larger than the thresh-
old, i.e.,

∑0
i ŝ(Iti) > τ . When

∑
ti∈qessential

ŝ(Iti) < τ , no document can make
it into the top-k results just using postings in the essential lists, and at least
one of the non-essential terms has to occur in any top-k document. In this case,
if the candidate docid in non-essential lists dessential > dnonessential , the score
of the candidate document in essential lists cannot exceed the threshold. The
candidate document in essential lists will be discarded and select the next candi-
date dessential .next(). Through this further checking, we can avoid unnecessary
scoring of the candidate document in essential lists.

However, we find that the next candidate document in essential lists will
also be mis-scored if dnonessential > dessential .next(). For further improvement,
the candidate document in essential lists dessential should skip to the candidate
document in non-essential lists dnonessential to avoid mis-scoring and skipping of
the documents between the candidate document in essential list and candidate
document in non-essential lists. In fact, according to the definition of essential
lists and the assumption we used here, no document can make it into the top-k
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results just using postings in essential lists or just using postings in non-essential
lists. Thus, candidate documents in essential lists and non-essential lists can skip
to each other iteratively until dnonessential = dessential .next(), i.e., the top-k
result heap and judgment conditions are unchanged.

Fig. 3. An example showing how the essential lists skipping works. Assume dessential is
the candidate document in essential lists and dnonessential is the candidate document in
non-essential lists. In this case, we enable better essential list skipping to dnonessential,
instead of dessential.next() in essential list.

The idea of essential list skipping is shown in Fig.3. Assume docid 81 is the
candidate document in essential lists and docid 226 is the candidate document
in non-essential lists. Here, the cumulative maxscore in essential lists sum up
to 6.1 + 6.8 < 14.7, and it is obvious that docid 81 cannot make itself into
the result heap. ELS-MaxScore makes the list for guitar skip over docid 191 to
docid 226, and reached docid 385. By doing this, skipping is greatly improved
compared with the case that using documents one after another as the candidate
in essential lists (In the baseline method, docid 189 will be selected as the next
candidate). The skipping continues until term piano and music both reached
docid 450 in their own lists. Thus, the document with docid 450 is selected as
a more promising candidate and sends to final scoring. By doing this, skipping
is further improved since docid 385 will be also skipped which is selected as
candidate document in the above case. The proof should be obvious.

4.2 The Algorithm

In ELS-MaxScore, we first make some necessary preparation for the query pro-
cessing, including ordering the iterators by descending maximum score and cal-
culating their cumulative maximum scores from last to first. We maintain a heap
to store k result candidates. Here, we do not simply select candidate document
with lowest docid within essential lists. Instead, we ignore the candidates using
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Algorithm 1. ELS({It1 , · · · , Itq}, â, q)
Input: {It1 , · · · , Itq}, â, q
Output: candidate document dcand

1: dcand ← minti≤qessential
(Iti .doc); dessential, dnonessential ← Integer.MaxV alue

2: while qessential < q and â(It0)− â(Itqessential
) < τ do

3: dessential ← minti≤qessential
(Iti .doc)

4: Select dnonessential ← minti≤qnonessential
(Iti .doc) satisfies

dnonessential.score+ â(It0)− â(Itqessential
) > τ

5: if dessential < dnonessential and dessential.skipTo(dnonessential) = false then
6: remove Iti , update â, q, qessential, continue
7: end if
8: if dessential > dnonessential and dnonessential.skipTo(dessential) = false then
9: remove Iti , update â, q, qessential, continue
10: end if
11: if dcand > dessential then break
12: end if
13: end while
14: return dcand

our Essential List Skipping (ELS) procedure that listed in Algorithm 1, which
can generate more promising candidates.

In Algorithm 1, when non-essential lists exist and the cumulative maximum
score â(â(Iti ) =

∑0
i ŝ(Iti)) of the terms in essential lists is less than τ(line 2),

we iteratively select candidate document of non-essential lists until its score in
non-essential lists plus the cumulative maximum score of the terms in essential
lists is bigger than τ(line 4). This idea is similar to the description of choos-
ing candidate documents in essential lists in the MaxScore method by Turtle
and Flood. For each candidate document in non-essential lists and candidate
document in essential lists, they skip to each other iteratively until the two are
equal, due to the unchanged top-k result heap and other judgment conditions
(line 5-12).

5 Experiments

In this section, we provide our experimental results.

5.1 Experimental Setup

We use the TREC GOV2 collection containing about 25.2 million documents
and 32.8 million terms with an uncompressed size of 426GB. We build inverted
index structures with 128 docids per block, using PForDelta as the compression
algorithm [21], removing English stopword, and applying Porters English stem-
mer. We adopt the hierarchical index structure and also the skipping method
described by Jonassen et al. [9], in which we compress groups of 128 index post-
ings or 128 skipping pointers in chunks, while the pointers corresponding to
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different skipping-levels are stored in different chunks. The final compressed in-
dex size is 7.57GB. We use 10000 queries randomly selected from the TREC2005
Efficiency track queries using distinct numbers of terms with |q| ≥ 2.

Our experiments were performed on an Intel(r) Xeon(r) E5620 processor run-
ning at 2.40 GHz with 8GB of RAM and 12,288KB of cache. All solutions were
implemented in JAVA with BM25 [13] as the ranking function. All the codes are
openly available by contacting the authors. In every experiment where we report
running time, the index was preloaded into memory and the results are averaged
over 5 independent runs. We measure the performance by the following criteria:
average time per query, decoded blocks, docid evaluated, calls to the scoring
function and candidates inserted into the result heap. These criteria are also
used in previous work [9, 10].

5.2 Results

One of the main challenges associated with processing of disjunctive queries is
that it tends to be much slower than conjunctive queries, as document matching
any of the query terms might be returned as a result. In contrast, conjunctive
queries requires to return only those documents that match all of the terms, in
which the shortest posting list can be used to efficiently skip the longer post-
ing lists and then reduce the amount of data to be processed. Top-k processing
methods, including our ELS-MaxScore, are focusing on narrowing the perfor-
mance gap between the two types of queries. Thus, we compare our algorithm
with three baseline algorithms, i.e., disjunctive queries, conjunctive queries and
the state-of-the-art MaxScore by Jonassen et al. All of the three methods are
using DAAT index traversal strategy. Table 1 shows the query processing time
using different algorithms with different number of returned results.

Table 1. Average query processing times in ms of different algorithms with different
number of results k, on the TREC 2005 query logs

Algorithms Avg. k=10 k=50 k=100 k=500 k=1000

Disjunctive 285.3 276.4 283.8 288.4 288.9 288.9

Conjunctive 24.7 24.7 24.7 24.7 24.8 24.8

MaxScore 54.6 34.6 43.9 49.2 67.5 77.9

ELS-MaxScore 44.7 28.3 33.7 39.3 56.1 66.0

Δ(D − E)% 84.3% 89.8% 88.1% 86.4% 80.6% 77.2%

Δ(M − E)% 18.2% 18.2% 23.2% 20.1% 16.9% 15.3%

From Table 1, we can see the existing huge performance gap between disjunc-
tive and conjunctive queries. MaxScore achieves great benefits but still leaves
a large room for improvement. This is mainly due to the mis-scoring problem
in MaxScore method described in Section 2. ELS-MaxScore provides an 18.2%
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further reduction over the MaxScore baseline and 84.3% over the disjunctive
baseline in the average query latency by enabling skipping in essential lists. The
best case with ELS-MaxScore is 8.8 times faster than the disjunctive evaluation,
making the performance between conjunctive and disjunctive queries much closer
to each other. Furthermore, we find that the performance for the disjunctive
queries is quite stable as it decodes and evaluates all the postings, and it is
also for conjunctive queries as the threshold is only used to keep the number
of results when each candidate is completely scored. For MaxScore and ELS-
MaxScore, the query processing time increases as we increase k. This is mainly
because different k results in different thresholds and essential lists when selecting
candidates. However, our algorithm always keeps a good improvement over the
MaxScore baseline. With k less than 100, the performance of our method is close
to the conjunctive evaluation with less than 26.7% difference.

Fig. 4. Average numbers of processed elements of different DAAT methods on TREC
GOV2 collection

Fig. 4 shows other criteria for our ELS-MaxScore and the baselines on the
TREC 2005 query log with results number k=10, 100, 1000. We can see the
huge gap of processed elements between disjunctive and conjunctive queries,
which indicates the importance of our optimization work. The number of can-
didates inserted into the result heap and posting scorings of our ELS-MaxScore
is significantly reduced compared with disjunctive and MaxScore baseline. This
means that ELS-MaxScore should perform even better when we choose a more
complex scoring function than BM25, such as functions with proximity support.
We observe also a decrease in the number of evaluated docids and decompressed
blocks due to more inverted index skipping. In addition, we find that MaxScore
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provides a little reduction of the decompressed blocks even compared with con-
junctive queries with k less equals 10, and our ELS-MaxScore does it further
with all different k. This is mainly because that some long step skipping can
even jump over blocks.

6 Conclusion and Future Work

In this paper we have proposed and evaluated an efficient top-k processing meth-
od called ELS-MaxScore by skipping in both essential and non-essential lists.
Experimental results show that our technique provides additional 18% perfor-
mance gains on average over the MaxScore baseline and 84% over the disjunctive
DAAT baseline, without sacrificing result quality. The best case of our proposed
method with the number of returned results less than 100 achieves almost the
same performance with conjunctive queries, thus further removes the perfor-
mance gap between disjunctive and conjunctive queries. Further investigations
will include the combination of ELS-MaxScore and block-max index [10], which
is an augmented structure that stores the piece-wise maxscore of each block in
a posting list to reduce mis-scorings of candidates [11].
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Abstract. We consider a problem to select representative distinctive
objects in a numerical database, which is an important problem in an
early stage of knowledge discovery process. Skyline query and its variants
are functions to find such representative objects. Skyline query selects
representative objects that are not dominated by any other object in the
dataset. Though skyline query is useful function, it cannot control the
size of selected objects. In order to solve the problem, “top-k dominating
query” and “K-skyband queries” have been introduced. However, con-
ventional algorithms for computing those functions are not well suited
for parallel distributed environment. In this paper, we consider a method
for computing both queries in a parallel distributed framework called
MapReduce, which is a popular framework to handle “big data”.

Keywords: Representative Objects, Skyline Query, Top-k Dominating
Query, K-Skyband Query, MapReduce.

1 Introduction

In an early stage of knowledge discovery process, to select representative dis-
tinctive objects in a database is important to understand the data. Assume that
a new hotel database is given. First of all, we often look at representative ob-
jects such as the cheapest one, the most popular one, the most convenient one,
and so on to understand the data. These objects are examples of representative
distinctive objects in the hotel database.

Skyline query [3] and its variants are functions to find such representative
objects from a numerical database. Skyline objects in a dataset are objects that
are not dominated by any other object in the dataset. Given an m-dimensional
dataset DS, an object Oi is said to be in skyline of DS if there is no other object
Oj (i 	= j) in DS such that Oj is better than Oi. If there exists such Oj , then
we say that Oi is dominated by Oj or Oj dominates Oi.

Figure 1 shows an example of skyline. The table in the figure is a list of hotels,
each of which contains two numerical attributes: distance and price. If we assume
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ID Price (rank) Distance (rank)

O1 3  (2) 8  (6)

O2 2  (1) 7  (5)

O3 7  (5) 3  (1)

O4 8  (6) 4  (2)

O5 5  (3) 10  (7)

O6 10  (7) 5  (3)

O7 6  (4) 6  (4)

O1

O2

O3

O4

O5

O6

O7

F

F

a1 a2

Fig. 1. Skyline example

that smaller value is better, then the skyline query retrieves objects {O2, O3, O7}
(see Figure 1 (b)). Where objects O1 and O5 are dominated by the object O2.
Similarly, objects O4 and O6 are dominated by the object O3.

Another popular function to find representative objects is “top-k query”. The
top-k query selects the k objects based on a user specified scoring function. For
example, if a user specifies k = 2 and “F = price + distance” as a scoring
function, the top-2 query selects O2 and O3.

As illustrated in the above, skyline queries do not require a scoring function
and simply find a common subset of non-dominated objects for all linear scoring
functions. This intuitive nature of the query formulation has been a key strength
of skyline queries, compared to top-k queries that requires users to formulate a
function. On the other hand, we cannot control the number of retrieved sky-
line objects. Skyline queries may retrieve too many objects especially in high
dimensional datasets.

Authors of [20] combine the strength of both skyline query and top-k query
and propose a new variant of skyline query called “top-k dominating query” to
select various k objects. They defined an intuitive score function for modeling
the importance of an object O ∈ DS:

μ(O) = |{O′ ∈ DS |O ≺ O′} |.

The score function μ(O) return the number of objects dominated by object
O. For example, μ(O2) = 2 since O2 dominates O1 and O5. Similarly, μ(O3) = 2.
Hence, top-2 dominating query of Figure 1 retrieves objects O2 and O3. Thus,
a top-k dominating query is not only to select representative objects but also to
provide importance of each representative object. From a practical perspective,
top-k dominating query combines the advantages of top-k and skyline queries
without sharing their disadvantages.

K-Skyband query [13] is another variants of skyline query. K-skyband query
returns a set of objects, each object of which is not dominated by K objects.
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In other words, an object in the K-skyband query may be dominated by at
most K− 1 other objects. For the dataset in Figure 1, the K-skyband for K = 2
retrieves objects {O1, O2, O3, O4, O7}. Object O5 is in not 2-skyband since it is
dominated by O2 and O1. Similarly, object O6 is not in 2-skyband.

Top-k queries return different set of objects if scoring function is different,
while K-skyband query always returns the same set. Note that the result set of
a K-skyband query must contains the result set of any top-k query. Notice that
O2 and O3, which are the top-2 objects with the scoring function F = price
+ distance, are contained in the 2-skyband result. Therefore, one can use the
skyband query as a pre-computing step to answer top-k query.

In this paper, we consider a parallel algorithm for selecting representative
objects by using K-skyband and Top-k dominating query. In order to handle so
called “big data”, MapReduce framework is introduced. Our parallel algorithm
utilize the MapReduce framework.

Contributions of this paper include following aspects:

� We have developed a scalable parallel algorithm for K-skyband and Top-k
dominating query so that we can handle “big data”.

� The proposed algorithm compute both K-skyband and Top-k dominating
query simultaneously.

� We have empirically proved its efficiency through extensive experiments.

The rest of this paper is organized as follows: Section 2 presents the notions
and properties of top-k dominating and skyband query computation. We provide
detailed examples and analysis of our algorithm in Section 3. Section 4 reviews
related work. We experimentally evaluate the algorithm in Section 5 under a
variety of settings. Finally, Section 6 concludes the paper.

2 Preliminaries

In this section, we present some definitions and basic properties of proposed
algorithm.

Table 1. Database DS

DS1 DS2 DS3

ID a1 a2 ID a1 a2 ID a1 a2

O1,1 3 8 O2,1 7 3 O3,1 5 10
O1,2 2 7 O2,2 8 4 O3,2 10 5

O3,3 6 6
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Given a database DS that is defined by a set of m-attributes {a1, a2, · · · , am}.
The database is distributed into n datasets {DS1, DS2, · · · , DSn} on different
locations. Without loss of generality, assume that each attribute has non-negative
numerical values. We also assume smaller value is preferable in each attribute. We
use Oi,j .ap to denote the p-th attribute’s value of object Oi,j where i represent
datasets ID and j represent object ID in the corresponding datasetDSi. Assume
the dataset DS shown in Figure 1 is distributed into three subsets, DS1, DS2,
andDS3, each of which has two attributes, a1 and a2, as shown in Table 1. In this
paper, we assign object id of those distributed databases like ODSID,LOCALOID

where DSID denote ID of dataset and LOCALOID is local ID of an object
in the dataset. For example, O3,3 is an object of DS3 and its local ID in DS3

is “3”.

Definition 1 (Domination). For objects Oi,j and O′
i,j , an object Oi,j is said

to dominate another object O′
i,j with respect to DS, denoted by Oi,j ≺ O′

i,j , if
Oi,j .as ≤ O′

i,j .as for all attributes (s = 1, · · · ,m) and Oi,j .ax < O′
i,j .ax for at

least one attribute (1 ≤ x ≤ m). We call such Oi,j as dominant object and such
O′

i,j as dominated object between Oi,j and O′
i,j . If Oi,j dominate O′

i,j , then Oi,j

is more preferable than O′
i,j .

In Table 1 object O1,2 dominates object O1,1 (O1,2 ≺ O1,1). This is because
object O1,2 has smaller value in both attributes than objects O1,1.

Definition 2 (Skyline). An object O ∈ DS is in skyline of DS (i.e., a skyline
object in DS) if O is not dominated by any other object in DS. The skyline of
DS, denoted by Sky(DS), is the set of skyline objects in DS. For dataset DS,
objects {O1,2, O2,1, O3,3} can dominate all other objects and they are not dom-
inated by each other. Thus skyline query for dataset DS will retrieve Sky(DS)
= {O1,2, O2,1, and O3,3}.

Top-k queries can be defined by a scoring function F , which enables the rank-
ing (ordering) of the data objects. The most important and commonly used
scoring function is the ranked linear sum function. Each attribute ai has an as-
sociated rank ri indicating ai’s relative importance for the query. The aggregated
score Fw(Oi) for object Oi is defined as a weighted sum of the individual ranks:
Fw(Oi) =

∑m
i=1 wi ∗ ri, where w = (w1, ..., wm) is a user given weighting vector.

The result of a top-k query is a list of the k objects that have the top-k ranking
values of Fw.

Definition 3 (Top-k query). Given a positive integer k and a weighting vector
w, the result set TOPk(w) of the top-k query is a set of objects such that
TOPk(w) ∈ DB, |TOPk(w)| = k and ∀Oi, Oj : Oi ∈ TOPk(w), Oj ∈ DB −
TOPk(w) it holds that Fw(Oi) ≤ Fw(Oj).

If we set weight vector [0.5, 0.5] and k = 2 then Table 1 retrieves objects
O1,1 and O2,1 as top-2 result. We can easily specify the number of retrieved
objects by using top-k query. However, to specify a weighting vector is not an
easy procedure for an user.
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Definition 4 (μ score). The μ score is the number of objects dominated by
an object. μ score of an object O is denoted as μ(O). In Table 1 object O1,2

dominates objects O1,1 and O3,1 so the μ score of O1,2 is 2, i. e. μ(O1,2) = 2.

Definition 5 (SB score). The SB score of an object is the number of dominant
objects. SB score of an object O is denoted as SB(O). In Table 1 object O3,2 is
dominated by objects O2,1 and O2,2 so the SB score of O3,2 is 2, i. e. SB(O3,2)
= 2.

Definition 6 (Top-k dominating query). Given a positive integer k and for
a database DS, the top-k dominating query returns k objects that have top-k μ
scores from DS.

For dataset shown in Table 1, the top-2 dominating query retrieves O1,2 and
O2,1.

Definition 7 (K-skyband query). Given a positive integer K, K-skyband is
a set of objects that are dominated by at most K − 1 other objects.

For dataset DS shown in Table 1, the skyband query for K = 2 includes
objects {O1,1, O1,2, O2,1, O2,2, O3,3}. Conceptually, K represent the thickness of
the skyline. 1-Skyband query corresponds to a conventional skyline. Moreover,
top-k result also belongs to the result of K-skyband. One can use K-skyband
result as a pre-processing step of skyline as well as top-k query computation.

Definition 8 (Domination Check Set). For an object O assume r1(O) and
r2(O) be the rank value of attribute a1 and a2, respectively. For example, in
Figure 1, r1(O4) = 6 and r2(O4) = 2. We call the largest rs(O) (s = 1, ...,m) as
“the worst rank of O” and as as “the worst rank attribute of O”. In the example
the worst rank of O4 is 6 and the worst rank attribute is a1.

Domination CheckDC set for an objectO is a set of objects that have equal or
greater rank than the worst rank of O in the worst rank attribute. For example,
O6 has greater rank than the worst rank, i.e., 6, of O4 in a1 (price). Therefore,
the DC set of object O4 is {O6}. Similarly, the worst rank of O3 is 5. So, the
DC set of object O3 is {O4, O6}.

3 Skyband and Top-k Dominating Query Processing

Our parallel distributed algorithm of skyband and top-k dominating queries has
following four phases.

Data Map and Ranking: We partition each distributed dataset vertically,
i.e., attribute wise and dispatch each partition to the MAP workers. Each MAP
worker generates (Key, V alue) pairs, where Key is the object ID and V alue
is the rank of corresponding object in the attribute domain. The output of this
phase is (ID,Rank) pairs for each object.

Reduce and Worst Rank Computation: Coordinator collects (ID,Rank)
pairs to reduce data access between MAP workers and REDUCE workers. After
shuffling, coordinator finds the worst attribute rank for each object. The second



Selecting Representative Objects from Large Database 565

map-reduce function is invoked in this stage for skyband and top-k dominating
queries computation.

Rank Map and DC Set Computation: Coordinator sends attribute rank to
the corresponding map worker and compute domination check DC sets for each
object.

Skyband and Top-k Dominating Computation: REDUCE workers perform
domination check between DC sets and corresponding object. Next, it sends the
result to the coordinator. The coordinator maintains SB score and μ score to
compute skyband and top-k dominating query, respectively.

3.1 Data Map and Ranking

We followed a vertical partitioning strategy such that m-dimensional dataset
splitted into m partitions. If the number dataset is n then the total number of
partitions is equal to n×m, say {s1,1, · · · , s1,m, · · · , sn,1, · · · , sn,m}. For simplicity,
we denote {s1,1, s2,1, · · · , sn,1}, {s1,2, s2,2, · · · , sn,2}, and {s1,m, s2,m, · · · , sn,m} as
{S1}, {S2}, · · ·, and {Sm}, respectively. In our running example, DS1 has two
attributes a1 and a2. We split DS1 into two partitions called s1,1 and s1,2. Here,
we have two partitions, which we need at least two MAP workers.

Each MAP worker independently operates a non-overlapping partition of the
input file and calls the user-defined “map function” to emit a list of (Key V alue)
pairs from its local storage in parallel. In our algorithm, each MAP worker
produces (ID,Rank). To calculate the rank value for each key-value pair of
Sl(l = 1, · · · ,m), corresponding MAP worker sorts its attribute in ascending
order, then replaces the values by their corresponding rank value. Figure 2 shows

ID a1 a2

O1,1 3 8

O1,2 2 7

Data Source 1

ID a1 a2

O2,1 7 3

O2,2 8 4

Data Source 2

ID a1 a2
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O3,2 10 5

O3,3 6 6
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Fig. 2. Data map and ranking process
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the “data map and ranking” procedure. It shows that objects O1,2 and O2,1 have
rank “1” for attribute a1 and a2, respectively. By replacing each actual value to
rank value, we can prevent distribution of some sensitive values.

3.2 Reduce and Worst Rank Computation

Each MAP worker dispatches the (ID,Rank) pairs to the REDUCE workers.
After shuffling, each REDUCE worker sends its output to the coordinator. After
that, coordinator retrieves the worst rank and the worst rank attribute each
object. Figure 3 shows the “reduce and worst rank computation” procedure.
In our running example, O1,1 has rank value 2 and 6 for attribute a1 and a2
respectively. In the object, a2’s rank is the worst (i.e., the worst rank of O1,1 is
6 and the worst rank attribute is a2). Therefore, coordinator generates (O1,1, <
a2, 6 >) for object O1,1 as a key-value pair for O1,1.

O1,2 1

O1,1 2

O3,1 3

O3,3 4

O2,1 5

O2,2 6

O3,2 7

O2,1 1

O2,2 2

O3,2 3

O3,3 4

O1,2 5

O1,1 6

O3,1 7

ID a1 a2

O1,1 2 6

O1,2 1 5

O2,1 5 1

O2,2 6 2

O3,1 3 7

O3,2 7 3

O3,3 4 4

O1,1 < a2, 6 >

O1,2 < a2, 5 >

O2,1 < a1, 5 >

O2,2 < a1, 6 >

O3,1 < a2, 7 >

O3,2 < a1, 7 >

O3,3 < a1, 4 >

Input Reduce Output
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Shuffling

R
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k 
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Fig. 3. Reduce and worst rank computation process

3.3 Rank Map and DC Set Computation

Next, coordinator maps the output pairs to the MAP workers according to the
worst rank attribute. Figure 4 represents the “rank map and DC set computa-
tion” procedure. As in the figure, pairs of O2,1, O2,2, O3,2, and O3,3 are mapped
to MAP worker for a1. Similarly, O1,1, O1,2, and O3,1 are mapped to MAP worker
for a2.

Each MAP worker outputs domination check DC sets for each corresponding
object. As in Figure 4, since O2,1 has the worst rank “5” in a1, the coordinator
outputs {O2,2, O3,2} as DC set for O2,1. Notice that O2,2 and O3,2 have greater
rank than that of O2,1 in a1. O1,1 has the worst rank “6” in a2 and the DC set
member of O1,1 is {O3,1}.
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3.4 Skyband and Top-k Dominating Computation

In second reduce phase REDUCE workers perform domination check between
an object and its corresponding DC set. This is because here we can apply the
following theorem.

Theorem 1. For two objects {O,O′ ∈ DS}, if O′ is not in the DC set of object
O then O can not dominate object O′, i.e., O ⊀ O′.

Proof

Let as be the worst rank attribute of O. If O dominates O′, O′ must be in DC
set of O since O.as ≤ O′.as. If O′ is not in DC set of O, it means O.as > O′.as.
Therefore, O can not dominate O′. �

Theorem 1 confirmed that it is sufficient to perform domination check between
an object O and the corresponding DC set for object O. Afterward REDUCE
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workers send the domination check result to the coordinator. The coordinator
is responsible to maintains the SB score and the μ score for skyband as well as
top-k dominating query. Initially both of the scores are initialized with “0”. If
an object dominates an object in DC set, then μ score of the object and the SB
score of the dominated object incremented by 1. By performing the domination
check, coordinator gets the SB score and the μ score. Finally the coordinator is
ready to answer skyband and top-k dominating query results. Figure 5 shows the
“ skyband and top-k domination computation process”. From figure for K = 2,
the skyband result set is {O1,1, O1,2, O2,1, O2,2, O3,3}, since the SB score value
for those objects is less than 2. Again for k = 2 the coordinator outputs objects
O1,2 and O2,1 as top-2 dominating result because both objects have the highest
μ score.

4 Related Work

Our work is motivated by previous studies of skyline query processing as well as
its variants. Those are reviewed in the following sections.

4.1 Skyline Query Processing

Borzsonyi et al. first introduced the skyline operator over large databases and
proposed three algorithms: Block-Nested-Loops(BNL), Divide-and-Conquer
(D&C), and B-tree-based schemes [3]. BNL compares each object of the database
with every other object, and reports it as a result only if any other object does not
dominate it. A window W is allocated in main memory, and the input relation is
sequentially scanned. In this way, a block of skyline objects is produced in every
iteration. In case the window saturates, a temporary file is used to store objects
that cannot be placed in W . This file is used as the input to the next pass. D&C
divides the dataset into several partitions such that each partition can fit into
memory. Skyline objects for each individual partition are then computed by a
main-memory skyline algorithm. The final skyline is obtained by merging the
skyline objects for each partition. Chomicki et al. improved BNL by presorting,
they proposed Sort-Filter-Skyline(SFS) as a variant of BNL [6]. Among index-
based methods, Tan et al. proposed two progressive skyline computing methods
Bitmap and Index [15]. In the Bitmap approach, every dimension value of an
object is represented by a few bits. By applying bit-wise AND operation on these
vectors, a given object can be checked if it is in the skyline without referring
to other objects. The index method organizes a set of m-dimensional objects
into m lists such that an object O is assigned to list i if and only if its value
at attribute i is the best among all attributes of O. Each list is indexed by
a B-tree, and the skyline is computed by scanning the B-tree until an object
that dominates the remaining entries in the B-trees is found. The current most
efficient method is Branch-and-Bound Skyline(BBS), proposed by Papadias
et al., which is a progressive algorithm based on the best-first nearest neighbor
(BF-NN) algorithm [13]. Instead of searching for nearest neighbor repeatedly, it
directly prunes using the R*-tree structure.
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4.2 Skyline Variants

Recently, research community focus has been shifted to the study of queries based
on variants of the dominance relationship. Chan et al. identify the problem of
computing top-k frequent skyline objects, where the frequency of an object is
defined by the number of dimensional subspaces [5]. Li et al. propose a data cube
structure for speeding up the evaluation of queries that analyze the dominance
relationship of objects in the dataset [10]. However, incremental maintenance
of the data cube over updates has not been addressed in [10]. Clearly, it is
prohibitively expensive to recompute the data cube from scratch for dynamic
datasets with frequent updates. Chan et al. proposed k-dominant skyline, which
is based on the k-dominance relationship and developed efficient ways to compute
it in high-dimensional space [4]. An object Oi is said to k-dominate another
object Oj if Oi dominates Oj in at least one k-dimensional subspace. The k-
dominant skyline contains the objects that are not k-dominated by any other
object. When k decreases, the size of the k-dominant skyline also decreases.
Skyband computation is another kind of query.K-skyband query returns objects
that are dominated by at most K − 1 other objects [13]. It has been observed
that for any increasingly monotone aggregate function, the top-k objects belong
to the K-skyband, where k ≤ K [8].

More aspects of skyline computation have been explored. Lin et al. proposed
n-of-N skyline query to support online query on data streams, i.e., to find the
skyline of the set composed of the most recent n elements. In the cases where the
datasets are very large and stored distributedly, it is impossible to handle them
in a centralized fashion [11]. Balke et al. first mined skyline in a distributed
environment by partitioning the data vertically [1]. Vlachou et al. introduce
the concept of extended skyline set, which contains all data elements that are
necessary to answer a skyline query in any arbitrary subspace [19]. Tao et al.
discuss skyline queries in arbitrary subspaces [17]. More skyline variants such as
dynamic skyline [12] and reverse skyline [7] operators also have recently attracted
considerable attention.

Computing the skyline or its variants are challenging today since there is
an increasing trend of applications expected to deal with “big data”. Observe
that [4,5,10] cannot be directly applied to evaluate top-k dominating queries.
Moreover skyband query needs separate algorithm. To compute both type queries
in a common method and efficient way this paper proposed an algorithm, which
can handle “big data”. For such data intensive applications, the parallel distri-
bution frame work or MapReduce [9,2,18] framework has recently attracted a
lot of attention. Parallel distributed framework allows easy development of scal-
able parallel applications to process “big data” on large clusters of commodity
machines. An ideal parallel distributed system should achieve a high degree of
load balancing among the participating machines, and minimize the space, CPU
and I/O time, and network transfer at each machine. There exist some recent
works on skyline computation using MapReduce [16,14]. However, to the best
of our knowledge there is no such MapReduce algorithm for the k-dominating
query and the K-skyband query so far.
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5 Performance Evaluation

We set up a cluster of 4 commodity PCs in a high speed Gigabit networks, each
of which has an Intel Core i7 3.4GHz CPU, 4GB memory and Windows 8.0
OS. The machines are connected with a Gbps LAN connection. We compile the
source codes under JDK 1.6. We conduct a series of experiments with different
dimensionalities and data cardinalities to evaluate the effectiveness and efficiency
of our proposed method. Since none of the existing methods can handle K-
skyband and Top-k dominating queries at a time, as a result we failed to compare
proposed method with other algorithms. Each experiment is repeated five times
and the average result is considered for performance evaluation. Three data
distributions are considered as follows:
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Fig. 6. Performance for different data dimension

Correlated: A correlated dataset represents an environment in which, objects
are good in one dimension are also good in the other dimensions. In a correlated
dataset, fairly few objects dominate many other objects.

Anti-Correlated: An anti-correlated dataset represents an environment in
which, if an object has small coordinates on some dimensions, it tends to have
large coordinates on other dimensions or at least another dimension.

Independent: For this type of dataset, all attribute values are generated in-
dependently using uniform distribution. Under this distribution, the total num-
ber of non-dominating objects is between that of the correlated and the anti-
correlated datasets.

Effect of Dimensionality. We study the effect of dimensionality on our MapRe-
duce technique. We fix the data cardinality to 100k and vary dataset dimension-
ality n ranges from 2 to 6. The run-time results for this experiment are shown
in Figure 6(a), (b), and (c). The result shows that as the dimension increases
the performance of propose method becomes slower. This is because for high
dimension the number of non dominant objects increases and the performance
become slower. The result on correlated data dataset is 10 times faster than
independent data dataset. Where as it is 12 times faster than anti-coorelated
data dataset.
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Effect of Cardinality
For this experiment, we fix the data domensionality to 6 and vary dataset cardi-
nality ranges from 75k to 300k. Figure 7(a), (b), and (c) shows the performance
on correlated, independent, and anti-correlated datasets. Propose technique is
highly affected by data cardinality. If the data cardinality increases then the
performances decreases.
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6 Conclusion

This paper addresses a problem of selecting representative objects. We consider
parallel distributed computation algorithm for K-skyband queries and top-k
dominating queries to solve the problem. Extensive experiments demonstrate
the efficiency of our algorithm for synthetic datasets

It is worthy of being mentioned that this work can be expanded in a number
of directions. First, from the perspective of parallel computing, how to compute
both queries from streaming dataset. Secondly, to design an efficient index based
(R-tree/B-tree) parallel distributed method is promising research topics.
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Abstract. Parallel computing techniques can greatly facilitate traditional data
mining algorithms to efficiently tackle learning tasks that are characterized by
high computational complexity and huge amounts of data, to meet the require-
ment of real-world applications. However, most of these techniques require fully
labeled training sets, which is a challenging requirement to meet. In order to
address this problem, we investigate widely used Positive and Unlabeled (PU)
learning algorithms including PU information gain and a newly developed PU
Gini index combining with popular parallel computing framework - Random
Forest (RF), thereby enabling parallel data mining to learn from only positive
and unlabeled samples. The proposed framework, termed PURF (Positive Un-
labeled Random Forest), is able to learn from positive and unlabeled instances
and achieve comparable classifcation performance with RF trained by fully la-
beled data through parallel computing according to experiments on both synthetic
and real-world UCI datasets. PURF is a promising framework that facilitates PU
learning in parallel data mining and is anticipated to be useful framework in many
real-world parallel computing applications with huge amounts of unlabeled data.

Keywords: PU information gain, PU Gini index, random forest, parallel data
mining.

1 Introduction

Processing of huge amounts of data and high-complexity computations are the two
emerging major challenges faced by many real-world applications of data mining in re-
cent years. Accordingly, parallel computing techniques are developed and widely used
to address data mining tasks that require time-consuming computation and processing
of large databases by dispatching the learning task to several CPUs / jobs to allow sepa-
rate running. A large number of experiments in different research areas and applications
have benefited from the success and effectiveness of these developed parallel algorithms
[1][2][3]. Among these, random forest (RF) [4] is one such attractive parallel algorithm
that can be readily extended for parallel computing purposes by generating many trees
in different CPUs / jobs.

� Corresponding author.

X. Luo, J.X. Yu, and Z. Li (Eds.): ADMA 2014, LNAI 8933, pp. 573–587, 2014.
c© Springer International Publishing Switzerland 2014



574 C. Li and X.-L. Hua

Experiments on many real-world datasets have proved that RF can achieve satisfac-
tory performance and flexible extendibility for parallel computing. However, to date,
the majority of parallel algorithms are trained by fully labeled instances, while it is well
known that labeling data is time-consuming and requires considerable effort. Prediction
of post-translational modification sites (PTMs) provides is a good example that illus-
trates the limitation and incompatibility of traditional classifications that rely on fully
labeled samples: First, millions of protein sequences from different species are avail-
able; Second, identifying (labeling) PTMs in each of these proteins requires extensive
experimental efforts; and finally, researchers sometimes are more interested in certain
types of PTMs (e.g. phosphorylation sites) that might be better regarded as positive
samples for data mining purposes.

With the goal of tackling the tasks described above, in this study, we propose a
novel computational framework, termed PURF (Positive Unlabeled Random Forest),
for parallel computing to learn from positive and unlabeled samples effectively. This
framework combines PU learning techniques including widely used PU information
gain (PURF-IG) [5] and newly developed PU Gini index (PURF-GI) with an extend-
able parallel computing algorithm (i.e. RF). Empirical experiments performed on both
synthetic and real-world UCI datasets indicate that both these two PU learning tech-
niques perform comparably with RF model trained by fully labeled data, suggesting
that in the case of parallel computing, PURF has a strong capability to learn data from
large amounts of samples with unknown class and lack of labeled negative samples. To
the best of our knowledge, this work represents the first study of positive and unlabeled
learning with both PU information gain and PU Gini index for the parallel data mining
scenario.

The rest of this paper is organized as follows: Section 2 will review some represen-
tative works in terms of PU Learning and parallel computing. A new PU Gini index
will be proposed in Section 3. The corresponding algorithms for PURF and its parallel
implementation will be described in Section 4. We conduct experiments to compare the
performance of supervised RF, PURF-GI and PURF-IG in Section 5, which is followed
by conclusions and future work drawn in Section 6.

2 Related Works

We briefly summarize three major directions in this area: (1) Single classifier for PU
learning. Denis et al. developed a new information gain-based method with only pos-
itive and unlabeled data and applied it to decision tree [5]. Similar technique was also
developed with Naive Bayesian learner in [6]. (2) Strategies for PU learning (such as
two-step strategy and unlabeled sample weighting). In this direction, traditional clas-
sifiers or algorithms will not be changed or modified. Elkan et al. developed a method
to weigh unlabeled data with the assumption that training data are an incomplete set of
positive and unlabeled data [7]. Margin maximization in SVM was also used to incre-
mentally label negative data with the aid of MC (Mapping Convergence) proposed by
Yu. [8]. For text classification, a two-step strategy was widely used, with which reli-
able negative documents were extracted from unlabeled documents and used to train a
classifier together with labeled positive documents [9][10][11]. Then previously labeled
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negative documents could be refined and more reliable negative documents would be
retrieved. This process would not stop until a satisfactory threshold was reached.

On the other hand, the research works of parallel data mining techniques can be cate-
gorized into following three groups: (1) Modification of traditional data mining tech-
niques. For apriori association rules mining, there exist three types of methods, includ-
ing Count Distribution, Data Distribution and Candidate Distribution [2][12][13]. Zaki
et al. proposed a parallel algorithm for vertical associate rules mining based on Eclat, in
order to aggregate and take advantage of limited computing resources [14]. FP-tree [15]
is another classic model to mine association rules. Two algorithms have been developed
to grow multiple FP-trees in a parallel manner to different parts of transactions [16][17].
Moreover, Parthasarathy et al. proposed a new parallel association rules mining tech-
nique in shared-memory system [1]. To tackle imbalanced data mining task, Cheung
et al. proposed a novel parallel algorithm using a distributed nothing-parallel system
to explore association rules [18]. (2) Parallel computing in computer applications.
For graphics processing, Li et al. developed three methods based on Compute Unified
Device Architecture (CUDA) to accelerate three data mining algorithms (CU-Apriori,
CU-KNN and CU-K-means) in CUDA [2]. For semantic retrieval, Chen et al. proposed
a parallel computing approach to build engineering concept space, thereby addressing
the scalability issue related to large-scale information retrieval [3]. (3) Parallel com-
puting in bioinformatics. Parallel computing has been widely used in bioinformatics
and computational biology, such as molecular dynamic simulation [19][20] and tool
development for biological data analysis [21].

It should be noted that for most of the parallel algorithms, the models are trained by
fully labeled data that is difficult to collect in real-world applications.

3 Positive Unlabeled Gini Index

As mentioned in our previous study [22], the PU learning task can be described as
follows. Let us write a dataset S (|S| = n) that has only positive and unlabeled samples,
S = {s1, s2, . . . , sn}, where si =< Ai, Ci, yi > is a sample in S(1 ≤ i ≤ n). Here,
Ai = {ai1, ai2, . . . , aim} is an attribute vector with m attributes; Ci denotes the class
label of si (positive class: Ci = +1; negative class: Ci = −1); yi represents whether
Ci is known to the model (class known: yi = +1; class unknown: yi = −1). Since
for positive unlabeled learning, only positive samples are labeled, if yi = +1, then
Ci = +1; while if yi = −1, the true class label of si is unknown. The PU learning
aims at distinguishing positive class (Ci = +1) from non-positive class (Ci 	= +1) in
a given dataset. In the case of binary classification, non-positive class is the negative
class. While in the case of multi-class classification, non-positive class can be the set of
all classes except the positive class.

Random forest [4] is an ensemble of decision trees built on random bootstrapping
of training datasets. Final classification decision of a test sample is determined by the
average value of the possibility of all classes. Since RF uses Gini index [23] to decide
the split criteria, inspired by estimation method of proportion of positive and negative
samples proposed by Denis et al. [5], we propose the PU Gini index in this study that
explores only positive and unlabeled samples.
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Given a learning task with only positive and unlabeled samples, let PosLevel de-
note the proportion of positive samples in the learning task and Snode as the dataset
filtered in the current node node in tree T . Note that PosLevel is the proportion of
positive samples in this learning scenario. Therefore, PosLevel is unknown and can
vary. The details of PosLevel will be discussed in the following section. According to
the definition of Gini index, we have

PUGini(Snode) = 1−
|C|∑
i=1

p2i . (1)

Under the PU learning scenario, there are only two classes: positive class and non-
positive class. Let p1 and p2 denote the estimates of proportion of positive and non-
positive samples in Snode, respectively. According to the PU information gain in [5],
we have

p1 = min{ |POSnode|
|POS| × PosLevel× |UNL|

|UNLnode|
, 1}

p2 = 1− p1, (2)

where |POS| and |UNL| are the numbers of positive and unlabeled samples in the
training dataset, respectively. |POSnode| and |UNLnode| are the numbers of positive
and unlabeled samples filtered into the current node, respectively. Then for each at-
tribute aj(1 ≤ j ≤ m) in A, according to the split point, Snode can be divided into two
subsets, Snode(aj ≤ splitPoint) and Snode(aj > splitPoint). Therefore we have

PUGiniaj =
|Snode(aj ≤ splitPoint)|

|Snode|
×

PUGini(Snode(aj ≤ splitPoint))+

|Snode(aj > splitPoint)|
|Snode|

×

PUGini(Snode(aj > splitPoint)).

(3)

Finally, for the current node with the attribute aj(aj ∈ A), the PU Gini can be described
as follows

ΔPUGiniaj(Snode) = PUGini(Snode)− PUGiniaj . (4)

Among m attributes, the one with the maximal ΔPUGiniaj(Snode) should be chosen
as the splitting attribute.

4 Positive Unlabeled Random Forest

4.1 Framework

In this section, we describe the developed framework based on RF to learn from posi-
tive and unlabeled samples. In particular, PURF uses bootstrapping (with replacement)
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to select the training samples for each tree in forest. Therefore after bootstrapping, ap-
proximately 2/3 of samples are collected as the training data. In each PU tree Ti in
forest, there are nine sub-trees built in accordance with different values of PosLevel
(ranging from 0.1 to 0.9 with a step size of 0.1). Then the rest 1/3 of the data will
be used to determine the final output of each tree Ti in forest from the nine sub-
trees. Algorithm 1 shows the framework of the proposed PURF. Step 1 is used to

Algorithm 1. PURF Framework
Input:

training dataset including positive and unlabeled samples, S;
the feature space of S, A;
the number of trees in forest, ntree;

Output:
positive and unlabeled random forest F .

1: F = φ;
2: for each i ∈ [1, ntree] do
3: initialize a tree Ti with only one node (the root);
4: Strain = Bootstrapping(S) [4];
5: Svalidate = S − Strain;
6: for each j ∈ [1, 9] do
7: PosLevel = j

10
;

8: Tij = BuildT ree(Tij, P osLevel, Strain, A);
9: Ti = Ti

⋃
Tij

10: Tθ = GetBestT ree(Ti, Svalidate)
11: end for
12: F = F

⋃
Tθ;

13: end for
14: return F ;

initiate the forest F , F = {T1, T2, . . . , Tntree}. From steps 2 to 13, a forest F with
ntree trees will be generated and returned. As mentioned above, each tree Ti(1 ≤
i ≤ ntree) in F has nine sub-trees with different PosLevel values. The function
BuildT ree(Tij, PosLevel, Strain, A)(1 ≤ j ≤ 9) is used to generate sub-trees for
Ti. Then one of the nine trees will be chosen as the best tree according to the estimate
value by GetBestT ree(Ti, Svalidate), which will be discussed in the next section. De-
tails of the BuildT ree(Tij, PosLevel, Strain, A) are shown in Algorithm 2. The key
part of Algorithm 2 is to calculate the PU Gini index according to formula (4) or PU
information gain [5]. Then the attribute in A with the maximal PU Gini index will be
chosen as the splitting attribute. The growth of the tree halts when one of the two criteria
is met: (1) the samples filtered into this node are ’pure’ (i.e., positive or unlabeled) or
(2) the number of samples in the current node is smaller than a pre-set threshold. Then
the class of the leaf is determined by p1 and p2 from formula (2).

4.2 Tree Selection

As discussed above, each PU decision tree T = {T1, T2, . . . , T9} generated in the
forest F has nine sub-trees based on nine values of PosLevel and one sub-tree should



578 C. Li and X.-L. Hua

Algorithm 2. BuildT ree(T, PosLevel, Strain, A)

// Refer to Algorithm 1 for the details of input parameters;

1: Generate new feature subspace A
′ ∈ A by random sampling with replacement;

2: for each A
′
m ∈ A do

3: Calculate PU Gini index (formula (4)) or PU information gain according to [5];
4: end for
5: Choose attribute Asplit with the maximal PU Gini index / PU information gain value as

splitting attribute;
6: Compute the splitting value splittingPoint for Asplit;
7: Generate child nodes splitting from splittingPoint;
8: for each child node do
9: Strain = getDataInCurrentNode();

10: BuildT ree(T,PosLevel, Strain, A);
11: end for

be chosen as a representative decision tree of T in the forest F . Here, based on [5] and
our previous study [22], we use the following four statistics to calculate e(T ) to choose
the best sub-tree:

1. Number of positive samples in Svalidate, nPOS ;
2. Number of unlabeled samples in Svalidate, nUNL;
3. Number of positive samples to be predicted as non-positive, nPOS−→NP ;
4. Number of unlabeled samples to be predicted as positive, nUNL−→POS .

Then for each Tk in T ,

e(Tk) =
nPOS−→NP

nPOS
+

nUNL−→POS

nUNL
. (5)

Finally, the output of T , Tθ is

θ = argmin
k

(e(Tk)). (6)

5 Empirical Study

In order to evaluate the performance of our proposed algorithm, we conducted bench-
marking experiments using both synthetic and real-world datasets to assess the ability
of PURF to learn from unlabeled samples and compared with RF trained using fully
labeled data.

We have implemented PURF with Python1 based on the scikit-learn package2 and
both two PU techniques including PU Gini index (PURF-GI) and PU information gain
(PURF-IG) were tested as split functions. RF models used to compared with PURF-GI
and PURF-IG were implemented with Gini index and information gain, respectively.
The experiments were conducted on two Apple iMac machines with Intel Core i5 Quad

1 http://www.python.org/
2 http://scikit-learn.org/stable/

http://www.python.org/
http://scikit-learn.org/stable/
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Core CPU, with 12G and 24 G RAM, respectively and one Apple MacBook Pro with
Intel Core Duo CPU, and 4G RAM. The machine with Intel Core Duo CPU was only
used to conduct the experiments of running time comparison based on different number
of cores.

We measured the classification performance of PURF-GI, PURF-IG and RF using
Accuracy, F1 and AUC, which are commonly used for measuring the performance of
PU classifiers [7][22]. Meanwhile, the time and space complexity were also evaluated
by calculating the running time and counting the number of leaves and inner nodes of
both algorithms.

5.1 Datasets and Performance Evaluation

Both synthetic and real-world datasets were used to evaluate the performance of our
proposed PURF algorithm. We used a waveform generator to construct synthetic data,
while the three real-world datasets (Spambase3, Breast Cancer4 and Ionosphere5) de-
scribed in Table 1 were downloaded from the UCI website.

Table 1. real-world datasets

Dataset #Ins. #Attr. Positive class #Positive ins.
Spambase 4601 57 spam 1813

Breast cancer 699 9 malignant 241

Ionosphere 351 34
g 225
b 126

For transferring from fully labeled data to positive and unlabeled data, we defined
the probability transfer(s) that one positive instance s becomes unlabeled with the
given percentage of unlabeled data ratio(UNL) and the assumption that ratio(UNL)
is larger than the proportion of negative samples in the training dataset:

transfer(s) =
|Strain| × (1− ratio(UNL))

|Strainpos |
, (7)

where |Strain| is the number of training samples, while |Strainpos | represents the num-
ber of positive samples in |Strain|. If r > transfer(s), s will be transferred to unla-
beled sample.

10-fold cross-validation was applied to all experiments conducted in this study. In
each fold, we generated PU datasets for ratio(UNL) = 70%, 80% and 90% using the
fully labeled dataset with formula (7). Therefore, the performance of PURF-GI/PURF-
IG and RF reported in this paper were averaged over the forest generated on these fully
labeled and PU datasets of the ten folds. In addition, all the experiments except the

3 http://archive.ics.uci.edu/ml/datasets/Spambase
4 http://archive.ics.uci.edu/ml/datasets/
Breast+Cancer+Wisconsin+(Original)

5 http://archive.ics.uci.edu/ml/datasets/Ionosphere

http://archive.ics.uci.edu/ml/datasets/Spambase
http://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+(Original)
http://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+(Original)
http://archive.ics.uci.edu/ml/datasets/Ionosphere
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parallel analysis were performed in a parallel manner with quad cores and 10 jobs. The
number of jobs is a pre-defined parameter in the Python implementation6 of RF.

5.2 Portrait of PURF-GI

In this section, we would like to apply both synthetic and real-world UCI datasets to
summarise the character of PURF with newly developed PU Gini index in terms of
different sizes of training data, tree selection method and time/space complexity.

Number of Samples nsample. The purpose of this group of experiments is to examine
the relationship between the number of training samples and the corresponding clas-
sification performance of PURF-GI and RF. To do this, we used Waveform Generator
to build synthetic datasets. By default, datasets constructed by the waveform generator
have three classes: 0, 1 and 2. In this section, every class was considered as positive
class once, and the other two were combined as negative class. We constructed three
different datasets 20 times whose nsample = 1, 000, 5, 000 and 10, 000, respectively.
When conducting experiments, we fixed ntree = 20 and ratio(UNL) = 70%, 80%
and 90%, respectively. The results are shown in Fig. 1. With the increase of nsample, the
performance (in terms of Accuracy, AUC and F1) of both PURF-GI and RF generally
increased. In general, despite the different ratio(UNL), the performances of PURF-GI
and RF were very close to each other, especially for AUC value. For example, when the
positive class was 0 and nsample = 10, 000, the differences of Accuracy, AUC and F1
between PURF-GI and RF were 4.9%, 0.48% and 2.1%, respectively. Note that despite
the ratio(UNL) = 90% (approximately 10, 000×0.9×0.9 = 8, 100 samples were un-
labeled in 10-fold cross-validation), our proposed PURF-GI still achieved a very close
performance to that of RF trained using fully labeled data.

Experiments on Tree Selection. To check whether formulas (5) and (6) are capable
of selecting best sub-tree among nine, we conducted a group of experiments based on
three real-world UCI datasets with ratio(UNL) = 80% and ntree = 1. For each sub-
tree (PosLevel from 0.1 to 0.9), we built and tested PURF-GI on 10 folds. The average
Accuracy, F1 and AUC at certain PosLevel are reported in Fig. 2. For each fold at
a certain PosLevel, we recorded the real selected PosLevel by formulas (5) and (6)
and calculated the average values. Then we obtained nine average values of selected
PosLevel, of which the ranges are shown in the dark areas of Fig. 2. It is clear that
the dark areas are all around the PosLevels with best performance, which shows the
effectiveness of formulas (5) and (6) for selecting the best sub-tree.

Time and Space Complexity Analysis. In this section, we analysed the time and
space complexity of PURF-GI and RF. All the experiments in this section were con-
ducted with the Quad cores and 10 jobs. Fig. 3 shows the time consumed by PURF-GI
and RF to generate models on the three real-world datasets with different ntree and
ratio(UNL), respectively. It is obvious that, both PURF-GI and RF have linear time
complexity. The reason that PURF-GI consumed more time than RF is that in each tree
in the forest of PURF-GI, there are a total of nine sub-trees to generate. We also listed
the average numbers of the inner nodes and leaves of single tree in both PURF-GI and

6 https://pythonhosted.org/joblib/generated/joblib.Parallel.html

https://pythonhosted.org/joblib/generated/joblib.Parallel.html
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Fig. 1. Experimental results of nsample with different positive classes for PURF-GI

Fig. 2. Experimental results of tree selection on three UCI datasets for PURF-GI
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RF in Table 2. All the results were generated based on 10-fold cross-validation of the
three UCI datasets with ntree = 20 and ratio(UNL) = 70%, 80% and 90%. Since
Gini index generates binary splits, #inner nodes = #leaves− 1.

Fig. 3. Time consumed in real-world datasets with 10 jobs and Quad cores for PURF-GI

Table 2. The number of inner nodes and leaves of single tree in PURF-GI and RF

ratio(UNL)
Breast cancer Spambase Ionosphere b Ionosphere g

#inner nodes #leaves #inner nodes #leaves #inner nodes #leaves #inner nodes #leaves
Fully Labeled 25.50 26.50 260.48 261.48 21.37 22.37 21.64 22.64

70% 20.48 21.48 515.99 516.99 33.65 34.65 13.12 14.12
80% 11.10 12.10 126.80 127.80 19.30 20.30 9.38 10.38
90% 5.16 6.16 65.46 66.46 10.02 11.02 6.42 7.42

5.3 Parallel Computing Analysis of PURF-GI

Since PURF is a parallel computing framework, in this section, we went on to examine
the effect of two important parameters on the time complexity in the parallel computing
setup, which are the numbers of CPU cores and jobs. First, we fixed the number of CPU
cores at 4. Then we calculated the consumed time based on the three UCI datasets with
ratio(UNL) = 70%, 80% and 90%, ntree = 50. Fig. 4 shows the time consumed with
the increase of number of jobs (from 1 to 10). As expected, the more jobs PURF-GI
had, the less time PURF-GI consumed. For those runs with more than 4 jobs allocated,
the time to build the forest with the same amount of trees is almost the same. This
is because we used 4 CPU cores and at any point only 4 jobs could be concurrently
processed.
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Fig. 4. Time consumed in real-world datasets with different numbers of jobs for PURF-GI

Table 3. Time (second) consumed with different numbers of CPU cores for PURF-GI

#CPU cores ratio(UNL) Spambase Breast cancer Ionosphere b Ionosphere g

Core Duo
70% 59.447 7.557 4.647 4.765
80% 58.169 7.493 4.535 4.737
90% 53.652 7.349 4.365 4.567

Quad
70% 21.493 2.830 1.840 1.868
80% 20.591 2.853 1.794 1.866
90% 19.085 2.750 1.740 1.773

Then, we fixed the number of jobs at 10 and changed the number of CPU cores from
2 to 4. Then we run PURF-GI on the UCI datasets with ntree = 50. The results are listed
in Table 3. The first column is the number of CPU cores. The ratio(UNL) is shown in
the second column. Time consumed is shown for each dataset (for the ionosphere data,
there were two positive classes: b and g.) in columns 3 to 6. These results suggest that
PURF can be appropriately applied in the parallel computing scenario.

5.4 PURF-GI/PURF-IG versus RF on Real-World Datasets

To illustrate the scalability of PURF to real-world applications, in this section, we per-
formed several experiments using UCI datasets to compare the performance of PURF-
GI/PURF-IG to RF. We actually built up separate 10-fold cross-validation sets for the
performance comparison of PURF-GI/PURG-IG with RF for each dataset, respectively.
The ratio(UNL) ranged from 70% to 90% and ntree = 20, 50 and 100.
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For the breast cancer dataset, we set ’malignant’ as the positive class. Fig. 5 and Fig.
6 show the performance of PURF-GI and PURF-IG on this dataset when ratio(UNL) =
70%, 80% and 90% in terms of Accuracy, AUC and F1, respectively. It can be seen
that, even when ratio(UNL) = 90%, the performance of PURF-GI and PURF-IG was
still comparative to that of RF. For example, the differences of Accuracy, AUC and
F1 between PURF-GI and RF when ratio(UNL) = 90% and ntree = 20 were only
1.2%, 1.0% and 1.8%, respectively. It is also noticeable that, when ntree = 50 and
ratio(UNL) = 80%, the performance of PURF-GI was even better that of RF.

Fig. 5. Experimental results of Breast Cancer dataset for PURF-GI

Fig. 6. Experimental results of Breast Cancer dataset for PURF-IG

For the Spambase dataset, ’spam’ was set to be the positive class. Fig. 7 and Fig.
8 display the performance of PURF-GI/PURF-IG vs. RF when ratio(UNL) = 70%,
80% and 90%, respectively. Similarly, both PURF-GI and PURF-IG achieved satisfac-
tory performance when compared with RF based on this dataset. For instance, the differ-
ence of accuracy between PURF-GI and RF when ntree = 50 and ratio(UNL) = 80%
was only 3.1%.

Fig. 7. Experimental results of Spambase dataset for PURF-GI
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Fig. 8. Experimental results of Spambase dataset for PURF-IG

Fig. 9. Experimental results of Ionosphere dataset for PURF-GI

Fig. 10. Experimental results of Ionosphere dataset for PURF-IG
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For the ionosphere dataset, we set each class as the positive class in turn. The per-
formance of PURF-GI vs. RF and PURF-IG vs. RF on this dataset is shown in Fig.
9 and Fig. 10, respectively. When ’b’ was set as the positive class, the Accuracy,
AUC and F1 of both PURF-GI and PURF-IG were very close to those of RF with
ratio(UNL) = 70% and 80%. When ratio(UNL) = 90%, the performance dropped
down. A possible reason for this is that the number of positive samples was very limited
in this dataset - there were only a few positive samples that led to poor performance of
both PURF-GI and PURF-IG. On the other hand, when ’g’ was set to be the positive
class, the performance was generally poor.

6 Conclusions and Future Work

In this paper, for application in the parallel computing scenario, we have developed a
novel framework termed PURF (Positive unlabeled Random Forest) with PU learning
techniques that enables parallel data mining to learn from only positive and unlabeled
samples. Using the designed novel Gini index for PU learning as well as PU information
gain [5], we generated PURF-GI and PURF-IG with the PU Gini index and PU infor-
mation based on RF, respectively. Empirical assessment on real-world UCI datasets has
strongly indicated that even provided with a high percentage of unlabeled data, PURF-
GI and PURF-IG were able to achieve a accpetatble performance compared to RF. Our
results on both synthetic and real-world dataset also indicate that PURF is powerful in
learning from positive and unlabeled data. Experiments on real-world datasets showed
that even with 90% unlabeled data, both PURF-GI and PURF-IG had a strong ability
to distinguish positive from non-positive data. We also evaluated the performance and
consumed time for calculation of PURF-GI in both parallel and non-parallel situations.
As expected, time analysis demonstrated that parallel PURF could indeed save con-
siderable time through running multiple CPU cores and jobs. It is our expectation that
this new framework will be increasingly used as a powerful approach to facilitate the
processing and learning of positive and unlabeled data in the future. In Gini index, for
a nominal attribute A, binary partition is calculated. If we assume that |A| = n, the
number of binary partition of A should be 2n − 2 (power set and empty set are ex-
cluded). Therefore in this research, we did not consider nominal attributes in our train-
ing datasets for simplicity, which is a limitation of this work. In the future, based on
PURF-GI, we will investigate methods to deal with nominal attributes, thereby making
it more suitable for real-world applications.
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Abstract. Dynamic call graph represents runtime calls between entities in a 
program. Existed studies have used call graph to facilitate program comprehen-
sion and verification. However, the dynamic call graph produced by a program 
execution is complicated, especially when multithreads, loops and recursions 
are involved. In this paper, we retrieve dynamic call graph from program execu-
tion and transform it to call tree, and provide an approach of tree simplification 
by reducing loops and recursions. We formally define reachability properties 
over a call tree and reachability based tree isomorphism. We prove the sound-
ness of tree simplification and the applicability to transform safety concerns 
verification to reachability properties searching. We implement the Dynamic  
Program Analyzer, and show how the behaviors of multithread programs can be 
retrieved, comprehended and verified.  

Keywords: dynamic call tree, reachability, safety. 

1 Introduction  

With the wide deployment of software in safety critical industries, improving software 
reliability has become an important yet challenging task due to increasing software 
size and complexity, incomplete and incorrect documentation. Studies [15][4] have 
shown that design flaws and program errors are commonly the main source of securi-
ty holes that are explored by attackers. Many software testing and verification tech-
niques are thus developed to detect design flaws and program errors.  

Many previous studies have focused on the verification of software designs and 
implementations. Studies [13][4] have shown that pattern based software designs can 
be formalized and subject to automated verification. UML diagrams represent detailed 
software designs. Many studies have focused on verification of UML diagrams 
[7][9][11]. Those studies have aimed at proving correctness of a program by model 
checking. Model checker CWBNC [2] is used to verifying the CCS [12] specifica-
tions. Process Meta language, PROMELA [6] is used to specify UML sequence dia-
gram, and SPIN is used to verifying PROMELA specifications [11].  

The above approaches, however, are built based on formal methods which require 
a deep learning curve and mathematical knowledge for a software developer to com-
prehend. To alleviate the cognitive loads, call graphs are used as the model of soft-
ware for analysis and comprehension [13][15]. Dynamic call graph represents calls 
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between entities in a program execution, which truthfully represent program execu-
tion, while remains a suitable abstracted model subjecting to analysis and compre-
hend. Dynamic call graph is obtained by execution trace mining [11][5]. Execution 
trace can be produced by programming instrumentation with AspectJ [8], which is a 
Java implementation of aspect oriented programming.  A study has used [15]graph 
grammar reduction to verify the runtime call graph against certain expected properties 
expressed as graph production rules.  A method to localize software defect through 
dynamic call graph mining and matching is proposed [14]. Patterns representing the 
defect free execution of the target features are identified. Then a dynamic call tree of a 
failure execution is contrasted with relevant patterns to identify mismatches, which 
point to calls in source codes that indicate the cause of the failure. 

As an enhancement to previous dynamic call graph mining techniques [14][15], we 
identify thread information of each entity call, hence the dynamic call graph of a mul-
tithread program can be truthfully recorded. In addition, this paper alleviates the loads 
of call graph mining by reducing calls occurred repeatedly inside loops. More precise-
ly, we use an abstracted call graph instead of original dynamic call graph. The ab-
stracted call graph contains fewer nodes while remains indistinguishable to original 
dynamic call graph in terms of graph searching.  

While existed studies aim at call graph analysis, we transform call graph to tree and 
design efficient reachability searching over the call tree. Successful approaches have 
been made on program verification by graph grammar reduction[15] and fault locali-
zation by graph mining[14].  Graph grammar reduction can verify whether the pro-
gram behaviors satisfy given patterns represented as graph grammar, but cannot verify 
reachability properties. In contrast, our study focuses on verifying whether given 
reachability properties are satisfied. We transform the retrieved call graph to call tree, 
which has a simplified structure yet maintains complete information of call branches.  
We formally define a variety of reachability properties over the call tree and develop 
lemmas and algorithms for efficient searching. Finally, we implement DPA, the inte-
grated environment for Dynamic Program Analyzing. 

The rest of the paper is organized as follows: Section 2 is an overview of our ap-
proach. Section 3 introduces the transformation of dynamic call graph to tree and tree 
simplification approaches. Section 4 presents formal definitions and lemmas for 
reachability properties, tree isomorphism and search algorithms. Section 4 also pro-
vides experiments to demonstrate the capability of our approach to find and correct 
loopholes in programs.  Section 5 introduces related work. Finally, section 6 con-
cludes this paper. 

2 Approach Overivew 

The approach overview is depicted in Fig. 2 left. Our implementation includes four 
modules: AspectJ, Miner, Visualize and Verifier. In the beginning, we use AspectJ to 
weave instrumentation codes to the source codes. Then the source codes with test 
inputs are put into execution and the function calls are recorded in execution trace. 
The execution trace is processed by Miner to reduce irrelevant information and  
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produce the dynamic call tree presenting the program behaviors. A Visualize is im-
plemented to visualize the dynamic call graph, which helps the user to obtain intui-
tions of program behaviors. A verifier is implemented to automatically check whether 
the call tree satisfies certain safety and liveness properties. Verification results are 
showed by the Visualize. 

3 Graph Mining 

In order to transform the execution trace of a target program to a dynamic call graph, 
AspectJ is used to weave code segment to the target program.  During every round of 
program execution, every function invocation will be recorded in execution trace. 
Each function invocation trace consists of the function caller name, the called func-
tion name, current thread identity and temporal order of the invocation (calling num-
ber). The execution trace is transformed to a dynamic call graph. 

Definition 1. A dynamic call graph G<V, E> is a labeled directed graph.   Each 
vertex Vi ∈ represents a function. Each edge Etji ∈),,( where Vji ∈,  and non-

negative integer t represents that function j is invoked by function i at time point t.  

Time point t is not the exact time when the function is called; t denotes the order of 
function invocation in an execution of the program. In a single processor computer, 
each function has a unique time point in the execution. An example of dynamic call 
graph is shown in Fig. 1 left graph. Two edges (M, A, 1) and (M, A, 7) represent func-
tion M calls A at time 1 and 7 respectively. 

Definition 2. (Dynamic Call Tree) Dynamic call graph G1<V, E1> can be transformed 
into call tree G<N, E> by the following rules: 

1. NM ∈)0,( , where M denotes the main function 

2. For Vj ∈∀ and Etjitji nn ∈),,(,),,,( 11  ,  Ntj i ∈),(  

3. E1=E      
Etgf ∈),,( is denoted as gf .  

A call tree has the same edges as the corresponding call graph. If a function is 
called n times, it is represented as one vertex in the call graph, while as n nodes in the 
call tree. A call tree can be searched, mined or matched more efficiently than graph. 

Definition 3.  Let G<N, E>be a call tree. Let f and g be two functions with 
.)',(),,( Ntgtf ∈  g is reachable from f, denoted as gf → , with the time range of [t, 

t’] and call depth of n-1, if there exists a sequence of functions >< nfff ,,, 21   

subject to  
,),( Ntf ii ∈  ,1 ff = gfn = , 1+ii ff . 

The middle graph in Fig. 1 shows a dynamic call tree, and the left graph shows its 
corresponding dynamic call graph. A call tree is obtained by marking each of the 
repeated invocations of one function with an individual node, labelled with the func-
tion name. For example, the call graph shows that function A is called three times at 
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time 1, 5 and 7 respectively. The corresponding call tree has three nodes labelled as 
A, which is called at time 1, 5 and 7. The right graph shows a multi-thread program, 
where red color branch illustrates a second thread.  

 

 

Fig. 1. Dynamic Call Graph 

A dynamic call tree including loop and recursions is show in the right graph in Fig. 
2. Loop and recursions create redundant nodes and edges in the call tree. To find use-
ful information efficiently, we need to simplify the call tree. The simplification can be 
done in different level, with respect to different requirements of program verification.  

 

Fig. 2. Over view and Dynamic Call Tree-Loop and Recursion 

To simplify loop, we exploit the idea of tree isomorphism: two trees with different 
number of nodes and edges, while representing the same runtime structure (branch 
information) and temporal order of invocations. In program verification, one wants to 
know the runtime structure (branch information) and temporal order of invocations, 
which must be reserved by the simplified tree. To obtain an isomorphic simplified call 
tree, we define virtual leaf nodes, which are used to maintain the branch information 
of the original tree. Fig. 3 a. shows examples of virtual leaf nodes which are marked 
as LF. We omit the time stamp information for simplicity. 
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Fig. 3. Loop Simplification 

In tree simplification, we use virtual leaf node to identify the call branch of a pro-
gram execution.  To better clarify our idea, an example is presented in  Fig. 3. The 
left graph shows the original call tree, where a loop contains many M→R and one 
R→S.  The right graph shows a simplified call tree, where repeated invocations of R 
are merged into one node. Meanwhile, the simplified call tree maintains S→LF and 
R→LF, which represent S is leaf node and some Rs are leaf nodes. Fig. 3 b. shows 
another example of loop simplification, where no R is a leaf node. Without virtual 
nodes, we will not be able to discriminate the left graphs from a. and b., because their 
simplified trees would have been identical. 

Recursion is the self invocations of a function. Recursions include direct recursion 
(C→C→C→C), and indirect recursion (A→D→A→D→A).  We only consider the 
simplification of direct recursion and simple indirect recursion.  

 

Fig. 4. Recursion Simplification 

Fig. 4 illustrates recursion simplification. Direct recursion is simplified in the fol-
lowing way: one node represents the function called (blank node C in graph. b.) and 
one special node represents the recursion (dark node C in graph. b.). Indirect recursion 
is simplified in the following way: repeated calling sequence (A→D→A→D) is 
represented by one calling sequence (A→D) and one special node represents the re-
cursion (dark node A in graph d.).  
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4 Verification of Program Behaviors 

In this section, we formally define reachability properties of dynamic call tree. Reach-
able functions or call sequences may exist more than once in a call tree, e.g., two 
threads call the same function. It is important to distinguish different reachability 
properties in definition. Then we prove the tree simplification preserve reachability 
properties. 

4.1 Reachability Isomorphism 

To describe reachability over call tree, we extend propositional logics by introducing 
quantifiers.   

Definition 4. The syntax of reachability formula is  

gggfT

TFTGP

PPEPAR

¬→=
=
=

||:

 | :

| | :

 

where P is a predicate defining the reachability from function f to g in dynamic call 
graph. G f → g is true if and only if g is called on every path of f. F f → g is true if and 
only if g is called on at least one path of f. E P is true if and only if reachability P is 
satisfied on at least one sub tree starting from f. A P is true if and only if P is satisfied 
on all sub trees starting from f.   

To be more specific, we formulate four types of reachability properties in Fig. 5: 

• A G f → g: for all calls of f , g is called globally (on all paths of f )         d. 
• A F f → g: for all calls of f ,g is called finally (on at least one path of f )  c. 
• E G f → g: exist a call of f , g is called globally (on all paths of f )  b. 
• E F f → g: exist a call of f ,g is called finally (on at least one path of f )    a.  

 

Fig. 5. Reachability Properties 

Definition 5. (Tree isomorphism)  Let G and G1 be two call trees. Let Rp(G) and 
Rp(G1) be the set of reachability properties satisfied by G and G1. Let Rn(G) and 
Rn(G1) be the set of reachability properties not satisfied by G and G1.  Let R(G) be 
the set of all reachability properties which can be defined among the nodes of G. Then 
G and G1 are reachability isomorphic tree, denoted by G ≈ G1, only if Rp(G)=Rp(G1), 
Rn(G)=Rn(G1), and ).()()( GRGRnGRp =∪  
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Lemma 1. Loop simplification tree illustrated in Fig. 3 a. preserves reachability prop-
erties over a call. 

Proof. shows a general situation of loop, where function R is repeatedly called by M, 
and S is called sometimes by R. Let the left graph and right graph be denoted by GL  
and GR respectively. It is observable that: 

Rp(GL)= Rp(GR)={ A G M → R, A F M → R, E G M → R, E F M → R, E F M → S , 
E F R → S} 
Rn(GL)= Rn(GR)={ A F M → S, E G M → S, A G M → S, A F R → S, E G R → S, A 
G R → S} 

Hence we have GL ≈ GR, i.e., loop simplification preserves reachability properties. 

Lemma 2. Recursion simplification illustrated in Fig. 4  preserves reachability prop-
erties over a call tree. 

Proof. Let the call tree a. and b.  be denoted by GA and GB. It is observable that: 

Rp(GA)= Rp(GB)={ A G M → R, A F M → R, E G M → R, E F M → R} 
Rn(GA)= Rn(GB)={} 
Let the call tree c. and d. be denoted by GC and GD. It is observable that: 
Rp(GC)= Rp(GD)={A G M → A, A F M → A, E G M → A, E F M → A, A G M → 

D, A F M → D, E G M → D, E F M → D, A G A → D, A F A → D, E G A → D, E F 
A → D} 

Rn(GC)= Rn(GD)={} 
Hence we have GA ≈ GB and GC ≈ GD, i.e., recursion simplification preserves reach-

ability properties. 

4.2 Verification of Expected Call Sequence and Safety Properties 

In software verification, the commonly questioned safety concern is whether expected 
calling sequences exist in a program or not. In order to perform expected calling se-
quences verification efficiently, we need to prove that simplified call tree preserve 
expected calling sequence.  

Lemma 3. Let nFFFL →→→= 21 be the expected calling sequence. If call tree 

G includes L and G ≈ G1 then G1 includes L. 

Proof. Call tree G includes L if and only if   

Rp(G)= } ,1 ,1   { jinjniFFEF ji <≤<<≤→  

Since G ≈ G1, we have Rp(G)=Rp(G1), hence G1 includes L. 
Another important safety concern is categorized into safety and liveness properties. 

Safety properties are in the form: “something bad will never happen”1. For instance, 
in a model of a nuclear power plant, a safety property might be, that the operating 
temperature is always (invariantly) under a certain threshold, or that a meltdown nev-
er occurs. A variation of this property is that “something will possibly never happen”. 
Liveness properties are of the form: something good will eventually happen, e.g. 
when pressing the on button of the remote control of the television, then eventually 
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the television should turn on. Or in a model of a communication protocol, any mes-
sage that has been sent should eventually be received.  We formulate safety and 
liveness properties as reachability properties. Definition 4 actually defines four im-
portant liveness properties in terms of reachability properties. We summarize some 
important safety properties in the following lemma.  

Lemma 4. Safety properties can be expressed as disjunction of negation of liveness 
properties:  1. A G f →¬ g ≡¬ ( E F f → g ) ∨  ¬ E F f 2. E G f →¬ g ≡¬ ( A 
F f → g ) ∨  ¬ A F f . 

Proof. By swapping negation with quantifiers, it is straightforward to obtain 1 and 2.  

Lemma 3 proves the applicability to transform the verification of expected calling 
sequence against a program to the searching of reachability properties over a simpli-
fied call tree.  Lemma 4 allows us to transform the verification of safety properties to 
the verification of liveness properties. Those lemmas prove the soundness of tree 
simplification and the applicability to transform safety concerns verification to reach-
ability properties searching. 

4.3 Reachability Searching Algorithms 

We have designed algorithms to search reachability properties over dynamic call tree. 
In this paper, we present the search algorithm for AG x → y, the most complicated 
reachability.  

Definition 6.(Algorithm AG ) 
Input:   

G<N, E> , Ntytx ∈),(),,( 21  

Output:  
whether it is true that for any branch of x, y is called globally.  

Varibles:  
   Id : the unique identifier of a node.  

Name: the function represented by the node and it may not be unique.  
CntLeaf : the number of children of a given node.  
IndexTable: the index table for nodes of the dynamic call graph, through which one 
have quick access for a node by referring its name. It is obtained by scanning the 
dynamic call graph. 

Step 1: Seaching for all nodes named x and its Cntleaf within IndexTable, and recorded in a 
hash table xMap= map<Id, CntLeaf> 
for each node (n, id_n, CntLeaf) in IndexTable   
 if (n equals to x)  
  xMap=xMap+map<id_n, CntLeaf> 
  end if 
end for 

Step 2: Seaching for all nodes named y in IndexTable, for each node named y: 
Do a backward search from its parent node. If a node named x is met, then subtract CntLeaf of 

y from that of x, i.e., CntLeaf[x]  :=  CntLeaf[x]  -  1, update xMap correspondingly.  

f 
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for each node (n, id_n, CntLeaf) in IndexTable   
if  (n equals to y) 
    repeat  
  get the parent node p of id_n  until p equals to x 
     end repeat 
    if (p is not found)  return false;  
 else  
  set xMap with new value map<id_p, CntLeaf-1> 
     end if 
end if 
end for 

Step 3: Traverse xMap, if there exists a node whose CntLeaf value is greater than 0, return 
false, otherwise return true. 
for each map map<id, CntLeaf> in xMap 
 if (CntLeaf>0) return false end if 
end for 
return true 

Lemma 5. Suppose G<N, E> is a call tree with Ntytx ∈),(),,( 21 and nN = .  The time complexity of AG x → y is less than nnn 2log2 ×+ . 
Proof. According to the Algorithm AG: in any case, the time complexity of step i) is n. 
Time complexity of step ii) is dn × , where d in worst case is (the average depth of 
the tree) estimated as n2log . In worst case, the time complexity of step iii) is n. 

Hence in worst case, the time complexity of Algorithm AG is estimated 
as nnn 2log2 ×+ . 

In our implementation, Algorithm AG returns the range of search depth between x 
and y (the number of calls from x to y), and the range of time difference between x 
and y, besides the truth value. 

4.4 Comprehension and Verification of Multi-Thread Programs 

Our implementation, DPA (Dynamic Program Analyzer), integrated call tree mining, 
visualization and searching. We use an example to demonstrate the capability of DPA. 
The codes to analyze are a popular java project of open FTP server, JFTP, which can 
be found on sourceforge[17].  JFTP is designed to support secured FTP, which is 
able enable server to apply password authentication (represented by function 
getStorePasswords) during each conservation with client (represented by function 
init).  The security concern of secured FTP is represented as a weak liveness proper-
ty: 

E F init→getStorePasswords 

We use DPA to analyze whether JFTP has successfully implemented the secured 
FTP. Fig. 6 shows a dynamic call tree of JFTP. Each node is labeled with a function 
name, prefixed by a thread number and ended with a call number, i.e., 
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thread_number@function_name#call_number 

Thread number denotes in which thread the function is called. Calling number de-
notes the temporal order by which the function is called. The search tab shows that 
we input init and getStorePassword as caller and callee. We could choose simple to 
search function name only, or we could deselect simple to include class and path in-
formation. The main tab shows the dynamic call graph. All invocations of init are 
marked in dark color and those of getStorePasswords are marked in dark color. The 
node labeled “1@getStorePasswords#995” denotes that function getStorePasswords 
is the 995th function called by thread1, in this program execution. The search results 
in search tab shows that the weak liveness property is satisfied: E F init 
→getStorePasswords (true). However, strong liveness property is not satisfied: A G 
init→getStorePasswords (false). 

 

Fig. 6. Dynamic Program Analyzer--JFTP  

The search results show that server is able to enable password authentication on 
certain conversations with a client, which satisfies requirements of a secured FTP 
server. There are still some conversations where password authentications are not 
activated, which can be explained as the server provides no-authenticated conversa-
tions for anonymous users.  Additional information of a function, e.g., class path  
can also be shown. One can click any node on the call tree to view the additional  
information. 

To further demonstrate the capability of DPA, we use it to analyze an implementa-
tion of a Bank Transaction System, whose originally design can be found on IBM 
website [16]. The bank transaction system allows the user to withdraw any amount of 
money from one’s bank account. Password authentication and balance checking are 
required before a successful transaction. A user can initiate multiple withdraw actions 
online or locally. Each time a user starts a withdraw transaction, the system will au-
thenticate his identity and check whether his balance is more than the withdraw 
amount, which is the critical security requirement. In order to verify this security re-
quirement, we first use DPA to obtain an intuitive understanding of the program  
 

1@getStorePasswords#995

1@leaf#0

1@loadSet#993

1@init#981

1@init#991

1@setEnabled#992

Source/init 

Target/getStorePasswords 

EF true     EG false    

AF false   AG false 

1@setText#996
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through its dynamic call tree.  From dynamic call tree, we can identify the key func-
tion of withdraw transaction: withDraw starts the transaction by initiating a process of 
authenticating and balance checking, handleTrade completes the transaction by writ-
ing the after-trade balance into the database. The security requirement can be ex-
pressed as liveness property:  

A F withDraw→handleTrade 

Searching result shows that this property has been satisfied, that is, every call of 
withdraw has been succeeded by handleTrade. However, Fig. 7 shows that one path 
of calling sequence has the time range of [24, 40], and another path of call sequence 
has the time range of [25, 41]. The interweaving time span indicates that the transac-
tion represented by the two paths may interfere with each other. To be more specific, 
a malicious user could exploit this to over withdraw money by starting two transac-
tions simultaneously.  The system would allow the first withdraw. Then, the system 
may receive the second withdraw request before it calls handleTrade to write off the 
account balance reduced by the first withdraw. This loophole can seriously harm the 
interests of banking systems.  Moreover, this loophole cannot be detected by unit 
testing, because the system has done each withdraw transaction successfully.  By 
studying the dynamic call tree, the developer is able to identify the cause of the loop-
hole: each withDraw function will start a new thread of handleTrade, which is not 
synchronized with the current withDraw thread. Unsynchronized function invocations 
cause the loophole. The call tree of the corrected implementation is shown in Fig. 8 
here the time ranges of two calling paths are non-interfering ([19,27] , [35,43]).  

 

Fig. 7. Bank Transaction System 

Source/withDraw 

Target/handleTrade 

Time range/ 

[24,40] [25,41] 

9@withDraw#25 

9@getAccountService#31

9@handleWithDraw#34

9@isMoneyInsuficient#

9@handleTrade#41 

9@leaf#0

8@withDraw#24 

@isLogin#26

8@handleWithDraw#32

8@......

8@handleTrade#40 

8@getUsername#28

8@......
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Fig. 8. Bank Transaction System Corrected 

5 Related Work 

There has been a considerable amount of studies on software verification, graph min-
ing and analysis, formal specification, and aspect oriented programming.  

Many studies have successfully used model checking as automated software verifi-
cation techniques. A variety of model checking tools and specification languages are 
adopted with respect to the verification object, e.g., program, pieces of detailed de-
signs, or general designs. Dong. has shown that pattern based software designs can be 
formalized in CCS expressions and subject to automated verification[13][4]. While 
Dong’s work aimed at verifying pieces of software design, other studies have focused 
on verification of UML diagrams representing detailed software design. Li has ad-
vanced a formal semantics of UML sequence diagrams [9]. Lima has proposed a way 
of specifying a UML sequence diagrams in PROMELA [6], and used SPIN to verify-
ing PROMELA specifications [11].  Although those studies have been proven suc-
cessfully, they require transforming software system to certain specification language 
of the model checker.   

Graph brings intuitions for program comprehension. Meanwhile, program verifica-
tions can be approached by graph grammar reduction or graph searching and match-
ing. AspectJ is a Java implementation for AOP-Aspect Oriented Programming8. Feng 
has investigated the approaches of using of AspectJ to extract design information, call 
graph, and values of variables from a program [5]. Li has designed and developed a 
call graph analysis tool for AOP [10]. Kong has used graph grammar to specify the 
behavioral aspects of UML diagrams by graph transformations [7]. Obtaining call 
graph from programs is critical for graph based program verification. Past studies 
focused on static call graph, which represents dependency of articles, i.e, objects or 
functions, in programs. Murphy. has proposed a comprehensive study of static call 
graph exactors [13]. Dynamic call graph represents runtime program behaviors. Many 
existed studies used dynamic call graph for program verification [15][14]. Yousefi has 
proposed a way of defect localization based on dynamic call graph mining and match-
ing. Zhao and Kang have advanced an approach for program behavior verification and 

9@withDraw#35 9@getAccountService#38

9@handleWithDraw#39

9@isMoneyInsuficient#

9@handleTrade#43 

9@leaf#0 

9@isLogin#36

Source/withDraw 

Target/handleTrade 

Time range/ 

[19,27] [35,43] 
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comprehension by applying grammar reduction on dynamic call graph [15].  A dy-
namic call graph is correct if it is acceptable under certain grammar reduction rules. 
Zhao and Kang’s work also facilitates program comprehension by visualizing pro-
gram behaviors. Those approaches do not show their strength in discovering problems 
of multi-thread programs and verifying reachability properties over a call tree. . 

6 Conclusions 

This paper has presented an approach for the verification and comprehension of 
runtime behaviors of program based on reachability properties searching. We have 
defined and retrieved dynamic call tree from multithread programs. We have pro-
posed tree simplification to reduce loops and recursions. We have formulated reacha-
bility properties over a dynamic call tree and defined tree isomorphism. We have 
proved the soundness of tree simplification and the applicability to transform verifica-
tion of safety concerns to reachability properties searching. We have designed the 
algorithms to search reachability properties efficiently. We have shown how the be-
haviors of multithread programs can be retrieved, comprehended and verified. More-
over, the time range and call depth of reachability properties are analyzed to facilitate 
verification of multithread program.  

Since the dynamic call tree in this paper is actually an ordered tree, we expect to 
exploit this feature to obtain correct/mistaken patterns from a series of program exe-
cutions with machine learning techniques.  Then, the patterns can be used to forecast 
or locate potential characters of other programs with tree matching techniques. 
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Abstract. We are now entering the era of big data. HBase comes out
to organize data as key-value pairs and support fast queries on rowkeys,
but queries on non-rowkey column are a blind spot of HBase. It is the
main topic of this paper to provide high-performance query capability
on non-rowkey column. An effective secondary index model is proposed,
and the prototype system CinHBa is implemented. Furthermore, a novel
caching policy, Hotscore Algorithm, is introduced in CinHBa to cache
hottest index data into memory to improve query performance. Exper-
iment evaluation shows that query response time of CinHBa is far less
than native HBase without secondary index on 10M records. Besides
that, CinHBa has good data scalability.

Keywords: HBase, secondary index, memory cache, caching policy,
key-value store.

1 Introduction

We are now entering the era of big data, where the volume of data outgrows
the capabilities of relational query processing technology. Querying structured
data, an area traditionally dominated by relational databases, are ignored by
many emerging applications such as social networks, machine learning, graphics
algorithms and scientific computing, which brings the demands of data analytics
on PBs(1015) or EBs(1018) of data. For example, Facebook famously ran a proof
of concept comparing several parallel relational database vendors before deciding
to run their 2.5 petabyte clickstream data using Hadoop instead. Its Hive system
ingests 15 terabytes of new data per day in 2009[1]. Hadoop and MapReduce
process tasks in a scan-oriented fashion that seems simple. Nevertheless, the
outstanding scalability and fault-tolerance of Hadoop gives big data processing
unlimited possibility.

HBase is the open-source key-value data store project in Hadoop Ecosystem
of Apache Foundation. Data in HBase are composed of much smaller entities
in format of key-value pair, and HBase organizes the small records into large
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storage files and offer some sort of indexing as well. Key-value data stores are
designed for fast point queries and sequential scans on rowkeys. It is suitable for
reading adjacent key-value pairs and is optimized for block disk access operations
that can make full use of disk transfer channels. Whereas, in HBase, query on
non-rowkey column are supported by filter definition and sequential scan from
start to end key. It’s an inefficient way of full scans on table, and results in O(n)
time cost. In contrast, the hash location of point query could obtain O(log n)
time cost or even O(1) by Bloom Filter in HBase. In relational database, query
on non-key attribute is supported by indexing on it. Thus, we devote to building
index on query column on HBase.

Increasing capacity and decreasing cost of RAM make memory resident data
management an attractive complementation to disk-based solutions. Memory
caching is a powerful method to fill the speed gap between CPU and disk.
Caching technology is based on the data locality suppose: the recent accessed
data are mostly revisited in the near future. On the other hand, data accesses
have skew feature in big data scenario. It is commonly accepted that data access
is obeyed to Zipf’s Law. 80-20 rule is a simple expression of Zipf’s Law, that
means 80% data accesses focus on 20% hotspot data items. The data that are
accessed frequently are called “hot”data, and oppositely, the data with few ac-
cess frequencies are called “cold”data. It’s a popular optimization approach for
big data applications to identify hot and cold data and to conduct an effective
caching policy for hot data.

In this paper, we propose CinHBa (Cached-index on HBase), which is a hi-
erarchical secondary index prototype system on HBase. The full index is stored
in HBase persistently, and the partial hot index is cached into memory to im-
prove query performance. Furthermore, an effective caching policy, Hotscore Al-
gorithm, is provided to keep the hottest data items in cache in nearly real-time
fashion during continuous queries, and to maintain cache space fully utilized all
the time. CinHBa is fit for both streaming data, that is, data are input as records
one by one in streaming pattern and batching data, that is, data are stored as a
static dataset. Actually, CinHBa could retrieve arbitrary format of data files by
building index on various raw data files, not limited to HBase table.

2 Features of Key-Value Data Store

Key-value storing system stores data with continuous rowkeys orderly, dynami-
cally partitions data horizontally, and distributes data splits on large-scale clus-
ter servers by the system when data split becomes too large. Alternatively, it is
possible that data splits are merged to reduce their number and required stor-
age space. The partitioning mechanism of big data storing system allows for fast
recovery when a server fails, and fine-grained load balancing since data splits
can be moved between servers when the load of server is under pressure, or the
server becomes unavailable. Splitting is very fast, close to instantaneous because
data are stored with ordered rowkeys. It is easy for key-value data model with
partitioning mechanism to provide good scalability by scaling data to petabytes
on thousands of nodes.
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Key-value storing system is designed for fast point queries and sequential
scans on rowkeys. Each data split maintains key-value pairs with ranges of rows
sorted by rowkey, so it excels at providing key-based or sequential range access.
Point queries are supported by providing a rowkey to find what you are looking
for. When faced to non-rowkey query requirement, HBase takes a measurement
of sequential scan, that is, scanning data from start to end one by one. Key-value
storage is suitable for reading adjacent key-value pairs and is optimized for block
disk access operations that can make full use of disk transfer channels. Whereas,
sequential scan misses the basic features of key-value retrieval, such as selection
of rowkeys based on regular expressions. Thus the approach of non-rowkey query
leaves much to be desired. This is just the goal of this paper.

Key-value storing system mostly has a caching mechanism that efficiently
retains recently accessed data, and uses its LRU caching policy (one of the sim-
plest and most commonly used replacement policy) to retain data for subsequent
reads. LRU-based caching policy assumes data currently visited are more prob-
ably revisited in recent future, so it is remarkable when reading the same row
more than once or reading data sequentially. Considering the random read, how-
ever, LRU, or other simple policy such as FIFO, is not smart enough to make
the hot-aware decision to kick out the cold victims. Thus, we propose a novel
caching replacement policy to improve the effectiveness of cache.

3 Design of CinHBa

3.1 Secondary Index Model

There are two types of secondary index model on distributed data stores: local
index model and global index model. In local index model, such as Hindex[2],
index is built on each separate Region Server, faced to local data tables. The
index data on multiple compute nodes are independent, so local index model
costs much unnecessary computation overhead because query process accesses
index table in all Regions, but some Regions returns null result set. In high
concurrent circumstance, it would result in the reduction of system throughput.

Global index model, on the other hand, builds index on global data tables.
The index tables are partitioned on all the computing nodes in cluster. Query
process locates nodes by retrieving index table globally, and then returns result
set to client. This mechanism could guarantee only nodes with valid result set
participate the query process. Index table are managed by all Region Servers in
cluster, providing scalability and fault tolerance. CinHBa is obeyed to this type
model. CinHBa selects the query attribute as rowkey, and builds index table on
data table globally. In Figure 1, we illustrate CinHBa’s system architecture. It
could be seen that data tables, index tables and value tables (for range query)
are stored in HBase.

Actually, a part of attributes of data table, the more frequent accessed columns,
are selected to construct index table because it is helpful to reduce access time
of data table. Most queries could be solved in index table, without visit to data
table. In CinHBa, rowkey of data table is included in rowkey of index table. It
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Fig. 1. Hierarchical storage of CinHBa

is a pointer to raw data, which provides a probability to access the source data
when the query could not be accomplished in index table.

3.2 Hierachical Storage

CinHBa constructs secondary index hierarchically. Full index table is stored
persistently in HBase, and it cache the hottest index data into memory based on
our novel Hotscore Algorithm. The hierarchical storage of CinHBa is illustrated
in Figure 1.

In CinHBa, rowkey of index table is designed as {index column name (abbr.),
index column value, data table rowkey}. Name and value of index column are
combined as rowkey of index table, and then query on this column could be solved
in index table by rowkey location. The rowkey of data table is included in rowkey
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of index table, because there are probably several rows with the same index
column name and value. In this scenario, the rows are violated the uniqueness
of rowkey on HBase table. Thus rowkey of data table are added into rowkey of
index table, giving it the uniqueness. On the other hand, as mentioned above, it
also provides a pointer to data table records.

Data items of index table are stored in key-value pairs in HBase, and each data
item is corresponding to one key-value pair. In CinHBa, we use abbreviation of
index column name to save space cost because each non-null data item is stored
as <key, value >format, and null is omitted and free of any space.

3.3 Hotscore Caching Policy

As an efficient way to reduce disk access bottleneck, caching technology is the
continuous research hotspot on data storing and management all the time.
Caching technology stores special data into high-speed storage, such as memory
or SSD, so as to improve read performance of the cached data subsequently. The
outstanding improvement of caching technology relies on the access speed gap
between RAM and disk, and the time locality of data access, which means the
data been visited are probably revisited in near future. Since caching space is
limited by volume of high-speed storage, some cached data are probably kicked
out and some new hot data should be selected into cache while the caching space
is full up. This is the caching policy, which is the key factor or performance.

As illustrated in Figure 1, in CinHBa, caching metadata is recorded in mem-
ory: isInMemory represents the data item is cached or not; visitCount repre-
sents the recent access information. They are served for Hotscore Algorithm, our
novel caching policy. In Hotscore Algorithm each set with the key as {index name,
index value} has its own metadata structure, and visitCount of each set is ac-
cumulated periodically and respectively. The evaluation of hotscore could be
expressed as:

scoren = α× visitCountn
countPeriod

+ (1− α)× scoren−1

where 0 ≤ α ≤ 1, countPeriod represents the period of visit count accumula-
tion. CinHBa records the visitCount of each set in every periods, and scoren−1

represents the history hotscore of the set. History hotscore is accumulated into
the current hotscore by 1 − α coefficient. That is to say, the nearer visit has
higher influential weight, the farther visit has less weight by continuous decay
of 1− α coefficient. The variable α is a decay factor that determines the weight
given to new hotscore and how quickly to decay old hotscore.

To reduce the computation and update overhead of Hotscore Algorithm, com-
putation and update are conducted periodically. In a period, visitCount is ac-
cumulated, and when a period finished (query count comes to countPeriod), it
is triggered to evaluate hotscore, update metadata, and empty visitCount vari-
able. Then hotscore of all sets are sorted, and TOP-K is chosen to cache into
memory. Since the size of each set is not fixed, HotscoreThreshold is computed
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in the limitation of caching space. That means, the set with hotscore above
HotscoreThreshold would be cached.

If we still select the TOP-K hottest sets periodically from scratch, the cost of
algorithm’s warm-up is high. Whereas in LRU, caching data is obeyed the rule
of if-visit-then-insert.When the data item is visited, it would be inserted into
the head of cache queue, and the tail of cache queue is the least visited data
item. When the cache space is full, the tail of queue should be deleted. Thus,
we optimize our Hotscore Algorithm in initial running stage for cache space is
free mostly. When cache space is not full, Hotscore Algorithm inserts data into
cache space by the rule of if-visit-then-insert. Then after cache space is full, we
select the victim to be kicked out from caching by Hotscore evaluation.

Hotscore caching policy considers not only the time distance of data visit, but
also the visit frequency, so it’s more precise without losing simple.

4 Implementation of CinHBa

4.1 System Infrastructure

Figure 2 shows the system infrastructure of CinHBa. In CinHBa, persistent
storing of data tables, index tables and value tables are supported by HBase.
Relying on HBase’s distributed storing management, raw data and index data
are well scalable. Furthermore, hot index data are cached into memory and
managed by our Memory Cache Management Module (MCMM). Based on the
hierarchical infrastructure, CinHBa could support efficient point query, range
query and data update.

There are four modules in CinHBa. They are:

Index Building Module. It manages the metadata of index, such as index
table name and structure. It supports two different index building methods
oriented to data streaming and batch processing respectively. It also supports
the insertion, deletion, update of index tables and value tables.

Persistent Storing and Management Module. It supports the persistent
storing of index tables and value tables, and provides scalability and fault
tolerance on HBase.

Memory Cache Management Module. It provides the management of hot
index’s cache storing, cache update, address mapping based on consistent
hashing, and the Hotscore caching policy.

Query Engine. It translates query requirements to CinHBa’s API. Besides
that, it also supports analyzing complex queries, collecting the result set
and response to client.

4.2 Index Building Process

There are two index building scenarios: data streaming oriented building and
batch processing oriented building. Data streaming oriented building is the main
method because most big data application would provide data as streaming
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format. Batch processing oriented building could handle a large volume of offline
static data. Both have the same process ideas. One data record is put in, and
one index record are constructed. Then index data is updated into persistent
storage, a metadata item is created if necessary, and value table is updated if
necessary.

For data streaming oriented building, CinHBa provides Coprocessor interface
to build index table. There are two types of Coprocessor in HBase: Observer and
Endpoint. Observer is similar to the trigger of RDBMS, and Endpoint is similar
to the storing procedure of RDBMS. CinHBa adopts Observer here. It employs
RegionObserver’s callback function prePut, which would be triggered when one
record is inserted into data table. The method prePut analyzes Put operation.
If the record to be put contains index column, index table insertion would be
triggered.

For batch processing oriented building, we employ Hadoop MapReduce to
execute index building in parallel. The procedure of index building could be
described as: input the key-value pair such as <Row, Result>, where Row is
rowkey of data table, and Result is the data table record. Then Map task gen-
erates index data, and insert it into index table. This operation could be highly
paralleled by MapReduce because records in data table are separate each other.
Actually, reduce task is not necessary.

4.3 Query Process

CinHBa supports efficient point and range query. For both queries, data in mem-
ory cache should be retrieved at first. If cache missed, then query process goes
to persistent data store to accomplish the query. Here we describe the query
process of CinHBa.

For point query, the process is as follows:

1. Obtain the address of ZooKeeper from configuration, connect to ZooKeeper.
Obtain all the MCMM server processes registered on /servers to determine
all the locations of MCMM server processes.

2. Send query requirement to MCMM server processes. If cache hit, query is
accomplished, and result set is returned.

3. If cache missed, query requirement should be sent to index table on HBase,
result set is retrieved and returned.

If a query is hit by cache, the query process has no disk access, so the response
time would be reduced in a large degree. This is the original idea of CinHBa. On
the other hand, all processes of MCMM servers registered on /servers would be
cached in client, so the performance of subsequent queries would be improved
further.

In CinHBa, data are distributed on many compute nodes by consistent hash-
ing, which distroys the data’s ordering. Thus, for range query, we record the
value of index column in value table, so as to obtain all existed values of index
column for a range query.
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The process of range query is as follows:

1. Obtain the address of ZooKeeper from configuration, connect to ZooKeeper.
Obtain all the MCMM server processes registered on /servers to determine
all the locations of MCMM server processes.

2. Retrieve value table to obtain all existed values of index column for query.
3. Trigger point query one by one, collect the result and return.

Similar to point query, high cache hit rate would decrease query response
time. Value table retrieving is the extra cost, but for each range query, value
table is accessed only once, and the execution time is trivial. Thus, the range
query method is well performed.

5 Experiments

5.1 Benchmark Setup

In this section, we experimentally evaluate the performance of CinHBa by query
response time, hit rate of Hotscore Algorithm (HA) and scalability of CinHBa.
Experiments were implemented on Hadoop cluster of 4 compute nodes, the de-
tailed configuration is described in Table 1. We use Brown University’s big data
benchmark dataset[5], that is proposed for the query performance comparison
between RDBMS and Hadoop cluster in [6]. Subsequently, the papers [8,9] test
and verify the research work on this big data benchmark dataset. We employ
this dataset to generate 10M (10,000,000) data items, that obey uniform dis-
tribution. We generate 10,000 query requirements on avgDuration column of
Rankings table. They obey scrambled Zipfian distribution according to YCSB
Benchmark[7]. Zipfian parameter α is set to 1.0.

The query response time obtained by CinHBa is experimentally evaluated.
Three cases are compared: (1) native HBase without index, which conducts non-
rowkey query by full scan; (2) Hindex secondary index system; (3) CinHBa sec-
ondary index system with Hotscore caching policy. The performance comparison

Table 1. Configuration of Hadoop Cluster

Item Information or Setting

CPU 4 Core Intel Xeon 2.4GHz × 2
Memory 24 GB
Disk 6 TB, SATA II, 7200RPM
Network Bandwidth 1Gbps
OS Red Hat Enterprise Linux Server 6.0
JVM Version Java 1.6.0
Hadoop Version Hadoop 1.2.1
HBase Version HBase 0.94.14
ZooKeeper Version ZooKeeper 3.4.5
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is illustrated in Figure 3. CinHBa greatly outperforms native HBase as it has
index on query column. It also outperforms Hindex because CinHBa constructs
global index table and further, it caches hot index data into memory.

Cache hit rate is the percentage that query is accomplished by cache hit.
High cache hit rate means more queries are solved in cache without disk access.
Query performance could be improved in a large degree by cache hit, that is why
cache used widely in data management system. Thus, cache hit rate is the most
important measurement of caching policy. We give the cache hit rate comparison
between LRU and Hotscore caching policy in Figure 4, and query response time
in Figure 5.

In Figure 4, cache hit rate is increasing along with the increase of cache size.
Especially, when cache size is 0.2 (20% data records are cached), the hit rate of
Hotscore exceeds that of LRU for about 16%. Figure 5 illustrates the performance
improvement of caching policy. We compare query response time on three cases:
no cache, LRU caching policy, and Hotscore caching policy. Query response
time is reduced by caching policy in a large degree, and Hotscore is faster than
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LRU notably. The reason is the accumulation mechanism of Hotscore Algorithm
could evaluate the visit frequency more precisely, and cache more useful data
into cache. In big data scenario, data has huge volume, so cache size could never
get high percentage. It can be observed from Figure 4 that Hotscore Algorithm
is more efficient in low cache size. It is the advantage of Hotscore caching policy.
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The scalability of CinHBa is verified in Figure 6. When the data record num-
ber expands from 10M to 50M, query response time increases close to linearly.
Therefore, CinHBa has good data scalability. In CinHBa, query response time is
proportional to the size of result set. In Brown University Benchmark dataset,
data are distributed uniformly, so the size of result set is proportional to data
size.
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6 Related Work

Before illustrating our approach to memory-cached HBase index on arbitrary
format data files, we demonstrate previous works of improving big data query
performance, the encountered problems and inherent tradeoffs. We summarize
the works related to our research including efforts to indexes on hadoop big data
and caching policies on big data.

6.1 Index on Big Data

Query processing on big data is a challenging and interesting work. A number
of database groups concentrate on Hadoop query optimization before HBase re-
lease. Earlier Research implements a hybrid system HadoopDB[8]. HadoopDB
employs Hadoop as communication layer in high parallel environment, and adopts
local RDBMS to process SQL query requirement. Experiments demonstrate the
hybrid idea absorbing the advantages of both, but the drawback is also obvious.
It needs to extra employment of local RDBMS, and the local RDBMS hides
the scalability and fault tolerance of Hadoop totally. Later, Hadoop++[9] has
developed by building Trojan Index and the further Hail changes the upload
pipeline of local file system to HDFS[10]. Hail fully utilized three replications of
HDFS, building three index on different attributes by modifying the layout of
raw data. Both Hadoop++ and Hail are similar to RDBMS clustered index to
improve its query and join performance. Building index on Hadoop data files is a
natural idea to optimize query performance. The effects are remarkable because
the native query policy on Hadoop is taking full-scan strategy on massive data.
Whereas, the efforts of Hadoop++ and Hail are both batching index data and
raw data together physically. Thus the insertion and deletion of data items could
result in high overhead.

Hindex [2] is a secondary index on HBase data developed by Huawei. It builds
separate index table on each data table split of Regions. Query requirements are
sent to Region Server and located in index table. Then index rows are returned
as resultset. There is unnecessary computation overhead for Hindex because
query process accesses index table in all Regions, but some Regions returns
null resultset. Hindex has no awareness of result set’s distribution for the index
building is oriented local data table, that affects the system throughput and
query performance.

Interval Index[11] is an secondary index oriented to range query on HBase.
Segment Trees[12] are constructed by MapReduce[13] and stored in memory, and
the endpoints of range segments are stored as HBase table to support effective
range query. Interval Index has good scalability, but when it faced to point query,
Segment Trees are degenerated to binary tree, which is a worse choice for big
data query for its high time and space overhead.

6.2 Memory Cached Index

TBF[4] is a SSD-based caching policy in big data scenario. It proposes a space-
frugal caching policy by drawing inspiration from CLOCK[3] caching policy and
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Bloom Filter. In TBF, the orderly rowkey storage of HBase is a helpful feature,
that reduces the space cost of caching metadata. However, TBF has the native
drawback of CLOCK, that is, the caching metadata records data items are ac-
cessed or not, but not the access frequency. At the same time, the data access
information is saved only in one CLOCK period, so there is no accumulation in
data access frequency.

In [14], Microsoft proposes an effective method to identify hot data in big
data access. It conducts an effective parallel backward algorithm to analyzes
data access log in offline mode, and identify hot and cold data without full scan
of data log. The effectiveness of this work are remarkable, however, it is fit only
for offline analysis because online analysis is not able to preempt the computation
early.

7 Conclusion and Future Work

To improve the performance of non-rowkey query on HBase, a hierarchical sec-
ondary index model is proposed and the prototype CinHBa is implemented.
CinHBa maintains data tables and index tables by persistent storing on HBase,
and cache hot index data into memory by Hotscore Algorithm, our novel caching
policy. By Hotscore Algorithm, CinHBa obtains higher cache hit rate than LRU
remarkably. The query performance of CinHBa is much better than the system
with no secondary index, that complete query by full scan. Furthermore, CinHBa
has good data scalability.
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Abstract. Cloud computing provides high flexibility with regard to on-
demand computer resources that are used as services through the In-
ternet. However, searching cloud services still remains a challenge due
to their unique characteristics such as dynamic and diverse services of-
fering at different levels, as well as the lack of standardized description
languages. In this paper, we propose a novel technique to support cloud
services discovery based on a comprehensive ontology. More specifically,
our approach has the capability to semi-automatically generate the on-
tology by mining new concepts from documents related to cloud services.
Starting from an initial ontology based on the NIST (US National In-
stitute of Standards and Technology) cloud computing standard, our
approach analyzes a real-world cloud service dataset of 5,883 to build
the cloud service ontology by identifying and adding new cloud services
related concepts. The proposed approaches have been validated by a
prototype system and experimental studies.

Keywords: Cloud service, ontology, service discovery, Web Service,
concept reasoning.

1 Introduction

Cloud computing is a relatively new computing paradigm that has attracted a
considerable attention in the last few years for service delivery on demand. With
cloud computing, users are able to deploy their services over a network of a
large number of computing resources with practically no capital investment and
modest operating cost [1]. Despite active research on addressing various cloud
computing challenges such as security and privacy, and trust management, cloud
services discovery is still an incipient area of research and development [3,8,7].

Discovering and identifying cloud services is challenging due to a number of
reasons. On the one hand, cloud services are provisioned at various levels, not
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only data and business logic, but also infrastructure capabilities. On the other
hand, cloud service providers may not follow a standard to describe their ser-
vices and resources when publishing them [2]. Unlike Web services which use
standard languages such as the Web Services Description Language (WSDL)
or Unified Service Description Language (USDL) to expose their interfaces and
the Universal Description, Discovery and Integration (UDDI) to publish their
services to services registries for discovery, the majority of the publicly available
cloud services are not based on description standards [7]. In addition, the vari-
ety of service level agreements (SLAs) between cloud service users and service
providers makes it challenging to identify cloud services [9]. As a result, relying
on existing search engines such as Google is of little help in cloud service discov-
ery due to large quantity of irrelevant results (e.g., blogs, news, research papers)
returned.

In this paper, we overview the design and the implementation of an ontology-
based cloud service search engine. This search engine helps distinguish between
cloud services and other services available on the Internet. The main component
behind our search engine is a comprehensive ontology for reasoning during cloud
service discovery. This cloud service ontology is built semi-automatically based
on mining new concepts after analyzing 5,883 real-world cloud services. In a
nutshell, the salient features of our ontology-based cloud service search engine
are as the following:

– We design and develop a cloud service search engine that achieves more accu-
rate searching results by consulting a comprehensive cloud service ontology
for reasoning on the relations of cloud services.

– We develop a novel approach to build the cloud service ontology. We first
develop an initial cloud service ontology (i.e., as a roadmap for the ontology
builder) based on the NIST cloud computing standard. New cloud service
related concepts are then discovered and added to the cloud service ontology
by automatically analyzing 5,883 real cloud services.

– We conduct extensive experiments and the results demonstrate the applica-
bility of our approach and show its capability of effectively identifying cloud
services on the Internet.

The remainder of our paper is organized as follows. Section 2 overviews the
related work. Section 3 briefly presents the ontology-based cloud services search
engine’s architecture and details the cloud services ontology including the on-
tology roadmap, cloud service concepts discovery, and the concepts’ position
determination. Section 4 reports the implementation and experimental results
of the proposed approach. Finally, Section 5 provides some concluding remarks.

2 Related Work

Service discovery is considered to be fundamental in several research areas such
as ubiquitous computing, mobile ad-hoc networks, peer-to-peer (P2P), and ser-
vice oriented computing [5,14,6]. Although service discovery is a very active
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research area, particularly in Web services in the past decade, for cloud ser-
vices, challenges need to be reconsidered and solutions for effective cloud service
discovery are very limited [14,3,7].

Many researchers use an ontology-based approach for service discovery. For
example, ArnetMiner [13], a service used to index and search academic social
networks, uses researcher profiles and friend-of-a-friend (FOAF) ontology to find
researchers and publications. ArnetMiner ontology consists of two main concepts,
namely researcher and publication, as well as 24 properties of publication and
two object relationships to link between the authors, their publication and pub-
lication properties. Segev and Sheng [12] develop a bootstrapping approach for
building Web services ontology. Their approach exploits Term Frequency/Inverse
Document Frequency (TF/IDF) and web context generation to automatically
build the ontology for describing the Web services functionality. Unlike previous
works that use an ontology-based approach to solve the problem of discovery in
social networks or Web services, our work focuses on developing an ontology-
based approach for cloud services discovery.

There have been several attempts to build an ontology for cloud services. For
example, Youseff et al. [16] classify cloud computing based on its components,
consisting of five layers: the applications, the software environment, the soft-
ware infrastructure, the software kernel, and the software hardware. Each layer
can contain one or more services depending on the level of abstraction. Also,
each layer relies on computing concepts to measure limitations and strengths.
Weinhardt et al. [15] propose to build the ontology based on a cloud business
ontology model. This ontology model consists of three layers: the platform, the
infrastructure and the application, as well as a content pricing model to help
clarify the relationship between cloud service providers and customers. Kang
and Sim [3] propose a cloud service discovery system that uses ontology ap-
proach to discover cloud services close to users’ requirements. However, cloud
service providers still need to register at the discovery system in order to publish
their cloud services. Furthermore, their work relies on software agents to perform
reasoning tasks (e.g., similarity reasoning, equivalent reasoning and numerical
reasoning). Zhang et al. [17] propose the Cloud Recommender system to select
cloud infrastructure based on their cloud computing ontology called (CoCoO).
This ontology defines functional and non-functional concepts of infrastructure
services with their attributes and relations. However, the ontology has not pro-
vided any details about PaaS and SaaS. In addition, the validation of ontology
concepts is only limited for some cloud infrastructure providers such as Amazon,
Microsoft Azure, GoGrid,etc. Unlike previous works which fail to develop cloud
service ontology automatically and perform cloud services discovery in large-
scale such as the Internet, our ontology-based cloud service search engine helps
distinguish between cloud services and other services available over the Internet
using an automatically-built cloud service ontology.
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Fig. 1. Architecture of the Cloud Service Search Engine

3 Cloud Service Search Engine and Ontology Building

In this section, we first briefly introduce our cloud service search engine (CSSE),
then focus on describing our approach on cloud service ontology generation.

3.1 CSSE Architecture

Figure 1 depicts the architecture of CSSE, which consists of three major layers,
namely the Cloud Service Ontology Layer, the Cloud Service Identification Layer,
and the Search Engine Users Layer.

Cloud Service Ontology Layer. The cloud services ontology layer is responsible
for maintaining the cloud services ontology, which consists of two main parts:
the cloud service ontology repository and the ontology builder. The cloud service
ontology repository contains concepts that are generated by the ontology builder.
The ontology builder generates concepts semi-automatically using an ontology
roadmap and cloud services’ metadata. More information on the cloud services
ontology generation can be found in Section 3.2.

Cloud Services Identification Layer. The cloud services identification layer con-
tains the cloud service identification repository which stores the cloud services
that have been identified and the cloud service identifier which recognizes cloud
services. The cloud service identifier relies on the cloud service ontology that
provides a level of understanding and reasoning for cloud services. To judge
whether a service is a cloud service, we could simply calculate the ratio between
the number of cloud service concepts and the total number of terms appearing
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in its corresponding document (we call this ratio an identifier of cloud service,
IC in short) and compare the IC value with a certain threshold. In our system,
there is a cloud service crawler that crawls the Internet to collect the metadata of
potential cloud services. The collected metadata is then processed by the cloud
service identifier. More information on the cloud service crawler can be found
in [8].

Search Engine User Layer. This layer provides a Web interface for users to
search cloud services. A user can simply specify a searching keyword for finding
cloud services. She can also specify other constraints (e.g., categories like IaaS)
to narrow down the searching scope. Our system will contact the cloud service
identification repository and if found in the repository, the detailed information
(e.g., access link, categorization, description) of satisfied cloud services will be
returned to the user.

3.2 Cloud Service Ontology Generation

Our approach on cloud service ontology generation involves two main steps.
Firstly, we create a base ontology by following the US National Institute of
Standards and Technology (NIST) cloud computing standards. Since there are
very limited concepts in this ontology, we also call it a cloud service ontology
roadmap. Then, our ontology builder grows the cloud service ontology with new
concepts by automatically analyzing the metadata of real-world cloud services.
Furthermore, cloud service ontology concepts have two properties, which are the
abbreviation and weight of cloud service ontology concepts. The cloud service
ontology concepts abbreviation gathers for particular concepts in cloud services
ontology roadmap such as SaaS for Software as a Service, PaaS for Platform as
a Service, while the weight is computed from the Ontology Builder Algorithm.
We will describe each step in details in the sequel.

Cloud Service Ontology Roadmap(CSOr): Our cloud service ontology
roadmapCSOr has been built by following the interpretation of the NIST stan-
dards for cloud computing [4] and other published ontology for cloud computing,
to obtain a set of concepts that can be used as a roadmap for the cloud services’
ontology. These concepts have relationships that can be defined as is a and
is not a cloud service ontology, to enhance the generation of a new concept of
the ontology. According to the National Institute of Standards and Technology
(NIST), the cloud model comprises of five essential characteristics, and three
service models. The five essential characteristics are as follows:

– On-demand self-service: A consumer possesses independent provision of com-
puting capabilities like server time and network storage, whenever necessary
without seeking the attention of each service provider.

– Broad network access : Capabilities can be accessed on-line and through stan-
dard mechanisms which encourage the use of various client platforms such
as mobile phones, tablets, laptops and workstations.
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– Resource pooling: The provider’s computing resources are shared among mul-
tiple consumers under a multi-tenant model, where dissimilar physical and
virtual resources are engaged or disengaged according to consumer prefer-
ences. In normal circumstances, consumers do not have the knowledge of the
precise location apart from information of a higher level of abstraction (e.g.,
country, state, or data center), that provide such resources (e.g., storage,
processing power, memory and network bandwidth).

– Rapid elasticity: Resources are elastically supplied or released automatically
or manually on demand. Capabilities as seen by the consumers are often
unlimited and are utilized at any amount of time.

– Measured service: Cloud services may charge according to a pay-per-use
or charge-per-use basis. Resource usage of the service are monitored, con-
trolled and reported, allowing transparency between the provider and the
consumers.

The three service models specified by NIST cloud computing standard are as
follows:

– Software as a Service (SaaS): The term is referred to a service provided by
a cloud application supported on a cloud infrastructure. Consumers can in-
teract the application through a user interface like a Web browser installed
on different client devices. It is superfluous for the consumers to manage or
manipulate any underlying cloud infrastructure such as the servers or oper-
ating systems. However, they may be given the control limited to particular
application configuration settings.

– Platform as a Service (PaaS): PaaS is another type of service on which is
built upon the cloud infrastructure and involves consumer developed or ac-
quired applications with the help of programming languages, tools, libraries
and services powered by the provider. The consumer is not required to man-
age or configure the cloud infrastructure except possessing the power to
control the deployed applications and configuration settings of the hosting
environment for which the applications are in.

– Infrastructure as a Service (IaaS): It is defined as the ability to supply the
consumer with resources from the ground up - processing, storage, network
and other basic resource, in order to allow consumer to develop and run
software as well as operating systems and applications. The consumer does
not need to manage or configure the cloud infrastructure but has the au-
thority over controlling the operating systems, storage and other mounted
applications with the possibility of limited control over selected networking
components like the host firewalls settings. Due to space constraints, we only
depict part of the IaaS concepts (see Figure 2).

While developing our CSOr based on the interpretation of NISTs cloud
computing standards, we determine that cloud computing is the root node to
the relationship between is a and is not a. In addition, in CSOr, we consider
cloud service a child of the root node cloud computing and the parent node
for other cloud service concepts. We also define the concepts for Essential
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Fig. 2. Infrastructure as a Service (IaaS)

Characteristics and Service Models. For example, we treat software as a ser-
vice (SaaS), platform as a service (PaaS) and infrastructure as a service (IaaS) as
three main child nodes of cloud service and parent nodes for other cloud service
concept levels. The Service Models builds the three main branches in CSOr
and additional cloud service concepts are added into the appropriate branches
depending on the type of services. For instance, we could add storage as a child
node of infrastructure as a service (IaaS). In our cloud service ontology roadmap,
we consider NIST-interpreted concepts having a higher priority than the
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available ontology concepts, because the former are more valuable in describ-
ing cloud services. As a result, those NIST-interpreted concepts are added at a
high level in CSOr.

We also consider is not a in our cloud service ontology roadmap, which repre-
sents a set of concepts unrelated to cloud services. One example is the concepts
such as weather forecast, which may show word “clouds” but does nothing re-
lated to cloud services. Another example is the concepts related to research such
as reports, articles, and publications. Clearly, social network items can also be
considered as is not a relations since the word “cloud” may appear in new items,
blogs, Twitter or Facebook posts, but not actually a cloud service. Given the
large-scale of the Internet, having is not a relations in the ontology is very useful
for the cloud service crawler to validate and filter out non-cloud services.

Generating Cloud Services Ontology: Since the cloud services ontology
roadmap provides very limited number of concepts, it is necessary to generate a
more comprehensive ontology with new concepts related to the cloud services.
One possible approach in doing so is to analyze known cloud services and mine
new concepts from their metadata such as service descriptions. Based on our
previous effort where 5,883 cloud services were identified [8], we develop an
algorithm (see Algorithm 1) to analyze these cloud services and identify new
cloud service concepts to generate our cloud service ontology. There are five
steps in our algorithm, which are detailed as the following.

– Detection: In this very first step, we detect whether a term should be a
candidate concept to be considered in our cloud service ontology. We use
the term frequency, a well-known information retrieval technique [10], for
this purpose. Term frequency represents the number of times that a term
appears in the cloud services text descriptions S. Only those terms that pass
a threshold can be considered as candidate concepts, which are then passed
to next step for validation.

– Validation: The validation step compares the candidate concept with the
existing concepts in the cloud services ontology. This eliminates possible
repetition and ensures that this candidate concept is not a node or part of a
node in the ontology. If the candidate concept has not appeared in CSO, it
is considered to be a new cloud service concept, and will be passed to next
step for further processing.

– Balancing: The purpose of the balancing step is to provide a weight for each
new concept by using the popular TF*IDF model:

TF(nc, C) =
f(nc, sj)

f{t, sj : t ∈ sj}
(1)

where nc is the new concept, C represents the set of all concepts in CSO,
and f(nc, sj) returns the frequency of nc in sj .

TF*IDF(nc, C) = tf(nc, C) ∗ log(
∑

S(sj, S)∑
S{sj, s : nc ∈ s)} (2)
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Algorithm 1. Ontlogy Builder Algorithm
Step 1. Detection:
/* Determines candidate concepts from cloud services’ text descriptions S.*/
for each term ∈ S do

count its frequency f
if f < Threshold then

term is not a candidate concept cc
else

term is a candidate concept cc and pass cc to validation
end if

end for

Step 2. Validation:
/*Check if the candidate concept cc ∈ CSO.*/
if cc ∈ CSO then

cc is already at CSO
Back to Step 1.

else
cc becomes a new concept nc of CSO
Pass nc to balancing

end if

Step 3. Balancing:
/*Provide a weight for new concept nc */
The balancing step uses TF*IDF technique to give each new concept nc a weight.

Step 4. Addition:
/* link the new concept with old concept and determine the new concept position in CSO */
Select new concept nc
for each s ∈ S do

if nc ∈ s then
for each CSOc ∈ CSO do

/* CSOc: cloud service concepts */
if CSOc in s then

store CSOc in nc Set
/* The new concept set (nc Set) contains all cloud service ontology concept that
appear with the new concept */

end if
end for

end if
end for
call maximum frequency concept max nc-CSOc in nc Set
/* this method provide the maximum repeating concept that appear with the new concept nc in
nc Set */
call maximum frequency concept max nc-CSOc weight
call nc weight
if nc weight > max nc-CSOc weight then

nc add to max nc-CSOc in CSO as child
else

nc add to max nc-CSOc in CSO as siblibng
end if

Step 5. Updating:
The CSO ontology updates weights and relation for each concept.
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The TF*IDF equation has the capability to provide weight for cloud service
ontology concepts.

– Addition: This step adds a new concept to CSO by using the inverted index
and TF*IDF. More specifically, we first link the new concept to the concepts
in CSOr using the inverted index, which allows us to determine where the
new concept appears in the cloud services text description. We then select
the new concept and the documents where the new concept appears. We
count the existing CSO concepts that appear in the same cloud services text
description. After that, we store the existing CSO concepts and pick up the
CSO concept with the maximum appearance and create the link between
them.

CFS = 〈c1, c2...cx〉|S|×|C|. (3)

Furthermore, to determine the new concepts position in the cloud services
ontology, we need to check the weight of the existing CSO concept that has
the most appearances. If the weight of the new concept is more than the one
of the existing concept, the new concept is inserted to the ontology as the
child of this concept. Otherwise, the new concept is added as a sibling.

– Updating: The updating step is responsible for upgrading the cloud service
ontology after adding the new concept.

4 Experimental Study

To implement the cloud services ontology layer (CSO, see Figure 1), we used
5,883 real-world, valid cloud services [8]. This dataset was chosen because it
has been verified and validated. However, the metadata of these cloud services
still needed to be processed. In particular, we removed the HTML tags and
non-English cloud services from the cloud services metadata. Non-English cloud
services were detected using the language detection library1. We eventually ob-
tained a set of 5,083 cloud services’ text descriptions containing only English
language. We implemented the system using Java and JavaServer Pages (JSP).

4.1 Generating Cloud Services Ontology

Based on the collected text descriptions of cloud services, we ran the system
to generate our cloud services ontology by using the proposed CSO algorithm.
The cloud service text descriptions contained 1,935,185 terms. When setting
the threshold frequency as 500, we obtained 654 candidate concepts after the
first step. In the validation step, we obtained 105 new concepts for cloud ser-
vices ontology since some of the candidate concepts were not considered as the
CSO concepts or simply stop words (e.g., numbers, dates). To take an exam-
ple, web application was found 510 times. Then, we found that the host was
the most common concept to appear together with web application in cloud

1 https://code.google.com/p/language

https://code.google.com/p/language
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service text descriptions. Therefore, we linked web application to host and fur-
ther determined web application to be the child for host because the TF*IDF
weight of host is less than the weight of web application. The concepts with
greater frequency are at the higher level in the CSO tree.

Table 1. Top 5 High Frequency Concepts in CSO

CSOc # frequency # appear CSTD Percentage CSTD
host 23423 2910 57.7%
server 14151 2500 49.6%

application 6704 2160 42.8%
network 6746 2074 41.1%

Cloud computing 3341 1394 27.7%

Table 1 shows the top 5 high frequency concepts in CSO that appear in
cloud service text description (CSTD). From the table we can see that the most
common concept is cloud infrastructure services. Moreover, the number of cloud
service providers that provide infrastructure services is higher than those that
offer platform or software services. From our statistics, it is also interesting to
note that some cloud service providers do not use the concept of “cloud service”
when advertising their services on the Internet.

4.2 Threshold Identification

It is important to estimate the threshold value in order to identify cloud services.
We believe that using a confidence interval calculator to estimate the threshold
identification [11] in the cloud service text description is a good solution for
identifying cloud services because it provides the identifier for cloud services
(i.e., IC, see Section 3.1) which, is the ratio between the number of cloud service
concepts and the total number of terms appearing in its corresponding document.
To calculate the estimated value for identifying cloud service, we use the following
equation:

E± = μ± z.
σ√
N

(4)

where μ represents the mean of IC in the cloud services text description; σ
represents the standard deviation of the cloud services text description; and N
represents the total number of cloud services text descriptions. In this experi-
ment, we set the value of z to 95% since this is common in research and useful
in conducting estimations as well as providing close accuracy of a population set
for the estimation equation. We ran the experiment randomly using 2,750 cloud
services text descriptions to identify an optimal E threshold for identification.
In the first round, we randomly selected cloud services text descriptions, then
dynamically increased the number of cloud services text descriptions at each
round. Fig. 3 shows the lower bound, the upper bound for IC in each set of
cloud service text descriptions. We can see from the figure that the lower bound
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of cloud services ontology is between 7% to 8% of the cloud services text de-
scription, whilst the upper bound can be between 11% to 14%. This experiment
indicates an interesting fact that most cloud services use 8% to 14% of ontology
concepts in their service descriptions.

Fig. 3. Identifying E Threshold

4.3 Identifying Cloud Services Ontology

We conducted an experiment to identify cloud services for proving the robustness
of the search engine. In this experiment (see Fig. 4), we collected randomly 550
webpage text descriptions which are fake cloud services. Additionally, we used
2,200 cloud service text descriptions to run two experiments using precision, re-
call and f-measure. The precision represents the percentage rate of distinguishing
between real and fake cloud services, whilst recall represents the percentage of
cloud services identified and f-measure shows the mean between recall and pre-
cision. At the beginning, the experiment started with 40 real cloud service text
descriptions and 10 fake cloud services text descriptions. Then, the numbers
were increased dynamically. The first experiment used the upper bound of the
threshold identification while the second used the lower bound of the threshold
identification to compare the results, depending on the threshold. In the experi-
ments, it was concluded that the upper bound threshold identification provides
high precision and average recall, which indicates that the upper bound threshold
can distinguish text descriptions well. However, it provides an average perfor-
mance for identifying cloud services. The lower bound threshold identification
provides high recall and high average precision, which indicates that the lower
bound threshold can effectively find cloud services. However, it can provide more
fake cloud services to the search engine.

We conducted another experiment that shows in Fig. 5 to represent the noisy
data at the cloud service search engine. The noisy data means the fake cloud
service results of the cloud service crawler. In this experiment, we compared the
cloud service crawler repository which did not use the cloud service identifier
and the one which did use the cloud service identifier. Fig. 5 shows that the per-
centage of the noisy data decreased to 10% which gives the cloud service iden-
tification repository high robustness for cloud service search engine. However,
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(a) Upper Bound Threshold (b) Lower Bound Threshold

Fig. 4. Identifying Cloud Services Ontology Using Threshold

Fig. 5. Noisy Data of Cloud Service Search Engine

from the figure we can see that without using the identifier, with the increase
of the number of crawled cloud services, the number of fake cloud services also
increases. On the other hand, by using our identifier, fake cloud services can be
successfully identified.

5 Conclusion

Effective cloud service discovery remains a challenging issue due to unique char-
acteristics of cloud services such as dynamic, diverse services offering at different
levels. In this paper, we have proposed a novel ontology-based approach for cloud
service discovery. The contribution of our work includes the ability to effectively
identify cloud services on the Internet and an approach to semi-automatically
build the cloud service ontology using the metadata of 5,883 real-world cloud
services. Our extensive experimental studies demonstrate the applicability of the
proposed approach, as well as its capability of effectively identifying cloud ser-
vices on the Internet. Future work will involve categorization of cloud service
based on their service descriptions to enhance the cloud service discovery.
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Abstract. Text information processing is one of the important topics in data 
mining. It involves the techniques of statistics, machine learning, pattern recog-
nition etc. In the age of big data, a huge amount of text data has been accumu-
lated. At present, the most effective text processing way is classifying them  
before mining. Therefore, it has attracted great interests of scholars and re-
searchers, and many constructive results have been achieved. But along with the 
increasing of training samples, the shortages of techniques and limits of their 
application have appeared gradually. In this paper, we propose a new strategy 
for classifying documents based on Huffman tree. Firstly, we find out all the 
candidate classifications by generating a Huffman tree, and then we design a 
quality measure to select the final classification. Our experiment results show 
that the proposed algorithm is effective and feasible. 

Keywords: document classification, document clustering, big data, Huffman 
tree. 

1 Introduction 

Text is a traditional information carrier, whether a short one which contains only a 
few characters or a long one that includes hundreds of pages, all may hide important 
knowledge, but increasing text documents not only provide us a tremendous wealth of 
information, but also bring us a significant challenge for mining and managing them. 
Usually, a text document always includes one or more topics and each topic often 
described by many documents. Document classification is an effective strategy for 
managing and mining massive text documents. For example, a given document set 
includes three topics as computer science, business and mathematics, if we classify 
these documents into three classes based on different topics in advance, the burden of 
mining will be greatly reduced. 
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Text classification is one of the key steps of mining text documents, and the quality 
of the classification result directly affects the following work, thus, an excellent clas-
sification method is greatly needed. Many researchers have proposed a series of 
methods and some of them have obtained good results. The initial classification algo-
rithms for documents are based on document frequency, and the ontology-based 
methods are proposed subsequently, after that, max entropy, neural networks, SVM, 
random forest and other classifying strategies have been suggested. Approaches in 
paper [1-5] need to specify classes in advance, and then classify each new document 
to one of the pre-specified classes based on some rules. To address the problems 
caused by large number of training samples and attributes, paper [1,5,6,7] proposed 
the improved strategies. And many clustering methods have been applied on dealing 
with documents, such as the algorithms based on KNN, K-means and some improved 
ways. Some researchers have devoted to mine the useful rules in various kinds of data 
environment, such as paper [10-15], clustering analysis, as a classic classification 
technique, has played a major role in the data mining process. In this paper, we pro-
pose a new approach based on Huffman tree for clustering text documents. Our ap-
proach mainly include two procedures, firstly, abstract the topics of each document 
based on Latent Dirichlet Allocation(LDA) model, and classify text documents into 
different classes based on their similarities by a new algorithm, secondly, select the 
best classification based on our goodness measure.  

The rest of this paper is organized as follows. In section 2, we introduce the related 
knowledge about abstracting topic words based on LDA model from documents. Sec-
tion 3 describes the related concepts and designs a new algorithm for clustering text 
documents based on Huffman tree. Section 4 gives the experiments, and section 5 is 
our conclusions. 

2 Related Knowledge 

Nearly all of the classification algorithms and clustering algorithms are depending on 
similarity measure, in this paper, we use the similarity between topic words to meas-
ure the similarity between documents. Thus, we introduce the related techniques 
about abstracting topics based on Latent Dirichlet Allocation (LDA) model[9] in this 
section to lay the groundwork for subsequent work.       

2.1 LDA Model  

A text document always expresses several topics and each topic is described by a 
series of words, moreover, a topic or a word often appears in different documents. 
Therefore, LDA model regards a text as a three level model: “word-topic-document”, 
considers a text is randomly assembled by several topics and a topic is reflected by 
the probability distribution of words.  

Let T is the number of topics, the probability of word wi in a given document can 
be expressed as below: 
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Where wi represents the i-th word in the document, p(wi|zi =j) denotes the probabil-
ity of wi belongs to topic j, p(zi =j) is the probability of topic j belongs to the current 
document. 

Let T, D and W stand for the number of topics, documents and unique words sepa-
rately. The j-th topic can be expressed as a multinomial distribution of V words in 

word set )|( jzwp ii
j

wi
==φ . A document can be described as a random mixture of 

K latent topics )( jzp i
j
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==θ . Thus, the probability of word w appears in docu-

ment d can be denoted as follow: 
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We make a priori probability assumptions of symmetrical Dirichlet(α) on θd, and 
make a priori probability assumptions of symmetrical Dirichlet(χ) on φz. 

2.2 Gibbs Sampling 

In order to obtain the value of φ and θ, we introduce the Gibbs sampling technique. 
The key of Gibbs sampling is creating a Markov chain firstly, and then taking the 
nodes closed to the target probability distribution as the samples. 

Let p(zi =j| z-i, wi) be the posteriori probability which can be calculated as below:   
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Where zi =j means the word wi was assigned to topic j, z-i is the words assignment 

of all topics zk, iw
jin ,− expresses the number of words belong to topic j, )(

,
⋅

− jin is the 

number of words belong to topic j, id
jin ,−  stands for the number of words assigned to 

topic j in di, id
in ⋅− , means the number of words assigned to some topic in di, and all the 

words numbers are excluding the assignment of zi =j. 
The process of Gibbs sampling is as below: 

(1) Initial state of Markov Chain: assign each word wi to one of the T topics  
randomly. 

(2) Obtain the next state: from w1 to wN, assign them to topics in turns based on 
Eq.(3). 
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(3) Iterate step(2) until the current Markov Chain closes to the target distribution. 

For every single sample, estimate the value of φ and θ by the follow formulas.       
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Where, )(w
jn means the times of assigning word w to topic j, )(⋅

jn stands for the 

number of words belong to topic j, )(d
jn expresses the number of words that allocated 

to topic j in document d, )(dn⋅ is the number of words which have been assigned to 

topics in d.  

2.3 Selecting Topic Words 

Based on the probability p(w|d) obtained above, we abstract topic words in a docu-
ment according to their Shannon information.               

 
)(ln)()( dwpwNwI −=  (5) 

Where, N(w) is the times that word w occurs in document d, p(w|d) is the probabil-
ity calculated by Eq.(2). If the Shannon information of a word is high, it is more likely 
to be treated as a topic word. 

In order to improve the precision of topic words, words association is needed to de-
termine the finial topic words after obtain the initial topic words. The process of topic 
association includes normalize, merger and substitution three steps. J. Shi e.t [9] have 
given the concrete steps, here we omit the detailed process. 

3 Clustering Documents by Huffman Tree-Based Algorithm 

In this section, we define some related concepts, and then design a new algorithm for 
clustering multiple documents based on Huffman tree. 

3.1 Related Concepts  

In this part we’ll discuss the related definitions and the standard for evaluating the 
clustering results.  

3.1.1 Similarity Measure  
Let document set D={d1, d2,…, dm}, where di is the i-th document in D. Let di = {w1, 
w2,…, wn}, in which wj is the j-th word in di. Some of the words are topic words and 
some are not, let Wi ={ t1, t2,…, tk} be the topic word set, where tk is the k-th topic 
word in di. Let the supporting of word w in document d as sup(w,d)=nw,d/nd, where 
nw,d is the times of w occurs in d and nd is the number of words in d.  
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Definition 1. The similarity between two documents di and dj can be defined as  
follow: 
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Where ∩ and ∪ detonate the set intersection and set union separately, X∈{Wi ∩ 
Wj} expresses X exists as a topic word both in di and dj, sup(X, di) is the support of X 
in document di .  

Definition 2. The similarity between a cluster Ct and a document di can be defined as 
follow. 
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Where dj is the j-th document in Ct, | Ct | is the number of documents of Ct. 

Definition 3. Let D be a set of documents: D = {d1,d2,···,dm}, DSM is a m*m matrix, 
DSM(i,j) is the value of sim(di ,dj), we call DSM a similarity matrix. 

3.1.2 The Criterion of Measuring the Quality of a Classification 
We design a goodness measure which considered cohesion, coupling and the number 
of clusters to evaluate the quality of a classification. We deem a good classification 
should have high cohesion, low coupling and a relatively small number of classes. 
Therefore, the classification which has the highest goodness is the goal we are look-
ing for.  

We define the intra-class similarity and inter-class similarity as Definition 4 and 
Definition 5 to evaluate the cohesion and coupling, separately, and then give the 
goodness definition in Definition 6 to measure the quality of a classification. 

Definition 4. The intra-class similarity intra_sim of a classification C is defined as 
follow.  
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Definition 5. The inter-class similarity inter_sim of a classification C is defined as 
below. 

 

⎪
⎪
⎪

⎩

⎪⎪
⎪

⎨

⎧

>
∗

=

= ∑
∑

∈

∈∈

,1,

),(

,1,0

)(

2

,

,

C
C

CC

ddsim

C

Cinter_sim

C

CCC qp

CdCd
ji

qp

qjpi

 (9) 

Definition 6. Let C = {C1,C2,…,Cn} be a classification of document set D = {d1, d2, 
···, dm}. The goodness of classification C is defined as follow.  
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In the light of Definition 6, the higher the goodness value, the better the classification. 

3.2 Clustering Algorithm Based on Huffman Tree 

3.2.1 Huffman Tree 
Huffman tree is an optimal binary search tree which holds the minimum weighted 
path length. Suppose there are n weights, the corresponding Huffman tree must have n 
leaf nodes w1,w2,…,wn, the process of generating Huffman tree can be described as 
follow: 

(1) Take the nodes w1,w2,…,wn as a forest with n independent trees, i.e. treat each 
node as a single tree. 

(2) Choose the two trees with the minimum weights as two sub-trees to build a new 
tree, and assign the sum of all children’s weight to the root of the new tree. 

(3) Remove the two trees that have been chosen and add the new tree into forest. 
(4) Repeat step (2) to step (3) until there is only one tree in the forest, the final tree 

with n leaves is the Huffman tree. 

Step (2) and (3) are the core of this process, they will be repeated for n times and 
the number of trees will be decreased by 1 in each cycle. At the end of the process, 
there would be only one tree which just contains n leaves. 

3.2.2 Clustering Algorithm 
In this section, we propose a new clustering algorithm for text documents based on 
Huffman tree. Our algorithm mainly divided into two procedures: firstly, we generate 
all the candidate classifications based on Huffman tree, and then select the best classi-
fication based on the goodness measure. The pseudo code is as follows: 
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Algorithm 1  HuffmanClustering algorithm 
Input：DSMm*m                              //the DSM of m documents 

Output：C*={U1, U2,…, Un}        //the best classification 
Procedure1  Generate the candidate classification set  
 Begin  
 (1)Let each document as an independent tree: Ui={di}.             
   Return C1={ U1, U2,…, Um }. 
 (2)For  k=2 to m    do{  
     while(k<m+1)   do{ 
      Ck = Ck-1； 
      If(∃ Up,Uq

∈Ck-1 and )},({),(
1, yxCUUqp UUsimmaxUUsim

kyx −∈= )             

           do{ 
               Up-q  Up

∪ Uq；   
               Remove Up and Uq from Ck； 
               Ck Up-q；}} 

Return Ck={…, Up-q,…}. 
}  

 (3) Return candidate classification set: SetC={C1,C2,…, 
Ck,…,Cm} 
 End  
Procedure2  Select the best classification 
 Begin 
 (1) Calculate the goodness values of all classifications 
in SetC based on Eq.(10). 
 (2) If  ( goodness (Ct)=max t=1 to m { goodness (Ct)}  )                
            do{  C*= Ct；}. 
 (3) Return C*={U1, U2,…, Un}.       
 End 

In this algorithm, the first procedure is generating candidate classifications based 
on Huffman tree. We regard all the documents as independent trees in step 1.(1), and 
then merge the two trees which have the minimum root weights into a new tree in step 
1.(2), repeat this process until all the documents has been connected in a single tree. 
Each loop will generate a new forest, and we treat every forest as a candidate classifi-
cation. A tree in a forest stands for a cluster which contains several documents. The 
second procedure of our algorithm is focus on selecting the best classification. We 
choose the classification based on its goodness.   

The time complexity of step 1 is O(m3), where step 1.(1) and step 1.(2) take O(m) 
and O(m3) times separately. Step 2 takes O(m*logm) times, in which step 2.(1) takes 
O(m) times and step 2.(2) takes O(m*logm) times. Thus, the time complexity of our 
clustering algorithm is O(m3). But this worst case is not going to happen, because the 
number of clusters will be decreased after each cycle. 
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4 Experiments  

4.1 Data Preparation 

In order to demonstrate the performance of the proposed clustering algorithm, we 
have taken an experiment using Java Edition 6, and implemented on a computer with 
1.6GHz Pentium processor and 2GB of memory. The text classification corpus is the 
Chinese corpus of Fudan University. This corpus contains 2815 documents which are 
divided into 10 classes: environment, computer, transport, education, economic, mili-
tary, sports, medicine, arts and politics. We firstly segment words of documents using 
ICTCLAS system and remove the stop words based on Hownet dictionary as data 
preparation. Then we abstract initial topic words based on LDA model and determine 
the finial topic words through words association. Thus, the similarity between every 
two documents can be calculated depending on the similarity of topic words.  

Table 1 is the result of classifying document corpus by artificial way.  

Table 1. The result of artificial classification on document corpus 

Class Environment Computer Transport Education Economic 

Number of 
documents 

200 200 214 220 325 

 

Class Military Sports Medicine Arts Politics 

Number of  
documents 249 450 204 248 505 

4.2 Performance Evaluation Criteria 

We use F1-measure to evaluate the performance of our algorithm. This criterion con-
siders two indicators: precision and recall. Let clusterj be a cluster of our classifica-
tion, and classi is a class belongs to artificial classification. The formulas of precision 
Pj, recall Rj and F1-measure F1 are defined as follows: 

  

,
2

),(1

,,

ijij

ijij

j

ij
ij

i

ij
ij

RP

RP
jiF

n

n
R

n

n
P

+
∗∗

=

==
 

)},({max1 jiFF ij =                                (11) 

Where nij is the number of documents both in clusterj and classi, ni and nj are stand 
for the size of clusterj and classi, separately. 

In order to evaluate the overall performance of our algorithm on the data set, we in-
troduce a function F based on the F1-measure of all clusters. 
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Where n is the number of documents in the corpus. The high value of F means 
more of the documents have been assigned to correctly classes in the corresponding 
classification. 

4.3 Experiment Results 

We extract two results from our experiment as Fig.1 and Fig.2. One is the classification 
C1 which just has 10 clusters, and the other is the classification C2 which has the highest 
goodness. Fig.1 shows the number of documents in each class got by artificial classifica-
tion (n_i), the number of documents in each cluster is obtained through clustering (n_j), 
the number of documents which are classified correctly (n_ij), precision (P_C1), recall 
(R_C1) and F1-measure (F1_C1) of classification C1. Fig.2 is the same indicators of C2.  
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Fig. 1. The classification which just contains 10 clusters 
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Fig. 2. The classification which has the highest goodness 
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In the two figures above, the horizontal axis stands for the clusters; the vertical axis 
indicates the number of documents and the secondary vertical axis signifies the ratio. 
The black bar, light gray bar and dark gray bar represent n_i, n_j and n_ij separately; 
the yellow line, blue line and purple line express precision, recall and F1-measure 
respectively. 

Fig.1 shows the clustering result which just contains 10 clusters. Through observ-
ing the bar distribution, we found the number of documents assigned to each cluster 
by HuffmanClustering algorithm is similar to the result obtained by artificial classifi-
cation, and the number of documents which have been allocated correctly is consider-
able. Through observing the line distribution, we discovered the precision, recall and 
F1-measure are all between 0.7 and 0.9 and the trend is relatively stable, thus, the 
result is close to the correct one. 

Fig.2 is the clustering result which has the highest goodness. Through observing 
the bar distribution, we found 8 of the 9 clusters (except U1) are the same as 8 clusters 
in fig.1, while U1 has been assigned 730 documents. According to preliminary topic 
analysis, we learned the 8 clusters from U2 to U9 in fig.2 correspond to the clusters of 
sports, economic, arts, medicine, environment, transport, education and computer in 
fig.1, separately, while cluster U1 contained most of the military and politics docu-
ments. In another words, C1 is the result of performing the Huffman tree-based clus-
tering algorithm only once based on C2, in which the clusters of military and politics 
have been merged into a relatively large cluster. From the line distribution, we found 
most of the indicators of clusters are about 0.85 in addition to the accuracy of U1. The 
main reason of this result is the definitions of the relative standards are not accurate 
enough, especially for the similarity measure and goodness measure.  

According to Eq.(12), the F value of C1 and C2 are 0.929 and 0.842 respectively. 
The two relatively high values indicate our algorithm has a certain effect. In the fol-
low-up work, we will improve the accuracy of the measure standards and the perfor-
mance of our algorithm to achieve more excellent result. 

5 Conclusions 

Text document, a traditional information carrier, often contains a great amount of 
valuable knowledge, and the most effective method to mine massive amounts of doc-
uments is classifying them before mining, thus, document classification has become 
an important topic in natural language processing. In this paper, we classify docu-
ments with a new clustering method which can be divided into two procedures, firstly, 
abstract topic words depending on LDA model to obtain the similarity matrix, and 
design a new clustering algorithm based on Huffman tree to cluster documents, so as 
to generate the candidate classification collection; secondly, select the best classifica-
tion from the collection according to our quality evaluation standard. Experiment 
results proved that our algorithm is effective and feasible. 
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Abstract. Aimed at the Gaussian kernel parameter σ sensitive issue of the tradi-
tional spectral clustering algorithm, this paper proposed to utilize the similarity 
measure based on data density during creating the similarity matrix, inspired by 
density sensitive similarity measure. Making it increase the distance of the pairs 
of data in the high density areas, which are located in different spaces. And it 
can reduce the similarity degree among the pairs of data in the same density re-
gion, so as to find the spatial distribution characteristics complex data. Accord-
ing to this point, we designed two similarity measure methods, and both of 
them didn’t introduce Gaussian kernel function parameter σ . The main differ-
ence between the two methods is that the first method introduces a shortest 
path, while the second method doesn’t. The second method proved to have bet-
ter comprehensive performance of similarity measure, experimental verification 
showed that it improved stability of the entire algorithm. In addition to match-
ing spectral clustering algorithm, the final stage of the algorithm is to use the k-
means (or other traditional clustering algorithms) for the selected feature vector 
to cluster, however the k-means algorithm is sensitive to the initial cluster cen-
ters. Therefore, we also designed a simple and effective method to optimize the 
initial cluster centers leads to improve the k-means algorithm, and applied the 
improved method to the proposed spectral clustering algorithm. Experimental 
results on UCI1 datasets show that the improved k-means clustering algorithm 
can further make cluster more stable. 

Keywords: spectral clustering, Gaussian kernel, density sensitive, similarity 
measure, shortest path, k-means. 

1 Introduction 

The clustering is that the sample divided into many different clusters, the obtained 
clusters after division should meet the samples in the same cluster has a relatively high 
similarity degree, the similarity of samples in different clusters vary greatly [8, 9, 17]. 
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Cluster analysis technique can be used at all stages of data mining, such as data pre-
processing stage, the demand for data, you can have a complex structure of multidi-
mensional data clustering process by making complex structure data standardization, 
and thus provide data mining pretreatment for other methods of data mining. Cluster 
analysis can dig out hidden natural classification in the datasets, and the data is divided 
into different clusters [5,16,18]. Traditional clustering method usually does not require 
a priori information, it is unsupervised learning. Selecting a suitable method of similar-
ity measure in cluster analysis is crucial, it is used as the basis for division. And a clus-
tering method using different similarity measure is likely to produce different cluster-
ing results, even if the same method of similarity measure, when scale parameters are 
set differently, it would also lead  large differences in the clustering results. Because 
data mining is widely used, its application has been optimistic about the prospects, 
clustering technology becomes a hot research topic. Therefore, people continue to 
strengthen the academic study of various clustering algorithms, their work has a very 
important significance. 

Traditional clustering algorithms, such as k-means algorithm [6, 12], EM algorithm 
[2], which are based on the assumption that the sample space are convex and spheri-
cal. When the sample space is not convex, the algorithm is easy to fall into local op-
timum, so the application of these algorithms is limited. In recent years, spectral clus-
tering algorithm as a new clustering technique attracts the researcher attentions and 
becomes a hot topic of machine learning, pattern recognition and other areas [19]. It is 
known that spectral clustering are based on dividing the spectrum theory. Compared 
with other traditional clustering technology, it can find clustering in the sample space 
with randomly distributed clustering structure, and eventually converges to the global 
optimal solution. According to the feature vector data, spectral clustering constructs a 
more simple data space during the implementation process, it not only reduces the 
dimension of the sample data, but also makes the distribution structure of the sample 
data become clearer in the subspace. 

Spectral clustering method by solving the Laplacian matrix of feature vectors, and 
then execute the selected feature vectors division to identify the type of non-convex 
clusters [15, 20]. The implement of the algorithm is also simple. The efficiency of 
spectral clustering only concerns the number of data points, rather than the dimension 
of datum, so the algorithm can avoid the curse of dimensionality caused by high-
dimensional. Spectral clustering demonstrated an excellent clustering effect in nu-
merous experiments and applications, and its performance is better than those tradi-
tional clustering algorithms, moreover it can handle large data sets. Therefore, the 
current spectral clustering applications such as image and video segmentation, speech 
recognition, text mining and so on. 

Traditional spectral clustering algorithms typically use Gaussian kernel function as 
a similarity measure, it needs to introduce a parameterσ . During creating a similarity 
matrix W, the raw spectral clustering is often based on Euclidean distance, but it is 
impossible to accurately reflect the complexity of the data distribution [22, 23, 24, 25, 
26, 27, 28, 29]. Inspired by the algorithm proposed by Wang Lin [13, 14], this paper 
makes it to increase the distance of pairs of data in the high density areas which are 
located in different rooms, while can reduce the similarity degree between the pairs of 
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data in the same density region, so can find the spatial distribution characteristics of 
complex data. Meanwhile, in order not be affected by parameterσ , the Gaussian 
kernel function is not introduced in the design of similar matrix, so do not need to set 
any parameters and it is not affected by parameterσ . Distance can be directly used to 
calculate the similarity between data points, but also achieve the effect of scaling the 
similarity, and clustering results obtained are more stable. In addition, we all know 
that the time complexity of shortest path algorithm is generally O(n3) when solving 
figure issues, even though there are a lot improved fast algorithms, the time complexi-
ty is still very high.  

When the data collection is increasing, the usual computer running the algorithm will 
not be executed, and data mining is often facing a huge data sets [30, 31, 32, 33]. Based 
on these reasons, this paper proposed another simple method of similarity measure, 
which does not need to calculate the shortest path, and does not introduce any parame-
ter. Finally, the last step of traditional spectral clustering algorithm is completed by  
k-means algorithm. In the experiments, for a certainσ value to do many times experi-
ments, the obtained clustering results (although the difference of clustering results is 
unapparent) is often different, that is caused by the k-means algorithm. Based on the 
study k-means algorithm and related improvements, this paper designs a simple and 
effective method of selecting initial cluster centers. The method is only to do a simple 
change based on the traditional k-means that is increasing random number (e.g. 50) in 
the step of random initializing the clustering center. For each randomly initialized k 
cluster centers, computing European cluster each other. Then save and choose the larg-
est distance of k clustering centers as the initial clustering center. Applying the obtained 
clustering centers in the proposed clustering algorithm, it can make the clustering effect 
greatly improved, while maintaining the clustering results stable. 

The remainder of the paper is arranged as follows. We review the previous work 
on the applications of clustering in Section 2. We give the detail of the proposed 
method in Section 3. Furthermore, we analyze the experimental results in Section 4, 
and give our conclusion in Section 5. 

2 Related Work 

Clustering analysis method is one of the main analytical methods in data mining, and 
it has been be studied by many researchers. We introduce the related research work as 
follows: 

Guha proposed a new clustering algorithm called CURE that is more robust to out-
liers, CURE achieves this by representing each cluster by a certain fixed number of 
points [3]. Nearest neighbor consistency is a central concept in statistical pattern 
recognition, Ding and He extended this concept to data clustering, requiring that for 
any data point in a cluster, its k-nearest neighbors and mutual nearest neighbors 
should also be in the same cluster. And they proposed kNN and kMN consistency 
enforcing and improving algorithm that indicates the local consistency information 
helps the global cluster objective function optimization [1]. Gelbard compared differ-
ent clustering methods using several datasets, and proposed a novel method called 
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Binary-Positive clustering, which is a kind of hierarchic cluster algorithm. It adjusted 
to use binary datasets and developed Binary-Positive similarity measures, and shows 
that converting raw data into Binary-Positive format will improve clustering accuracy 
and robustness, especially while using hierarchical algorithms [4]. Zhang Proposed an 
algorithm for predicting item’s long-term popularity through influential users, whose 
opinions or preferences strongly affect that of the other users. They employed the k-
means clustering algorithm and clustering smoothing model for recommender systems 
has shown extremely performance [21]. Michael present a tabu search based cluster-
ing algorithm, to extend the k-means paradigm to categorical domains, and domains 
with both numeric and categorical values [7]. As is the case with most data clustering 
algorithms, the algorithm requires a presetting or random selection of initial points 
(modes) of the clusters. The differences on the initial points often lead to considerable 
distinct cluster results. Sun present an experimental study on applying Bradley and 
Fayyad iterative initial-point refinement algorithm to the k-modes clustering to im-
prove the accurate and repetitiveness of the clustering results [10]. 

3 Method 

In this part, we analysis the spectral clustering from our sub experimental results and 
point out the existed problem, and then introduced the relevant knowledge involved in 
this paper, such as the similarity measure and k-means, lastly, the improved algorithm 
we design. 

3.1 Spectral Clustering Method 

The spectral clustering algorithm is a matching algorithm. The algorithm has three 
main processes:  

The first step: calculate feature values and feature vectors of the sample similarity 
matrix; the second step: select the appropriate feature vector; the third step: use the k-
means algorithm (or other traditional clustering algorithms) to cluster finally feature 
vector. Mainly, spectral clustering and the k-means clustering algorithm have a large 
difference is because that the ultimate objects of clustering are not different. Feature 
vector is selected clustering in spectral clustering, but k-means clustering is per-
formed directly on the sample. 

The following sub experiments is used to compare differences in the two algorithms 
on the clustering effect. The used data are three dedicated individuals working data sets 
(total six data sets) for studying the spectral clustering. In the Fig 1, (a), (c), (e) is the 
results of the spectral clustering algorithm, and (b), (d), (f) is the result of using the k-
means clustering algorithm. It should be noted that the spectral clustering algorithm 
parameter σ is set to 0.01 (the value ofσ is determined by many experiments). 
Through the left graphs, they show the perfect clustering results of spectral clustering. 
That the k-means algorithm have a limitation is because that it is based on a simple 
distance measure, which easy to fall into local optimal solution. So it is impossible to 
cluster these three artificial data sets correctly. 
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                      (a)                             (b) 
 

  
                 (c)                              (d) 
 

  
              (e)                                (f) 

Fig. 1. The result of clustering on Spectral clustering and k-means algorithm 
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Through the above experimental results shows that, although the spectral clustering 
algorithm can find three dedicated individuals working data sets to cluster correctly, 
but the value ofσ is needed for high demands. But the parameterσ usually needs to be 
set manually, and the different values ofσ  corresponding the clustering results will 
vary greatly, therefore, we need to make many times experiments to compare for se-
lecting the corresponding σ value of the optimal clustering results. Spectral clustering 
find the right clustering results whenσ is set of 0.01 in the Fig 1. Noted that the same 
valuesσ may belong to the different data sets that corresponding to the correct cluster-
ing is usually not the same, which related to the size of data attribute. Following by 
the experiments on UCI benchmark data sets shows these problems. This part of the 
experiment using the UCI data sets given in the Table 1. 

The experiments using Normalized Mutual Information [11] (NMI) to evaluate the 
quality of the final clustering, and to achieve the level of quality to measure the accu-
racy of the matching index ACCURACY (ACC). The value of NMI (given in Eq. (4)) 
and ACC is bigger, the clustering quality is better. In our experiment, set σ =0.01, 
0.05, 0.1, 0.5, 1, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, and make a repeat experiment 
for the dataset (each dataset set corresponding the values of σ , and then run 50 times), 
finally output the average value. 

From Fig. 2 and Fig. 3, we can see clustering efficiency on the four data sets rela-
tively large difference by spectral clustering algorithm. And the clustering effect by 
the parameter of σ impact is large relatively on the same data set. So we know spectral 
clustering algorithm on the performance is not enough stable. In order to reduce the 
influence of this parameter, and get a more stable spectral clustering algorithm, this 
paper constructs a similarity matrix to improve the traditional spectral clustering. 

 

Fig. 2. Impact on the clustering performance parameters σ NMI 
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Fig. 3. Impact on the clustering performance parameters σ ACC 

3.2 Similarity Measure 

In the process of creating a similarity matrix W, the traditional spectral clustering 
usually calculated the similarity by Gaussian kernel based on Euclidean distance, but 
it can’t reflect the complexity of the data distribution accurately. Therefore, this paper 
proposes that improving the similarity measure based on data density during creating 
the similarity matrix W. Making it to increase the distance of pairs of data in the high 
density areas which are located in different rooms, while can reduce the similarity 
degree between the pairs of data in the same density region, so can find the spatial 
distribution characteristics of complex data. The mainly step is to find the space dis-
tribution characteristics. Furthermore, in order to the clustering result is not affected 
by the parameter σ during design the similarity matrix, we don’t introduce the Gaussi-
an kernel function in the new algorithm, therefore, the clustering results are more 
stable and no affected by the parameter. 

Firstly, we need to define the local line length: 

                     1),(
),(2

−= jid

ji e
xxxxL .                         (1) 

Where ),( jid xx  is the Euclidean distance between the data points x
i
and jx . 
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We regard the point as a vertex V in weighted undirected graph {V,E}=G , the set 

of edge represents the connection weights between each pair of data points during the 
calculation. We regard lVp ∈ as the path of length 1−= pl , which connected between 

the point
1

p and
2

p . And ijp represents 1, Ek kp p + ∈（ ）  the set of all path that connect the 

data points of {
1 2

x ,x }, where 1 ,i j n≤ <（ ）. And the new Similarity distance be-

tween x
i
and x j defined as follows: 
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jippjim ed xx , ),( jimd xx  is the shortest path distance be-

tween points x
i
and x j . And ）（ 1, +kk ppd  is the Euclidean distance x

i
and x j in graph 

the shortest path between any two adjacent points. 
Traditional spectral clustering algorithms regard Gaussian kernel function as a typ-

ically similarity measure, but it needs to introduce a parameterσ . Similarity measure 
mentioned without introducing the kernel functions in this paper, so there is no need 
to set any parameters. And not only directly used the distance to calculate the similari-
ty between the data points, but also reached a scaled similarity effect.  

It is generally known that the time complexity of the shortest path algorithm to 
solve the issue of graph is O(n3), and the time complexity is very high. When the data 
collection is increasing, the algorithm will not be executed in PC. Moreover, data 
mining usually need to face large data sets, so this paper proposed another simple 
method of similarity measure, without calculate the shortest path.  

In Similarity measure, the similarity distance is defined as follows: 

                 
1)),(1(In

1

++
=

ji

ij d xx
W .                                                  (3) 

Where ),( jid xx  is the Euclidean distance x
i
to x j . 

3.3 k-Means Method and the Optimization Clustering Method 

From the foregoing, the final step of the traditional spectral clustering algorithm is 
completed by the k-means algorithm to cluster. Do many times experiments of spec-
tral clustering for a certain σ  value, they often get different clustering results. Due to 
the k-means algorithm is dependent on initial cluster centers seriously, however, the 
initial cluster centers usually randomly generated, so each cluster center is not  
the same at the start of the basic algorithm, and which may produce the unstable  
clustering results. 
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The pseudo of the traditional k-means algorithm as follows:  
 

Algorithm 1： k-means method 
     Input： Contains n data members to be clustering of the dataset X and the number of clusters k. 

output： k clusters. 
 
1： Preprocessing the dataset X, 
2： Choose from the dataset X random produce k data members as the initial cluster centers, 
3： Calculate the Euclidean distance all data objects in the dataset X to each cluster center,  

 the data object is divided into the cluster with a minimum Euclidean distance, 
4： Separately calculate the average of in each class all the data objects, we regard these    

 average values as the new cluster center class, 
5： Until the criterion function is convergent or the cluster centers is no changed. 

 
The pseudo of improved spectral clustering as follows: 
 

Algorithm 2： The improved spectral clustering 

Input： n data points n
iix 1=｝｛ . 

Output： The divided of data points kCCC ,, 21 。  
 

1： Construct the matrix nmR ×∈W  by the similarity measure based on data density   

     similarity matrix w. In matrix, any element of can be represent
1)),(1(In

1

++
=

jim

ij xxd
W   

    or 
1)),(1(In

1

++
=

ji

ij xxd
W ,where the element njiii <≤= ,1,0W  on the diagonal. 

2： To construct Laplacian matrix 2/12/1 −−= WDDL , where D is a diagonal matrix,  

 ∑
=

=
n

j

ijii

1

WD . 

3： Seeking the feature vectors
kvvv ,, 21

corresponding to the k largest feature value in a Laplacian  

matrix L, and to constructing matrix kn
k Rvvv ×∈= ],,[ 21V , where V is the column vector. 

4： Unitization the row of V, and get matrix Y , where )/( 2∑=
j

ijijij VVY . 

5： Each row of Y is regard as a point in kR , which be clustered into k classes by k-means 
algorithm to optimize the initial cluster centers. 

6： If the i-th row of Y belongs to class j, the original data points are classified into class j. 

 

According to study the k-means algorithm and its relevant improved methods, we 
designed a simple and effective method of selecting initial cluster centers. The meth-
od is only to do a simple change based on the traditional k-means that is increasing 
random number (e.g. 50) in the step of random initializing the clustering center. For 
each randomly initialized k cluster centers, computing European cluster each other. 
Then save and choose the largest distance of k clustering centers as the initial cluster-
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ing center. In result, the cluster center made clustering results stable and making the 
clustering result has been greatly improved. 

The core of the improved algorithm as follow: random choose k data objects as the 
initial cluster centers from the dataset X; calculate the Euclidean distance between k 
clustering centers; and then repeat selected k data objects randomly; calculated Eu-
clidean distance between k clustering centers again. If the distance is larger than the 
last time, we need to save the k cluster centers and the corresponding distance, or 
without modification for the next random selection until reach the set random number. 
Eventually， the algorithm will get a better initial cluster center. The pseudo is given 
in algorithm 2. 

4 Experimental Analysis 

We coded the algorithm with MATLAB 7.10.1（ R2010a）  in windows 7 system. The 
used datasets mainly came from UCI, and showed the detail of the datasets in Table 1. 
In order to evaluate the quality of the clustering by using the Normalized Mutual In-
formation (NMI) , and matching accuracy index of the extent of the clustering quality 
measure: ACC.  

First of all, let X and Y are respectively the clustering results
a

p , and random vari-

ables of the predetermined categories results 
b

p , and H(X) and H(Y) are X and Y 

entropy, let I(X, Y) for the mutual information between X and Y, we can find that 
I(X, Y) is no limit, and the H(X) =I(X, X), so in the literature of I(X, Y) have been 
standardized, finally get the NMI as follows: 

                  
( , )

NMI
( ) ( )

= I X Y

H X H Y
.                                              (4) 

Table 1. Detailed information of benchmark data 

Dataset Wine Iris Ionosphere glass 

Instances 178 150 351 214 

Features 13 4 34 9 

classes 3 3 2 6 

 
In order to exhibit the reliability, advantages and disadvantages of the two similari-

ty measures, and the improvement effect of the k-means algorithm, the experiments 
were divided into three sub experiments, to facilitate comparison. 

Experiment 1: algorithm using the similarity measure of Eq. (2), and the step (5) 
with the traditional k-means algorithm. 

Experiment 2: algorithm using the similarity measure of Eq. (3), and the step (5) 
with the traditional k-means algorithm. 
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Experiment 3: algorithm adopts the similarity measure of Eq. (3), and the step (5) 
with the improved k-means algorithm. 

Each part of the experiments were repeated 20 times, and then take the average of 
NMI and ACC. In addition, experiment 1, experiment 2 are recorded the algorithm 
running time (s) of each time, compared the shortest path effect on the running time 
of the algorithm. 

(1) Experiment 1: 
We summarized the clustering quality evaluation indicators results in Table 2. 

Control of the Table 2 and the Fig 2, Fig 3 in terms of the clustering quality indexes 
of NMI and ACC, we clearly found that the Fig 2 and Fig 3 reflects the stability of the 
traditional clustering algorithm exists some shortcomings during the clustering. And 
our improved method though conducted many times experiments, but, little difference 
between the results of each experiment, and the experimental result reached the high-
est value in the stable interval of the traditional spectral clustering algorithm in Fig 2, 
Fig 3. Especially, the iris dataset of NMI 0.7578 is the maximum among four datasets, 
the performance is evident. 

Table 2. The test results in terms of two evaluation index value 

Evaluate indicators  Wine iris Ionosphere glass 

NMI 0.4021 0.7578 0.1969 0.3553 
ACC 71.7977 90 72.1368 49.3458 
TIME 1510 634.1531 45000 3720 

(2) Experiment 2: 
In experiment 2, we obtained the clustering quality evaluation indicators shown in 

Table 3. Compared Table 3 with Table 2 in terms of NMI, ACC, TIME, we can easily 
find TIME in Table 2 is much larger than Table 3, the reason is that the algorithm in 
experiment 1 needs to calculate the shortest path, and the time complexity of compu-
ting for the shortest path algorithm requires too much time. And in terms of NMI and 
ACC, exception NMI and ACC of the iris dataset is same, the other data sets in Table 
3 in terms of the index values were slightly smaller than the Table 2. This shows that 
the introduction of the shortest path in experiment 1 plays a good role, but not obvi-
ous. From the TIME point of view, experiment 2 algorithm is more suitable for prac-
tical application. 

Table 3. The test results in terms of two evaluation index value 

Evaluate index Wine iris Ionosphere glass 

NMI 0.3976 0.7578 0.1963 0.3491 
ACC 71.6292 90 72.0798 48.5514 
TIME 0.9878 0.8096 5.4177 1.4794 

 
In order to facilitate the experiment, experiment 3 also uses similarity measure, but 

not introduce the shortest path metric method, and compared with experiment 2. 
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(3)  Experiment 3: 
This part experiment, the introduced k-means algorithm to optimize the initial clus-

ter center, and we proposed to use similarity measure methods in Eq. (3), the purpose 
is to further improve the stability of the improved algorithm. Comparing Table 4 and 
Table 3, we can see that the evaluation index of NMI and ACC have a small range 
increase. This is because of the k-means on the initial clustering center is dependent 
and may cause the clustering quality difference. So the improved k-means algorithm 
is introduced in this paper greatly, we can get the initial cluster center of high quality, 
diversity and the clustering result is not significant, so the average index evaluation 
experiments will be improved. Especially, the glass dataset improved most signifi-
cantly, the dataset contains the most data categories, thus easily divided class mistake, 
so the traditional k-means behave more unstable. In Table 4, we can see that the clus-
tering results of the glass data set ACC is least, this also shows that the instability of 
clustering, the clustering result is relatively more stable after the improved k-means 
algorithm is introduced than the clustering method in experiment 1 and experiment 2. 

Table 4. The test results in terms of two evaluation index value 

Evaluate index  Wine iris Ionosphere glass 

NMI 0.4122 0.7632 0.2135 0.3893 
ACC 73.0337 90.6667 72.4986 52.8037 

5 Conclusion 

In view of the density sensitive similarity measure, we designed two methods to 
measure the similarity to improve the traditional spectral clustering algorithm. The 
experiments demonstrate the second method of similarity measure has a better per-
formance than the first one. The proposed method solved the sensitive problem of 
Gauss kernel function parameter σ , the method is a non-parameter method. Lastly, the 
last stage of spectral clustering is sensitive to the initial clustering center of k-means 
algorithm to the selected feature vector clustering, so we designed an improved k-
means algorithm that is very effective to optimize the initial cluster. The experimental 
result verified the improved spectral clustering method has better performance than 
other clustering methods. 
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Abstract. Large institutions usually have accumulated lots of transaction data-
bases, which refer to multi-database. The effective method for acquiring useful 
knowledge from the multi-database is to classify them first, and then to mining. 
Usually, the technology of multi-database classification includes classifying and 
clustering. This article proposes a partition clustering algorithm to classify mul-
ti-database based on FCM. In the algorithm, a membership degree matrix is 
constructed firstly. And then, in the process of classifying, adjust the matrix to 
obtain a desired clustering result. Experiments show that our method is reason-
able and effective. 

Keywords: multi-database mining, membership degree, partition clustering, FCM. 

1 Introduction 

The development of database has brought a great revolution to the field of infor-
mation management. At present, large organizations, especially transnational corpora-
tions have accumulated a huge amount of database, which is called multi-database. 
How to acquire useful knowledge from multi-database efficiently is a new challenge 
in the big data era. Therefore, multi-database mining becomes an important research 
subject in recent years. 

To deal with the large data in multi-database, the effective method for multi-
database mining is to classify them first, and then to mining. Database clustering, 
which is an important technique of multi-database classification, can automatically 
classify the databases without prior knowledge. Because of the structure of transac-
tions in database is obviously different from text and webpage, the traditional cluster-
ing method cannot be directly transferred to the multi-database. Therefore, how to 
clustering multi-database effectively attracts the interest of scholars and many studies 
had been conducted. 

However, with the demand of application increasing, limitations of existing multi-
database clustering techniques have become more apparent. Currently, the clustering 
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algorithm for multi-database mainly includes partition method and hierarchy method. 
The partition clustering method can obtain more ideal clustering results, but the time 
complexity is higher. The hierarchy approach can obtain clustering results in short 
time, but it may loss better classifications. In this paper, in the light of previous stud-
ies, we propose a novel clustering algorithm for multi-database based on FCM. The 
rest of the paper is organized as follows. 

The section 2 addresses the related work of multi-database clustering. In Section 3, 
the article induces the database clustering problems and related concepts. Following 
we propose a partition clustering algorithm for multi-database based on FCM in sec-
tion 4. In section 5 is our experiments, which proves the validity of our strategy. Sec-
tion 6 is the summary of the paper. 

2 Related Work 

With the development of network and database technology, large institutions have 
been accumulated many transaction databases, which means multi-database. Since 
Ribeiro presented the notion of knowledge discovery from multiple databases [1], 
many studies about multiple database mining have been conducting. 

For instance, Liu et al. proposed an alternative method to search the relevant data-
bases in multi-database [2], but their work was depended on specific applications. Wu 
and Zhang advocated an approach for identifying interesting patterns hidden in multi-
database by weighting [3]. Zhang et al. researched the modes in multi-database and 
divided them into local, high vote, exceptional, and suggested mode [4]. 

Database clustering is an important technique in multi-database mining. Unlike 
text and webpage, structures of transactions in local databases are obviously different, 
and the traditional clustering method cannot be directly transferred to the multi-
database. To solve this problem, Tang et al. measured the similarity between data-
bases based on the itemset of transactions, and proposed an application independent 
method for classifying multiple-database [5]. 

Zhang et al. researched the goodness of classification and proposed a partition 
clustering approach, which can obtain the best classification of multi-database [6]. 
Furthermore, Animesh Adhikari et al. redefine the similarity measurement by consid-
ering the support of itemset in transactions, and presented a novel clustering method 
for multi-database [7]. Yuan and Fu et al. put forward a hierarchical database cluster-
ing approach based on high cohesion and low coupling [8]. 

In this paper, inspired by the related research, we propose a partition clustering al-
gorithm for multi-database based on FCM. Experiments have proved that our method 
can obtain satisfactory clustering result in short time. 

3 Multi-database Clustering 

In this section, we describe the problem of clustering multi-database, and then give 
the method for measuring similarity between databases. 
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3.1 Problem Description 

In multi-database set, there are many local transaction databases. If mining the multi-
database directly, because of the structures of transactions in databases are obviously 
different, we may not obtain accurate knowledge. The effective method for multi-
database mining is to classify them firstly, and then to mining. 

In the technology of multi-database classification, database clustering can automat-
ically classify local databases based on the similarity between them. The concepts of 
multi-database clustering are as follows. 
 
Definition 1: Let D = {D1, D2,…,Dm} be a set of transaction databases. A class of D 
is defined as: 

          

Definition 2: Let D= {D1, D2,…,Dm} be a set of transaction databases. A classifica-
tion of D is defined as: 

  

it satisfies 

  

Where the k denotes the number of classes 
For example, Let D={D1,D2,D3,D4,D5} be a multi-database set which is com-

posed of five transaction databases: D1={a, b, c, d}, D2={b, c, d}, D3={e}, D4={f, 
h}, and D5={f, g, h}. After comparing the itemset in different databases, we can get a 
classification of D as: π(D)={{D1,D2},{D3},{D4,D5}}, and class(D)={D1,D2} is 
called a class of D. 

Given a multi-database set D ={D1,D2,…,Dm}, the number of possible classifica-
tions is more than 2m-m. The purpose of multi-database clustering is to select an ap-
propriate classification from them as the final clustering result. 

3.2 Similarity Measurement 

Similarity among databases is the foundation of database clustering. Because of the 
difference of structures in transactions, it is difficult to calculate the distance between 
databases by mapping them into the Euclidean space. 

Similar to the category data, we can utilize the Jaccard coefficient to measure the 
relationship between local databases. However, if we compare the itemset of transac-
tions directly, there might exist interference from abnormal data. In order to  
avoid such disturbance, we use the frequent itemset to measure the similarity among 
databases. 

( ) { | }
i i

class D D D D= ∈

( ) { ( ) | 1, 2, } ( )
i

D class D i k k nπ = = <

1 2(1) ( ) ( ) ( )

(2) ( ) ( ) , , {1, 2, , }
k

i j

class D class D class D D

class D class D i j k

=

= ∅ ∈

∪ ∪ ∪
∩



658 M. Zhou et al. 

 

Definition 3: Let D={T1,T2,…,Tn} be a set of transaction databases, the itemset of D 
are Items(D)={I1,I2,…,In}. The support of itemset Ij is Sup (Ij), with the support 
threshold α, the frequent itemset of D is defined as: 

  (1) 

Where 

  

For the convenience of description, suppose a transaction database 
D={(b,c),(a,c),(a)}, we can obtain the support of itemset in D as: 
{a:0.6,b:0.3,c:0.6,(b,c):0.3,(a,c):0.3}, with the support threshold α=0.5, the frequent 
itemset of D is FI(D)0.5={a, c}. 

Frequent itemset can reflect the characteristic of the database. To measure similari-
ty among databases accurately, we present a novel measurement by considering the 
difference among itemset of databases as follows. 
 
Definition 4: Let D={D1,D2,…,Dm} be a set of transaction databases, the itemset of 
D are Items(Di)={I1,I2,…,In}, with the support threshold α. The similarity between 
Di and Dj is defined as: 

  (2) 

Where 

  

For example, supposing a multi-database set D={D1,D2,D3}, with the support 
threshold α=0.5, the frequent itemset of databases and corresponding support are: 
FI(D1)0.5={a:0.5,b:1.0,(a,b):0.5}, FI(D2)0.5={a:0.6,c:0.5}.  

We have A=1.0+0.5=1.5, B=0.6, and sim(D1,D2)0.5=1-0.6/(1.0+0.5)=0.6. 

4 Partition Clustering for Multi-database 

In order to classify multiple databases effectively, Zhang et al. presented a clustering 
methods to obtain the best classification of multi database [6]. On the basis of their 
studies, this section proposes a partition clustering method for multi-database based 
on FCM. 
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4.1 Relate Concepts 

FCM algorithm is a partition clustering method which utilizes the degree of member-
ship to determine the class of an object [9]. Based on the idea, we define the notion of 
membership degree for databases. 

Definition 5: Let D = {D1, D2,…,Dm} be a set of transaction databases, classj is a 
class of D. The membership degree of database Di about classj is defined as μij, 
which satisfies: 

  

The membership degree μij denotes the probability of database Di being allocated 
in classj, and the whole membership degree of databases form the membership degree 
matrix of multi-database. 

Definition 6: Let D ={D1,D2,…,Dm} be a set of transaction databases, The member-
ship degree matrix of D is defined as: 

  

Given a multi-database set D ={D1,D2,…,Dm}, and Amm is one membership degree 
matrix of D. For each local database Di, if we choose the class which owns the maxi-
mum value of membership degree as the true class, then Amm corresponds to certain 
classifications of D. 

For example, there is a multi-database set D ={D1,D2,D3,D4,D5}, one membership 
degree matrix of D is: 

  

In membership degree matrix A32, the μ12 stands for that the probability of data-
base D1 being allocated in class2 is 0.3, and the corresponding clustering results of 
A32 are: π1={{D1,D2},{D3}}, π2={{D1},{D2,D3}}. 

4.2 Goodness of Classification 

For a multi-database set D = {D1, D2,…,Dm}, there will be a lot of possible classifi-
cations. In order to compare the effect of different clustering results, we define the 
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goodness of classification by synthetically considering the inner similarity, outer simi-
larity and amount of classes. 

Definition 7: Let D={D1,D2,…,Dm} be a set of transaction databases, and a classifi-
cation of D is π(D)={class1(D),class2(D),…,classk(D)}. With the support threshold α, 
the inner similarity of π (D) is defined as: 

  (3) 

The |classi| denotes the number of databases in classi. 

Definition 8: Let D={D1,D2,…,Dm} be a set of transaction databases, and a classifi-
cation of D is π(D)={class1(D),class2(D),…,classk (D)}. With the support threshold 
α, the outer similarity of π(D) is defined as: 

  (4) 

Where the |classi| and the |classj| denote the number of databases in classi and 
classj respectively, and the outer similarity equals 1 when k=1. 

For a classification of multi-database, the inner similarity reflects the mean similar-
ity among databases in same class, while the outer similarity shows the mean similari-
ty in different classes. Usually, we consider a classification with larger innerSim and 
smaller outerSim as a better one. 

Definition 9: Let D={D1,D2,…,Dm} be a set of transaction databases, and a classifi-
cation of D is π(D)={class1(D),class2(D),…,classk(D)}. With the support threshold α, 
the goodness of π (D) is defined as: 

  (5)

Generally, in the possible classifications of a multiple databases set, the best cluster-
ing result hold the highest value of goodness. 

For example, considering a multi-database set D = {D1, D2, D3, D4}, the similari-
ties of different databases are: 
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Suppose there are four classification of D as follows: 

π1(D)={{D1},{D2},{D3},{D4}}, π2(D)={{D1},{D3},{D2,D4}}, 
π3(D)={{D1,D2,D4},{D3}}, π4(D)={{D1,D2,D3,D4}}. 

According definition 9, the goodness of each classification is: 

 

  

Therefore, π3 (D) = {{D1, D2, D4}, {D3}} is the best classification among them 
because it has the highest goodness value. 

4.3 Partition Clustering Algorithm for Multi-database 

In order to classify multiple databases effectively, we design a partition clustering 
method, which could allocate each database to the nearest class iteratively.  

Firstly, we give the definition of mean similarity between the database and class. 

Definition 10: Let D={D1,D2,…,Dm} be a set of transaction databases, and a classi-
fication of D is π(D)={class1(D),class2(D),…,classk(D)}. With the support threshold 
α, the mean similarity between Di and classj is defined as: 

  (6) 

The |classj| denotes the number of databases in classj. 
Given a multi-database set D= {D1, D2,…,Dm}, the processes of partition cluster-

ing model are as follows: 

(1) With the support threshold α, mine the frequent items of each database, and 
compute the similarities between different databases. 
(2) Assignment the membership degree of each database randomly, and initial the 
membership degree matrix Amm according to definition 6. 
(3) Compare the mean similarity between Di and each class, then find the nearest 
classj, following the values of μij by a certain step increase, the membership degree 
of Di about other classes will decrease according to definition 5. 
(4) Update the classification according to Amm, and return to step(3). If the class 
of every database has no change, output the end clustering result. 

Procedure 1 is the partition clustering algorithm for multi-database, based on the 
clustering model above. 
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Procedure 1 PartitionClustering  
Input: D={D1,D2,…,Dm}: m transaction databases. 
.α: support threshold of frequent itemset in database. 
Output: BestParititon: best clustering result of multiple 
databases. 
begin 
(1) get frenquent itemset of each database: 
{FI(Di)

α|i=1,2,…,m}; 
construct membership[m][m] to store the membership degree 
matrix of multi-database, and initialize it with [0,1]; 
construct PartitionList[m]={class1,class2,…classm} to sore 
the database in every classes, and initialize it accord-
ing to the membership[m][m]. 
(2) let flag ← true; 
while flag = true do{ 
 let flag ← false; 
 for i:=1 to m do{ 
  let miniDis ← 1, C ← -1; 
   for j:=1 to m do{ 
    let dis ← 0; 
    if classj is empty or only contains Di do{ let dis 
← 0.5;} 
    if classj is not empty do{ let dis ← 
MeanDis(Di,classj);} 
    if dis < miniDis do{ let miniDis ← dis, C ← j;} 
   } 
   if membership[i][C]<1 do{ 
    let membership[i][C] ← membership[i][C] + 0.01; 
    for t:=1 to j do{ 
     if t!=C do{ 
      let membership[i][t] ← membership[i][t] – 
0.01/(j-1); 
   }}} 
   initialize PartitionList[m] according to the mem-
bership[m][m]. 
   if every database in PartitionList[m] have no 
change do{ let flag ← true;} 
 }}} 
(3) remove the empty classes in PartitionList[m]; 
let BestPartition ← PartitionList[m]; 
return BestPartition; 
end 
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In Procedure 1, Step 1 mines the frequent itemset of each database and initializes 
the membership degree matrix. Step 2 allocates each database to the nearest class and 
updates the clustering results. Step 3 returns the best classification of multiple data-
bases. The Procedure 1 utilizes the structure of link to store classifications, and the 
space complexity is O (m2). The time consumption of the algorithm mainly focuses 
on Step 2, which is O (m3/3+m2/2+m/6). Therefore, the time complexity of Proce-
dure 1 is O (m3). 

5 Experiment 

In order to prove the efficiency of our algorithm, we have carried out several experi-
ments. One is to research the accuracy of the clustering result obtained by the parti-
tion clustering method, and the other experiment is to compare the time consumption 
of different algorithms. The experiments are implemented on a 1.6GHZ processor 
with 2GB of memory, and using Java Edition 6 Platform as development tool. 

The datasets of our experiment are Iris and Abalone, which are from the UCI [10], 
and their attributes are shown in Table 1. 

Table 1. The attribute of Datasets 

Dataset NI TA NA 

Iris 150 float 4 

Abalone 4,177 integer, float, category 8 

 
Where NI is the number of dataset instances, TA denotes the type of instance at-

tribute, and NA is the amount of instance attribute. 
Firstly, we research the accuracy of classifications generated from the clustering 

algorithm. In the Iris dataset, there are three true classes as Iris Setosa, Iris Versicol-
our, and Iris Virginica. Based on the true class, we divided the instance of Iris into 10 
sub-datasets and made them as the multi-database set D = {D1, D2… D10}. The at-
tribute of each database are shown in Table 2. 

In a classification of multi-database, the class of local databases may be different 
from the true class. In order to measure the effect of classifications, we give the defi-
nition of accuracy according to the true class of databases. 

Definition 11: Let D={D1,D2,…,Dm} be a set of transaction databases, and a classi-
fication of D is π(D)={class1(D),class2(D),…,classk(D)}. The accuracy of π(D) is 
defined as: 

  (7) 

Where n denotes the number of databases pair which are allocated in the right  
classes. 
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Table 2. The attribute of Databases 

NI Class 

20 Iris Setosa 

25 Iris Virginica 

10 Iris Versicolour 

30 Iris Setosa 

12 Iris Versicolour 

17 Iris Virginica 

6 Iris Versicolour 

10 Iris Versicolour 

8 Iris Virginica 

12 Iris Versicolour 
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In the Figure, the horizontal axis denotes different support threshold α, the column 
and curve stand for the goodness and accuracy of the clustering results in the experi-
ment respectively. 

Fig.1 shows that our method could obtain rational classifications. Moreover, the 
trend of changes for goodness is almost the same as the accuracy, therefore the meas-
urement in Definition 9 is effective. During the experiment, we also found that when 
the support threshold α is too small, there would be more disturbance from special 
items. So it is necessary to mine frequent itemset in multiple databases clustering. 

Similar to the Iris dataset, we divide the instance of Abalone into sub-datasets as 
the multi-database set , and then get the frequent itemset of databases with the support 
threshold α=0.10. When the amount of databases changes, we compare the time con-
sumption of clustering algorithm PartitionClustering, BestClassification[6], and 
AprioriDatabaseClustering[7], and the result is shown as Fig.2. 

 

Fig. 2. Time consumption of different algorithms 

In the Fig.2, the horizontal axis denotes the number of databases, and the curve 
stands for the time consumption of clustering algorithm. 

We can see that the time consumption of algorithm PartitionClustering and 
BestClassification rise slowly, with the increaseing number of database, therefore  
our method is efficient. During the experiment, we found that the clustering  
result generated from AprioriDatabaseClustering was usually more accurate, and 
BestClassification could obtain the classification with zero outer similarity. 

Consequently, the partition clustering algorithm proposed in this paper can obtain 
rational classifications of multi-database, and the time consumption is satisfactory. 
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6 Conclusions 

Database clustering is an important technology of Multi-database classification, 
which can classify large transaction databases effectively[11],[12],[13],[14],[15]. In 
the light of previous studies, we proposed a partition clustering algorithm based on 
FCM. Our method optimizes the classes by adjusting the value of membership degree 
matrix, and then obtains the best classification of multi-database. Experiments have 
proved that our algorithm is effective and practice. 
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Abstract. discernibility matrix and binary discernibility matrix method is easy 
to understand and design, which has aroused great concern by many scholar. 
Research shows that the two methods produce a large number of repeated and 
useless elements (if A is the subset of B, B is the useless element of A) on the 
fly. These repeated and useless elements occupy a lot of space and will affect 
the efficiency of the algorithm. If we delete these elements, the storage is much 
less than before, and the algorithm will be increased. For this purpose, professor 
Yang Ming give the definition of enriching discernibility matrix [3],which all 
the discernibility elements are not repetition and mutually exclusive. Some 
scholars adopt the method of comparison between every two discernibility ele-
ments to get the enriching discernibility matrix. Some present the algorithm, 
every nonempty entry of a discernibility matrix is stored one path in the enrich-
ing tree and a lot of nonempty entries share one path or sub-path. However, the-
se algorithms only delete part of the useless elements in spite of lower storage 
space. In this paper, we put forward discernibility matrix enriching and Boole-
an-And algorithm for attributes Reduction. The algorithm is easy to understand 
and easy to design. The Analysis Experiment and Experimental Comparison 
show the algorithm is feasible and effective. 

Keywords: Rough set, discernibility matrix, enriching discernibility matrix, 
Boolean-and, attribute reduction. 

1 Introduction  

As a new analysis of incomplete, inaccurate and inconsistent information system 
tool, Rough set theory[1,2] has been widely applied  in many fields such as data min-
ing, machine learning, artificial neural network, etc.. Attribute reduction is one of the 
important research content in Rough Set Theory. Under the premise of the certain 
classification ability unchanged, through the knowledge reduction, deriving problem 
of decision making or classification rules is the main ideas of attribute reduction.  
In recent years, some new theories and reduction methods have been developed. 
However, classical rough set theory is unsuitable for attribution reduction in incom-
plete decision systems. People are confronted with the incomplete decision table  
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because of the error of measurement data and are limitation on the knowledge acquisi-
tion .etc. Owing to the large number of attribute and instance, the efficiency of attrib-
ute reduction algorithm is particularly important in the large number data sets of  
information systems. Attribute reduction algorithm hasn’t been a recognized and  
efficient algorithm until now.  

Research shows that the majority reduction methods are based on discernibility 
matrix which it is simplicity and efficient. Nevertheless, for decision table with N 
number of object and m number of attributes, the space complexity of Algorithm 

is 2
( )O C U .So if the number N or m is larger; the storage cost is higher based on 

discernibility matrix.  
According to the definition based on discernibility matrix attribute reduction. 

Many discernibility elements are useless. For this purpose, professor Yang Ming give 
the definition of enriching discernibility matrix [3],which all the discernibility ele-
ments are not repetition and mutually exclusive. Papers [3, 4] give an attribute reduc-
tion algorithm based on enriching discernibility matrix. Paper[5]points out that if all 
the discernibility elements are not repetition and mutually exclusive, the algorithm is 
complete by the frequency of discrimination elements and proves the discernibility 

elements are no less than 
C

2

CC C
⎡ ⎤
⎢ ⎥
⎢ ⎥ .Papers[3,5] adopts method of comparison between 

every two discernibility elements to get the enriching discernibility matrix. Its time 

complexity is 2 4
( C U )O . 

In order to reduce the storage of discernibility matrix, Paper [6] gives attribute reduc-
tion algorithm of FP-Tree based on the simple discernibility matrix. Paper [7] gives 
attribute reduction algorithm based on condensing tree structure(C-Tree), which is an 
extended order-tree. According to the algorithm, every nonempty entry of a discernibil-
ity matrix is stored one path in the C-Tree and a lot of nonempty entries share one path 
or sub-path, hence the C-Tree has much lower space complexity as compared to dis-
cernibility matrix. Paper [8] gives a kind of pattern tree to record discernibility elements, 
which function is the same as paper [7].Paper [9] points out an algorithm, which aims at 
static information or static decision table and is unsuitable for dynamic information or 
dynamic decision Table. Moreover the real world change all the time, and object dy-
namic and ever changing in the decision table, so that the attribute reduction that has 
been got might be no longer valid. Therefore, Paper [8]   improves the algorithm based 
on C-Tree, which not only it gets the valid attribute reduction, but also it reduces cost of 
storage. In addition, Paper [10] presents a new ordering strategy, according to the de-
scending order of C-Tree improved algorithm, which its design idea is based on FP-
Tree. In conclusion, the above literature doesn’t present an effective algorithm to solve 
enriching discernibility matrix from beginning to end. 

In order to reduce the time complexity of enriching discernibility matrix, papers 
[11-16] inspires us to design an algorithm of solving enriching discernibility matrix to 
delete redundant element. In this paper, firstly, we should deal with elements in  
binary discernibility matrix by the method of merge sort. Then, the elements have 
AND operation with each other which are sorted. Enriching discernibility matrix is 
much higher value by the experiment. 
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2 Preliminary Concepts of Rough Set Theory 

Definition 1[17] In rough set theory, a data set can be formally described using an 
information system (also called a decision table)An information system is denoted as 

( , , , , )S U C D V f= ，where 1 2{ , , , }nU x x x= … is a nonempty finite set of objects or cas-

es, called universe, where 1 2{ , , , }nC c c c= … is the set of conditional(also called condi-

tional attributes in this paper) features, C D∩ = ∅ ; a
a C D

V V
∈ ∪

= ∪ ,and aV is the domain 

of the feature a. :f U C D V× ∪ → is a total function such that ( , ) af x a V∈  for every 

,a C D x U∈ ∪ ∈ . 
If there exists at least a C∈ and aV includes null value (presented *) (recorded 

( , ) *f x a =  ) in the information system, we call it a complete decision Table. 

Definition 2[17] given a complete decision table ( , , , , )S U C D V f= with B C⊆ , the 
subset B determines a binary relation, denoted by ( )T B , which is defined as follows: 

( ) {( , ) , ( , ) ( , ) ( , ) * ( , ) *}T B x y U U b B f x b f y b f x b f y b= ∈ × ⏐∀ ∈ = ∨ = ∨ = It is easy to prove 
that ( )T B is reflexive and symmetric, so is a tolerance relation. 

Generally, ( )T B denotes the maximal set of objects which are possibly indiscerni-

ble by B with object x , Equivalently, ( ) { ( , ) ( ), }BT x y x y T B y U= ⏐ ∈ ∈ .  

Definition 3[17] given a complete decision table ( , , , , )S U C D V f= with B C D∀ ⊆ ∪ , 
by BU T/ we denote the set of all maximal tolerance classes with respect 

to B . : { ( ) }B B BU T U T T x x U/ / = ⏐ ∈  is said to be a full cover of D  . 

Definition 4[18] given a complete decision table ( , , , , )S U C D V f= , for a sub-

set X U⊆ every B C D⊆ ∪ , the B-lower and B-upper approximation of X are de-
fined, respectively, as follows: 

_( ) { ( ) }BB X x U T x X= ∈ ⏐ ⊆ ; _ ( ) { ( ) }BB X x U T x X= ∈ ⏐ ∩ ≠ ∅  

Definition 5 [13] Let B C∀ ⊆ ， the B-positive region of D is denoted 

as ( ) _( )
i

B
D U D

POS D B X
∈ /

= ∪ , simply mark posU ，the B-negative region of D is denoted 

as neg posU U U= − . 

Definition 6[13] given a complete decision Table ( , , , , )S U C D V f= with b B C∀ ∈ ⊆ , 

if { }( ) ( )B B bPOS D POS D−= , a is unnecessary for B relative to D .Otherwise, a is 

necessary for B . B C∀ ⊆ , if arbitrary element of B is unnecessary, we call that B is 
independent with respect to D . 
Definition 7[13] given a complete decision table ( , , , , )S U C D V f= with B C∀ ⊆ , 
if ( ) ( )B CPOS D POS D= and B is independent with respect to D .Then B  is the at-

tribute reduction. 
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Definition 8[13] Given a complete decision table ( , , , , )S U C D V f= , pos negU U U= ∪ , a 

binary discernibility matrix is defined as an n m× matrix with ( ( , ), )m i j k , 
marked ( ( , ), )M m i j k= , given by: 

( )

1 , ( , ) ( , ) ( , ) * ( , ) *

( , ) ( , )and ,  are in the 

( , , ) 1 ( , ) ( , ) ( , ) * ( , ) *

and if is in the , must be in the

otherwise.

k i k j k i k j k

i j i j pos

i k j k i k j k

i pos j neg

c C f x c f x c f x c f x c

f x D f x D x x U

m i j k f x c f x c f x c f x c

x U x U

∈ ≠ ∧ ≠ ∧ ≠⎧
⎪

≠⎪
⎪= ≠ ∧ ≠ ∧ ≠⎨

，

 ；

，

   ；

0；

⎪
⎪
⎪
⎩ Among 1,2, ,k r= … . 

Definition 9[13]   if ( ( , ), )M m i j k=  is a simple binary discernibility matrix of a 

complete decision table. P C∀ ⊆  If P  satisfies the following conditions ：First, 
all of the attributes of P corresponding to each column forms the sub matrix of M, 
called M’. Moreover, the rows what values are not all 0 of M’ is equal to M’s; second, 
every 'B B⊂  doesn’t meet the first condition. Then P  is the attribute reduction. 

Proof 1[13] if ( ( , ), )M m i j k=  is a simple binary discernibility matrix of a complete 
decision table. P C∀ ⊆  If P satisfies the conditions: all of the attributes of P corre-
sponding to each column forms the sub-matrix of M, called M’. Moreover, the rows 
what values are not all 0 of M’ is equal to M’s .Then ( ) ( )P CPOS D POS D= 。 

Proof 2 [13] if ( ( , ), )M m i j k=  is a simple binary discernibility matrix of a complete 

decision table. P C∀ ⊆  If there is ( ) ( )P CPOS D POS D= , then, we obtain a conclu-

sion as follows: all of the attributes of P corresponding to each column forms the sub-
matrix of M, called M’. Moreover, the rows what values are not all 0 of M’ is equal to 
M’s. 

Proof 3 [13] Attribute Reduction based on Positive is equal for Attribute Reduction 
based on simple binary discernibility matrix. 

3 Enriching Discernibility Matrix and The Algorithm of 
Attribute Reduction 

The idea of these algorithms describes as follow: firstly, we should deal with elements 
in binary discernibility matrix by the method of merge sort. Then, the redundancy 
elements will be deleted while the elements have AND operation with each other 
which are sorted. There brings in the definition of enriching discernibility matrix in 
literature [3].  
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Definition 10 [3] A simple binary discernibility matrix ( ( , ), )M m i j k= , its correspond-
ing enriching discernibility matrix that all the discernibility elements are not repetition 
and mutually exclusive. (Marked ( )IME M in this paper) is, given by: 

( ) { | ( )IME M m m m M= ≠ ∅ ∈ not exist ( ) }m m M m m′ ′ ′∧ ≠ ∅ ∈ ⇒ ⊂ .  

For example, A simple binary discernibility matrix ( ( , ), )M m i j k= as follow:  

abc ac abcde

bc bd acd ace
M

ab ad acde

ae bd bcde

∅⎧ ⎫
⎪ ⎪
⎪ ⎪=⎨ ⎬∅⎪ ⎪
⎪ ⎪∅⎩ ⎭

，its corresponding enriching discernibility matrix is 

( )

ac

bc bd
IME M

ab ad

ae

∅ ∅ ∅⎧ ⎫
⎪ ⎪∅ ∅⎪ ⎪= ⎨ ⎬∅ ∅⎪ ⎪
⎪ ⎪∅ ∅ ∅⎩ ⎭

 

Two matrixes show that simple binary discernibility matrix has 38 discernibility 
elements and its corresponding enriching discernibility matrix has 12 discernibility 
elements. That is storage space of enriching discernibility matrix is less than 30% of 
the original discernibility matrix’s. In conclusion, storage space of enriching discerni-
bility matrix is much less than the original discernibility matrix’s.  

Algorithm: A Boolean-And Algorithm for Attributes Reduction Based on Enriching 
Discernibility Matrix 

Input: An incomplete decision Table ( , , , , )S U C D V f= , 1 2{ , , , }nU x x x= … , 

1 2{ , , , }nC c c c= …   

Output: Enriching Discernibility Matrix IME and reduce(C) 
Step1 Calculate ( )( )ciT a a U∈ with literature [13]; 

Step2 Calculate 1 2{ , , , }pos sU y y y= … , 1 2{ , , , }neg tU z z z= … with literature [13];  

Step3 Calculate binary discernibility matrix ( ( , ), )M m i j c= by definition8; 

Step4 deal with elements in binary discernibility matrix by the method of merge sort. 

Marked ' ( ( , ), )M m i j c= then store ' ( ( , ), )M m i j c= in the array [ ]2
B U m⎡ ⎤⎣ ⎦ ; 

Step5  
2

( 1; ; )for k k U k= < + +  

{ 
  ( [ ] {0})if B k == //The first k line does not exist of has been deleted 

  break ; 

  
2

( 1; ; )for l k l U l= + < + +  

  {   ( [ ] & [ ] [ ])if B k B l B k==  
  Delete [ ]B l ; 
  else  
  break ;  } 

   } 
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Step6 obtain enriching discernibility matrix IME above the three Steps 
Step7 ( ( ( , ), )! )while IME m i j k= = ∅  

{ T = ∅ ; 
Step7.1 Judging each row in the IME, if the row has a attribute element recorded 1,then let 

the attribute element merge into ( )reduce C .In the end, delete all the row which the row corre-
sponding attribute element recorded 1;  

Step7.2 take free attribute b merge into T in the ( )C T reduce C− − , then update attribute b 
corresponding column, that is value is 1 change 0. 

Analysis for the time complexity of Algorithm: the time complexity of Step1 is (| |)O U ;the 

time complexity of Step2 is ( | || |)O K C U ( max{| ( ) |, }C i iK T x x U= ∈ ); the time complexity 

of Step3 is (| || || |)posO C U U ; the time complexity of Step4 is 
2 2

( )O U lb U  ;the time com-

plexity of Step5 is 
4

(| | )O C U ; the time complexity of Step6 ignore; the time complexity of 

Step7 is 2(| | | 2 |)O C U ( 2U represents the number of enriching discernibility elements of 

IME ).In conclusion, The worst time complexity of algorithm is
4

(| | )O C U . 

Analysis for the space complexity of Algorithm: if the number of discernibility elements of IME 

is 2U , it is easy to know 2U is much less than 2U while M has deleted the useless elements.  

Table 1. Incomplete decision Table 

U c1 c2 c3 c4 c5 c6 c7 c8 d 

a1 3 2 1 1 1 0 * * 0 

a2 2 3 2 0 * 1 2 1 0 

a3 2 3 2 0 1 * 3 1 1 

a4 * 2 * 1 * 2 0 1 1 

a5 * 2 * 1 1 2 0 1 1 

a6 2 3 2 1 3 1 * 1 1 

a7 3 * * 3 1 0 2 * 0 

a8 * 0 0 * * 0 2 0 1 

a9 3 2 1 3 1 1 2 1 1 

a10 1 * * * 1 0 * 0 0 

a11 * 2 * * 1 * 0 1 0 

a12 3 2 1 * * 0 2 3 0 
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4 Analysis Experiment 

First, we use an example to illustrate that the algorithm for computing core is efficient 
and accurate .The example of incomplete decision Table is described as Table 1[15]. 

We attain the tolerance classes and positive region of all objects by Step1 and 
Step2 of Algorithm. 

1 1 11 12( ) { , , }CT a a a a=
； 2 2( ) { }CT a a=

； 3 3( ) { }CT a a=
； 

4 4 5 11( ) { , , }CT a a a a=
； 5 5 11( ) { , }CT a a a=

； 6 6( ) { }CT a a=
； 

7 7 8 12( ) { , , }CT a a a a=
； 8 8 7 10( ) { , , }CT a a a a=

； 9 9( ) { }CT a a=
； 

10 10 8 11( ) { , , }CT a a a a=
； 11 11 1 4 5( ) { , , , }CT a a a a a=

； 12 12 1 7( ) { , , }CT a a a a=
； 

1 2 7 10 11 12 3 4 5 6 8 9/ {{ , , , , , },{ , , , , , }}U D a a a a a a a a a a a a=
。 

1 2 3 6 9 12{ , , , , , }posU a a a a a a=  

4 5 7 8 10 11{ , , , , , }negU a a a a a a=
 

We attain the binary discernibility matrix M by Step4 of Algorithm. Given by: 

Table 2. Binary discernibility 

m(i,j) c1 c2 c3 c4 c5 c6 c7 c8 

m(1,3) 1 1 1 1 0 0 0 0 
m(1,6) 1 1 1 0 1 1 0 0 
m(1,9) 0 0 0 1 0 1 0 0 
m(2,3) 0 0 0 0 0 0 1 0 
m(2,6) 0 0 0 1 0 0 0 0 
m(2,9) 1 1 1 1 0 0 0 0 

m(3,12) 1 1 1 0 0 0 1 1 
m(6,12) 1 1 1 0 0 0 1 1 
m(9,12)- 0 0 0 0 0 1 0 1 
m(1,4) 0 0 0 0 0 1 0 0 
m(1,5) 0 0 0 0 0 1 0 0 
m(1,7) 0 0 0 1 0 0 0 0 

m(1,8) 0 1 1 0 0 0 0 0 
m(1,10) 1 0 0 0 0 0 0 0 
m(1,11) 0 0 0 0 0 0 0 0 
m(2,4) 0 1 0 1 0 1 1 0 
m(2,5) 0 1 0 1 0 1 1 0 
m(2,7) 1 0 0 1 0 1 0 0 

m(2,8) 0 1 1 0 0 1 0 1 
m(2,10) 1 0 0 0 0 1 0 1 
m(2,11) 0 1 0 0 0 0 1 0 
m(3,4) 0 1 0 1 0 0 1 0 
m(3,5) 0 1 0 1 0 0 1 0 
m(3,7) 1 0 0 1 0 0 1 0 
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Table 2. (continued) 

m(3,8) 0 1 1 0 0 0 1 1 

m(3,10) 1 0 0 0 0 0 0 1 
m(3,11) 0 1 0 0 0 0 1 0 
m(6,4) 0 1 0 0 0 1 0 0 
m(6,5) 0 1 0 0 1 1 0 0 
m(6,7) 1 0 0 1 1 1 0 0 
m(6,8) 0 1 1 0 0 1 0 1 

m(6,10) 1 0 0 0 1 1 0 1 
m(6,11) 0 1 0 0 1 0 0 0 
m(9,4) 0 0 0 1 0 1 1 0 
m(9,5) 0 0 0 1 0 1 1 0 
m(9,7) 0 0 0 0 0 1 0 0 
m(9,8) 0 1 1 0 0 1 0 1 

m(9,10) 1 0 0 0 0 1 0 1 
m(9,11) 0 0 0 0 0 0 1 0 
m(12,4) 0 0 0 0 0 1 1 1 
m(12,5) 0 0 0 0 0 1 1 1 
m(12,7) 0 0 0 0 0 0 0 0 
m(12,8) 0 1 1 0 0 0 0 1 

m(12,10) 1 0 0 0 0 0 0 1 
m(12,11) 0 0 0 0 0 0 1 1 

 
We attain the enriching discernibility matrix IME by Step5 of Algorithm. Given 

by: 

Table 3. Enriching discernibility 

m(i,j) c1 c2 c3 c4 c5 c6 c7 c8 
m(1,10) 1 0 0 0 0 0 0 0 

m(2,6) 0 0 0 1 0 0 0 0 
m(1,5) 0 0 0 0 0 1 0 0 
m(2,3) 0 0 0 0 0 0 1 0 
m(1,8) 0 1 1 0 0 0 0 0 

m(6,11) 0 1 0 0 1 0 0 0 

 
At first, from Table 3, single attribute merge into ( )reduce C  by Step7.1, that 

is 1 4 6 7( ) { , , , }reduce C c c c c= then 2 3 6 8( ) { , , , }C T reduce C c c c c− − = by Step7.2. 

If choose 2c as attribute b, then 2{ }T c= .In the end, obtain 

1 4 6 7 3 5( ) { , , , , , }reduce C c c c c c c= by Step7.1.Right now, the matrix IME is null, so the 

algorithm is end. 
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If choose 3c as attribute b, then 3{ }T c= .In the end, obtain 

1 4 6 7 2( ) { , , , , }reduce C c c c c c= by Step7.1.Right now, the matrix IME is null, so the algo-

rithm is end. 
If choose 5c as attribute b, then 5{ }T c= .In the end, obtain 

1 4 6 7 3( ) { , , , , }reduce C c c c c c= by Step7.1.Right now, the matrix IME is null, so the algo-

rithm is end. 
The number of discernibility elements of original discernibility matrix is 119, and 

the number of discernibility elements of corresponding enriching discernibility matrix 
is 8.The rate of enriching is 6.7227%.The operation time of algorithm is 0.371s. 

5 Experimental Comparison 

Six datasets from the UCI Repository are used in the experiment. Our experimental 
condition is that the personal computer hardware is CPU with AMD and 2.00memory, 
and the platform is Visual Stdio2010.The unit of time is seconds. The experimental 
results take the average of seven times the result of the experiment. 

Table 4. The new algorithm comparison on UCI data sets 

Data |U| |C| |d| |MS| T/s |PN| |LN| R=|LN|/|PN| 
H1 155 19 1 167 2.948 37801 184 0.4868% 
H2 294 13 1 782 2.577 133854 75 0.056% 
S 307 35 1 712 113.659 544639 496 0.0911% 
V 435 16 1 392 22.277 412928 13 0.0031% 
C 690 15 1 67 6.124 1181600 227 0.0192% 
M 8124 22 1 2480 4040 199340696 256 0.0001% 

 
This Table, which H1,H2,S,V,C and M represent Dataset Hepatitis, Dataset Heart, 

Dataset Soybean-large, Dataset Votes, Dataset Credit and Dataset Mushroom. Which 
|U|, |C|, |d| and |MS| represent the number of objects, the number of condition attrib-
utes, the number of decision attributes and the number of missing value attributes. 
Which T represents time of algorithm, Which |PN|、|LN|、R=|LN|/|PN|/represent the 
number of original binary discernibility matrix elements, that discernibility elements 
value is 1,the number of enriched discernibility matrix elements, that discernibility 
elements value is 1 and the rate of enriching.  

Experiment shows that the number of enriched discernibility matrix elements is 
much less than the number of original binary discernibility matrix elements. Then we 
argue that enriching discernibility matrix is useful to attribute reduction and certain 
rule acquisition. In conclusion, enriching discernibility matrix is much higher value. 

6 Conclusion   

In order to delete repetition and useless elements, in this paper, we put forward Dis-
cernibility Matrix Enriching and Boolean-And Algorithm for Attributes Reduction 
through brining in the idea of enriching discernibility matrix. From Table 4, the larger 
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the dataset of condition attributes, the longer time algorithm takes. In solving enrich-
ing discernibility matrix algorithm current situation, the algorithms are feasible and 
effective, although the time complexity is not ideal. We put forward an enriching 
discernibility matrix algorithm of low complexity. 
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Abstract. Aiming at the coupling analysis of the design structure matrix(DSM), 
a new partitioning approach（improved genetic algorithm） is proposed. In the 
method, the fitness function calculates both the elements in the upper triangular 
matrix and the ones in the lower triangular matrix. Furthermore, the crossover 
operator is removed and the mutation rate becomes bigger. Minimized the ob-
ject function including all elements in DSM, the partitioning accuracy is  
obvious improved. Through the coupling analysis for the DSM between ‘pa-
rameter-parameter’ of Axial-Flow Turbocharger, our method outperforms the 
original genetic algorithm. The result of partitioning validates the efficiency and 
feasibility of the proposed approach. 

Keywords: DSM, improved genetic algorithm, coupling analysis, partitioning. 

1 Introduction 

The product design plays an important part in the whole production process, it direct-
ly affects the cost, the life cycle and the production efficiency of products. The cou-
pling and conflicts are inevitable in the design process. The priority for eliminating 
conflicts is coupling analysis [1], which perform clustering and partitioning for the 
structure of products. The object of partitioning of product structure is to make the 
elements close to diagonal position as near as possible by transforming the design 
structure matrix. For the simple design, the partitioning of DSM can be performed by 
hand. When the number of elements in DSM increases and the links between ele-
ments strengthen, manual manipulation becomes extremely hard.  In addition, the 
results of manual partitioning depend highly on the experience and ability of the oper-
ators. The partitioning of DSM should be implemented by smarter method. Whitfield 
et al [2] presented the objective function which can promote non-zero elements close 
to diagonal as many as possible. This method does not guarantee that the elements in 
lower triangular matrix can also achieve the same effect. The accuracy rate is not 
high. Liu et al [3] applied the genetic algorithm to the partitioning of the DSM. But 
binary coding need frequent coding and decoding, and the amount of calculation is 
big. Zhang H et.al [4] applied the particle swarm algorithm to the smart partitioning 
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and clustering of DSM. A mechanical press enterprise was taken as an example to 
extract typical process routs from the process data, and the effectiveness of proposed 
method was verified. 

However, the objective function presented by Whitfield only calculates the ele-
ments in upper triangular matrix. The accuracy rate is not guaranteed. In addition, 
binary coding needed frequent coding and decoding is complicated. In response to 
these two issues, this paper uses symbolic coding and presents new objective func-
tion. All elements of the DSM model are calculated. It can promote all non-zero ele-
ments close to diagonal position as near as possible. The accuracy rate is improved. 
The symbolic coding method is simple and easy. 

2 Smart Partitioning Method for DSM Model 

Design structure matrix （ ）DSM  is a straightforward and flexible modeling technique 
that can be used for designing, developing, and managing complex systems[5].In 1981, 
the American scholar Dr. Steward firstly proposed the concept of design structure ma-
trix (Design Structure Matrix).It is used to analyze the flow of information [6]. In the 
1990s, Eppinger et al further developed the DSM theory. They put forward the notion of 
the numeric design structure matrix. That is to say, the strength of the link between rows 
and columns is described by specific values. New approach can not only reorder the 
elements from DSM model but also simplify the model into smaller modules. It plays an 
important role in the development of DSM. There are two categories of DSM: Boolean 
DSM and digital DSM. Boolean DSM is like figure 1. There are only two factors: ‘X’ 
and ‘BLANK’ or ‘1’and ‘0’.Digital DSM is as figure 4 in this article. The relationships 
between two elements are signified by special number. 

Coupling analysis based DSM is a quadratic programming problem. It belongs to the 
combinatorial optimization problems of NP-hard. This type of problem can be solved by 
genetic algorithm. The genetic algorithm is an optimal probability search algorithm 
based on genetics and evolution in the natural environment Genetic algorithm derives 
from the computer simulation studies [7]. The genetic algorithm is suitable for solving 
complex nonlinear problems which cannot be solved by traditional search methods. 
Genetic algorithm is widely used in function optimization, combinatorial optimization, 
robotics, image processing, artificial life, adaptive control, planning and design, artifi-
cial intelligence, intelligent manufacturing systems, and other fields. Genetic algorithm 
has become one of the key technologies in intelligent calculation. There are three main 
genetic operators: selection, crossover and mutation. Operating parameters of the genet-
ic algorithm are population size, iterations, crossover rate, and mutation rate. The new 
partitioning approach is specifically addressed in the upcoming time. 

2.1 Construction of the Objective Function 

The partitioning aims to move the non-zero elements of the matrix to the diagonal 
position as close as possible. Whitfield et al [2] proposed a method that makes non-
zero elements gather the diagonal. The objective function is equation (1).As the DSM 
is a square, the number of rows and columns equals to ‘n’. 
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In the above formula, ‘i’ stands for different rows. ‘j’ represents different columns. 

‘n’ is the dimensions of square matrix. ’ ji − ’indicates the distance from values of 

elements to diagonal. ’DM (i, j)’ represents the value of the element in ‘i’ row and in 
‘j’ column. Evaluation criterion is the objective function value, the smaller the value, 
the better. 

Since the objective function only calculates the elements in the upper triangular 
matrix, the method does not guarantee that the elements in lower triangular matrix can 
also achieve the same effect. Therefore, this paper modifies the objective function to 
make all the whole non-zero elements in DSM close to diagonal. 
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1 1

),(                                             (2) 

2.2 Solving Based on DSM Model Partitioning 

Coding Scheme. Optimizing objective function of DSM is to reorder the number 
sequence of rows and columns. The symbolic coding method is simple and easy. 
Fig.1 is a simple sample of DSM. (Diagonal elements do not convey any meaning. 
’X’ signifies existing relations between two parameters ‘Blank’ describes the inde-
pendent or weak relations.)[9]. 
 

No. A B C D E 

A  X    

B   X X  

C      

D  X   X 

E   X   

Fig. 1. A simple DSM  

Symbol coding is designed as follows. No. A ~ E corresponded to the natural 
numbers from 1 to 5. That is to say, the chromosome sequence is 12345. 

Genetic Operation. The genetic operator consists of Selection, crossover and muta-
tion. When coding scheme is symbol coding, it may give rise to illegal solution during 
the crossover. As can be seen from Fig.2, there are double ‘five’ and ‘four’ in A1, and 
double ‘six’ and ‘three’ in B1. We are not looking forward to see overlapping ele-
ments. It is difficult to carry out the following work. Therefore, the issue should be 
solved. In view of the symbol coding, crossover operator and mutation operator (see 
Fig.5) are similar. Only mutation operator can also achieve the same function [8]. It 
may get rid of the crossover operation. 
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Fig. 2. Crossover operation 

The genetic algorithm flow chart of this paper is showed in Fig.3. Comparing to the 
simple genetic algorithms, the proposed method does not use the crossover operation. 

 

Fig. 3. Modified genetic algorithm flow chart 

3 Example and Analysis of Algorithm 

In this paper, in order to test the effect of the improved genetic algorithm, the Axial-
Flow Turbocharger is used as an example [9]. The original DSM of the Axial-Flow 
Turbocharger is shown in Fig.4. No. A ~ O represents different parameters. A~O 
respectively stands for turbine inlet casing., turbine outlet casing, turbocharger sup-
port, turbine nozzle ring, compressor impellers, bearing shock absorber, diffuser, 
turbine rotor blade, intake silencer filter, ball bearing, oil pan, block support, com-
pressor outlet turbine casing, heat screen, spindle. 
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No. A B C D E F G H I J K L M N O
A    3 3
B   3 4 1 6
C  3   
D 6   3
E    3 6 6 3 9
F    6 3
G    9 1
H 5 3  9 3 6
I    2
J    3 6 4 5
K    6
L    6 4
M  1  7 4 5
N  5  5
O    6 9 4

Fig. 4. Original DSM 

3.1 Determining the Fitness Function 

In order to improve the accuracy, the ‘i’ and ’j’ begin from one. As the number of the 
parameters from A to O is 15 in Fig.3, the ‘n’ is 15. The fitness function equals the 
objective function. 

jijiDMf
n

j

n

i

−= ∑∑
==

),(
11

  (n=15)                               (3) 

3.2 Coding 

As the DSM is a square matrix, the rows and the columns are equal. It is allowed to con-
sider the rows or columns only. The paper calculates the columns. No. A~O correspond-
ed to the natural numbers from 1 to 15. The sequence is random as shown in Tab.1. 

Table 1. Symbol coding 

1 14 3 4 7 6 2 9 11 10 8 12 5 13 15 

3.3 Algorithm Settings 

Algorithm settings include population, mutation rate, iterations. As the modified ge-
netic algorithm abandons the crossover operation, mutation rate is up to 0.5. The pa-
rameters is shown as Tab.2. 
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Table 2. Parameters value 

title value 

population size 50 

mutation rate 0.5 

iterations 1000 

The mutation style is shown in Fig.5. No.1 exchanges for No.5 in the Parent A. 
No.2 exchanges for No.3.After that, the position of the numbers is reordered. 

 

Fig. 5. Double points mutation operation 

3.4 Analysis Results 

Turbocharger is used to verify the improved genetic algorithm. The optimization val-
ue is 445. It is better than the previous value 577 in Figure 6.The final partitioning 
result is shown in Fig.7. 
 

 

No. A D H B N C I E G M K J F L O
A  3 3        
D 6  3        
H 5 9  3  3     6
B   4  6 3    1   
N    5    5   
C    3       
I      2     
E   6  6  3 3   9
G      9  1   
M    1 5  7 4    
K          6 
J         6  3 4 5
F          6 3
L          4 6
O   9   6    4 

 

No. L F J K C B N M G I E H D A O 
L 6 4     
F 3 6     
J 4 3 6    5 
K 6     
C 3     
B 3 6 1 4    
N 5 5     
M 1 5 4 7     
G 1 9     
I 2     
E 3 3 6 6   9 
H 3 3  9 5 6 
D 3  6  
A 3 3   
O 4 6 9    

Fig. 6. Previous DSM Fig. 7. Optimization DSM 

We can see from the above two pictures that nine elements are far away from the di-
agonal in Fig.6, while only four elements keep away from the diagonal in Fig.7. The 
question is solved by making the non-zero elements of the matrix diagonal position as 
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close as possible to diagonal. However, too many elements are away from the diagonal in 
Fig.6. It is not good for the following clustering. The elements closed to the diagonal of 
optimization DSM are more than the previous DSM. The result is obviously improved. 

4 Conclusions 

In this paper, the new partitioning approach based on modified genetic algorithm and 
fitness function is proposed. Not only the elements in the upper triangular matrix but 
also in the lower triangular is involved in calculating. Improved genetic algorithm uses 
the symbolic coding that is more convenient than the binary coding. Turbocharger is 
shown as an example. The new partitioning result is better than the original. It is benefi-
cial for the coming clustering. Case study shows that the new method is feasible for the 
partitioning. However, the problem that emerges the illegal solution during crossover 
operator is worth further study. It is essential to find better object function. 
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Abstract. Existing approaches for image annotation generally demand training 
data with exact image labels or human-generated tags, which are often difficult 
to obtain. In this paper we present a novel model that utilizes the rich surround-
ing text of images to perform image annotation. Our work makes two main con-
tributions. First, by integrating the state-of-the-art text analysis methods, words 
that describe the salient objects in images are extracted. Second, a new proba-
bilistic topic model is built to jointly model image features, extracted words and 
surrounding text. Our model is demonstrated to be flexible enough to handle 
multi-modal features and provide better annotation prediction performance than 
the baseline model proposed in previous research.  

Keywords: Image Annotation, Topic Model, Text Analysis, Gibbs Sampling. 

1 Introduction 

Image annotation is the task of associating text with the semantic content of images, 
which plays a vital role in reducing the semantic gap. At the same time, as an inter-
mediate step for image retrieval, it allows users to retrieve images using text queries 
and provides more semantically-related results than traditional content-based image 
retrieval. The evolution of the Internet has brought many new features to image col-
lections, many of which are in a multi-modal form; for example, images are accom-
panied by text, including captions, and content descriptions, as well as user generated 
comments [1]. Generally speaking, the rich surrounding text of images presents chal-
lenges while also creating opportunities for automatic image annotation. 

The most important part of image annotation is to model the correspondence rela-
tionships among different data modalities, including visual features and textual anno-
tations. Previous works either define image annotation as a classification task [2] or 
attempt to model the correlation between visual features and textual words by estimat-
ing the probabilistic relations between different data modalities[3-4,6-8]. One prob-
lem of these methods is that they only focus on the generation of image labels using 
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annotation models trained with image features and human annotated keywords, but 
the surrounding texts are seldom considered. In recent years, image annotation meth-
ods that leverage the multitude of resources available for natural language processing 
have attracted much attention [9-12]. These works have practical application in min-
ing and annotating images on the Web, where texts are naturally associated with im-
ages and scalability is important. 

Inspired by the thriving of Natural Language Processing (NLP), this paper propos-
es a totally new probabilistic model that integrates the state-of-the-art text mining 
technologies. We adopt the name Multi-Modal Entity LDA (MME-LDA) to reflect 
the incorporation of multi-modal data and the specific use of entities. We assume that 
general words and entity words play different roles when describing an image, thus 
the novelty of our new approach is the use of entity words [13] and the augmentation 
of standard LDA to model this feature in a manner analogous to Multi-multinomial 
LDA (MM-LDA) [14]. In our model, we make several modifications and broaden the 
definition of “entity” in NLP. We assume that “entity words” in our model are those 
that can more directly describe the salient objects in the corresponding images when 
compared to the other words in the surrounding text. We therefore create a special 
rule to extract such entity words after conducting the traditional text analysis process. 
We add a parallel path to represent entity words in the original MM-LDA. Built on 
the standard LDA [5], MME-LDA also supposes the existence of hidden factors 
which represent the data in a low dimensional way and explicitly model term co-
occurrences of different input data types. The latent variables learned through our new 
model will describe how different data modalities in training data co-occur and offer 
predictive relations between the image and the corresponding tags. As the exact infer-
ence is generally intractable, we derive a collapsed Gibbs sampling algorithm follow-
ing [15] to perform approximate inference for the proposed model. By using a subset 
of a PASCAL dataset called UIUC PASCAL Sentence dataset, we demonstrate the 
power of the proposed model on an image annotation task.  

2 Related Work 

2.1 Topic Models for Image Annotation  

Probabilistic topic models are promising methods in text mining that can automatical-
ly organize, understand, search, and summarize large scale text by postulating the 
existence of latent topics which reveal the semantics of input data. Latent Dirichlet 
Allocation (LDA) [5] is a seminal work in topic models. It can be represented as a 
three level hierarchical Bayesian model: each document d  of the D  documents in a 
corpus is generated from a mixture over K  topics, each of which follows a multino-

mial distribution θ  with a Dirichlet prior α . Each word n  of the nd  words in doc-

umentd is generated repeatedly from a topic according to the topic distribution θ , 
and a word is selected according to the chosen topic. Through the use of hidden vari-
ables, LDA clusters words and models word co-occurrences to obtain a semantic level 
representation of documents in a way of proportions of topics.  
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When dealing with annotation tasks, several variants based on LDA have been de-
signed to fit the new requirement of multi-modal situations. The most fundamental 
principle in realizing image annotation via topic modeling is how to capture the  
hidden probabilistic correlation between two data modalities. Correspondence 
LDA(c-LDA) [6] and multi-class-sLDA (mc-sLDA) [7] are two representative works. 
In c-LDA, each topic consists of two content-specific distributions: a topic-specific 
distribution over words and a topic-specific distribution over image features. This 
model builds a language-based correspondence between visual modality and textual 
modality to achieve simultaneous dimensionality reduction and correspondence mod-
eling between their respective reduced representations. Mc-sLDA combines the basic 
framework of c-LDA and yields a model which simultaneously classifies images and 
annotates the individual regions. 

All the above methods demonstrate that it is feasible to achieve image annotation 
through topic modeling, because the topic model has excellent extendibility in han-
dling multi-modal data. However, a common and severe problem of these works is 
that they depend heavily on training data with exact image labels or human-generated 
tags, which are often difficult to obtain. In practice, varieties of multi-modal data as 
mentioned in Section 1 are available, but they are underutilized in most of the image 
annotation methods. There is a great need to annotate images by mining the surround-
ing text since data of this type is more common and contains rich information. 

2.2 Text Analysis in Image Annotation 

The extractive and abstractive caption generation model [9] is a representative work 
that uses text analysis for image annotation. It focuses on generating descriptions, 
especially captions for news images. It presents a both extractive and abstractive cap-
tion generation manner similar to text summarization, which belongs to the area of 
nature language processing. Image annotations are achieved through topic modeling 
and are subsequently used to guide caption generation. The novelty of the model lies 
in its use of image features when generating summarization. It is also worthwhile to 
learn from combination of NLP techniques with images. The Corpus-Guided Sen-
tence Generation methods proposed in [10] stress the need to generate descriptions for 
images. After detecting the objects and scenes in an image, a language model is 
trained to ground to World Knowledge in the Language Space and the discretional 
sentences are generated by a HMM model. In both methods above, text analysis is 
separated from image modeling and they are viewed as two different stages. A clear 
drawback is error accumulation, as the former stage can influences the performance of 
the latter. This is too complex to handle in a real world application. 

The framework of [11] obtains annotations only on the text surrounding an image 
without considering the image features. This manner is analogous to keyword extrac-
tion and is practical in the Web environment; however, ignoring image features will 
result a loss of information from images. Furthermore, over-reliance on noisy sur-
rounding text may result in unrelated annotations.  

In the next section, we propose a novel annotation model which combines topic 
modeling and text analysis at the same time. Different from previous works, we joint-
ly model the text analysis results, the surrounding text and the image features into a 
uniform topic model framework. 
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3 Multi-modal Entity LDA Model  

In this section, we detail the proposed Multi-modal Entity LDA (MME-LDA) model. 
Our model consists of three stages. First, preprocessing the surrounding text and im-
ages provides the input for our model. Second, entity words, surrounding text and 
image features are jointly modeled, following which a Gibbs sampling algorithm is 
derived to fit this model. Lastly, the learned latent variable representations are used to 
predict the corresponding annotations when a new image is presented. 

3.1 Data Representation 

Following the work in [8], we use the bag-of-words representation for both images 
and surrounding text. We extract the SIFT feature of images and then quantize the 
SIFT descriptors using the K-means clustering algorithm to obtain a discrete set of 
visual terms with sizeV to form the visual vocabulary. Furthermore, each image I is 
expressed as a bag-of-words format V -vector. As for the text part, we perform the 
basic tokenization and remove common stop-words. A dictionary for general words 
with a dimension of W  is then constructed. After processing with the UW Twitter 
NLP Tool [16] as detailed in the next section, the entity words are generated in the 
same format as the general words with a vocabulary of E . 

3.2 Entity Extraction 

We take entity words as descriptions of the more salient objects in the images. Entity 
extraction detects all the defined entities in the surrounding text according to the sali-
ence we need in our task of image annotation. The entity words mentioned in this 
paper are not all the same as the named entity in NLP [13], which often means the 
names of persons, organizations, locations, expressions of times, quantities, monetary 
values, percentages, etc. In contrast, we make some modifications in our model and 
broaden the definition of “entity” in NLP. We assume that “entity words” in our mod-
el are those that can describe the salient objects in the corresponding images more 
directly when compared to other words in the surrounding text.  

Several tools, such as the Stanford Parser toolkit and the Clearnlp have been devel-
oped for this task. However, these tools are always trained on particular datasets such 
as news corpora, and they perform poorly on our short and informal texts. Consider-
ing that tweets have almost the same format of the data used in our model, we choose 
UW Twitter NLP Tools [16] as our processing tool when extracting entities. The out-
put of the UW Twitter NLP Tool contains tokenized and tagged words separated  
by spaces with tags divided by a forward slash “/” [16]. For example, the input “A 
city bus driving past a building.” will be part-of-speech tagged like this: “A/O/DT/B-
NP city/O/NN/I-NP bus/O/NN/I-NP driving/O/VBG/B-VP past/O/JJ/B-ADVP 
a/O/DT/B-NP building/O/NN/I-NP ./O/./O”. The tags of one word refer to chunks, 
POS and POS with BIO encoding respectively. We subsequently establish a specific 
rule for choosing our own entity words which are more important for our task of  
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image annotation. We use the second and the third tags to select the entity words. 
According to our rule, words with tags in the format “B-NP”, “B-NP I-NP …”,  
“B-VP” or “B-VP I-VP …” are preserved. 

3.3 Modeling Images, General Words and Entity Words 

The proposed model is a variant of MM-LDA. First proposed in [14], MM-LDA 
models two types of data by sharing the same topic proportion. It is demonstrated to 
be useful for multi-modal data and has been well-developed recent years, not only in 
image annotation but also in video to text summarization [12]. Nevertheless, all these 
models have been developed on an accurate, manually labeled dataset, so they may 
run into severe difficulty when applied to real-world image data, which often comes 
with text descriptions by the way of surrounding text. To tackle these problems, we 
add another path representing entity words in the original MM-LDA to leverage the 
vast amount of hidden information in the surrounding text that accompanies the imag-
es. Our innovation is that we assume that entity words reveal the more important 
things in images which better model the correspondence between the visual modality 
and the textual modality. The input of our model consists of visual words which rep-
resent image features, extracted entity words and words in the original surrounding 
text descriptions, which we call them general words.  

The graphical representation of our MME-LDA model is shown in Fig. 1.The total 
number of documents in the corpus is D . In each document d , there are dM  general 

words, dQ  entity words and dN  visual words whose vocabulary size is W , E  and 

V  respectively. Given K  latent topics shared by images, general words and entity 
words following a Dirichlet distribution with parameter α , the three parts of the ob-
servation separately follow a basic LDA model. The generative process of MME-
LDA is given as follows: 

 

Fig. 1. Graphical model representation for MME-LDA. Nodes represent random variables; 
edges denote possible dependence between random variables; plates denote replicated structure. 
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For each document 1,...,∈d D  

(a) Sample a Dirichlet random variable as document code ( )θ α α∼d Dir . 

(b) For each observed general textual observation ,d mw  in d  

(i) Sample a topic indicator , ( )θ∼d m dz Mult  

(ii) Sample a general textual word
,, ( )ϕ∼

d md m zw Mult  

(c) For each observed general textual observation ,d qe  in d  

(i) Sample a topic indicator , ( )θ∼d q dz Mult  

(ii) Sample a general textual word
,, ( )λ∼

d qd q ze Mult  

(d) For each observed general textual observation ,d nv  in d  

(i) Sample a topic indicator , ( )θ∼d n dz Mult  

(ii) Sample a general textual word
,, ( )η∼

d nd n zv Mult  

whereθd is the multinomial distribution of topics specific to the document d . ϕk , λk  

andηk respectively represent the multinomial distribution of words of three data mo-

dalities specific to the topic k . β , ρ and γ are Dirichlet priors to the corresponding 

multinomial distributions.  

3.4 Inference and Learning  

As the exact inference is generally intractable, we derive a collapsed Gibbs sampling 
algorithm following [15] to perform approximate inference for the proposed model. 
The Gibbs sampling algorithm is a special application of Markov chain Monte Carlo, 
which is a procedure for obtaining samples from complicated probability distribu-
tions. In the Gibbs sampling procedure, we sequentially sample all latent variables 
conditioned on the current status of both themselves and the data. Furthermore, as the 
Dirichlet prior and the multinomial likelihood form a conjugate pair, the derivation of 
the posterior predictive can be simplified by taking advantage of conjugate priors. In 
total, we have three variables to sample ,( )d mp z rest , ,( )d qp z rest  and ,( )d np z rest , 

which stand for the update rule of general word topic, entity word topic, and visual 
topic respectively. Due to space limitations, we give only the derived sampling for-
mulas. The “rest” in the formulations represent the current value of both the sampled 
topic variable and the observed data. The z

dn represents the number of words in docu-

ment d  assigned to topic z  and the w
zn represents the number of word w assigned to 

topic z . 
 

Sampling General Word Topic Index ,d mz
. The conditional distribution of the topic 

index of a general word depends on the likelihood that the specific topic ,d mz is as-
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signed to the documentd and the likelihood that the specific word ,d mw is assigned to 

the topic ,d mz .  
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Sampling Entity Word Topic Index ,d qz
. As the update rule of general topic ,d qz , 

the conditional distribution of the topic index of an entity word depends on the likeli-

hood that the specific topic ,d qz is assigned to the document d and the likelihood that 

the specific word ,d qe is assigned to the topic ,d qz .  
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Sampling Visual Topic Index ,d nz
. In the updating of the visual topic index, the  

conditional distribution is also decided by the likelihood that the specific topic ,d nz is 

assigned to the document d and the likelihood that the specific visual word ,d nv is  

assigned to the topic ,d nz . 
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The Gibbs sampling algorithm samples the hidden variables iteratively given the 

conditional distributions. Samples are collected after the burn in. We can then obtain 

the multinomial parameter setsϕtrain , λtrain which are related to annotation prediction 

during the training process. Since both of them are multinomial distributions with 

Dirichlet prior, we can apply Bayes’ rule and yield: 
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The procedure for predicting annotations is as follows. We first obtain the topic 

proportion of new documentsθnew , and then infer the distribution over predicted gen-

eral words ( )p w I and entity words ( )p e I given a new image I by computing the 

contributions from each topic. Finally, we obtain a W -vector w and an E -vector e
sorted by the conditional probabilities. The formulas are as follows: 
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4 Experiments 

In this section, we conduct our experiments on the PASCAL sentence dataset. First 
introduced in [17], the dataset contains 1000 images collected from Pascal-VOC, and 
each image is accompanied by 5 sentences describing the content of the image. We 
randomly split the 1000 images into 2 sets: 750 images for training and 250 images 
for test. 

4.1 Quantitative Evaluations 

Precision and Recall. The purpose of our work is to provide annotations for an entire 
image and to serve as an intermediate step for image retrieval. The task for each word 
is thus to predict it for the images where it is a keyword, and not to predict it other-
wise. We evaluate our model using precision and recall based on this retrieval aim. 
Precision is the total number of correct predictions over all images and recall is the 
total number of correct predictions divided by the number of occurrences as a key-
word. Take three single words for example, the precision-recall curve of each word is 
shown in Fig. 3. It can be observed that MME-LDA gives a better balance between 
precision and recall and yields higher precision at the same recall values for all the 
three keywords treated as queries. This shows that more useful correspondence struc-
tures are mined by incorporating text analysis and topic modeling. 
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                    (a)                                             (b)                                             (c) 

Fig. 2. Precision-recall curve of 3 words as queries: “snow”, “horse”, “standing” 

Table 1. Example topics of general word topics (top panel) , entity word topics (middle panel) 
of MME-LDA and the caption topics of mc-sLDA (bottom panel) 

Topic 1 room，table，living ，chairs ，couch，dining，wooden，floor,  small，chair   

Topic 2 car，parked，motorcycle，red ，back，lot，truck， next，parking ，scooter 

Topic 7 kitchen，open，food ，cats，paper ，full，area，box ，sink，various 

Topic 5 plane, airplane ，sky , small，jet，flying，parked ，blue ，runway，passenger    

Topic 12 horse ，riding，bicycle ，bike，dirt ，person ，wearing，rides，racing ，road   

Topic 15 water，boat，ship，river，lake，large ，small ，ocean，canoe，crue 

Topic 1 man ，room ，black，cat，sitting，dog，looking ，brown，small，blue    

Topic 4 room，table，bus ，man，street，sitting，kitchen ，woman，black，red    

Topic 6 water，people，boat，man ，small，field，front，brown，large ，horse  

4.2 Qualitative Evaluations 

Example Topics. We compare examples of caption topics learned through mc-sLDA 
and MME-LDA, including the general word topics, entity word topics of MME-LDA 
and the caption topics of mc-sLDA. In detail, we employ the 10 most probable words 
of each topic to represent the topic according to the multinomial parameters. We learn 
20 topics and select 3 of them randomly for each kind of the topics mentioned above 
to examine the capabilities. As shown in Table 1, general word topics and entity word 
topics are more discriminative. For example, topic 1 of general word topics describes 
an indoor scene and topic 5 of entity word topics is related to planes and airports. In 
contrast, the topics learned using mc-sLDA are often meaningless and lack distinc-
tions. It can be seen in Table 1 that the topic 1, 4 and 6 of mc-sLDA contain more 
general words, such as “man”, “woman” and “people”. The outstanding performance 
of MME-LDA illustrates the constraints introduced by entities can well benefit topic 
modeling. 
 
Example Annotations. Several examples of predicted annotations generated by 
MME-LDA and mc-sLDA are compared in Fig. 4. We take the five top words of all 
the predicted words sorted by conditional probability ( )p w I  and ( )p e I . It can be 

seen clearly that the annotation words predicted by MME-LDA are more semantically 
related to the content of the image and also to the ground truth, while mc-sLDA pre-
dicts more general words which are often wrong. 
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Images 

Ground Truth 

A computer on a desk. 

A computer with a cat screen 

saver at an office desk.  

A desktop pc with a close up 

picture of a cat on the moni-

tor.  

A picture of cat is displayed 

on a desktop computer.  

Worker has a cat as a screen 

saver at the office. 

a bird with bright colors. 

A close-up of a green bird with 

a red face and purple tail 

feathers. 

A green bird with a red face 

sitting.  

A small green bird with a red 

beak.  

Tropical bird sitting on wet 

rock. 

Distant view of two lambs 

perched on top of a rocky plain.  

Two animals sitting on a rock.  

Two sheep looking towards the 

camera while standing on top of 

a rocky ledge.  

Two sheep on top of a cliff 

looking at the camera.  

Two sheep standing on rocks. 

mc-sLDA 
white, man, table, room, 
front 

small, yellow, bird, horse, 
brown 

sky, large, front, horse, side 

 

MME-LDA 

Entity Words: computer, 
desk, screen, room, table 

Entity Words:  bird, water, 
animal, close-up, head 

Entity Words: field, standing, 
sky, cows, hillside 

General Words: sitting,  
table, computer, screen, chair

General Words: animal,  
wooden,   small, bird, water 

General Words: sheep, animal,  
mountains, stand, field 

Fig. 3. Examples of predicted annotations. The red ones are annotated incorrectly. 

5 Conclusion 

In this paper we have developed a new probabilistic topic model called Multi-
Modal Entity LDA model for the task of image annotation. The novelty of the pro-
posed model is the use of rich information mined from the surrounding text and the 
combination of NLP methods with topic modeling. The extracted entity words by 
text analysis techniques provide more salient information from the images. We 
model three data modalities, including general text, specific entity words and visual 
features in a new topic model framework and derive a collapsed Gibbs sampling 
algorithm for the framework. Following joint topic modeling of the multi-modal 
data, the underlying connections between the visual features and text features can 
be discovered more effectively. Experimental results show that our model outper-
forms the state-of-the-art image annotation model using the topic model in both 
annotation and retrieval. 
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Abstract. The table extraction is an important issue of Webpage information 
analysis. At present, there are three mainly methods, which is how to construct 
the wrapper, how to construct the ontology and directly analysis the structure of 
a table on the webpage. In the process of analysis, usually these methods are 
applied independently. Aiming at the shortcomings of single method, this paper 
presents a synthetic method based on the ontology and structure. In this paper, 
we firstly locates the tables based on heuristic rules, and then analysis the table 
structure according to the label and the title ontology, at last extract and save 
the table data on the basis of the obtained characteristics. The experiments show 
that the introduction of the ontology greatly improved the accuracy of table 
structure recognition, and the precision and recall of the methods are better. 

Keywords: Web table structure, Tidy, heuristic rules, ontology, Data extraction. 

1 Introduction 

With the double increase of the Webpage number and capacity, a huge of table data is 
accumulated in the Webpage, how to directly and accurately obtain the information 
from a table is an important topic of Web information analysis. 

Table is different from other data on the Webpage, it not only possesses a certain 
structure, at the same time also contains certain semantics. For the table on a 
Webpage, syntactic and semantic concepts are usually mixed in one table, the layout 
cell with its relative position information contains certain semantic, the syntactic 
structure is more complex than natural language [1] Thus, how to accurately extract 
table from webpage becomes a more challenging topic. 

At present, the works about extracting table data from a Webpage can be summa-
rized into the following three categories:  

(1) Structuring data wrapper based on HTML tag [2].The idea was first proposed by 
Cohen and Jensen [3] in the wrapper learning. They conclude extraction rules by learn-
ing examples, and then according to the rules to extract information. But the method 
relies on the structure of the Webpage, when the Webpage is changed, we must recon-
struct the wrapper. And the user-selected examples determine the accuracy of rules. 
                                                           
* Corresponding author. 
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(2) Extraction method based on ontology. Neches etc consider that ontology spe-
cializes the basic terms, relations as well as the rules in a topic area[4]. Thus Cha 
Songli try to design a framework of ontology by analysis the structure and content 
characteristics in a specific area, and then obtain the extraction rules[5]. Wang Fang 
etc proposed another table extraction method based on ontology [6], they defined the 
Ontology as the object and its relation, the ontology will be perfected gradually by 
learning, in the same time the ability of ontology’s description is enhanced, and the 
degree of automation is improved step by step. This method has nothing to do with 
the page format. When the field is changed, we need to redesign the ontology. But it 
is very cumbersome and complex to design the ontology’ framework.  

(3)The method based the table structure. The main idea is to transform the table in-
to a logic structure by analyzing HTML table tag [7]. The current main methods are 
based on Visual cues and tree structure. For example, Gatterbauer mades use of the 
CSS2 Visual Box Model to analysis the Web documents, and extract tabular infor-
mation according to visual and spatial reasoning [8]. Liu proposed an algorithm of 
extracting table based on tree edit distance [9]. Zhang ZhiYuan converts the HTML 
<table> nodes into the DOM tree with semantic information, and then generated the 
extracting rules based on the Greedy algorithm [10].  

This paper presents a new model based on table structure and its title keywords on-
tology. Firstly, we use a series of heuristic rules to locate the table, and then analyze 
the table structure, identify its attribute domains and value domains, confirm the way 
of the table expanding. At last, transform the table into a logic model; thereby the 
table data are extracted. 

2 System Design 

Usually a Webpage lacks of specification, so we firstly converse the HTML document 
to XML document as paper [11], and then denoise on the page [12]. We design the 
system structure as Fig.1: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The logic structure of table extracting System 

Htmlparser parsing 

Web page 

Tidy Standardization Denoising 

Database 

Position rules 

Structure analyze and 
Data extract 

HTML Doc 
Table position 

Ontology 
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The principle of the system is described as follow. 

2.1 Web Document Standardization 

In order to obtain standardized XML document, we check and correct the errors in 
HTML document by the tool “Tidy”. Tidy executes the following tasks：  

1. Correct the mismatched element tag. 
2. Add the missing element tags, quotes, etc. 
3. Report whether uses the proprietary HTML tags. 
4. Regulate the code. 
5. Cleanup presentation style elements. 

2.2 Webpage Clean 

Usually a webpage contains much additional information, such as navigation, adver-
tising, video, pictures, etc, which is useless for us. Therefore, we remove the redun-
dant information before extracting the data. In this module, we use the Regular ex-
pression to clean the pages. The steps is as following：  

1. Clear all contents except the "body" tag.  
2. Clear unconcerned contents such as pictures, video, navigation and advertising etc. 
3. Recursive-remove the empty tags pair. 
4. Use a space instead of a continuous space. 

2.3 Table Position 

Tag “table” can be used to identify tables, but it is not all. Sometimes, tag “table” is 
used as layout [13]. So before extracting the tabular data, how to correctly locate the 
target table is a key step. After analyzing a large number of Web pages, we summa-
rized a series of heuristic rules to identify a table or a layout [14].  

Rule 1: the size of a table is at least 2*n，n*2（n N∗）。  
Rule 2: If a table tag contains the “caption” or “th” tags, then the table is a data table.  
Rule 3: If a table contains a large number of scripts, text, images, and so on, the ta-

ble is not a data table, it is a layout.  
Rule 4: The data “table” tag has following characteristics: “tr” label is not empty 

and the data type of td” ag is the same as “tr”.  
Rule 5: For the nested table, we judge it starting from the innermost child node. If 

one of the children <table> is the data table, its outer layers <table> are non-data ta-
bles. Otherwise, pruning the non-data child<table> and then continue judge. 

Rule 6: If the number of empty cells in a table exceeds 50%, it is used to control 
page layout and is not a real data table. 

According to the rules, we can eliminate the non-data tables, and then match the 
contents in the rest data table with the title ontology. If they match each other, the 
table is the interested one. 

∈
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2.4 Table Structure Analyze and Contents Extraction 

The key steps in the system are to analysis the table structure and extract the content 
in the table, as well as recognize the way of table expanding, acquire the attribute 
domain and value domain. 

Usually a table consists of rows and columns, which constitute the cells. These 
cells can be divided into the attribute cell and the value cell. The characteristics of 
table structure are expressed by the HTML label. For example, <caption> represents 
the title, <tr> represents the row，<td> represents the cell. For example, the Table 1 
can be encoded by HTML as follow: 

Table 1. A Non-standard format table 

Train number 
Price 

Hard seat Soft seat 
K221 75 125 

D223 175 235 

<table border=“1”> 
<tr align=“center”> 
<td rowspan=“2”> Train number </td> 
<td colspan=“2”>Price</td>  
</tr>  
<tr align=“center”>  
<td> Hard seat </td>  
<td> soft seat </td>  
…. 
</table>.  

In the Table 1，the “price” cell takes up 2 columns，we call the table as non-
standard format table. The attribute-value in the table is not easy to be extracted. So 
the non-standard table needs to be standardized firstly. For the non-standardized 
table, we firstly remove the span mark, then rewrite the cell’s content K-1 times in the 
below row or column. For example, the table as Table 1 can be converted into the 
table as Table 2. 

Table 2. The standardized format table 

Train number Hard seat Price Soft seat Price 

K221 75 125 

D223 175 235 

 
How to correctly identify the attribute domain and value domain in a table and then 

translate them into a logic model are another critical issue in our extracting system. 
For this task, we obtain the following rules by learning. 
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Rule 1: if a row is marked with <th>...</th> then it is the attribute row. 
Rule 2: if there are the <font size> tag in the tags <tr> or <td>, then the max is the 

attribute. 
Rule 3: if the structure of a table is not obvious, we match the cell content with the 

ontology based on Semantic similarity, and judge the attribute row or line by the con-
fidence level.  

Based on discuss above, we designed the following algorithm to identify the attrib-
ute domain. 

Step1 Let C denotes the confidence of a cell belongs to attribute. We define C as 
follow: 

  (1) 

 represents the semantic similarity between the two words. 

Step2 Select the cells that their C is not equal to 0, and compare the dissimilarity 
between the cell and the other cells in the same column and row. If the dissimilarity is 
a large value then we increase the value of C, if it is a small one then not increase the 
value of or just increase a little. 

Step3 Calculate the average of C for every row and every column, select the row 
(column) that C is greater than the threshold S, which is a threshold. 

Then, we can determine the way of expanding a table according to the attribute 
domain. The commonly ways is as shown in Fig.2: 

 

Fig. 2. Commonly ways of table expanding 

For the table (a) (b) in Fig.2，We construct the logic tree model as Fig.3 (a). For 
the table(c) in Fig.2，We construct of the logic tree model as Fig.3 (b). For the ta-
ble(d) (e) in Fig.2，we need to split it into a number of tables like table (a) or (b) 
according to the numbers of its attribute row(column). 

⎩
⎨
⎧
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Fig. 3. Lgical tree model 

3 Ontology Structure and Application 

3.1 The Title Library 

Usually the title of a table is subjectively named by people, the same topic probably 
possess different title. Therefore, we construct a title library D={a ,a ,a …}to de-
scribe a topic. When we need to match it, first match the cell’s content with D, if the 
content appear in D then it is a title, otherwise, put the content and the keywords 
which contain the same words into the synonym Ontology in order to calculate the 
similarity. If the similarity is greater than η, we add the content of the cell to D. So 
the content of title library will be improved by learning. 

3.2 The Synonym Ontology 

We describe the synonym Ontology by tree, the nodes represent the words, and the 
edges represent the semantic relationships between words. Fig.4 is an example. 

 
Fig. 4. A simple hierarchical tree 

We discuss how to calculate the similarity between the two words: 
(1) The semantic distance between two words.  
The Semantic distance between two words is the shortest path connected the two 

nodes in the tree. For the words , ,  represents their Semantic similarity,( ),a bSim O O
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 represents their semantic distance then is inversely pro-

portional to . When 0, the is 1, this denote that 

the two words are exactly the same, when is infinity, it represents the two 

words are totally dissimilar. 
(2) The words’ depth in the tree.  
In the tree, the words on the top are more abstract, it will be more specific with fur-

ther down. So for the two nodes have the same semantic distance, the deeper the 
nodes, the larger semantic similarity they have. For example, the semantic similarity 
between  and is larger than  and . For the different levels of the words the 
semantic similarity decrease with the increase of increase of depth. For example the 
semantic similarity between  and  is larger than  and . 

(3) Semantic overlap between two words.  
The semantic overlap between two words is the number of public nodes, through 

which the shortest paths between their nearest parent nodes with the root node pass. 
We define it as ，and the  represents the number of nodes. The 

semantic overlap shows the same degree between two words, the semantic overlap is 
greater, the Semantic similarity is larger. 

Taking all these factors we define the semantic similarity calculation formula as 
follows: 

  (2) 

In order to prove the effect and efficiency of proposed table extraction system, we 
measure the performance of information extraction system based on two main indica-
tors [15]: Recall (Marked R in this paper) and precision (marked P in this paper). 

 R =             × 100% (3) 

 P =            × 100%
  

 (4) 

However, generally speaking, for the same extracting results, the higher recall, the 
lower the precision, and the vice versa[17,18,19]. Therefore, we introduce a new 
measure from paper [16] to evaluate extracting results, the measure is as follow: 

 F = ( . )×P×R×P R × 100% (5) β is the relative weight of the precision and recall. In practice, we adjust 
the β meet our needs. Whenβ = 1, the precision and recall are equally important, 
when β > 1, precision is more important, when β < 1, recall is more important, in 
this paper β = 1.

 In the Experiment, We selected five types of Web sites for data extraction. The re-
sults are shown in Table 3, and Ef represents correct results extracted by the system, 

( ),a bDis O O ( ),a bDis O O
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Et represents all the correct results extracted by the system, Er represents the results 
extracted by the system, TN represents the number of test tables 

Table 3. The expriment result 

Site Name           TN           Ef           Er          Et            R           P           F   

Edu System          50           45            47         45            100         95.7         97.8 

Sina.com            60           54           58         60           90.0       93.1         91.5 

JD.com             55            51          54         55           92.7       94.4         93.5 

Zol.com           145           109         124        115          94.8        87.9        91.2 

Library             80            75           78         80          93.6       96.1         94.8 

 
In addition, comparing this method with the method in the paper [16], the results 

are shown as Fig.5: 
 

 

Fig. 5. The F value of the two kinds model 

The result shows that the method can locate target table and extract data accurately. 
The value of F has been increased with the standardizing and the Ontology are been 
applied in the system before extracting. 

4 Conclusion 

In this paper we put forward a extraction method based on the structure and the ontol-
ogy in a table. Experimental data show that the accuracy has been increased, the ca-
pacity of identifying the table header has been improved, and the errors of content 
extraction have been decreased. In the light of discuss above and our experiments, the 
proposed method is ideal for most web table extraction. But when the Webpage is 
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incomplete and not clear, or its structure is very complex, the performance is poor. 
Moreover the extraction technology is only for the < table > tag in the table. Not  
suitable for the < div > tag. So we need to design more perfect heuristic rules for the 
different type of tables. 
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Abstract. Both block nested join algorithm and sort merge join algorithm are 
conventional join algorithms in database systems. To the best of our knowledge, 
few literature focused on the experimentally comparing these two join 
algorithms. In this paper, we implement the sort merge join algorithm and the 
block nested loop join algorithm. And then, experimental results demonstrate 
the sort merge join algorithm outperforms than the block nested join algorithm 
on execution time in term of different bytes of page or different number of 
buffer but with the same result after join. 

Keywords: data structure, join algorithm, sort merge join, block nested join. 

1 Introduction 

Rapid and precise decision-making based on accurate information is a very important 
issue in real business scenarios [16, 22, 26]. For example, many companies usually 
encounter the troubles for handling tremendous amounts of complex information. It is 
a necessary factor for they organize and analyze these data [23,25,28,29]. 

Data warehousing and online analytical processing (OLAP) applications, as very 
hot technologies, have been effectively contributed to the application of decision 
support systems (DSS). However, data warehouses often are very large because of the 
enormous quantities of information available to companies. For example, when 
retrievals for aggregations are performed in an OLAP system, the Database 
management system (DBMS) must search the tables for all records necessary for the 
process. So it is very important for the OLAP to utilize the high performance joins 
between tables. 

As the tables become larger, the join algorithm becomes increasingly critical. Join 
algorithms [12,31,34], which were first studied in the context of program analysis, 
include nested loop join, block nested loop join, sort merge join, hash join and the 
others [17]. And various techniques have been implemented such as Red Brick's 
STARjoin TM technology and Bit-Wise technology from Sybase IQ [20,13]. 

(Luo et al, 2002) in [10] thought common techniques aid join performance, 
irrespective of the algorithm chosen. In fact, these join techniques use options that can 
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be found on the SQL Properties pane by setting queries. However, selecting a join 
algorithm is important enough to merit a dedicated topic. In this paper, we review the 
two traditional join algorithms, i.e., block nested loop join algorithm and sort merge 
joint algorithm respectively, by all kinds of experiments, and then use the Debug 
property on the SQL Join Properties pane [1] to run these algorithms. Furthermore, 
we design query optimizer to make the two join algorithms that yields the best 
possible performance for the query processing [24,27,30,32,33,35,36]. 

In the rest of the paper, we review related work in section 2, followed by 
introduction of the block nested loop join algorithm and sort merge join algorithm in 
section 3. In section 4, we give all kinds of experiments to evaluate the pros and cons 
of these two algorithms by design new optimizer. Finally, we conclude the paper and 
highlight our future work in section 5. 

2 Related Work 

In relational database systems (RDBMS), join is one of the most fundamental 
operations, which efficiently retrieves information from two different tables based on 
a Cartesian product of the two tables [14,7,5,8,6,19,18,3,4]. Meanwhile, join is also 
one of the most difficult operations to implement efficiently in RDBMS, because in 
most cases there is no predefined association between tables that can be utilized to 
facilitate the join processing. Depending on different math operators used in the join 
condition, there are various types of joins in database systems, including equijoin, 
natural join, semijoin, outerjoin, and self-join. To process the different joins, there are 
mainly three sorts of algorithms proposed, namely, nested loop join, sort merge join, 
and hash join, etc [14,7,5,8,6,9,15,21,19,18,3,2,11,4]. These join algorithms are 
categorized based on how they partition the tuples from different tables.  

Nested loop join is the most straightforward method to process joins [14,6,4]. 
Specifically, one of the tables being joined is designated as inner relation, and the 
other is the outer relation. Then for each tuple of the outer relation, all tuples of the 
inner relation are fetched from disk and compared with the tuple from the outer 
relation. Whenever the predefined join condition is satisfied, the two tuples are 
concatenated and output as a result. Given two tables R of size |R| and S of size |R|, 
the time complexity of nested loop join is in the order of O(|R|*|S|), which is 
inefficient when R and S are large. The block-oriented implementation of nested loop 
join, i.e., block nested join, tries to optimize I/O cost by choosing the table with larger 
cardinality to be the inner relation and the table with smaller cardinality to be the 
outer relation.  

Compared to nested loop join, sort merge join is a more efficient technique which 
takes advantage of sorted tuples in the tables [7,5]. Specifically, sort merge join 
consists of two stages. In the first stage, both tables to be joined are sorted on the join 
attributes. Then, both tables are scanned in the order of the join attributes, and tuples 
meeting the join condition are concatenated to form a result tuple [14,7]. Sort merge 
join is superior to nested loop join, in that in sort merge join each table is scanned 
through only once, because the tuples in the tables are sorted and whenever a tuple in 
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the inner relation does not satisfy the join condition, we need not to examine the rest 
tuples in the inner relation any more. In terms of time complexity, sort merge join 
incurs O(nlogn) time, due to the fact that its running time mainly depends on the 
sorting time. If the two tables are presorted, or the join attributes are indexed, then 
sort merge join will incur much less computation time. 

The main idea of hash join method is that we use some predefined hash function to 
map all the tuples of one of the tables into a collection of buckets [14,6,15,3]. And 
tuples mapped to a same bucket have the same hash value on their join attributes. We 
then scan through the tuples in the other table, using the same hash function to find 
the bucket that the tuple is mapping to. If the bucket is not empty, we concatenate the 
tuple with each of the tuples in the bucket, and output the result. Otherwise, we 
discard the tuple and continue probing the next tuple. The hash join method is one of 
the most efficient algorithm for join processing, because the hash computation is fast 
and we only scan each of the tables once, i.e., with a time complexity of O(|R|+|S|). 
However, the main drawback of hash join algorithm is that it is suitable for equijoin 
processing, not for non-equijoin processing [14, 7, 5]. 

3 Block Nested Join and Sort Merge Join 

In Block algorithm, assuming the number of buffer is n, we let the number of buffer in 
the left batch be (n-2), one for right batch, and the left one for output batch. In 
NEXT() of the  iterator, for each tuple in right batch, Block algorithm scans the 
whole (n-2) batches in left batch to find a join where there are two cases. 1) If there is 
no a join in the (n-2) batches in the left batches for the tuple in the right tuple, the 
algorithm continues to read another (n-2) left batches into buffer until all tuples in left 
file have been read. If there is no a join after scanning the whole left file, the 
algorithm will read the next tuple in right batch to continue this join process. 2) If 
there is a join between left batch and right one, then joining them and the joined 
results are sent into outbatch which will be outputted into the disk while it has been 
filled with. The algorithm won’t stop until the right file is read to the end. So the 
amount of I/O cost for block algorithm only is the number which is the sum of I/O 
cost for reading single file in the two files. 

Sort algorithm firstly generates two sorted files for joining in OPEN() of the 
iterator. For sorting each file, Sort algorithm reads n batches once into buffer. Firstly, 
we employ quick sort algorithm to sort tuples in one batch, then employing multi-way 
merge algorithm to sort tuples in (n-1) batches in one buffer. Then the full outbatch 
with sorted results are sent into the disk saved as the temporary files. After sorting all 
tuples for one file, and generating m temporary files in the disk, Sort algorithm begins 
to read these temporary files from disk to merge recursive until the file becomes one 
file, i.e., all temporary files are combined a whole file sorted with non-decreasing 
ordering. Finally, the sorted file can be got from OPEN(). 

In NEXT() of the iterator, firstly, the algorithm begins to scan left batch to match 
the first tuple in the right batch till finding a join. The result joined will be sent into 
outbatch, and read the next tuple in the left batch. After this, there are three cases due 
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to the sorted file with no-decreasing ordering. 1) If the value in the left batch is larger 
than the right one, then getting a next tuple in the right batch until there is a join 
between the two batches. 2) If the value in the left batch is smaller than the right one, 
the continuing to get a next tuple in the left batch until there is a join between the two 
batches. 3) There exists a join between the two batches, then joining them and 
outputting the result into outbatch. The algorithm continues until finishing scanning 
all the tuples in the right batch. The pseudo-code of the block nested join and sort 
merge join algorithm is given in Figure 1 and Figure 2. 

 

BlockNestedJoin() 
  1. OPEN(){} 
  2. NEXT(){ 
  3         While (!Outbatch.isFull()){ 
  4                  if (lcurs==0 && eosr==true){  
  5                      leftbatch=left.next();}; 
  6                  While (eosr==false){ 
  7                      lefttuple.joinWith(righttuple);}  
  8         }   
  9         Return outbatch; 
10 } 
11 CLOSE(){}; 

Fig. 1. Pseudo-code of block nested join algorithm 

SortMergeJoin () 

1. OPEN(){ 
2.    leftIn = sort(left, leftindex);  
3.    rightIn = sort(right, rightindex); 
4. } 

 
5. NEXT(){  
6.       While(!outbatch.isFull()){ 
7.              if(rtuples!=null){ 

lefttuple.joinWith(righttuple);} 
8.       While(lefttuple.dataAt(leftindex)<right){ 
                    leftbatch=leftIn.readObject();} 
9.       While(lefttuple.dataAt(leftindex)>right){ 
10.                 rightbatch=rightIn.readObject();} 
11.      While(lefttuple.data.equals(righttuple){ 
12.                 rightbatch =rightIn.readObject();} 
13.      Return outbatch; 
14. } 
15. CLOSE(){}; 

Fig. 2. Pseudo-code of sort merge join algorithm 
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4 Experimental Study 

We design different experiments to compare the two algorithms implemented in the 
paper, such as, block nested algorithm (referred to as Block in this part) and sort 
merge join algorithm (referred to as Sort), with the nested join algorithm (referred 
to as Nested), in term of the result of the join algorithm and execution time under 
the different circumstances. The details of datasets generated and designed queries 
are presented in table 1 and figure 2 respectively, and the experimental results are 
showed from figure 3 to 4. The worker platform was based on the java applet 
presented in [1]. 

Table 1. Datasets used in the experiments 

Dataset name #Tuples #(bytes/tuple) #Attributes 
Aircraft 10000 24 3 
certified 10000 8 2 
employee 10000 30 3 
flights 10000 80 6 
schedules 10000 8 2 

 
Query workload 

Query 1:  SELECT * FROM SCHEDULE, AIRCRAFTS  
WHERE SCHEDULE.aid=AIRCRAFTS.aid 

Query 2:  SELECT * FROM EMPLOYEES,CERTIFIED, SCHEDULE  
WHERE EMPLOYEES.eid=CERTIFIED.eid,  
CERTIFIED.aid=SCHEDULE.aid 

Fig. 3. Query workload for the two join algorithms 

In the designed experiments, we run the three queries and for each query we 
execute all the three join methods and record the running time for each join method. 
Also this time keep the buffer size fixed at 20 and change page size progressively and 
see how the different page size can impact the performance of each join method. 

The result is shown in Figure 3, and we can see that as we change page size from 
500 from 5000, the running time for the nested loop join is decreasing, but no 
apparent changes in execution time on block nested loop join and sort merge join. The 
reason for this is that when the page size become larger, then the number of tuples in 
one page is become larger, therefore number of times to scan the next relation is 
become smaller. Hence the I/O cost is decreasing and the running time is decreasing 
correspondingly. For block nested join and sort merge join we see the similar result 
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Fig. 4. Comparison of running time between the three join methods with different page size 
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and the running time decrease for the I/O cost is decreased for the large page size. In 
Figure 3, we also see that with the relatively large size of relations, the performance 
between simple nested loop join, block nested join and sort merge join varies a lot. 
We see that the execution time for running the same query, using the simple nested 
loop join always means needing much more time than the other two methods. And the 
sort merge join methods still outperforms block nested join. 

Comparing with the experiment (in Figure 3) with relatively smaller relations we 
did, the difference of running time between sort merge join method and block nested 
loop join is even larger here. As we can see from Figure 3, the sort merge method is 
several times faster than the block nested join method. Also we show result of the 
experiment with a fixed page size and changing buffer size at the bottom part of 
Figure 3. Still during the starting period when the buffer size increases from a small 
value, the running time decreases for both block nested loop join and sort merge join. 
And after the buffer size reaches a threshold value, then running time for both 
methods do not decrease when we increase the buffer size. The reason here is the 
buffer is large enough to read all the large outer relation once for block nested join 
and to sort the relations in one pass. In addition, we also did the comparison of the 
how the running time changes with the total number of tuple. We see that the simple 
nested loop join is very sensitive to the size of the data set. And when we increase the 
size of data set, the running time is increasing faster than the other two join methods. 
And the increase of running time for block nested increases is larger than for sort 
merge. As we can see when we the data set twice bigger than the original one, the 
running time for sort merge slightly increase. So as we see from the scalability of 
each algorithm, the sort merge join algorithm still outperforms the other two methods.  

In practice, we often have a quite large size of relations, and to do the join 
operations the nested join loop and block nested loop join can’t really return the result 
in a reasonable time. So we can see that sort merge join is a relatively better join 
method to use especially when now large number of buffer is available for a DBMS. 
In addition, compared the running time between a random plan and the plan generated 
by our optimizer can vary by a large range. Due to the same reason, in practice, the 
little extra time spent on finding the relatively optimal query plan can let us gain great 
benefit in terms of running time cost. That’s why the query plan ordering is used 
especially when we are dealing with large size of relations. For with larger data sets, 
different plan cost can vary by several magnitudes. So choosing the relatively smaller 
cost by query plan ordering is very necessary in practice.  

As we can see from Figure 3, the sort merge method is several times faster than the 
block nested join method. We show the result of the experiment with a fixed page size 
and change buffer size in Figure 4. And also during the starting period when the 
buffer size increases from a small value, the running time decreases for both block 
nested loop join and sort merge join. After the buffer size reaches a threshold value, 
the running time for both methods do not decrease when we increase the buffer size. 
The reason is the same as the first experiment presented in Figure 3. 
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Fig. 5. Comparison of running time between different join methods with different buffer size 
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5 Conclusion 

In this paper, we design experiments to compare the two traditional join algorithm, 
i.e., blocked nested loop algorithm and sort merge join algorithm respectively, by 
evaluating different page size and different buffer size. And we have the following 
findings: 

1. The sort-merge join method most of the time out-performs the block nested loop 
join by several magnitude. Only when the join involve relations with small size 
or a small size of buffers, the block nested loop join method can outperform sort-
merge join. That is because the sort algorithm generated temporary files during 
the process of merging sorted files so that the algorithm will cost extra time to 
read and write these files. The I\O cost will be larger than Block nested join when 
the data set is quite small and the number of join is small also. 

2. The cost model we use here gives a good approximation for each query plan of 
its actual cost in terms of their actual running time. 

3. The optimizer implemented by us always gives a plan which is quite close to the 
optimal solution regarding to the plan’s cost.     

4. The naïve method for doing the join operation which is nested loop join can only 
deal with small size of relations and when the relations is relatively large, the 
time needed to do the join is quite long and sometimes not realistic.  

5. The cost difference between different plans with large data sets can vary a lot and 
query execution plan ordering is necessary for it can let us have a relatively low 
cost plan instead of some randomly selected plan which will incur much higher 
cost.  

In our future work, we will continue to implement more join algorithms to discover 
their pros and cons under different settings. 
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Abstract. With the improvement of the living standard of people, household 
electricity consumption has increased significantly. Meanwhile, the accidents in 
power security occur frequently. In this paper, for ensuring the security of our 
household electricity appliances, we design a power security system based on 
stream data mining, which is mainly composed of the intelligent electric outlet, 
the coordinator and the server etc. In the system, we use the ZigBee module as 
connector between the traditional power grid and the coordinator, use the intel-
ligent electric outlet to shut or open the power. On and off of the circuit de-
pends on whether the current or voltage is abnormal or not, which is obtained 
by the technique of stream data mining. In order to test the effectiveness of the 
proposed system, we have implemented a verification system. The results show 
that the proposed system is feasible.  

Keywords: Data mining, Stream data mining, intelligent electric outlet, ZigBee. 

1 Introduction 

Nowadays, household appliances have become necessary in our lives, the outlet can 
be seen everywhere, the security of the outlet is increasingly lightened, even it may be 
harm our lives. So that the safety precaution, such as remote control, timer switches, 
power consumption measurement, security and protection, has attracted great atten-
tion of academic and industry. Wireless network technology based on ZigBee is pro-
vided with the characteristics of high performance, low power, and short range, low 
transport costs, large network capacity, easy to maintenance and so on. It has been 
successfully applied in the smart home [1],[2]. But safety precaution of outlet has not 
been seen. So in this paper, we design a home security power system based on ZigBee 
technology, which can eliminate the hidden danger and provide strong protection for 
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household appliances in life. The system include two key parts, one is the ZigBee 
module, which is used to connect the traditional power grid with and the coordinator, 
the other is the intelligent electric outlet, which is used to shut and open the power. 
On or off of the circuit is determined by whether the current or voltage is abnormal or 
not. This is the issue of stream data mining. 

The stream data is a continuous and orderly sequence data in real time. The stream 
data mining mainly include multiple streams data mining and single stream data min-
ing. The multiple stream data mining is to obtain the relevance between the stream 
data. The single stream data mining is to obtain the characteristics of Category, the 
characteristics of frequency and the characteristics of changing. In our proposed sys-
tem, the current of power obtained by the sensors is continuous and orderly, and it is 
real time data. So we can regard as stream data, and mining the abnormal in the 
stream data, to obtain the abnormal data, which is used to determine whether the  
outlet should be turn on or turn off [10],[11],[12]. 

2 The Design of the System Function 

The traditional power socket is just a connecter used to distribute the electric current 
to different household appliances. Unlike the traditional power socket, based on 
ZigBee technology, we design a intelligent outlet possessing the following features: 

1. Remote control: The outlet can control switches in the circuit by the commands 
from the remote terminal, and achieve the purpose of controlling electrical  
appliance. 

2. Monitor power consumption: The socket can collect the value of electric current by 
the current transformer and the value of electric voltage transformer.  

3. Abnormal protection: Any exception, such as current overland, overvoltage,         
under voltage, short circuit etc, usually occurs in the electric circuit. The path will 
be immediately disconnected to avoid electrical appliances damaged. 

In the system of electric security, the traditional power socket is displaced by the 
intelligent outlet. The system become secure for its power consumption is monitored 
by remote control and safeguard by abnormal detection. 

3 The Structure of the System 

Power security system in smart home is a system composed of household appliances, 
power line, connector, server, coordinator and remote control etc. In the system, we 
use the intelligent outlet as connector. So we design the system as Fig.1. 
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Fig. 1. The overall structure of system 

In the Fig.1, the coordinator and the intelligent electrical outlet are linked together 
by power line. Coordinator is connected to server by the line of communication. The 
server and the computer or smart phone are linked together by wireless remote or WI-
FI, which is the same as the normal network. So to say, the system mainly includes 
three parts as blow. 

1. Server is the heart of the system. It is responsible to collect and analysis the real-
time data of the household appliances, intelligent control the electric consume of 
them, ensure the security of the electricity. It is connector of coordinator and re-
mote terminal such as computer and smart phone. 

2. The coordinator is the core of the home electric network. It is responsible to estab-
lish and maintain the network, and sent data uploaded by terminal devices to the 
server through the serial port. It also sends command form the server to the desig-
nated terminal devices. 

3. Terminal nodes are composed of the ZigBee module and socket. ZigBee modules 
are embedded in the outlet. It is used to receive a control command from the coor-
dinator, and the same time it collects the real time electric dada and transmits it to 
the coordinator.  

4 The Design and Implementation of the ZigBee Module 

In the power security system, ZigBee module is an important component. The coordi-
nator and the terminal node include the ZigBee module. So we introduce the ZigBee 
module in this section. 
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4.1 Introduction of the ZigBee Module 

In this system, we adopt the chip IC CC2530 made by Texas instruments (TI) compa-
ny as the ZigBee module. The CC2530 is a true system-on-chip (SoC) solution for 
ZigBee applications. It is able to establish a strong network node at low cost. The 
CC2530 combines the excellent performance of a leading RF transceiver with an 
industry-standard enhanced 8051 MCU, in-system programmable flash memory, 8-
KB RAM, and many other powerful features. CC2530 have different operational 
modes, which makes it especially fit the system of ultra-low power requirements. And 
the short time of conversion between operational nodes decrease the consumption of 
energy [3],[4],[5]. 

The ZigBee network often consists of Coordinator node, Routers and terminal de-
vices (End-Device). The Coordinator is responsible for starting the entire network 
configuration which is a Full Function Device (FFD) defined by the IEEE 802.15.4. 
In this system, we firstly select a channel and a network ID, and then start the whole 
network. The router allows other devices to join the network, and the multi-hop router 
communicates with its assisting terminal nodes. Terminal nodes, namely Reduced 
Function Device (RFD), can be in the state of sleep or wake up. Therefore only one 
battery is enough for the power. The ZigBee module is used to receive the instruction 
from the coordinator and the real time information from the appliances, and then send 
the collected data to coordinator [6],[7].  

The coordinator, which directly link to the Server and the terminal nodes, is the 
core of the home power network. It is composed of serial module and ZigBee module. 
We design the structural of the coordinator as follow.  

4.2 The Structural Design of the Coordinator 

The coordinator is the core of the wireless network, which is responsible to establish 
and maintain the network, and sent data uploaded by terminal devices to the server 
through the serial port. It also sends command form the server to the designated ter-
minal devices. In order to listen to a serial port and receive interrupt, we expend the 
RS232 serial port on the hardware platform of the coordinator. The concrete structure 
is shown in Fig.2. 
 

 

Fig. 2. The structural design of the coordinator 
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In the Fig.2, ZigBee RF module is used to communicate with the ZigBee in the 
terminal notes. The 8051 MCU is responsible to collect and analysis the information 
from the ZigBee RF module. The clock module and the Memorizer are use to record 
the real time and save the information. The core parts of the coordinator are mainly 
composed of 8051 MCU and ZigBee RF module. RS322 is used to link the Coordina-
tor and the Server.  

4.3 The Design of the Security Outlet 

The intelligent outlet is a connector of household appliances and power grid. At the 
same time, the socket can intelligent control the switches by remote terminal or by an 
accident. For the reason of security, we design the function of the intelligent outlet 
based on ZigBee module as below.  

1. It can obtain the real-time power included the voltage and current in the circuit. 
2. It can control circuit on and off by the relay module.  

The structure of security socket is designed as Fig.3. 

 

Fig. 3. The design of security outlet 

In the Fig.3, the chip of Voltage sampling and Current sampling is used to sample 
the power signal, which is an analog signal. ATT7022B is a metering chip which is 
used to measure the voltage and the current. Communication interface is a connector 
of ATT7022B and 8051 MCU. 8051 MCU is a micro controller unit. Relay is used to 
control the socket on or off [8],[9].  

When the system is working, the power analog signal (e.g. voltage and current) is 
converted to a weak signal by manganese copper tablets, divider resistance etc, and 
then the signal is converted to digital power signals by ATT7022B. lastly, the signals 
are sent to the server via the coordinator . At the same time, the microprocessor can 
control power circuit on and off by using relay module. 

In our system, we use ATT7022B as a special power measurement chip, which can 
effectively overcome the disturbance and can reduce the CPU requirements. At  
the same time, it can greatly reduce the required hardware and the cost of hardware 
circuit. 
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4.4 The Intelligent Design of the Electrical Outlet 

Stream data is a sequence of data items, such as , where, 

is one data of the sequence data. is a integer[13],[14]. 

Let denotes the frequency of the stream data , 

denotes the exceptional degree of , we obtain 

the abnormal stream data according the method of paper[10], the stream data is the 
condition of shut of open the power[15],[16].  

5 The Design of System Software 

In the power security system, the coordinator is the core of the home power network 
which is responsible to establish and maintain the network, and sent data uploaded by 
terminal devices to the server through the serial port. It also sends command form the 
server to the designated terminal devices. So we design the flow chart as Fig.4.   
 

 

Fig. 4. The coordinator node software flow 
chart  

 Fig. 5. The terminal node software flow chart 
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In the Fig.4, the first step is to establish a power grid based the coordinator and the 
Server. The second step is to receive the signal from terminal nodes and transmit it to 
the Server. The third step is to receive the control command from the server and 
transmit it to the specified terminal node.  

In the power security system, the terminal node is another important component, 
which is responsible to obtain the real time power data in the circuit and transmit it to 
the coordinator. At the same time, receive and execute the commands from the coor-
dinate. The flow chart of the part is designed as Fig.5. 

In the Fig.5, the first step is to link the terminal node to the coordinator. The se-
cond step is to obtain the real time power signal and transmit it to the coordinator. The 
third step is to receive and execute the control command from the coordinate. 

The whole workflow of the system is described as follows. 

1. Power on the system, start the coordinator and the system software.  
2. Initializes the peripheral equipment by function halBoardInit().  
3. Initializes power security system, which includes the traditional grid, terminal 

nodes and the coordinator.   
4. After initializing, the coordinator enters the state of circulation working. It contin-

ues to monitor the real time signal from the terminal nodes and transmit it to the 
server. At the same time, it continues to receive the commands from the server and 
transmits it to the specialized terminal nodes for executing.  

6 Functional Verification 

In order to test the proposed system, we have verified the power security system. All 
the hardware materials include a PC machine, an android phone, 8051 MCU, 
ATT7022B and some ZigBee modules etc. We take windows 7, JAVA jkd1.7 as de-
velopment software. 

We make two test experiments on the security socket based on ZigBee technology 
for checking the effectiveness of the system. One is to test the validity of the system 
when a mobile charge is inserted into the intelligent outlet and joined in the system. 
The result shows that when the mobile phone is charged full, the socket is switched 
off automatically. The principle of the security socket is shown in the Fig.5.  

The other experiment is to test the validity of the system, when a high power elec-
tric appliance, which current is larger than the rated current 10A, is inserted into the 
intelligent outlet and joined in the system. The result shows that when the appliance is 
connected into the system, the socket is switched off automatically. The principle of 
the security socket is shown in the Fig.6. 

The other experiment is to test the validity of the system, when a high power elec-
tric appliance, which current is larger than the rated current 10A, is inserted into the 
intelligent outlet and joined in the system. The result shows that when the appliance is 
connected into the system, the socket is switched off automatically. The principle of 
the security socket is shown in the Fig.6. 
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Fig. 6. The working principle of the security socket 

7 Conclusions 

Based on the current situation of the development of household appliances in the 
smart home, we constructed a power security system, which can ensure the security 
when the power in the household appliances is abnormal. The system is composed of 
the power grid, the coordinator and the server. In order to test the proposed system, 
we have verified the power security system. The results show that the proposed sys-
tem has good feasibility. 
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Abstract. In the field of information technology, a feedback system is
a computer program that receives information from the users and guides
the target audiences in order to achieve the desired outcomes. The Feed-
back systems can be used as a part of an intervention in organizations to
increase awareness and improve performance. However, due to many fac-
tors such as possibility of losing jobs and facing social problems, people of
the organizations are not interested to disclose their identities while pro-
viding feedbacks about their organizations. This is the most significant
problem of current feedback systems. Therefore, in this paper, we intro-
duce a framework to provide feedbacks without disclosing individuals’
record’s values. In our approach, we introduce an agent-based parallel
computation technique that can collect feedbacks from the users in a
secure environment. We provide an extensive experimental evaluation to
show the effectiveness of our approach.

Keywords: Feedback systems, privacy aware systems, agent-based
computation.

1 Introduction

The economic growth of a country highly depends on proper industrialization.
Due to the high salaries of the employees in the developed countries, many com-
panies of the developed countries are considering rapidly developing countries
like Bangladesh, Thailand, China for the production of their products. As a re-
sult, now a days, we can easily find many industries in the developing countries.
As for example, if anyone visits Asulia area near Bangladesh capital Dhaka, he
can easily find many garments and textile industries in that area. These indus-
tries produces high volume of garments products for the world markets and play
a vital role for the economic growth of Bangladesh. However, the salaries, work-
ing environments, gender equality etc. in these industries are far below than the
world standard. The collapse of Rana Palaza Building that took the life of more
than one thousand people [1] is an example of such an industry. The employees
of these industries are bound to continue their jobs in such horrible situations
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due to their poverty. They cannot even complain about the poor conditions of
the garments to the government’s garments monitoring authority due to the
fear of leaking their identities that may cause losing their jobs and other social
harassments. The situations are almost similar in many other industries in the
developing countries.

If we can collect feedbacks from the employees of any industry, we can identify
the actual scenarios of that industry. From collected feedbacks of the industry,
the monitoring authority can find out the shortcomings of the industry. This will
help the monitoring authority to take necessary steps against the poorly perform-
ing industries. In addition, it will create a competitive environment among the
industries. Considering these facts, a feedback system is very much essential for
the industries, especially for the industries in the developing countries.

However, an employee of an industry, in general, does not want to disclose
her / his identity while providing feedbacks about the industry. This is the most
significant problem for developing such a feedback system. Although, in [2], there
are some considerations to develop a privacy preserving feedback system for the
users, it has both performance limitations and accuracy problems. Therefore, in
this paper, we consider an agent-based parallel computation framework to obtain
feedbacks from the users. The proposed method solves the privacy problems of
feedback systems. The developed system can also ensure performance efficiency
and accuracy of the results.

1.1 Motivating Example

The MinimumWage Board of Bangladesh published minimum wage 2013 gazette
on 21 November 2013 that would be applicable from 1 December 2013 [3]. The
declared minimum wage was BDT 5300 per month that is equivalent to US$75 as
the minimum wage. However, according to a survey [4] conducted by Bangladesh
Garments Manufacturers and Exporters Association (BGMEA), it was found
that nearly 40 percent of the garment factories in Dhaka and its adjacent areas
of Bangladesh could not implement the new wage structure.

Now consider that Bangladesh Government’s garments monitoring authority
wants to identify whether an industry pays its employees according to govern-
ment’s new wage law. Feedbacks information about the salaries from the employ-
ees of the industry can provide very useful information in this regard. Assume
the salary information of five employees of an industry as shown in Table 1.

From the information of Table 1, we can see that the salaries of the employees
of this industry is far below than the government’s declared minimum salary.
However, collection of such information is not so easy because garments workers
do not want to provide such information to anyone else due to the fear of losing
their jobs and social harassments. The situation is almost common in most of
the industries, organizations and agencies.

We can easily overcome this problem by developing a feedback system that
will preserve individual’s privacy while collecting feedbacks. According to our
knowledge Hashem et al. [2] consider the fact and propose a theoretical frame-
work for privacy preserving feedbacks collection. In their approach, at first an
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Table 1. Users’ feedbacks example

User ID Salary 

u1 US$ 40 

u2 US$ 60 

u3 US$ 50 

u4 US$ 35 

u5 US$ 80 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

user randomly divides each of her/his record’s values into several parts and keeps
one part for her/him and sends each of the remaining parts to each of remaining
users. When all the transactions are completed, the users submit the individ-
ual sum of numbers they poses to the servers. Based on the individual sums,
the server then computes the average corresponds to each field of the record.
However, their approach has several major limitations. First, their system is not
scalable well in case of large number of users. As for example, if there are n users
and each user’s feedback record contains two values then their system needs a
transmission of n(n− 1) values among the users. Second, there is no considera-
tion about protection of data during transmission in their system. As a result,
there is no way to protect data from third party access and modification. Third,
their system is highly vulnerable in presence of dishonest users. If there are some
dishonest users in the system, they can easily modify the data send to them. As
a result, the feedback system will produce wrong output.

In this paper, we provide a framework that can overcome the problems of [2].
Our agent-based computation framework can significantly improve the overall
accuracy and computation performance.

The remainder of this paper is organized as follows. Section 2 provides a brief
review of related works. In section 3, we detail the computation framework of
our proposed approach. Section 4 presents the experimental results. Finally, we
conclude and sketch future research directions in Section 5.

2 Related Works

2.1 Privacy Preserving Techniques

In recent years, development of privacy preserving techniques for data mining
and location based services attracted great attention among the researchers. As
a result, many techniques have been developed for preserving privacy for data
mining and location-based services. In the works presented in [5–9] authors pro-
pose new techniques based on the randomization approach in order to protect
privacy of data. The work in [5] is based on the fact that the probability dis-
tribution is sufficient in order to construct data mining models as classifiers.
Here, the authors show that the data distribution can be reconstructed with an
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iterative algorithm. Authors in[6, 7] introduce methods to build a Naive Bayesian
classifier over perturbed data. The works in [8, 9] consider users’ privacy while
mining association rules. The main consideration of [8] is to maximize the pri-
vacy of the users and to maintain a high accuracy in the results obtained with
the association rule mining. In [9], authors present a privacy preserving frame-
work for mining association rules from randomized data. They propose a class
of randomization operators those are more effective than uniform distribution
and a data mining approach to recover itemset supports from distorted data.

Sweeney [10] propose the concepts of k-anonymity to preserve privacy of data.
In this approach, the author utilizes the concepts of suppression and general-
ization of some of the data values. However, k-anonymity is not well suited for
protecting data privacy due to homogeneous attack and background knowledge
attack. To overcome the limitations of k-anonymity, the concept of l-diversity
was developed [11]. The main aim of l-diversity is to maintain the diversity of
sensitive attributes. In particular, the main idea of this method is that every
group of individuals that can be isolated by an attacker should contain at least
l well-represented values for a sensitive attribute. Unfortunately, l-diversity is
insufficient to protect privacy if overall distribution of data is skewed. In such a
situation, the attacker can know the global distribution of the attributes and use
it to infer the value of sensitive attributes. To handle such a situation, Li et al.
[12] introduce the concept of t-closeness. This technique requires that the distri-
bution of a sensitive attribute in any equivalence class is close to the distribution
of the attribute in the overall table. The distance between the two distributions
should be no more than a threshold t.

Yarovoy et al. [13] study problem of k-anonymization of moving object datab-
ases for the purpose of protecting privacy while publishing the database. In this
work, authors propose two approaches that generate anonymity groups satisfying
the novel notion of k-anonymity. These approaches are known as Extreme Union
and Symmetric Anonymization. In [14], Terrovitis et al. suggest a suppression-
based algorithm to protect privacy while publication of trajectories. This work
is based on the assumption that different attackers know different and disjoint
portions of the trajectories and the data publisher knows the attacker’s knowl-
edge. So, the proposed solution considers all the dangerous observations in the
database and suppress them all.

2.2 Feedback Systems

Due to the rapid growth of Internet technologies, there are many well known
e-commerce companies such as Amazon[15], eBay [16], Olex [17], Agoda [18],
TripAdvisor [19], Expedia [20], Rakuten [21], Elance [22] those sell their prod-
ucts and services via Internet. Besides the e-commerce companies, agencies, gov-
ernment organizations, non government organizations provide different types of
services via Internet. Most of these companies, agencies and organizations collect
feedbacks from the customers / users to improve the quality of their services.
Main problem in collecting feedbacks by these companies, agencies or organiza-
tions is that customers / users need to disclose their identities while providing



Agent-Based Privacy Aware Feedback System 729

Users ID f1 f2         
  
 u1 10 5         
  
 u2 15 3         
  
 u3 22 4         
  
 u4 36 1         
  
 u5 11 4         
  
 u6 13 3         
  
 u7 20 2         
  
 u8 18 2         
  
 u9 40 3         
  
 u10 30 5         

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Users’ feedback information

feedbacks. However, there are many situations where discloser of users’ iden-
tities can create problems for the users. As for example, if an employee of an
organization provides negative feedbacks about the organization, the authority
may create financial and social problems for that employee. The same situation
is true for almost all companies, organizations and agencies of the developing
countries. Here comes the need to develop a framework where customers / users
can provide their feedbacks in such a way that it is not necessary to disclose
their identities while providing the feedbacks. The main focus of this paper is to
develop such a framework.

2.3 Privacy Preserving Feedback Systems

Although privacy of individual’s is an important issue in any computation, till
now there is very little consideration about preserving individual’s privacy in
feedback systems. As for the privacy issue, authors in [23] introduce a visual-
ization technique known as Conversation V otes to create new backchannels in
conversation and augment collocated interaction. In this paper, authors expand
the idea of a social mirror to incorporate direct user feedback in the form of
anonymous voting. MyExperience [24] is a feedback system that captures both
objective and subjective in situ data on mobile computing activities. To preserve
the privacy of individual’s, MyExperience uses strong cryptographic hashing,
SHA-1, to map personal information. Hashem et al. [2] propose a theoretical
framework for privacy preserving feedbacks collection. However, their system
is not robust if there are some dishonest users in the system. In addition, the
system is not scale well in case of large number of users.
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Users ID Division of f1 Division of f2 
f11 f12 f13 f14 f15 f21 f22 f23 f24 f25

  
 u1 3 8 -3 4 -2 1 2 -1 3 0 
  
 u2 3 5 2 4 1 5 0 -2 1 -1 
  
 u3 2 -4 6 7 1 1 2 -2 3 -1 
  
 u4 7 13 5 -3 14 2 3 -2 -1 1 
  
 u5 4 1 2 3 1 6 -4 1 2 -1 
  
 u6 2 1 5 3 2 2 -3 0 3 1 
  
 u7 8 -3 10 3 2 1 3 -4 -2 4 
  
 u8 5 3 -3 8 5 4 7 -8 0 -1 
  
 u9 10 10 -5 15 10 9 4 -7 -4 1 
  
 u10 10 2 3 8 7 1 3 -4 6 -1 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Division of data values of Figure 1

Our agent-based computation framework of this paper can provide accurate
feedbacks even in presence of dishonest users. In addition, our system can protect
data from third party access and modification. Moreover, due to proper paral-
lelism, the computation time of the propose algorithm is almost independent to
the number of users while obtaining feedbacks.

3 Secure Parallel Computation of Feedbacks

We assume that there arem users involve in the system. Let u1, u2, · · · , um be the
users. Each user provides his feedbacks on features f1, f2, · · · , fk. To preserve
the privacy of individual’s, instead of publishing the exact feedbacks of each
user, we have to publish the feedback results in such a way that the feedbacks
information will be accurate while privacy of individual’s is preserved. Figure 1
shows the information of ten users. Instead of publishing the information of
Figure 1, we utilize a framework to publish aggregated information that will
preserve individual’s privacy.

3.1 Agent-Based Parallel Computation

We assume there is a coordinator who is responsible for calculating the feedbacks
by divide-and-conquer strategy. The coordinator first asks each user within the
system to divide each of its data values into s parts in such a way that the sum
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Fig. 3. Example of divide-and-conquer computation

of s parts is equal to the data value. Each user then randomly divides each of
its data values into s different parts. As for example, each data value of Figure 1
has been divided into five parts as shown in Figure 2. Based on the number of
users involve in feedbacks computation, the coordinator then creates a number
of groups and assign s agents to each group. In general, if there are more users
in the system more groups are created. For example, the users of Figure 1 has
been divided into two groups and there are five agents for each group as shown
in Figure 3. Later, the coordinator assigns an unique identifier known as token
for each agent within a group. It then sends the agents to the users of the groups.
Upon arrival of an agent to an user in a group, the agent asks for data values. The
user then sends one part of each data value to the agent. The agent then goes to
the next user of the group and ask the user for data values. The user also sends
one part of each data value to the agent. At this moment, the agent adds the new
values with the values already in the agent. After completing the traversal of all
users within the group, the agent contains “local sum” in its data structure and
goes back to the coordinator. For each token, the coordinator first computes the
“global sum” considering the “local sum” of the groups. Based on the “global
sum”, the coordinator then computes the average of the users’ feedbacks. During
the process, agents are used to preserve privacy of users’ data. Note that all the
groups’ computations are performed simultaneously. Now, consider the secure
computation of feedbacks from users of Figure 1. For each group, the coordinator
computes “local sum” with s = 5 having five tokens T 1, T 2, T 3, T 4, and T 5.

For each group, the coordinator creates five agents and assign a separate token
to each agent of the group. Each agent has an “array data structure” to keep
parts of data values. Initially the array contains 0 in each of its index. Each
agent travels the users in a circular way pre-defined by the coordinator. Figure 4
shows the computation process in group 1 with token T 1. When an agent arrives
at an user of a group, it asks for a part of each of data values from the user. The
user then push a part of each data value to the agent. The agent then adds the
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Fig. 4. Computation in group one with token T1

values with the values already in the array. The agent then moves to the next
user and performs same tasks. Note that during this process, the user cannot
see the contents of the array of the agent.

In the example of Figure 4, it is observed that agent with token T 1 visits the
users in the order (u1− > u2− > u3− > u4− > u5). From Figure 4, we can see
that u1 pushes (f11, f21) = (3, 1) to the agent. The agent then adds these values
with the contents of the array. Next, the agent goes to user u2. User u2 then
pushes (f11, f21) = (3, 5) to the agent. Here, the contents of the array updates
as ((3 + 3) = 6) and ((1 + 5) = 6). The agent then traverse to users u3, u4 and
u5 in a sequential order as defined by the coordinator. During the traversal of
any user, the agent performs the same tasks like u1 and u2. After visiting all the
users in the group, agent with token T 1 contains (f1, f2) = (19, 15) in its array
and returns back to the coordinator.

Figure 5 shows similar computation in the group 1 of with token T 2. Here, in
order to minimize idle time, the traversal order of the agent is different. It starts
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Fig. 5. Computation in group one with token T2

its traversal from user u2 and follows the order (u2− > u3− > u4− > u5− > u1).
After the computation, the agent contains (f1, f2) = (23, 3) in its array and goes
to the coordinator and reports the results. The agents with tokens T 3, T 4, and T 5
perform similar computations with traversal order (u3− > u4− > u5− > u1− >
u2), (u4− > u5− > u1− > u2− > u3), and (u5− > u1− > u2− > u3− > u4)
and reports results (f1, f2) = (12, -7), (f1, f2) = (15, 8), and (f1, f2) = (15, -2),
respectively to the coordinator.

During these processes, “local sum” in group 2 is computed simultaneously.
After the agent-based computation in two groups, the coordinator first computes
the “global sum” for each token. Then, the agents return the average values to
the coordinator. Finally, the coordinator performs addition operation among the
average values received from the agents to obtain the final feedback results in
aggregated form. Figure 6 shows the final computation at the coordinator.

From the example of Figure 6, we get average values (6.4, 3.2), (3.6, 1.7), (2.2,
-3.0), (5.2, 1.1), and (4.1, 0,2) for tokens T 1, T 2, T 3, T 4, and T 5, respectively.
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Fig. 6. Merge process at the coordinator

After adding these values, we obtain (21.5, 3.2) as final feedbacks in aggregated
form. Note that the obtained results in our system is same as the the results ob-
tained by averaging the values of each attribute of Figure 1 separately. However,
in our system there is no discloser of users’ feedbacks information.

Note that our system is well scalable in case of large number of users. This is
because we have divided users in groups and computation in groups are carried
out in parallel that minimizes the time of computation. More over our system
protects data from third party access and modification. This due to the fact in
our approach we utilize an agent-based computation and our agents can commu-
nicate using TLS/SSL that provides strong security while agents moves from one
user to another user. In addition, our system is well secure from the modification
of feedback information by dishonest users. This is because in our system, we do
not need to send parts of data values of an user to other users.
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3.2 Expansion of the System

We can easily expand our feedback system to collect feedbacks of different
companies, agencies and organizations. To do this, we just need to add a super-
coordinator. There will be a coordinator for each company / agency / organi-
zation. Each coordinator will perform same tasks as describe in subsection 3.1
to obtain feedback record in aggregated form. The coordinator of each com-
pany / agency / organization then sends the feedback record to the super-
coordinator. Note that each coordinator sends only one feedback record to the
super-coordinator. Super-coordinator stores all received feedback records in a
table. The super-coordinator can then issue different types of queries such as
SQL queries, top-k queries, skyline queries in the table to perform comparative
analysis among the companies / agencies / organizations.

4 Experiments

We have implemented our proposed privacy aware feedback system using Java
Agent Development Framework. We have performed the experiment in a sim-
ulation environment of a PC running on windows OS having an Intel(R) Core
i7, 1.73 GHz CPU, and 4 GB main memory. Due to the lack of real data, we
evaluate our proposed algorithm using synthetic datasets only.

We first evaluate the effect of data parts s. Figure 7 shows the results when
we consider two (2D), three (3D), four (4D), and five (5D) features while dis-
tributing 40000 users among twenty groups and each group contains around two
thousand users. We observe that with the increases of s, there is very slight in-
crease in computation time. This is because during the computation process each
agent in a group follows a different execution order that increase parallelism in
computation. In addition, the computation among the groups are also performed
in parallel. We can also observed that computation time gradually increases if
the number of features increases.

In the next experiment, we evaluate the effect of the number of users involve
in the system. In this experiment, we considered 20000, 40000, 60000, 80000, and
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100000 users. Same as the previous experiment, users were distributed among
twenty groups. In case of 20000 users, each group contains around 1000 users.
Similarly, for 20000, 40000, 60000, 80000, and 100000 users, each group contains
around 2000, 3000, 4000, and 5000 users. In this experiment, we set s to 10.
Figure 8 shows the results. In this experiment, it is observed that in case of fixed
number of groups, response time increases with the increase of the number of
users. Also, note that there is an increase of response time with the increase in
the number of features.

Finally, we conduct the experiment to examine the effects while number of
users and number of groups both increases. In this experiment, we distribute
20000, 40000, 60000, 80000, 100000 users among 5, 10, 15, 20, 25 groups, respec-
tively. In this experiment, we set s to 10 and examine 2D, 3D, 4D, and 5D cases.
Figure 9 shows the results. From the results, we can find that in case of more
users, if we create more groups, there is almost no performance degradation.

5 Conclusion

With the rapid growth of network infrastructure, collecting feedbacks form the
users via Internet are becoming popular. In privacy aware environment, users
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do not want to disclose their identities due to several factors. Therefore, we
proposed an agent-based algorithm for computing feedbacks in a parallel manner
from the users. The proposed algorithm can efficiently collect users’ feedback
while preserving individual’s privacy. Experimental results demonstrate that the
proposed algorithm for feedbacks collection is scalable enough to handle large
number of users. The proposed approach can easily expandable to collect and
analyze feedbacks for different industries /organizations / agencies.

In this work, we performed different analysis on synthetic data. In future, we
aim to show the applicability of our approach in real environment.
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