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Abstract Nowadays, there is an increasing demand for underwater intervention
systems around theworld in several application domains. The commercially available
systems are far from what is demanded in many aspects, justifying the need of more
autonomous, cheap and easy-to-use solutions for underwater intervention missions.
The chapter begins making a review of the most important research projects that
have been able to demonstrate some results in sea conditions. Then, the expertise
and know-how developed in the context of our research group in the last years is
presented. Maybe, one of the main achieved results, from the methodological point
of view, is a three-layer general system architecture based on the Robot Operating
System (ROS), which allows an underwater vehicle to perform intervention missions
with a high degree of autonomy, independently of the targeted scenario. Moreover,
the use of an underwater simulator as a 3D simulation tool for benchmarking and
Human Robot Interaction (HRI) is also discussed. In summary, a methodology has
been developed for experimental validation, independently of the specific underwater
intervention problem to solve. It consists on the use of the simulator, as a prior step
before moving to any of the testbeds used for experimental validation. The reliability
and feasibility of this methodology has been demonstrated for intervention missions
in sea trial conditions.
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1 Introduction

The need for intervention in underwater environments is significantly increasing in
the last years. A large number of applications in marine environments need inter-
vention capabilities. Potential areas include maintenance interventions in permanent
observatories and offshore scenarios, and search and recovery for collecting objects
of interest for different application domains like biology, geology, fishery, or marine
rescue just to name a few.

Nowadays, these kind of tasks are usually solved with “work class” ROVs (i.e.
Remote Operated Vehicles) that are launched from support vessels, and remotely
operated by expert pilots through an umbilical communications cable and complex
control interfaces. These solutions present several drawbacks. Firstly, ROVs are nor-
mally large and heavy vehicles that need significant logistics for its transportation and
handling. Secondly, the complex user interfaces and control methods require skilled
pilots for their use. These two facts significantly increase the cost of the applications.
Moreover, the need of an umbilical cable introduces additional problems of control,
or range limitation. Finally, the fatigue and high stress that users of remotely operated
systems normally suffer supposes another serious drawback.

All the pointed questions justify the need of more autonomous, cheap and easy-
to-use solutions for underwater intervention missions. With this aim, looking for
higher autonomy levels in underwater intervention missions, a new concept, named
“Autonomous Underwater Vehicles for Intervention” (I-AUV hereinafter), was born
during the 90s. It isworthmentioning that this is a verynew technology and, according
to Gilmour et al. [18]: “Long-term AUV vision the technology for light intervention
systems is still immature, but very promising. I-AUVs are currently in level 3 out
of 9 (9 meaning routinely used) of the development cycle necessary to adopt this
technology in the oil and gas industry, being expected to achieve up to level 7 by the
end of 2018”.

However the progress becomes slow for this new technology. In fact, only very
few I-AUV prototypes have been tested till date in real underwater scenarios. Among
the reasons would be: complexities on required mechatronics (e.g. the vehicle, hand-
arm, all kind of sensors, etc.); very hard communication problems; intelligent control
architectures needed; letting apart the hostile environment inherent to underwater
(e.g. poor visibility, currents, increasing pressure with depth, etc.).

After the pioneering works during the 90s (OTTER [51], ODIN [8] and UNION
[40]), significant advances in this direction arrived during the last decade, when the
first simple autonomous operations at sea were demonstrated. A dexterous subsea
robot hand incorporating force and slip contact sensing, using fluid-filled tentacles
for fingers, was developed in the mid 90s in the context of the AMADEUS project
(AdvancedMAnipulator forDEepUnderwater Sampling) [21]. Fixed basemanipula-
tion (opening/closing a valve) was demonstrated in ALIVE [14]. Free-floating object
manipulation was demonstrated in SAUVIM [25] and object search and recovery
was demonstrated in TRIDENT [47]. In summary, to the best of author’s knowl-
edge, only recent projects like SWIMMER [13], ALIVE, SAUVIM, RAUVI [45],
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and TRIDENT have been able to demonstrate its performance in sea trials. It is
noticeable that currently the only ongoing European project trying to demonstrate
sea trials performance is the PANDORA project [17]. A summary of the most rel-
evant international finished projects related to underwater intervention is given in
Table1.

Bearing in mind the aforementioned context, a three-year Spanish Coordinated
Project, named TRITON (Multisensory Based Underwater Intervention through
Cooperative Marine Robots) was launched in 2012. The TRITON marine robotics
research project is focused on the development of autonomous intervention tech-
nologies really close to the real needs of the final user and, as such, it can facilitate
the potential technological transfer of its results. This research project includes three
sub-projects:

• COMAROB: “Cooperative Robotics”, under responsibility of Universitat de
Girona (UdG)

• VISUAL2: “Multisensorial Perception”, under responsibility of Universitat de les
Illes Baleares (UIB)

• GRASPER: “Autonomous Manipulation”, under responsibility of Universitat
Jaume-I (UJI)

Theproject proposes two scenarios as a proof of concept to demonstrate the developed
capabilities: (1) the search and recovery of an object of interest (e.g. a “black-box
mockup” of a crashed airplane), and (2) the intervention on an underwater panel in
a permanent observatory. In the area of search and recovery, previous projects like
SAUVIM, RAUVI and more recently TRIDENT, have become milestone projects,
progressively decreasing the operational costs and increasing the degree of auton-
omy. With respect to the intervention on an underwater panel, the ALIVE project
demonstrated the capability of an underwater vehicle to dock autonomously with a
ROV-friendly panel by using hydraulic grabs. Nevertheless, unlike in TRITON, a
very simple automata-based manipulation strategy was used to open/close a valve.
Finally, it is worth mentioning that currently only PANDORA has some similarities
with TRITON, where a learning solution for autonomous robot valve turning, using
Extended Kalman Filtering and Fuzzy Logic to learn manipulation trajectories via
kinaesthetic teaching was recently proposed [1, 6].

The work presented in this chapter is mainly concerning GRASPER, focusing on
one of its recent achievements: endowing an I-AUV with the ability to manipulate
an underwater observatory panel in an autonomous way.

Moreover, the use of an underwater simulator as a 3D simulation tool for bench-
marking and Human Robot Interaction (HRI) is also presented. Several definitions
of the term benchmark have been proposed in the literature. In this chapter, the one
stated in [11] is taken, in the sense that a benchmark adds numerical evaluation
of results (performance metrics) as a key element. Moreover, the main aspects are
repeatability, independency, and unambiguity. This objective, numerical evaluation
(also known as performance metrics), will allow a fair comparison of algorithms
from different origins.
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Table 1 Summary of the most relevant international finished projects related to underwater
intervention

Concept Result Description

T
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ID

E
N
T

20
10

/1
3

TRIDENT was a EU funded project that 
proposed a methodology for multipurpose 
underwater intervention tasks using an I-
AUV endowed with a dexterous manipulator 
and a 3-fingered hand. The intervention was 
based on two phases: Survey and 
Intervention. Final tests were demonstrated in 

a harbour environment in an uncoupled way: 1) The capability of both vehicles working in 
tandem during mapping and 2) the capability of the I-AUV to intervene over the target.E

U

SA
U
V
IM 19

97
-
20

09

SAUVIM is a project funded by the Office of 
Naval Research and carried out at the 
Autonomous System Laboratory of the 
University of Hawaii. It is conceived as an 
AUV with accurate navigation and station 
keeping capabilities to allow for the recovery 
of seafloor objects. In particular, SAUVIM is 
supposed to use its passive arm to localize 

itself with respect to the object of interest and use its 7 DOF electro-mechanical arm to carry out 
an intervention. SAUVIM was initially designed to recover test missiles from the seabed for the 
Pacific Missile test Centre in Hawaii.
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/4

The ALIVE vehicle is equipped with docking 
and 7 DOF manipulation arms to complete 
valve override and hot stab connections. It 
can also be used for the deployment and 
recovery of acoustic or seismic beacons at 
sea-bottom. During the final demo of the 

project, ALIVE proved its capability to autonomously navigate, dock and operate on an 
underwater panel similar to those of the oil industry.
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99

-2
00

1

A hybrid AUV/ROV intervention system 
provides an efficient way to ensure permanent 
Inspection, Maintenance, and Reparation 
operations over deep-water oil production 
facilities. A ROV umbilical is integrated 
between the surface facility and the subsea 
site. The SWIMMER AUV transports the 

ROV to the subsea site and connects the ROV to the umbilical at the subsea location where it can 
be normally operated from the surface.
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AMADEUS phase I (left) represents the first 
attempt in developing a dexterous gripper 
suitable for underwater applications. The 3-
fingered gripper was hydraulically actuated 
and coordinately controlled by mimicking, 
within each finger, the motions of an artificial 

elephant trunk. AMADEUS phase II (right) instead studied the coordinated control of two 
underwater 7 DOF electro-mechanical arms. Each arm is equipped with an underwater JR3 
force/torque wrist sensor. 
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The main goal of the Union Esprit Basic 
Research Action was to develop methods for 
increasing the autonomy and intelligence of 
Underwater Remotely Operated Vehicles 
(ROVs). The project focused mainly on the 
development of coordinated control and 
sensing strategies for combined manipulator 

and vehicle systems. At the end, only experimental validation within simulation conditions was 
provided.

E
U
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According to our methodology, we always test the algorithms first in simulation
an then in real conditions, with increasing degree of complexity: water tank, pool,
harbour, shallow water, etc. The obtained results are related to simulations and also
to water tank conditions, while we are currently working on the challenge of testing
the manipulation capabilities in the sea.

2 Underwater Intervention Mission Planning

For better understanding of the required mission planning issues, the specific context
of TRITON (2012–15) project will be used. The main goal of TRITON is the use of
autonomous vehicles for the execution of complex underwater intervention tasks. The
project is focused on the use of several vehicles (an ASC, Autonomous Surface Craft,
and an I-AUV) running in a coordinated manner during the execution of a mission,
and on the improvement of the manipulation capabilities required for intervention
(i.e. opening/closing a valve, plugging/unplugging a connector, etc.).

The mission scenario that we are currently working on (the panel intervention in
the context of underwater observatories), to be developed autonomously, is structured
in 5 phases (see Fig. 1):

Fig. 1 Underwater panel intervention scenario considered in TRITON project. The mission is
structured in 5 phases: Dive, Transit, Approach, Docking and Intervention
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1. DIVE: Both vehicles are sequentially deployed from the support boat. Then,
the I-AUV dives a few meters until establishing an acoustic communication link
with the surface vehicle. Next, the I-AUV descends to the bottom, while the
ASC describes circles on the surface to better localize and geo-reference the
underwater robot. At the bottom, the I-AUV performs station keeping while being
geo-referenced by the ASC, which forwards an absolute position fix.

2. TRANSIT: The vehicle uses cooperative navigation with the surface AUV until
reaching the acoustic area of coverage of the panel-mounted transponder. Then,
the vehicle uses a transceiver to interrogate the transponder mounted on the per-
manent observatory. Using its dead reckoning navigation system combined with
range only navigation techniques, the vehicle estimates the position of the obser-
vatory and transits towards it.

3. APPROACH: When the vehicle reaches the surroundings of the observatory,
establishes visual contact, identifying the AUV-friendly intervention panel where
it should dock. To achieve the robust accurate navigation requirements needed
for docking, the vehicle switches to real-time vision based navigation relative to
the panel.

4. DOCKING: Real time vision based localization techniques will be used to visu-
ally guide the vehicle during the docking. Three non-actuated mechanical bars
will be used for docking to the panel using passive accommodation techniques.
When the I-AUV docks, it becomes rigidly attached to the panel.

5. INTERVENTION: Once the vehicle is rigidly attached to the panel, the manipu-
lation operation takes place. As proof of concept, two demonstrative applications
have been designedwith increasing complexity: (1) Opening/Closing a valve, and
(2) Plugging/Unplugging a connector.

2.1 The System Architecture

Concerning the implemented architecture required for the current intervention sys-
tem, the high level structure can be observed in Fig. 2. Obviously, general mission
planning considerations are out of the scope of this work and, in the following, only
“grasping and manipulation” aspects will be taken into account. In the figure, the
realmechatronics used in the TRITONproject are represented: theGirona500 I-AUV
[39], equipped with the Light-Weight ARM5E 4 DOF underwater robotic arm [15],
and the SPARUS AUV [24], used as surface vehicle in the mission.

The whole I-AUV control architecture is composed of two initially independent
architectures: the underwater vehicle and the manipulator architectures. Concern-
ing the manipulator architecture, the reactive actions are performed in the low-level
control layer that communicates with the real or simulated I-AUV via an abstraction
interface. The control layer also includes control strategies like station keeping or free
floating to help in the manipulation actions. The station keeping approach allows to
keep the position and orientation of the vehicle to facilitate the intervention. A com-
bination of vision and inertial measurement systems are used to achieve this purpose.
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Fig. 2 Generic mission planning architecture for the intervention system

With this approach, it is possible to use the arm degrees of freedom to perform the
desired manipulation [36]. The free floating approach uses all the available degrees
of freedom, both from the vehicle and the arm, to increase the total amount of space
configurations for a required task. In the TRIDENT project, a strategy based on the
prioritization of tasks of equality and inequality type, once combined with Dynamic
Programming techniques, was used for coordinately controlling the motion of the
I-AUV [7]. In [49], real intervention experiments in sea conditions are described,
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in which task priorities and a dynamic programming based approach is used for
underwater floating manipulation.

At a higher level, the whole mission is supervised at a high level by a Mission
Control System (MCS), implemented using the Petri net formalism [36].

The Robot Operating System (ROS) [38], is used to integrate the heterogeneous
computing hardware and software of all the system components, to allow for easy
integration of additional mission-specific components, and to record all sensor input
in a suitable playback format for simulation purposes.

The mission control system is the part of the control architecture in charge of
defining the task execution flow to fulfill a mission. Each task can be executed by
means of some manipulator action. The mission programmer must define how these
actions/primitives are executed to fulfill each task and how the tasks are combined
to fulfill the whole mission. The MCS was developed as generic as possible and
it allows for an easily tailoring to different control architectures (refer to [36] for
further details).

2.2 Planning Grasping and Manipulation
for Intervention Missions

Planning a grasp is generally known to be a difficult problem due to the large search
space resulting from all possible hand configurations, grasp types and object prop-
erties that occur in regular environments. The dominant approach to this problem
has been the model-based paradigm, in which the object shape, contacts, and forces
are modelled according to physical laws. Then, the research has been focused on
grasp analysis (the study of the physical properties of a given grasp) and grasps
synthesis (the computation of grasps that meet certain desirable properties) [48].
Unfortunately, these approaches have failed to deliver practical implementations,
mainly because they rely on assumptions that are difficult to satisfy in complex and
uncertain environments.

The current trend is to incorporate sensor information for grasp planning and
synthesis, such as vision [9, 10, 19, 30, 46] or range sensors [41]. In this line, sev-
eral approaches have also adopted machine learning techniques to determine the
relevant features that indicate a successful grasp [10, 20, 29, 44]. Others make use
human demonstrations for learning grasp tasks [12]. Most of these approaches com-
monly consider grasps as a fixed number of contact locations with no regard to hand
geometry [4, 48]. Some recent work includes kinematics constraints of the hand in
order to prune the search space [5, 27, 28]. Alternatively, the so-called knowledge-
based approach tries to simplify the grasp planning problem by reasoning on a more
symbolic level. Objects are often described using shape primitives [22, 50], grasp
prototypes are defined in terms of purposeful hand preshapes [27, 28], and the plan-
ning and selection of grasps is made according to programmed decision rules [3].
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Recently, the knowledge-based approachhas been combinedwith vision-force-tactile
feedback and task-related features that improve the robot performance in real sce-
narios [35].

Regarding autonomous manipulation in underwater environments, very few
research has been carried out. So, the first fully autonomous intervention at sea,
was demonstrated by the ALIVE project, where a hovering capable AUV was able
to home to a subsea intervention panel using an imaging sonar, and then, docking
into it with hydraulic grasps using visual feedback. Once attached to the panel, a
very simple manipulation strategy (fixed base manipulation) was used to open/close
a valve. First object manipulation from a floating vehicle (I-AUV) was achieved
in 2009 within SAUVIM project. It was demonstrated the capability of searching
for an object whose position was roughly known a priori. The object was endowed
with artificial landmarks and the robot autonomously located it and hooked it with a
recovery device while hovering.

Recently, the first multipurpose object search and recovery strategy was demon-
strated in the TRIDENT project in 2012. First, the object was searched using a
down-looking camera and photo-mosaicing techniques. Next, it was demonstrated
how to autonomously “hook” the object in a water tank [36]. The experiment was
repeated in a harbour environment using a 4 DOF arm [33] and later with a 7 DOF
arm endowed with a 3 fingered hand [43, 47].

In summary, grasping and manipulation remain open research problems, and this
situation becomes drastically worst in underwater scenarios. In the shallow water
context, new complexities arise increasing the difficulty to control grasping and
manipulation actions with agility capabilities. Under these very hostile conditions,
only a few robot systems are endowed with semi-autonomous manipulation capabil-
ities, mainly focused in specialized operations requiring an environment reasonably
structured, like those devoted to the offshore industries.

For further bibliography related to the motion control of I-AUVs and its manip-
ulation systems, refer to [2], that addresses the main control aspects in underwater
manipulation tasks; and [26], which provides an extensive tract on sensory-based
autonomous manipulation for intervention tasks in unstructured environments.

3 UWSim: A 3D Simulation Tool for Benchmarking
and HRI

UWSim1 [34] is a software tool for visualization and simulationof underwater robotic
missions (see Fig. 3). The software is able to visualize underwater virtual scenarios
that can be configured using standard modeling software and can be connected to
external control programsbyusing theRobot Operating System (ROS) [38] interfaces.
UWSim is currently used in different ongoing projects funded by European Com-
mission (MORPH [16] and PANDORA [17]) in order to perform HIL (Hardware

1Available on-line: http://www.irs.uji.es/uwsim.

http://www.irs.uji.es/uwsim
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Fig. 3 UWSim simulator, displaying the underwater panel intervention mission scenario proposed
in TRITON and executing a vision benchmark. The I-AUV is docked to the observatory underwater
panel structure and is ready to perform the intervention: open/close a valve

in the Loop) experiments and to reproduce real missions from the captured logs.
UWSim is not only useful for software validation, but also for defining benchmark-
ing mechanisms inside the simulator, so that control and vision algorithms can be
easily compared in common scenarios. UWSim is also used as a Graphical User
Interface (GUI) providing the necessary Human Robot Interaction (HRI) that is
required to specify a task.

3.1 The Benchmarking Module for UWSim

A benchmarkingmodule is available to be usedwith UWSim [37]. Like UWSim, this
module uses ROS to interface with external software with which it can interact. The
ROS interface allows the external program to be evaluated and can communicate both
with the simulator (it can send commands to carry out a task) and the benchmarking
module (it can send the results or data necessary to be evaluated).

Benchmarks are defined in XML (eXtensible Markup Language) files. Each file
will define which measures are going to be used and how they will be evaluated.
This allows the creation of standard benchmarks defined in a document to evaluate
different aspects of underwater robotic algorithms, being able to compare algorithms
from different origins. Each of these benchmarks will be associated with one or more
UWSim scene configuration files, being the results of the benchmark dependent on
the predefined scene. The whole process is depicted in Fig. 4. Detailed information
on how to setup and execute a benchmark in UWSim can be found in our previous
work [37].
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Fig. 4 Benchmarking module flow diagram: a benchmark configuration is loaded into the bench-
mark module, and a scene is loaded into the simulator. Then, the benchmark module produces some
results that can be logged for posterior analysis

3.2 A User Interface for UWSim to Provide HRI

Traditionally, Remotely Operated Vehicles (ROVs), which are commercially avail-
able to develop all kind of intervention missions, are teleoperated by an expert user
by means of a specific Graphical User Interface (GUI) (thus providing the necessary
Human Robot Interaction, HRI) thanks to the tethered cablewhich connects the robot
to the oceanographic vessel. The main drawback of this kind of systems, apart from
the necessary expertise degree of the pilots, concerns the cognitive fatigue inherent
to the master-slave control architectures. The evolution of this kind of robots (ROVs)
are the Intervention Autonomous Underwater Vehicles (I-AUVs). These robots can
perform some tasks autonomously, but the presence of the operator in the program-
ming phase, is still required. Most of the GUI used in these robots use their own
programming language, and the GUIs tend to be more complex, with lots of win-
dows displaying information. So, this kind of GUIs are very suitable for expert users,
but are very difficult to use for non-expert users.

From our previous work and the know-how developed in the context of the afore-
mentioned RAUVI and TRIDENT projects, a GUI is being developed by following a
twofold strategy: (1) to guarantee the “intelligence” of the system and a good system
performance, including the user in the control loop, and (2), not to require the user
intervention in a continuous way like in ROV’s, just when it is strictly necessary.
Despite the fact that we assume that the user has a minimum level of abilities related
to the mission to be carried out and the robot to be used, the GUI is oriented to
non-expert users. In order to include full 3D support at all the stages of the mission,
the GUI is being integrated with the UWSim simulator. This will allow us to perform
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realistic simulations and take advantages of visual aspects like 3D representation,
Virtual andAugmented Reality (VR andAR), and general good system performance.
In order to integrate the GUI in the whole project architecture, ROS is being used as
a middleware.

The GUI will adapt the design and the information to show to the user, depending
on the intervention to perform.Thus,when the user selects a “panel intervention” type
of mission, the scenario configuration and the intervention panel CAD/VRML2 files
are loaded. Then, the userwill be able to navigate through the scenario, looking for the
target, and will get all the panel details and will select the predefined actions: plug-in
a cable or valve operation. Nevertheless, some modification over these predefined
actions could be done by using a specific menu.

Once the intervention is defined, it can be tested in the simulator or can be down-
loaded to the robot through the ROS communication module. In Fig. 5, the GUI
integrated with UWSim (named QtUWSim) shows the panel to configure the scene
environment.

Moreover, a 3D interface with a VR and AR layer is being developed, focusing
on the human hand interaction (using a hand tracker device) and the vision (using
a Head-mounted Display, HMD), allowing the user to interact with the scene with
the support of interactive markers. An “interactive marker” is a marker that can be
applied to an object in a 3D scene and allows the user to interact with it. Depending

Fig. 5 QtUWSim graphical user interface showing the panel to configure the scene environment

2Computer Aided Design/Virtual Reality Modelling Software.
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Fig. 6 Oculus Rift VR
provides a full immersion
into the scene while the
LeapMotion device
facilitates the robot control
with natural gestures

on the type of interactive marker, the user can perform either translations or rotations
over the object, in one of the spatial axes. So, when the user selects the “grasp
specification 3D” option, the end effector of the I-AUV defined in an URDF3 file is
loaded into the 3D scene. This end effector, which will be surrounded by 6 interactive
markers (3 translational and 3 rotational), can be defined by a hand, a hook or a jaw.
The user moves these interactive markers to indicate the end effector position and
orientation to reach the target. These movements are currently done by the user with
the mouse/trackpad, but a ROS package is being developed in order to allow the
use of a hand tracker device. This will allow the user to interact with the GUI more
fluently and in a more natural way (see Fig. 6).

The use of a Head-mounted Display (HMD) benefits the user, evolving him/her
in a more realistic environment. One of the current development is to adapt this kind
of device in order to get the most benefit to the VR and AR layer. Furthermore, if the
HMDis endowedwith sensors, these could be used tomove the camera point-of-view,
adding more realism to the scene.

4 The Roadmap for Experimental Validation

Following the know-how generated through our recent projects (i.e. RAUVI, TRI-
DENT, TRITON), a methodology has been developed for experimental validation,
independently of the specific underwater intervention problem to solve.

As can be seen in Fig. 7, the four generic steps designed for the experimental
validation roadmap are defined (see red blocks), highlighting its instantiation for
two different underwater intervention missions: (1) the search and recovery problem

3Unified Robot Description Format.
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Fig. 7 Developedmethodology used to guarantee the success in the final sea trials of an intervention
system, independently of the available mechatronics and specific scenarios. On the top, the generic
approach is described, and two different instantiations are highlighted in the lower planes. Always
in increasing complexity, the starting point will be the simulation test (UWSim block); followed by
intervention trials, without the vehicle but with the real hand-arm mechatronics and sensors, under
water tank conditions (Water Tank block, UJI); after succeed here the complete system, including
now the vehicle, is tested in a pool (Pool block, UdG); finally, the sea trials will be carried out
(Harbour block)

(under RAUVI and TRIDENT projects) (see yellow blocks) and (2) manipulation on
a panel (under TRITON project) (see green blocks).

This methodology becomes very successful independently of the mechatronic
system and the testbed used for experimental validation. As can be observed in
Fig. 7 (red blocks), the idea is to start out with the performance test on the simulator
(UWSim block), where the mechatronics, sensors, and scenario have been modelled
in advance.

After succeeding in different current and visibility conditions, the next step will
be the intervention trial, without the vehicle but with the real hand-arm system and
sensors, and real devices to manipulate, on the water tank available in UJI (Water
Tank block). An iterative process will follow here, between simulation and real tests,
until complete succeed in the water tank conditions.

Later, the complete system integration, including now the vehicle, and real perfor-
mance will be carried out in the pool available at UdG (Pool block). This is the last
step before the sea trials (Harbour block). Obviously, the iterative process between
UWSim and real tests will be always running, looking for success.

5 Simulation Results

Byusing the aforementioned benchmarkingmodule for theUWSim simulator, we are
able to setup many configurable options. Algorithms can be tested to their limits, to
know under which conditions they can work, and which results can be obtained with
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them. This way, resources can be optimized to provide the best results in each situa-
tion. In the following sections, two different benchmarks for UWSim are explained,
followed by the experimental results. The first one is a visibility benchmark, where
a visual tracking algorithm is evaluated under different visibility conditions. The
second one, is a position error benchmark, where a pattern recognition algorithm
is evaluated to see if it can be used to estimate the end effector position of a robot
manipulator arm depending on the distance from the camera to the visual marker.

5.1 Benchmarking: Visibility Tracker

Below is an example of benchmarking done with UWSim. In this case, the goal is
to evaluate how the underwater fog affects a visual ESM tracking algorithm [23],
as done in our previous work with a black-box mockup [37]. Now, we will use the
TRITON scenario, that includes the underwater panel and the Girona500 I-AUV,
equipped with the Light-Weight ARM5E arm and a camera. We are considering now
that the vehicle has already done the docking to the panel, but despite this fact, we
are still interested in keeping track of it with the camera, as the intervention requires
to manipulate the valve and connector installed on the panel. Thus, with the aid
of this benchmark we will evaluate how the algorithm is able to keep track of the
intervention panel while visibility conditions change.

The configuration files for the scene and the benchmark are the same that were
used for the black-box recovery example mentioned before [37]. It includes measure
definitions needed to evaluate the performance of the tracking. Since the tracking
algorithm returns the position of a four-corner object, an “euclideanNorm” measure
is used, which measures the distance between the position returned by the tracking
software and the real position on the simulator.

This measure is divided in two parts to get more information. On one hand, the
distance between the actual corners with the ones that the tracking algorithm returns.
On the other hand, the real distance from the centroid of the simulated object to the
one calculated through vision.

For the final result, these two measurements are added, so that, the lower the
result, the smaller the object recognition error is. In addition to these measurements,
the scene updater “sceneFogUpdater” is configured varying the underwater scene
visibility through time.

Finally, some triggers have been set up to make the evaluation task easier. The
benchmark module will wait for a service call made by the tracking algorithm, and it
will end when there are no more “sceneFogUpdater” iterations. The measurements
will always be active, as it is taken as valid the last one received by the ROS “topic”
that the vision system sends is taken.

Once the simulator and the benchmark are configured, a service call must be
added in the tracking algorithm when it starts, and the estimated position of the box
must be sent to the benchmark module. As shown on Fig. 8, the tracking algorithm
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Fig. 8 Tracking algorithm (represented as a green line) screenshots for decreasing visibility in the
benchmark

is able to find the manipulation panel while the fog is increasing in the benchmark,
until finally it is completely lost when the visibility is very poor.

Once the benchmark is complete, the module stores the results in a file. These
results are stored in a text file in table format. This file can be processed later with any
statistical or graphical tool. For this case study, the results can be seen on Fig. 9. It can
be observed how the tracking software error is very small throughout the experiment,
less than 5 error pixels. When the fog level increases the value above 1.7, the error
of the tracking algorithm increases drastically.

As we can see on the graph, the benchmarking module offers results for every
measure, allowing the user to analyze the performance of the algorithm. In this case
we can see how corners information is completely lost at 1.65 fog factor, centroid
is still near the objective. So we can conclude that with fog factor bigger than 1.6 is
not precise enough to do manipulation although it almost know where the target is.

According to the results provided, the vision system is reliable for fog levels
below 1.6. Figure10 shows a comparison between this levels of fog on UWSim

Fig. 9 Tracking position
error for corners and centroid
with increasing fog
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Fig. 10 Comparison between fog levels 0 and 1.6 in the simulator’s camera

simulator screenshots. The fog level is a value ranging from 0 to infinity and defines
the visibility in the water depending on the distance. Visibility is a value between 0
and 1where 0 represents a perfect visibility of the object and 1 represents no visibility
at all. The visibility depends therefore on the water fog level and on the distance to
the object, as it is represented by the following formula:

visibility = 1 − e−(fog factor∗distance)2

In Fig. 11, different values have been used to plot the relationship between vis-
ibility and the distance to the object. As can be seen, visibility drastically worsens
with relatively small values of fog when the distance to the object increases. Under a
1.60 value of fog (represented in a cyan color line, which was the operating limit of
the tracking software in this experiment), there is virtually no visibility for a distance
greater than 1m.

Fig. 11 Visibility and
distance relation for different
fog levels
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Fig. 12 Visibility and fog
factor relation for a fixed
distance of 0.9m
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In Fig. 12, the distance to the object has been set to 0.9m, which is actually the
distance between the camera and the panel used in the benchmark, and it represents
the visibility with respect to the fog factor. The value of visibility for a fog factor of
1.6 is depicted with a horizontal line. Thus the tracking algorithm is able to find an
object when the degree of visibility is below 0.878, which is almost the same result
as the one obtained using the same tracker in a different environment in the previous
work [37].

5.2 Benchmarking: Position Error on End Effector Position

In this section, a position error benchmark, is defined to evaluate if a pattern recogni-
tion algorithm can be used to estimate the end effector position of a robotmanipulator
arm, compared to a kinematic solution, and thus, if the algorithm can be used for
manipulation purposes. The results of the experiment will allow choosing the best
way to estimate the end effector position when performing a manipulation.

The pattern recognition algorithm will estimate the position of a marker placed
on the gripper of the Light-Weight ARM5E robotic arm. Using this method, some
errors such as a bad initialization of the arm or miscalibration of the joints that affect
to the kinematics of the arm, can be avoided.

Themarker is detected using the ARToolkit library (a software library for building
Augmented Reality applications) that, among others, provides multiple methods for
detecting and localizing the position and orientation of a marker. In order to do this,
the arm moves in the camera field of view and the position error of the end effector
is measured by the two different proposed systems.
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The first approach, the direct kinematics, estimates the end effector position
numerically using the known joints transforms from the base of the arm to the end
effector. The advantage of this method is that it does not depend on the cameras, so
it’s immune to poor visibility. The main drawback is that some errors appear from
bad initialization of the joints position andmiscalibration of the joints, which depend
on self-positioning sensors. To simulate the errors of the real arm, small offsets were
applied to the joints, thus simulating this kind of errors in each joint.

The second method uses the pattern recognition algorithm that finds the marker
placed in the hand. Then, a transform from this position to the end effector is used.
In this case, a low visibility can be an important disadvantage, but on the other
hand, as most of the intervention missions require vision systems to find targets to
manipulate, using this approach makes target and manipulator be referenced from
the same origin, avoiding arm-camera calibration.

As can be seen on Fig. 13, marker error is significantly smaller than kinematic
error. This is caused by small errors on joints, mainly the joints that are far in the
kinematic chain from the end effector, the ones that produce big errors on kinematics.
The marker approach allow us to avoid this kinematic chain errors driving the error
to 0.003–0.01m, which is a good error in order to manipulate the panel.

Another interesting result is that kinematic errors decrease when the target is far
from the camera, while marker detection error increases and becomes unstable. The
increase in the marker position error is caused by the fact that even small errors in the
camera space produce appreciable precision errors. To avoid this, higher resolution
cameras could be used. Instability is probably caused by light effects such as shadows,
reflexes, etc.

To sum up, it seems that marker estimation is better than kinematics, although
kinematic errors depend on each arm sensors and may be smaller depending on the
arm used. In the particular context of the TRITON project, a hybrid solution was
adopted, allowing changing the method depending on markers visibility because
kinematic errors were too high to achieve a manipulation in a robust manner.

Fig. 13 End effector
position error evolution
comparison: (1) using
kinematics estimation (blue
line), and (2) marker pose
estimation (green line)

 0

 0.01

 0.02

 0.03

 0.04

 0.05

 0.06

 0.07

 0.25  0.3  0.35  0.4  0.45  0.5  0.55  0.6  0.65  0.7  0.75

E
rr

or
 d

is
ta

nc
e 

(m
et

er
s)

Distance to marker (meters)

End effector error
Marker error

eeMarker error
eeKin error



514 J. Pérez et al.

6 Real Scenarios Results

Once the algorithms to perform the proposed intervention (open and close a valve
and plug and unplug a hot-stab connector) have been tested in simulated scenarios,
the action moves to the real ones, according to our roadmap.

6.1 Intervention on a Panel in Water Tank Conditions

The first real scenario in our roadmap is the Water Tank at UJI (see Fig. 14), where
an intervention panel mockup is installed inside the tank. In this scenario we test
the manipulation actions, with the real hand-arm mechatronics and sensors. In this
scenario, the complete AUV system is not used: at this point, it is only important the
real hand-arm mechatronics and sensors (i.e. the Light-Weight ARM5E equipped
with sensors).

The detailed steps for the proposed dual operation (open and close a valve and
plug and unplug a connector) are highlighted in a flow chart in Fig. 15. The first step is
the system initialization, in this case, the arm. After the system has been completely
initialized, the manipulation execution plan starts. In order to reach the positions
to manipulate the objects in a correct way, some waypoints respect to the position
of the object have been defined (see Fig. 16, where the frames are represented on a
virtual visualization of the scene). To reach each waypoint, the system calculates the
Cartesian distance between the end-effector and the waypoint, and using Cartesian
velocities, the end-effector tries to reach the position of thewaypoint.Now, depending
of the intervention to perform (valve or connector) a series of steps are followed
(refer to [32] for more details). Video sequences of the two interventions can be seen
on-line.4

Fig. 14 Intervention in
water tank conditions at UJI:
valve and connector
(hot-stab) manipulation

4Valve and connector autonomous intervention: (1) (side) http://youtu.be/6pYBL-6Tw4c, (2) (top)
http://youtu.be/_WkQYtcLsMU.

http://youtu.be/6pYBL-6Tw4c
http://youtu.be/_WkQYtcLsMU
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Fig. 15 Flow chart of the intervention (open and close a valve and plug and unplug a connector)

Fig. 16 Designed waypoints for the intervention on the panel (open and close a valve and plug and
unplug a connector)

Recently, and after two years of work (TRITON is a three year project), this
envisioned concept concerning intervention on a panel become in a real system
performing a successful intervention in pool conditions (see Fig. 17). The whole
real system, once the mechatronics integration is complete, includes the Girona500
AUV with the docking devices assembled; the hand-arm system (the Light-Weight
ARM5E), and different sensors; and the panel mockup (see Fig. 18). In this case,
the intervention mission begins after the vehicle is rigidly attached to the panel after
an autonomous docking [31]. In this case, the manipulation experiment takes place
in a similar environment to the one described above, but this time including a more
challenging scenario, taking into account the visibility issues. The details of this
intervention are out of the scope of this chapter.
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Fig. 17 I-AUV used in TRITON, performing a panel intervention at UdG pool

Fig. 18 TRITON hardware system with its components attached to an underwater panel mockup

6.2 Ongoing Research on Autonomous Manipulation
with Visibility Constraints

In the subsea context, the quality of the images captured by the camera mounted on
the autonomous robots, can be strongly affected by the degree of the water turbidity.
In unfavorable circumstances, the distance at which this device is usable (i.e. the
range of visibility) is the required parameter in order to know how to make a proper
use of it. On the other hand, when the image captured by the camera does not contain
objects near the robot, it is not possible to determine whether this absence on the
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image is due to the fact that there are really no objects near the vehicle or, contrarily,
that water turbidity prevents their vision.

To have a metric to determine the maximum distance at which the camera is effec-
tive at each instant, a calibration experiment has been developed. Two high intensity
LEDs (one red and one white), placed at a fixed distance from the camera, have been
used. To reach this fixed distance the diodes can be placed in the submarine’s robotic
arm and then it can be moved properly until the LEDs reach the calibration location.
On the other hand, a calibration image that is positioned at a distance of 1m from
the camera and is lightened by the built-it autonomous robot focus has been made.

Tomuddy thewater, a special dye for decorative paintings has been used: a powder
containing particles of different sizes. Thus, the water in the container in which
the experiment has been developed, progressively blurred without having absolute
measurements of turbidity. For each concentration of dye, in the absence of ambient
light, the vehicle’s built-in lights have been activated to illuminate the test image,
and then, a screenshot of the captured image has been taken. After that, now with the
lights turned off, both the red and white LEDs have been independently activated,
taking screenshot of each of them.

Fig. 19 Underwater visibility experimental results on increasing water turbidity. The three LED
halos obtained for different turbidities have been binarized with different thresholds
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The different images are the reference for the calibration of the degree of visi-
bility of the focus-camera set for this particular conditions of turbidity. After that,
LED halos are binarized for increasing water turbidity with different thresholds (see
Fig. 19). Thus, the aspect of each of the LEDs makes it possible to determine the
degree of visibility at 1m of distance, and this can be used as a starting point for an
estimation of the maximum distance that will have some degree of visibility.

7 Conclusions and Further Work

The field of underwater manipulation for intervention missions is an active research
topic that still hasmanychallenges to overcome.Themost important researchprojects
in this field, that have been able to demonstrate some results in sea conditions, are
still far from what would be desirable for a fully autonomous underwater vehicle for
intervention.

Nevertheless, the expertise and know-howdeveloped in the context of our research
group in the last years, in projects like RAUVI (09-11), TRIDENT (10-13), or TRI-
TON (currently active), has resulted in a general system architecture that allows
an underwater vehicle to perform intervention missions in different real scenarios
with a high degree of autonomy. The results obtained in TRITON, and in particular,
in the GRASPER subproject, in the field of autonomous underwater manipulation,
represent the cutting edge of research in this area.

The use of UWSim as a 3D simulation tool for benchmarking and Human Robot
Interaction (HRI) has also been presented. The simulator has demonstrated to be a
useful tool in our roadmap, a methodology developed for experimental validation,
where we first perform benchmarking and Hardware in the Loop (HIL) simulations
as a prior stage before moving to the real testbeds, independently of the specific
underwater intervention problem to solve. UWSim is also used as a Graphical User
Interface (GUI), providing the necessary Human Robot Interaction (HRI) that is
required to specify a task.

The benchmarking characteristics of UWSim allow the design of specific exper-
iments on autonomous underwater interventions. More specifically, the simulator
allows the integration, in a unique platform, of the data acquired from the sensors in
a real submarine intervention, and define a dataset, in order to allow further experi-
ments to work on the same scenario, permitting a better understanding of the results
provided by previous experiments.

The usefulness of UWSim has been recently proven, as it is currently used in
different ongoing projects funded by European Commission (MORPH and PAN-
DORA). Moreover, it is available to the scientific community as live open source
project,5 and is also included as a module6 within the ROS platform.

5Available on-line: http://www.irs.uji.es/uwsim.
6Available on-line: http://wiki.ros.org/uwsim.

http://www.irs.uji.es/uwsim
http://wiki.ros.org/uwsim
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Fig. 20 User Interface connected to UWSim simulator providing feedback during the “learning
by demonstration” stage in the “search and recovery” of a black-box mockup, the first scenario
proposed in TRITON project (refer to [42] for additional details)

The underwater operation results on a permanent observatory panel in water tank
conditions has also been presented, as a prior step to the next experiments that will
take place in real sea conditions. The experiment consisted on opening and closing
a valve and plugging and unplugging a connector. To perform the operation, the
proposed general system architecture, that allows an underwater vehicle to perform
intervention missions in different real scenarios, with a high degree of autonomy,
has been used.

As future lines, it is worth mentioning that cooperation research actions with
University of Coimbra (Portugal) are now open to explore other paradigms for
improvements in manipulation like those based on “learning by demonstration” [42].
Experimental validation is being carried on UWSim with the aid of complemen-
tary modules to allow the user interaction for the learning process (see Fig. 20). It
is expected that we incorporatethose learning capabilities to the proposed system
architecture, to be used in future interventions.
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