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Preface

Recently, there has been considerable progress in cardiac image analysis techniques,
cardiac atlases, and computational models, which can integrate data from large-scale
databases of heart shape, function, and physiology. Integrative models of cardiac func-
tion are important for understanding disease, evaluating treatment, and planning inter-
vention. However, significant clinical translation of these tools is constrained by the lack
of complete and rigorous technical and clinical validation, as well as benchmarking of
the developed tools. For doing so, common and available ground-truth data capturing
generic knowledge on the healthy and pathological heart is required. This knowledge
can be acquired through the building of statistical models of the heart. Several efforts are
now established to provide web-accessible structural and functional atlases of the nor-
mal and pathological heart for clinical, research, and educational purposes. We believe
all these approaches will only be effectively developed through collaboration across the
full research scope of the imaging and modelling communities.

STACOM 2014 was held in conjunction with the MICCAI 2014 conference (Boston,
USA), following the past four editions: STACOM 2013 (Nagoya, Japan), STACOM
2012 (Nice, France), STACOM 2011 (Toronto, Canada), and STACOM 2010 (2010,
Beijing, China). STACOM 2014 provided a forum for discussion of the latest devel-
opments in the areas of statistical atlases and computational imaging and modelling of
the heart. The topics of the workshop included: cardiac image processing, atlas con-
struction, statistical modelling of cardiac function across different patient populations,
cardiac mapping, cardiac computational physiology, model customization, atlas-based
functional analysis, ontological schemata for data and results, integrated functional and
structural analyses, as well as the pre-clinical and clinical applicability of these meth-
ods. STACOM 2014 drew submissions from around the World and 30 selected papers
were invited to be published by Springer in this Lecture Notes in Computer Science vol-
ume. Besides regular contributions concerning the state-of-the-art cardiac image anal-
ysis techniques, computational models that integrate data from large-scale databases of
heart shape, as well as function and physiology, additional efforts of this year’s STA-
COM 2014 workshop were focused on two imaging and modelling challenges described
below.

Motion Correction challenge. Dynamic contrast MR myocardial perfusion imag-
ing has evolved into an accurate technique for diagnosis of coronary artery disease. To
quantify the time-series data, motion-free data is desired. The problem is then to handle
the inter-frame motion artifact caused by respiration, which makes quantitative anal-
yses difficult. Several methods have been proposed in the last decade, which can be
categorized into two groups: rigid and non-rigid registration techniques. Rigid registra-
tion is computationally more efficient, robust to noise, and provides better consistency.
Non-rigid registration however provides better alignment if there is cardiac motion due
to for example through-plane motion, but it is more susceptible to noise and requires
more computation. It is also not clear if images with tissue from out of plane should be
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used, or if instead the time frame should be discarded. However, all of these methods
are still limited in clinical acceptance, and this is due in part to the absence of unbiased
algorithmic validation framework using a common multi-centre dataset. The STACOM
2014 Motion Correction challenge was designed to test the hypothesis that there is no
significant differences in terms of perfusion values from MR images that have been cor-
rected either by non-rigid or rigid methods. Data and results from this challenge have
highlighted the range of methods available and objectively characterized them in terms
of the resulting blood flow.

LV mechanics challenge. Understanding the mechanical behaviour of the heart is
important in the evaluation of cardiac disease. In particular, patients with heart failure
can present with a spectrum of symptoms from preserved to reduced ejection fraction.
Currently it is difficult to determine the passive stiffness properties as well as the active
tension development during systole. Recently, a number of methods were proposed for
utilizing image information to reverse engineer the mechanical properties of the heart.
These take the form of mathematical simulations of the cardiac cycle. However, there
was no objective comparison of the characteristics of these approaches. The STACOM
2014 LV mechanics challenge was designed to compare the behaviour of different meth-
ods used to simulate the systolic and diastolic mechanics of the left ventricle. The data
include mesh point clouds and binary masks defining the LV geometry, and muscle fi-
bre orientations derived from ex-vivo diffusion tensor MRI. Geometries at three states in
the cardiac cycle were given: unloaded (diastasis), end of inflation (end-diastole), and
end of contraction (end-systole). In-vivo left ventricular pressures and volumes were
also provided throughout the cardiac cycle. This challenge enables discussion of which
boundary conditions and what assumptions should be made for clinical evaluation of
heart stiffness and contractility.

We hope that the results obtained by these two challenges, along with all regular pa-
per contributions, will act to accelerate progress in the important areas of heart function
and structure analysis.

September 2014 Oscar Camara
Tommaso Mansi

Mihaela Pop
Kawal Rhode

Maxime Sermesant
Alistair Young
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Advanced Normalization Tools
for Cardiac Motion Correction

Nicholas J. Tustison(B), Yang Yang, and Michael Salerno

University of Virginia, Charlottesville, VA 22903, USA
ntustison@virginia.edu

Abstract. We present our submission to the STACOM 2014 MoCo chal-
lenge formotion correction of dynamic contrastmyocardial perfusionMRI.
Our submission is based on the publicly available Advanced Normalization
Tools (ANTs) specifically tailored for this problem domain. We provide a
brief description with actual code calls to facilitate reproducibility. Time
plots and Ktrans values, based on the validation methodology of [11], are
also provided to determine clinically relevant performance levels.

Keywords: ANTs · Image registration · Motion estimation · Myocar-
dial perfusion

1 Introduction

Motion correction for dynamic contrast MR myocardial perfusion is of signifi-
cant research interest and has resulted in several techniques generally character-
ized as rigid or non-rigid image registration-based. To bring together interested
researchers for discussion and comparison of methods for correction of motion
artefacts and the development of performance benchmarks of such techniques,
the STACOM 2014 workshop committee organized a motion correction challenge
to be held in conjunction with MICCAI 2014.

We describe the submission of our non-rigid motion correction approach
below which is both publicly available and open source.1 This facilitates repro-
ducibility for other researchers who wish to investigate the methods proposed
and perhaps formulate configurations which improve existing performance levels.

2 Materials and Methods

2.1 Evaluation Data

As described by the challenge organizers:

The evaluation dataset consists of 10 cases from two centres: the Uni-
versity of Utah and University of Auckland. For each case, a single short
axis slice time series at rest and at stress is provided. The Utah datasets

1 https://github.com/stnava/ANTs

c© Springer International Publishing Switzerland 2015
O. Camara et al. (Eds.): STACOM 2014, LNCS 8896, pp. 3–12, 2015.
DOI: 10.1007/978-3-319-14678-2 1

https://github.com/stnava/ANTs
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were acquired using a saturation-recovery radial turboFLASH sequence
at rest and during adenosine infusion (140 ?g/kg/min), as described in
[5]. Contrast was 5 cc/s injection of Multihance (Gd-BOPTA) at 0.02
mmol/kg for the rest and 0.03 mmol/kg for the stress. Four of these
subjects have known coronary artery disease. The Auckland cases were
acquired using a saturation-recovery Cartesian turboFLASH sequence at
rest and during adenosine infusion (140 µg/kg/min). Contrast was 0.04
mmol/kg Omniscan (gadodiamide). None of the Auckland cases have
overt coronary disease. Expert-drawn contours only at a reference frame,
chosen when contrast is present in both ventricles, were provided to the
participants.

2.2 Preprocessing and Image Registration

We used the Advanced Normalization Tools (ANTs) package as the basis of
our motion correction estimation framework as it provides a suite of utilities
for image preprocessing and registration which have exhibited excellent perfor-
mance in a variety of applications and challenges. For example, the popular
Symmetric Normalization (SyN) algorithm [1,2] performed well in a recent eval-
uation of popular deformable registration algorithms on human brain images
[7]. Similarly, ANTs image registration and other capabilities were instrumental
in recent MICCAI challenge performances including the lung-based EMPIRE10
(pulmonary CT) [9] and BRATS2013 (multimodal MRI, brain tumor) [8].

Normalization to the reference frame employs a pairwise registration strat-
egy whereby each image is registered to its successive temporal neighbor using
a recently developed SyN variation where the smoothing kernel is based on
B-splines [14]. As originally formulated, the SyN transform is an explicit sym-
metrization of the well-known Large Deformation Diffeomorphic Metric Mapping
(LDDMM) framework [4] which computes the geodesic solution between image
pairs in the space of diffeomorphisms, i.e. differentiable mappings which have
differentiable inverses [6]. One of the benefits of LDDMM (and SyN) is that it
yields both the forward and inverse transforms between images I and J , which
we denote as I �

b
J (where ‘b’ denotes “B-spline SyN”). Note that the image

of the last time frame is registered to the image at the first time frame. Thus, to
transform any image, It, at time point, t, to the reference image, IR, temporally
located at time, t = r, we simply concatenate the transforms either forwards

IR �
br

�
br+1

· · · �
bt−2

�
bt−1

It (1)

or backwards

IR �
br−1

�
br−2

· · · �
bt+1

�
bt

It. (2)

By concatenating transforms, only a single interpolation is performed for each
normalization to the reference frame.
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Given the temporal image variability and other confounds (e.g., noise), a
multivariate image registration strategy was employed. Conventional image reg-
istration approaches are often limited to a single metric choice with a single
“fixed” and “moving” image pair. In contrast, we use multiple image pairs and
corresponding metrics which is made possible by recent developmental work to
the Insight Toolkit [3]. These additional image pairs were created using several
processing steps. Preprocessing for each image included N4 bias correction to
minimize low frequency intensity variation artifacts commonly associated with
MRI [15]. From each bias corrected image we created the following two images:
(1) an image derived from a noise reduction filtering procedure meant to preserve
structure [12] known as “SUSAN” from the FMRIB Software Library (FSL)2 and
(2) a Laplacian-based edge-detection image derived from the SUSAN image. A
sample set of these images for one of the MoCo data is found in Figure 1.

(a) (b) (c) (d)

Fig. 1. Sample auxiliary images from the MoCo data set (Subject 9 (Rest): Frame
23). Shown are the (a) original, (b) N4 bias corrected, (c) SUSAN, and (d) Laplacian
images

Each of these three sets of derived images are used to drive a deformable B-
spline SyN pairwise registration for each temporal neighboring image pair where
a weighted minimization of the three similarity metrics produced the resulting
correspondence. For these data, we used equal weighting for each image pair/sim-
ilarity metric which was based on a very limited heuristical assessment of the
data. Investigation into relative weighting schemes might increase performance
levels particularly for varying data qualities. For example, given less noisy data,
decreasing the weighting of the contribution of the SUSAN-based image pairing
might be helpful as noise would be less of a factor.

This process is most clearly described by the antsRegistration program call
given in Listing 1.1.3 Each fixed and moving image pair was histogram matched
[10] and intensity-truncated to b extreme values. The choice of similarity metric
for each image pair was motivated by the characteristics of each individual set
2 http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/
3 In many situations, the deformable registration portion of the total alignment strat-

egy is preceded by one or more linear registrations (e.g., center of mass alignment,
affine registration). This is easily accommodated into the antsRegistration com-
mand line syntax. However, for this specific problem domain, it was found that such
pre-deformable alignment steps were unnecessary.

http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/
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and the need to balance an aggressive alignment of strong image features while
minimizing displacements caused by incorrect correspondences. The N4 bias cor-
rected images were incorporated into the motion correction strategy since they
were closest to the original imaging data. Given the relative amount of noise, we
used a neighborhood cross correlation (CC) metric (window radius = 6 voxels)
which evaluates the linear intensity relationship between neighborhood regions
at corresponding points in the image pair. This metric is the default similarity
metric choice used in ANTs-based image registration [1] and helps mitigate the
effects of noise. In contrast, because of the smoothing effects of SUSAN and
the Laplacian filtering, we used the more aggressive Demons metric [13] which
can be viewed as a second order minimization of the sum-of-squared differences
(SSD) objective function.

A multi-resolution approach consisting of three levels with each successive
level corresponding to double the resolution of the previous level was used with
varying isotropic smoothing used at each level. For specific parameter choices,
we refer the reader to Listing 1.1.

// Input image pairs include:
// * N4 bias corrected
// * Structure -preserving noise reduction (SUSAN) of N4 images
// * Laplacian filtering of N4 images.

antsRegistration --dimensionality 2
--output ${registrationPrefix} \
--winsorize -image -intensities [0.01 ,0.99] \
--use -histogram -matching 1 \
--transform BSplineSyN [0.1 ,2x2 ,0] \
--metric CC[${n4Fixed},${n4Moving },1,6] \
--metric Demons[${susanFixed},${susanMoving },1,1] \
--metric Demons[${laplacianFixed},${laplacianMoving },1,1] \
--convergence [100 x70x50 ,1e-8 ,10] \
--shrink -factors 4x2x1 \
--smoothing -sigmas 1x0.5x0vox

Listing 1.1. antsRegistration call used for the pairwise registration.

Once all the pairwise transforms are generated between each set of temporal
neighbors, we normalize all the original images to the reference frame by con-
catenating all the transforms using the program antsApplyTransforms which
performs only a single interpolation per normalization regardless of the number
of transforms specified.

3 Evaluation

As described by the challenge organizers:

We will validate the motion correction algorithms based on flow indices.
That is, the registered datasets will be processed to
– create time curves for each of 6 tissue regions,
– create an arterial input function (AIF) from the automatically deter-

mined blood pool curves within the endocardial border,
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– subtract off the average of the initial pre-contrast frames and normal-
ize by estimated coil sensitivity differences so that the time curves are
proportional to gadolinium concentration, and

– fit the data to a compartment model to obtain myocardial blood flow
MBF in ml/g/min [11].

The score will be the sum of squared differences of the Myocardial Blood
Flow (MBF) index with the registration method, compared to MBF of a
pseudo-gold standard obtained from manually drawn contours from expe-
rienced analysts.4

Implementation of the validation methodology was provided by the workshop
organizers which were applied to all motion-corrected 10 gated image sets and
the single ungated data set. The resulting time curves and model fits are given
in Figures 2, 3, and 4 with the Ktrans values given in Tables 1.

Table 1. Ktrans values for all data for all 6 ROIs

ROI1 ROI2 ROI3 ROI4 ROI5 ROI6

MoCo 01 (rest) 0.7646 0.793 0.6472 0.6223 1.1396 0.6169
MoCo 01 (stress) 2.991 3.3591 3.3946 3.8864 3.6427 2.9233

MoCo 02 (rest) 1.26 0.8393 0.8038 0.8026 0.621 0.9659
MoCo 02 (stress) 3.6184 4.7307 2.4689 2.1684 2.0884 4.6189

MoCo 03 (rest) 1.3238 1.0138 1.9537 1.4278 0.6698 1.2323
MoCo 03 (stress) 4.6317 4.482 2.5719 2.2236 1.2169 3.3639

MoCo 04 (rest) 2.4826 1.958 1.7667 2.0848 3.0735 2.516
MoCo 04 (stress) 6.6083 10.1963 9.2774 10.0296 10.7357 8.875

MoCo 05 (rest) 1.6678 1.4952 0.8095 0.8683 1.1663 1.318
MoCo 05 (stress) 2.4283 2.6987 2.0908 1.9775 2.3872 3.0467

MoCo 06 (rest) 0.9946 1.2878 1.1367 0.7262 0.8156 0.865
MoCo 06 (stress) 2.1543 2.6292 2.1322 2.59 1.4002 1.4648

MoCo 07 (rest) 0.6009 0.5397 0.4214 0.2904 0.8107 1.234
MoCo 07 (stress) 2.8381 2.2815 1.8141 1.7029 2.7065 2.8503

MoCo 08 (rest) 1.0315 0.8754 0.7959 0.7106 0.9726 1.0769
MoCo 08 (stress) 3.1103 2.9066 2.2222 2.369 2.4781 1.796

MoCo 09 (rest) 1.0073 0.8589 0.7194 0.8689 1.1375 1.1258
MoCo 09 (stress) 1.939 0.9883 1.0515 1.6527 1.9416 2.2943

MoCo 10 (rest) 2.734 2.3579 2.2832 2.3316 2.822 2.743
MoCo 10 (stress) 2.2161 3.8051 2.9618 2.234 5.6507 2.9052

Ungated 2.3471 3.0672 2.6664 3.7773 3.5338 2.7093

4 http://www.cardiacatlas.org/web/stacom2014/moco-validation

http://www.cardiacatlas.org/web/stacom2014/moco-validation
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Fig. 2. Validation time curves consisting of tissue and arterial input function time plots
for the first five gated data sets
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Fig. 3. Validation time curves consisting of tissue and arterial input function time plots
for the gated data sets 6–10
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Fig. 4. Validation time curves consisting of tissue and arterial input function time plots
for the ungated data set

4 Discussion and Conclusions

Based on visual assessment, our correction motion method seems to work well.
However, such qualitative verification is far from ideal as the true measure of its
utility is tied directly to its ability to produce useful clinical measures (hence, the
motivation for the validation framework provided by the organizers). Comparison
of our results with results produced by other teams will certainly prove useful
in assessing the proposed methods.

Confounds such as noise, through-plane motion, and lack of contrast caused
errors during the alignment optimization over all subjects. For example, in the
ungated case shown in Figure 5 there is definite motion between frames t = 77
and t = 78 (wall thinning) which is not captured by our methodology. This
is to be expected given the conservative approach to minimize the effects of
noise. However, considering the different motion characteristics between the
two types of data, the heuristically-chosen optimal parameters selected for the
gated data might be suboptimal for the ungated data. Further investigation with

t = 77 t = 78 t = 85

Fig. 5. Wall thinning between t = 77 and t = 78 not captured by the proposed ANTs
registration configuration. For completeness, we show the reference image (t = 85)
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additional ungated data would be necessary for tuning a different, targeted set of
parameters.

One other major potential issue with our method is the dependency on good
pairwise normalizations to be able to infer correct correspondences back to the
reference frame. Any error in the chain of transforms will be propagated in nor-
malizing a particular image back to the reference frame. The general principle
of incorporating prior knowledge to improve solution strategies is definitely an
avenue we are pursuing for future work. One extension we are currently inves-
tigating is the use of optimal shape and intensity templates derived from the
subject image data. By coalescing similar images into subgroups of optimal tem-
plates and calculating the transforms between them, optimal transformation
paths between images can be found using graph-theoretic methods.

References

1. Avants, B.B., Epstein, C.L., Grossman, M., Gee, J.C.: Symmetric diffeomorphic
image registration with cross-correlation: evaluating automated labeling of elderly
and neurodegenerative brain. Med. Image Anal. 12(1), 26–41 (2008)

2. Avants, B.B., Tustison, N.J., Song, G., Cook, P.A., Klein, A., Gee, J.C.: A repro-
ducible evaluation of ANTs similarity metric performance in brain image registra-
tion. Neuroimage 54(3), 2033–2044 (2011)

3. Avants, B.B., Tustison, N.J., Stauffer, M., Song, G., Wu, B., Gee, J.C.: The insight
toolkit image registration framework. Front Neuroinform. 8, 44 (2014)

4. Beg, M.F., Miller, M.I., Trouve, A., Younes, L.: Computing large deformation
metric mappings via geodesic flows of diffeomorphisms. International Journal of
Computer Vision 61(2), 139–157 (2005)

5. DiBella, E.V.R., Fluckiger, J.U., Chen, L., Kim, T.H., Pack, N.A., Matthews, B.,
Adluru, G., Priester, T., Kuppahally, S., Jiji, R., McGann, C., Litwin, S.E.: The
effect of obesity on regadenoson-induced myocardial hyperemia: a quantitative mag-
netic resonance imaging study. Int. J. Cardiovasc. Imaging 28(6), 1435–1444 (2012)

6. Dupuis, P., Grenander, U.: Variational problems on flows of diffeomorphisms for
image matching. Q. Appl. Math. LVI, 587–600 (1998)

7. Klein, A., Andersson, J., Ardekani, B.A., Ashburner, J., Avants, B., Chiang, M.C.,
Christensen, G.E., Collins, D.L., Gee, J., Hellier, P., Song, J.H., Jenkinson, M.,
Lepage, C., Rueckert, D., Thompson, P., Vercauteren, T., Woods, R.P., Mann,
J.J., Parsey, R.V.: Evaluation of 14 nonlinear deformation algorithms applied to
human brain MRI registration. Neuroimage 46(3), 786–802 (2009)

8. Menze, B., Jakab, A., Bauer, S., Kalpathy-Cramer, J., Farahani, K., Kirby, J.,
Burren, Y., Porz, N., Slotboom, J., Wiest, R., Lanczi, L., Gerstner, E., Weber,
M.A., Arbel, T., Avants, B., Ayache, N., Buendia, P., Collins, L., Cordier, N.,
Corso, J., Criminisi, A., Das, T., Delingette, H., Demiralp, C., Durst, C., Dojat,
M., Doyle, S., Festa, J., Forbes, F., Geremia, E., Glocker, B., Golland, P., Guo,
X., Hamamci, A., Iftekharuddin, K., Jena, R., John, N., Konukoglu, E., Lashkari,
D., Antonio Mariz, J., Meier, R., Pereira, S., Precup, D., Price, S., Riklin-Raviv,
T., Reza, S., Ryan, M., Schwartz, L., Shin, H.C., Shotton, J., Silva, C., Sousa,
N., Subbanna, N., Szekely, G., Taylor, T., Thomas, O., Tustison, N., Unal, G.,
Vasseur, F., Wintermark, M., Hye Ye, D., Zhao, L., Zhao, B., Zikic, D., Prastawa,
M., Reyes, M., Van Leemput, K.: The multimodal brain tumor image segmentation
benchmark (BRATS) (2014). http://hal.inria.fr/hal-00935640

http://hal.inria.fr/hal-00935640


12 N.J. Tustison et al.

9. Murphy, K., van Ginneken, B., Reinhardt, J.M., Kabus, S., Ding, K., Deng, X.,
Cao, K., Du, K., Christensen, G.E., Garcia, V., Vercauteren, T., Ayache, N., Com-
mowick, O., Malandain, G., Glocker, B., Paragios, N., Navab, N., Gorbunova, V.,
Sporring, J., de Bruijne, M., Han, X., Heinrich, M.P., Schnabel, J.A., Jenkin-
son, M., Lorenz, C., Modat, M., McClelland, J.R., Ourselin, S., Muenzing, S.E.A.,
Viergever, M.A., De Nigris, D., Collins, D.L., Arbel, T., Peroni, M., Li, R., Sharp,
G.C., Schmidt-Richberg, A., Ehrhardt, J., Werner, R., Smeets, D., Loeckx, D.,
Song, G., Tustison, N., Avants, B., Gee, J.C., Staring, M., Klein, S., Stoel, B.C.,
Urschler, M., Werlberger, M., Vandemeulebroucke, J., Rit, S., Sarrut, D., Pluim,
J.P.W.: Evaluation of registration methods on thoracic CT: the EMPIRE10 chal-
lenge. IEEE Trans. Med. Imaging 30(11), 1901–1920 (2011)
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Abstract. Dynamic contrast Magnetic Resonance myocardial perfusion
imaging has evolved into an accurate technique for the diagnosis of coro-
nary artery disease. In this manuscript, we introduce and evaluate the
performance of a non-rigid joint multi-level image registration and inten-
sity correction algorithm on a common dataset. An objective functional
is formed for which the corresponding Hessian and Jacobian is computed
and employed in a multi-level Gauss-Newton minimization approach. In
this paper, our experiments are based on elastic regularization on the
transformation and total variation on the intensity correction. Our pre-
liminary validations suggest that the registration scheme provides suit-
able motion correction if the parameters in the algorithm are properly
tuned.

Keywords: Image registration · Inverse problems · Intensity correc-
tion · Optimization · Multi-level

1 Introduction

Dynamic contrast MR myocardial perfusion imaging has evolved into an accurate
technique for the diagnosis of coronary artery disease. T1-weighted images are
rapidly acquired every heartbeat to track the uptake and washout of a contrast
agent. The diagnosis is based on time-series signal intensity data typically from
rest and pharmacological stress images. Quantification of myocardial perfusion
can be a useful adjunct to visual analysis, and can be valuable in other contexts.
To quantify the time-series data, motion-free data is desired. However, at least
40 seconds of data are typically used to obtain regional perfusion values in the
myocardium. Breath-holding becomes a major issue, particularly for patients and
during pharmacological stress imaging. The problem is then to handle the inter-
frame motion artefact caused by respiration, which makes quantitative analyses
difficult.

In this manuscript, we present preliminary validations of a non-rigid joint
motion and intensity correction algorithm that has been recently introduced in
[4] and evaluate it on a common dataset. A key ingredient of the approach is the
integration of intensity change compensation and motion correction into a unified
c© Springer International Publishing Switzerland 2015
O. Camara et al. (Eds.): STACOM 2014, LNCS 8896, pp. 13–20, 2015.
DOI: 10.1007/978-3-319-14678-2 2
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model. Rather than dividing the task into two sub-problems and treating these
sub-problems sequentially and independently, the new approach assumes that
these sub-problems are in fact related and mutually dependent. The algorithm is
therefore based on a generalized variational framework, which integrates changes
of positions and changes of intensities into a combined optimization framework.
Recently in [5], a general PDE-framework for registration of contrast enhanced
images was introduced. A PDE with a steady-state solution that corresponds to
the solution of the described problem is derived and solved numerically. Further-
more, [14] model the intensity correction as a multiplicative term. However, this
is not sufficient because loosely speaking if the intensity of a pixel is zero in one
image and non-zero in another one, a multiplicative intensity correction factor
cannot fix this. The scheme used in this manuscript is similar to [5], except that
a more generalized regularization expression is employed. Furthermore, the more
efficient Gauss-Newton approach in a multi-level implementation [13,15] is used
as opposed to the steepest descent method in [5].

2 Data

The dataset consists of 10 cases from two centres: the University of Utah and
University of Auckland. For each case, a single short axis slice time series at rest
and at stress is provided. The Utah datasets were acquired using a saturation-
recovery radial turboFLASH sequence at rest and during adenosine infusion
(140 μg/kg/min), as described in [3]. Contrast was 5 cc/s injection of Multihance
(Gd-BOPTA) at 0.02 mmol/kg for the rest and 0.03 mmol/kg for the stress. Four
of these subjects have known coronary artery disease. The Auckland cases were
acquired using a saturation-recovery Cartesian turboFLASH sequence at rest
and during adenosine infusion (140 μg/kg/min). Contrast was 0.04 mmol/kg
Omniscan (gadodiamide). Expert-drawn contours were also provided at a chosen
reference frame for each rest and stress case study.

3 Multi-level Joint Image Registration and Intensity
Correction

Consider the registration problem of a template image T to a reference image R,
where T is a realization of R deformed via a transformation y and the intensity
of this realization is changed via an extra additive [image] term w.

The d-dimensional reference and template images are represented by map-
pings R, T : Ω ⊂ R

d → R of compact support. The goal is to find the trans-
formation y : Rd → R

d and a compactly supported intensity correction image
w : Ω ⊂ R

d → R such that T [y] + w is similar to R, in which T [y] is the trans-
formed template image and T [y] + w is the intensity-corrected deformed image.
A formulation of the joint image registration and intensity correction of a tem-
plate image T to a reference image R can be written as the following problem.
Problem. Given two images R, T : Ω ⊂ R

d → R, find a transformation
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y : Rd → R
d and an intensity correction image w : Ω ⊂ R

d → R that mini-
mize the joint objective functional

J [y;w] := D[T [y] + w,R] + αS[y − yref] + βQ[w].

Here, D measures the dissimilarity of T [y] + w and R, and αS + βQ is a reg-
ularization expression on [y;w]. It is assumed that yref(x) = x. Furthermore,
sum of squared distances (SSD) is used as the dissimilarity measure, the elastic
regularization is applied to the transformation [12,13], and the total variation
(TV) [17,18] penalty is used on the additive intensity correction image. All of
this can be summarized as

D[T + w,R] = DSSD[T + w,R]

=
1
2

∫
Ω

(T (x) + w(x) − R(x))2 dx,

(1)

S[y] =
1
2

∫
Ω

μ〈∇y,∇y〉 + (λ + μ)(∇ · y)2 dx,

(2)

Q[w] = T Vε[w] =
∫

Ω

√
‖∇w(x)‖2 + ε dx

≈
∫

Ω

‖∇w(x)‖ dx. (3)

Here we employ a discretize-then-optimize paradigm using a Gauss-Newton
approach (see [13,15] and the FAIR software [13] for details) to minimize the
functional in Equation (1). For practical implementations of the Hessian and
Jacobian of the regularizer and the TV operators see [13,18]. We also consider
different discrete representations of the joint image registration/intensity cor-
rection problem, and address the discrete problems sequentially in the so-called
multi-level approach. Starting with the coarsest and thus inexpensive problem,
a solution is computed, which then serves as a starting guess for the next finer
discretization, see [13]. This procedure has several advantages. It adds addi-
tional regularization to the registration problem (more weight is given to more
important structure), it is very efficient (typically, most of the work is done on
the computationally inexpensive coarse representations, and only a refinement
is required on the costly finest representation), it preserves the optimization
character of the problem and thus allows the use of established schemes for line
searches and stopping. The use of this technique leads to optimal schemes in the
sense that only a fixed number of arithmetic operations is expected for every
data point.

4 Results and Validation

We performed a series of pair-wise intensity-based registration experiments using
the described method taking the reference image R(x) as the frame for which the
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expert-drawn contour is available. Here we present an example of these experi-
ments for a pair of images in the stress case of 8-th dataset. The reference image
in Figure 1(b) corresponds to the reference in stress case of study #8 (frame
#21), and the template image Figure 1(a) is the last image in that sequence
(frame #50). Using the multi-level Gauss-Newton approach, we are not only
able to compute a reasonable displacement field Figure 1(d) but also an inten-
sity correction term displayed in Figure 1(g). Due to this intensity correction
term, we are now enabled to display the final registered and intensity corrected
image T (yc) + w(xc). In this experiment, we used the main parameters α = 50,
β = 1, ε = 1, μ = 1, and λ = 0, along with an Armijo line search [15] and a
2D linear interpolation [13]. The experimental result of our implementation is
presented in Figure 1 for level 7, and the result of the previous levels 3 to 6 are
displayed in Figure 2 (a) to (d). As it can be observed, the method has effectively
separated the intensity changes of the two images being registered.

a b c

d e f

g h i

Fig. 1. Multi-level Gauss-Newton approach to joint image registration and intensity
correction of stress dataset #8 for level 7:
(a) Template T (x) (frame #50). (b) Reference R(x) (frame #21). (c) |T (x) −R(x)|.
(d) Grid y. (e) Transformed template T (y). (f) |T (y) −R(x)|.
(g) Intensity correction |w(x)|. (h) T (y) + w(x). (i) |T (y) + w(x) −R(x)|.
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a b

c d

Fig. 2. Multi-level Gauss-Newton approach to joint image registration and intensity
correction of stress dataset #8 for levels (a) 3. (b) 4. (c) 5. (d) 6. The order of displayed
images are consistent with images displayed for the level 7 in Figure 1.

Figure 3 displays the final result for dataset #8, where the top row is relating
to the rest and the bottom row is relating to to stress cases both taking frame
#50 as the template and the corresponding references are frames #22 for rest
and #21 for the stress case. The corresponding fixed location of contours for
each case is also presented for comparison. It can be visually observed that
the contours are correctly placed on the registered template images (c) and (f)
compared to to their corresponding unregistered template images (b) and (e),
while the motion is relatively smaller in the rest image (top row) compared to
the stress image (bottom row).

Finally, Figure 4 shows results relating to dataset #8, top two rows are related
to rest, and bottom 2 rows are related to stress. The graphs on the left and right
respectively correspond to pre-registration and post-registration. Graphs on odd
rows relate to tissue and AIF curves, and graphs on even rows represent Delta
Si curves with model fits. Detailed information about obtaining these graphs is
available in [16].
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a b c

d e f

Fig. 3. Rest dataset #8:
(a) Reference (frame #22) (b) Template (frame #50) (c) Registered Template
Stress dataset #8:
(d) Reference (frame #21) (e) Template (frame #50) (f) Registered Template.

5 Discussion and Conclusion

It can be visually observed that the introduced algorithm has reasonably reg-
istered the pair of images. In addition, by comparing the tissue and AIF and
Delta Si curves in Figure 4 before (left) and after (right) registration we realize
smoother curves are obtained as a result of motion correction.

In our scheme, no prior rigid registration was performed on the acquired
datasets. Choosing the main parameters of the algorithm, i.e. α and β, can
significantly affect the result of the registration algorithm. These parameters
are required to be tuned to yield superior registration results. A larger value
of α allows less motion and attributes image intensity changes to the contrast
enhancement. Inversely, a larger value of β tends to associate any variation of
the image intensity to the motion, and allows the template image to move more
freely which may lead to physically implausible motion in its extreme. In general,
any registration algorithm requires setting a number of parameters and may fail
if the parameters are not tuned properly. Finding a right balance among the
parameters in our described algorithm proved to be challenging. Overall, the
registration of the first five cases (1-5) was found to be more challenging than
the last five cases (6-10) using our described method and we tried to further tune
the parameters for the first five cases. As expected, registration of rest cases was
found to be less challenging than the stress cases due to the fact that less motion
was present in the rest image series.
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a b

c d

e f

g h

Fig. 4. Results relating to dataset #8, Top 2 rows: Rest, Bottom 2 rows: Stress, Left:
Pre-registration, Right: Post-registration, Odd rows: Tissue and AIF curves, Even rows:
Delta Si curves with model fits
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Abstract. A series of motion compensation algorithms is run on the
challenge data including methods that optimize only a linear transfor-
mation, or a non-linear transformation, or both – first a linear and then
a non-linear transformation. Methods that optimize a linear transfor-
mation run an initial segmentation of the area of interest around the
left myocardium by means of an independent component analysis (ICA)
(ICA-*). Methods that optimize non-linear transformations may run
directly on the full images, or after linear registration. Non-linear motion
compensation approaches applied include one method that only regis-
ters pairs of images in temporal succession (SERIAL), one method that
registers all image to one common reference (AllToOne), one method
that was designed to exploit quasi-periodicity in free breathing acquired
image data and was adapted to also be usable to image data acquired
with initial breath-hold (QUASI-P), a method that uses ICA to iden-
tify the motion and eliminate it (ICA-SP), and a method that relies
on the estimation of a pseudo ground truth (PG) to guide the motion
compensation.

1 Introduction

Various motion compensation methods are presented that are applied to the
first-pass gadolinium-enhanced myocardial perfusion data provided in the motion
compensation challenge. All these methods were implemented by using a freely
available toolkit for gray scale image processing MIA [1].

The motion compensation schemes include methods that (1) use an inde-
pendent component analysis (ICA) to segment the area of interest around the
left myocardium, and to identify motion and eliminate it [2], (2) a method,
QUASI-P, initially designed for the application to free breathing data [3], but
here adapted to be applicable to data acquired with initial breath hold, (3)
two generic methods, SERIAL and AllToOne, that only require that the data to
comprise intra-subject tracking of movement, and (4) a method that uses pseudo
ground truth (PG) to guide the motion compensation [4].

The ICA-based methods can be run with both – linear and non-linear reg-
istration, all other methods rely on non-linear registration to achieve motion
c© Springer International Publishing Switzerland 2015
O. Camara et al. (Eds.): STACOM 2014, LNCS 8896, pp. 21–31, 2015.
DOI: 10.1007/978-3-319-14678-2 3
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compensation. In the following the image registration back-end and methods
are described in more detail.

2 Methods

2.1 Image Registration

Given a d-dimensional domain Ω ⊂ R
d and a space of images I = {I|I : Ω → R},

and given a study image S ∈ I and a reference image R ∈ I, registration aims at
transforming the study image S with respect to the reference image R, so that
structures at the same coordinates in both images represent the same object. In
practice, given a space of allowed transformation T this is achieved by finding
a transformation Treg ∈ T that minimizes a given cost function Fcost : I × I →
R, while constraining the transformation through the joint minimization of an
energy term E : T → R:

Treg := arg min
T∈T

(Fcost(ST , R) + κE(T )) . (1)

The cost function Fcost accounts for the mapping of similar structures. E(T )
ensures topology preservation, which is necessary to maintain structural integrity
in the study image, and it thus introduces a smoothness constraint on the trans-
formation T . The parameter κ is a weighting factor that balances registration
accuracy and transformation smoothness.

Based on the allowed transformation space T one can distinguish between
linear and non-linear registration. With linear registration, T the topology is
always preserved, hence the additional energy term E(T ) is not required; conse-
quently κ is set to zero in this case. In non-linear registration, this preservation
of topology is not guaranteed and it is advisable to add an energy term E(T )
with a positive weight κ.

Cost Functions. In our application, the cost function F is derived from a
so-called voxel-similarity measure that takes into account the intensities of the
whole image domain. As a consequence, the driving force of the registration is
calculated directly from the given image data.

Specifically, we employ three image similarity measures:

1. The sum of squared differences (SSD)

FSSD(S,R) :=
1
2

∫
Ω

(S(x) − R(x))2 dx, (2)

2. normalized gradient fields (NGF) as given in [3]; i.e. with the image noise
level η and ε a measure for boundary “jumps” (locations with a high gradi-
ent) that is defined as

ε := η

∫
Ω

|∇I(x)|dx∫
Ω

dx
, (3)
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and the normalized gradient

nε(I,x) :=
∇I(x)√∑d

i=1 (∇I(x))2i + ε2
, (4)

the NGF cost function for images of dimension d is defined by

FNGF(S,R) :=
1
2

∫
Ω

(
‖nε(R, x)‖2 − 〈nε(R, x),nε(S, x)〉2

‖nε(R, x)‖‖nε(S, x)‖

)2

dx, (5)

3. localized normalized cross correlation (LNCC)

FNGF(S,R,W ) :=
1

#Ω

∑
x∈Ω

ncc(S,R,x,W ) (6)

with k defining the neighborhood window W := {−k, k}2 on which the cross
correlation is evaluated according to

ncc(S,R,x,W ) :=

(∑
d∈W R(x + d)S(x + d)

)2
∑

d∈W R2(x + d)
∑

d∈W S2(x + d)
(7)

SSD can be used when study and reference image exhibit similar intensity dis-
tributions – e.g. when synthetic references are used for registration, and NGF
and LNCC are used otherwise. Here, NGF and LNCC have an advantage over
statistical measures like mutual information, since they are truly local similar-
ity measure that can accommodate the local intensity change induced by the
contrast agent passing through the heart ventricles and the myocardium. In
addition, NGF has the advantage that it is fairly easy to implement and as a
low computational cost.

Transformation Spaces. For linear registration we restrict the transformation
space to either translations only, or to rigid transformations (i.e. translations and
rotations), or affine transformations.

For non-linear registration methods the transformation space T is restricted
to transformations that can be described by a B-splines based model [5], and
the regularization E is based on the separate norms of the second derivative
of each of the deformation components [6]. The balance between smoothness
of the resulting transformation and the amount of non-rigidity that allows for
the registration of smaller features can be fine tuned by setting the B-spline
coefficient rate crate and the weighting factor κ accordingly. For both parameters,
higher values result in smoother transformations that preserve the per-voxel
volume better but come at the cost of a reduced ability to register small features.

2.2 Motion Compensation Schemes

Independent Component Analysis Based Schemes. Various of the applied
motion compensation schemes make use of independent component analysis to
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create synthetic, motion-free references to guide the registration. Here a multi-
pass approach is taken: In the first step, an ICA is run. Then the resulting
components are classified based on a wavelet analysis of the mixing matrix, and
the component representing motion is discarded. In addition, in the first pass
the left and right ventricle cavity is identified and segmented, and the region
of interest containing the left ventricle myocardium is extracted to restrict the
following registration to this area. Synthetic reference images are then created
by mixing the motion-free components, and the original images are registered to
these references by optimizing SSD. Since initially the synthetic references are
rather blurry, the method is run various times to achieve full motion compensa-
tion. The details of this method are described in [2], and a minor adjustment to
identify a failed segmentation based on the size of the heart was added [7].

In its original implementation all images would be registered to a mean of
the breathing motion that does normally not correspond to a specific image of
the original series. Therefore, in order to accommodate the requirement of the
challenge that all images need to be aligned to a predefined reference image, the
algorithm was changed so that in each pass the registration of the reference image
was inverted, i.e. the synthetic reference was registered to its corresponding
original image, and the resulting transformation is applied to all other registered
images.

This method was applied correcting for translations only (ICA-T ), thereby
mimicking [8], correcting a rigid transformation (ICA-R), an affine transforma-
tion (ICA-A), and a B-Spline based transformation (ICA-SP). In addition, we
run combinations of these ICA-based linear and non-linear motion compensation
schemes, i.e. ICA-T+SP and ICA-A+SP .

Note, that this method was originally designed to be applied to data acquired
free breathing, but synthetic experiments indicated that the method can also be
applied to data that was acquired with initial breath hold [2].

QUASI-P. The algorithm implements the method proposed in [3] that was
initially designed to be run on free breathing aquired data. Here, the quasi-
periodicity of free breathing was used to identify key frames that are already
closely aligned, and registered using NGF to an automatically chosen reference
frame. Then, by linearly combining these pre-aligned images synthetic references
are created and the remaining images are registered to their synthetic counter-
parts by optimizing SSD.

Since five series the data provided for the challenge was acquired with initial
breath hold, and the challenge rules require that all images are aligned to a
predefined reference the algorithm was changed in two aspects: Firstly, instead
of estimating the global reference image automatically, it was set, and secondly,
when creating the initial subset it was made sure that the temporal distance
between two consecutive images was not larger than seven acquisition frames.
Without such a limitation it may happen that the algorithm does not add enough
time points to the initial set, resulting in a failure of the second registration step
that results from badly created synthetic references.
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Generalized Non-linear Motion Compensation Schemes. We also run
registration schemes that make no assumptions about the data other than that
it comprises an intra-subject tracking of movement. Specifically, two approaches
were run:

SERIAL: Here, only images in temporal succession are registered and then
the transformations are applied accumulated. As registration criterion we used
a weighted combination of NGF and SSD as proposed in [9].

AllToOne: With this method we register all images to one global reference by
using LNCC as registration criterion.

In both cases, a B-spline transformation was optimized.

Pseudo Ground Truth. This method considers the estimation of a pseudo
ground truth (PG) [4] in order to create synthetic reference images that are then
used to compensation for the motion. This algorithm requires the images to be
already linearly registered, otherwise the estimation of the pseudo ground truth
will fail [2]. Hence we first run an ICA-based linear motion compensation scheme
then followed by the PG. The implementation of the estimation of PG we used
differs somewhat from the algorithm described in [4]. Specifically, instead of using
a demons based registration scheme we use the same B-Spline based method for
image registration as given above, and instead of using Gaussian elimination to
solve the PG estimation problem, we used the L-BFGS algorithm ([10]). Like the
ICA-based methods, this algorithm is also run in a multi-pass scheme.

In summary, the combined motion compensation algorithm we run here are
ICA-T+PG and ICA-A+PG .

3 Experiments

Above registration schemes were applied to the provided challenge data. For the
various methods the registration parameters were set as follows:

For optimization of linear transformations we used the simplex algorithm [11]
(breaking condition for the simplex algorithm was set to 0.01, and its start step
size to 0.001). For non-linear registrations run with the ICA-based schemes and
PG we used rank-1 method of the shifted limited-memory variable metric algo-
rithm (VAR1) [12] as optimizer. In all other cases a gradient descent optimizer
was applied. For non-linear registrations with multi-pass schemes we used an ini-
tial B-spline knot spacing of 16 and a regularization weight κ of 10. With each
new pass, these quantities were divided by 2. For all multi-pass schemes at most
three registration passes were run. With AllToOne, QUASI-P , and SERIAL, we
set the B-spline knot spacing to 5 and the regularization weight κ to 0.1.

For best reproducibility the experiments were obtained by running the motion
compensation within a virtualized Ubuntu Linux 14.04 (i386) environment that
can be downloaded as virtual hard disk [13], but with MIA [1] updated to version
2.2.2. The scripts used to run the experiments are made available at
https://sourceforge.net/projects/mia/files/Scripts/

https://sourceforge.net/projects/mia/files/Scripts/
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4 Results

Visual inspection of the results show a mixed picture. No method provides a
visually pleasing motion compensation for all cases.

Specifically, in many cases QUASI-P fails to provide motion compensation
at the beginning of the series and even deforms the image area containing the
LV myocardium beyond recognition (Fig. 1 (a)), a problem with QUASI-P that
that can be attributed to the generation of synthetic references by using linear
interpolation between time steps [3]. Similar registration errors can be observed
to a lesser extend by using the AllToOne approach (Fig. 1 (b)).

The identification of the LV and RV cavities, and consequently, the segmen-
tation of a ROI around the LV myocardium failed for the data sets 1,3,5, and 9
aquired under stress, as well as for the un-gated data. Here, linear registration

(a) QUASI-P 8/16 Rest (b) AllToOne 2/7 Str.

Fig. 1. QUASI-P sometimes not only fails to achieve motion compensation, but also
results in a deformation of key images of the series (a). Likewise, AllToOne also may
result in such deformations when registering images at the beginning of the series (b),
but the frequency of such occurrences is lower than with QUASI-P .

(a) original (b) AllToOne (c) QUASI-P (d) SERIAL (e) ICA-T+SP (f) ICA-R+SP (g) ICA-A+SP

(h) ICA-SP (i) ICA-T+PG (j) ICA-R+PG (k) ICA-A+PG (l) ICA-T (m) ICA-R (n) ICA-A

Fig. 2. Data set 5 (stress): Results for slice 50 (cropped) and all applied methods. The
linear registration based methods (l-m) because the ROI around the myocardium could
not be segmented for this data set. Running PG as additional non-linear registration
(i-k) after a failed linear registration does also not result in an alignment as good as
with all the other methods.
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(a) original (b) AllToOne (c) QUASI-P (d) SERIAL (e) ICA-T+SP (f) ICA-R+SP (g) ICA-A+SP

(h) ICA-SP (i) ICA-T+PG (j) ICA-R+PG (k) ICA-A+PG (l) ICA-T (m) ICA-R (n) ICA-A

Fig. 3. Data set 8 (stress): Results for slice 45 (cropped) and all applied methods.
Here, AllToOne (b) and QUASI-P (c) and all ICA*SP methods (e-h) show a good
alignment for this slice, whereas the other methods that include non-linear registration
(d, i-k) this alignment is not as good, but still better than without correction (a).
Applying only linear registration (l-n) shows a still notable but small improvement
over the uncorrected data (a) for this slice.

methods ICA-T, ICA-R, and ICA-A could not provide any notable motion com-
pensation which is illustrated in the example images in Fig. 2 (l-m). Since the
ICA-*-PG methods require initial linear registration, the also failed to provide
notable motion compensation for these data sets.

As another example we present slice 45 from data set 8, stress (Fig. 3). Here
the picture is a bit different: AllToOne, QUASI-P and all the combinations
utilizing ICA-SP (either solely, or with initial linear registration) provide visu-
ally good results, While the other methods provide still provide a better align-
ment than without motion compensation, judging only from visual inspection
the improvement achieved by only running linear registration is quite small.

The obtained avarage MBF values corrected for the AIF are reported below,
in Table 1 for the rest studies, and in Table 2 for the stress studies. The values
were obtained by running the according Matlab scripts provided by the challenge
organizers and evaluating the average of the per section MBF values.

We also applied all methods to the ungated data. The segmentation of the
LV region with the ICA based methods failed, and consequently no motion com-
pensation was achieved by applying linear registration methods only. ICA-SP
provided visually pleasing results, AllToOne, QUASI-P , and SERIAL provide a
mixed picture over the time series, introducing rather erratic deformations in the
images in parts of the series. Running GT (after the failed linear registration)
also provided motion compensation.
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5 Conclusion

We applied a series of 13 motion compensation methods based on image regis-
tration to the challenge data, out of these two (AllToOne and SERIAL) a gen-
eralized registration methods, and QUASI-P and all ICA based methods were
specifically designed for free breathing data. The ICA based methods provide
a method to identify and segment the heart ventricular cavities, and therefore
they provide the possibility to restrict the registration to this area making the
application of linear registration methods possible. If this segmentation failed,
however, linear registration could no provide motion compensation, since the
non-moving body parts in the image dominate. The linear methods were also
combined with a ICA based and a PG based non-linear registration method.
Both provided additional motion compensation but in the cases when linear reg-
istration failed the ICA based method usually provided visually better motion
compensation than the PG method.

The main advantage of non-linear registration is that registrations is inde-
pendent of an initial segmentation of the ROI. Also with ungated data, the
additional deformation of the beating heart can only be captured by non-linear
registration. Linear registration, on the other hand, is faster and is not not prone
to registration errors like can be seen in fig. 1.
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Abstract. We present results of a non-rigid registration algorithm to
correct breathing motion in cardiac MR perfusion sequences applied to
the STACOM 2014 Motion Correction Challenge dataset. The algorithm
is based on the finite element method whereby a 2D free form defor-
mation model is deformed to match image features. Image warping is
performed through global-to-local mapping of motion parameters. To
overcome the contrast intensity problem in the perfusion images, the
registration was applied consecutively between adjacent frames. Eleven
cases were provided by the challenge: Ten cases were ECG-gated MR
perfusion images with rest and adenosine-induced stress series, while the
last case was an ungated MR perfusion stress acquisition. The algorithm
achieved good results in terms of modified Hausdorff distance: 1.31±0.93
pixels (max: 6.5 pixel), horizontal shifting < 4.5 pixels, and vertical shift-
ing: < 4 pixels. Moderate Jaccard index: 0.57 ± 0.14 was achieved.

1 Introduction

Cardiac Magnetic Resonance (CMR) perfusion imaging has developed rapidly
over the past few years, and has evolved into an accurate diagnostic tool for
coronary artery disease with excellent prognostic value [2]. The protocol usually
involves an administration of contrast agent followed by rapid acquisitions when
the contrast uptake occurs in the myocardium. Typically, several short axis slices
are acquired every heartbeat to analyse the contrast intensity profile.

The main problem for post-processing analysis of MR perfusion study is the
imaging artefacts caused by breathing motion. During the contrast kinetics, data
are acquired over at least 40 seconds after bolus administration. A patient must
therefore perform a breath-hold for at least 40 seconds, which is problematic
for elderly and patients with chronic heart disease, particularly under stress
conditions. The result is a large shifting of the heart relative to the image plane,
c© Springer International Publishing Switzerland 2015
O. Camara et al. (Eds.): STACOM 2014, LNCS 8896, pp. 32–40, 2015.
DOI: 10.1007/978-3-319-14678-2 4
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which substantially affects the calculated perfusion value. A number of image
processing techniques has been proposed to correct this motion artifact. An
extensive survey of different motion correction algorithms is presented in [4].

We have previously developed a method to register two cardiac MR images [6],
which can track motion in a cine-MRI study [5]. Our method uses free form defor-
mations using a finite element (FE) model formulation where a 2D rectangular
lattice is deformed following the movement of wall motion. This method has pre-
viously demonstrated good tracking results of endocardial and epicardial borders
to quantify cardiac function. In this work, we applied this method to compensate
motion caused by breathing in a MR perfusion sequence. The difficulty of track-
ing breathing motion in the perfusion MRI is that contrast strongly changes
the intensity during the uptake and washout of the contrast agent. As such,
tracking image features by the FE model becomes unreliable, particularly in the
early pre-contrast uptake and late washed-out contrast frames. We modified the
algorithm not to track directly breathing motion from a pre-defined reference
frame, but consecutively creating reference images from adjacent frames. We also
added an initial rigid registration algorithm, which coarsely tracks the location
of the myocardium, resulting in a more effective registration by the non-rigid
transformation.

2 Methodology

2.1 Initial Rigid Registration

A coarse rigid registration is performed to remove the most severe breathing
artefacts. The original reference image is cropped using the reference mask.
The Canny edge detection algorithm is applied to two consecutive images, fol-
lowed by a Gaussian blurring of the resulting images [1]. Since the edge between
myocardium and the lungs are strong edges, the threshold for the Canny edge
detection is empirically chosen for this edge and is maintained at all frames. The
sum of squared differences (SSD) is applied for similarity measurement to align
images based on the location of the myocardium. Although SSD was performed
by searching though all pixels inside region of interest (brute force method) with
integer shifting, this process does not consume much of the processing time.

2.2 Finite Element Warping

We use a finite element (FE) model of a 2D rectangular lattice constructed using
bi-cubic Bezier basis functions with C(1) continuity to register an image at frame
t (It) to a reference image I0. This is similar to the commonly used B-spline free
form deformation model, except with additional flexibility to change the basis
functions and continuity constraints if desired. The FE model is defined by the
deformation field u : I0 → It. After that, image warping is performed in the
current image space by using the following equation

It
0(p) = It (δ(p)) , for p ∈ I0 (1)
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Fig. 1. An example of undeformed (left) and deformed (right) finite element model
due to motion breathing

where p is a pixel and the current position δ is defined as

δ(p) = p + u(p) (2)

Within each element u is defined to be a function of finite element material
coordinates ξ as

u(ξ) =
∑

n

Ψn(ξ) Ue
n (3)

where Ue
n are local element parameters and Ψ are element basis functions. There

is a constant linear mapping between p and ξ for each element. The mapping
from local element to global parameters is given by a general linear map G:

Ue = G Ug (4)

This local-to-global map enables a flexible mechanism for incorporating a variety
of continuity constraints. Figure 1 shows an illustration of warping an FE model
between the reference and non-reference images from perfusion MRI.

3 Regularization

A non-rigid registration can be performed by minimizing the sum of squared
pixel intensity differences

EI =
∑
p∈I0

w2(p)
(
I0(p) − It

0(p)
)2 (5)

where It
0 denotes the registered image It onto I0 as defined in (1). The coefficient

w defines an image to locally control weighting in the image. The weight image is
defined as an inverted and blurred version of the reference mask, which increases
discrepancy errors far from the heart.

In practice, the image data and FE model are not sufficient to solve the
problem, as it is ill-posed in the sense of Hadamard. We applied a Sobolev
regularization to estimate the smoothing term:
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ES =
∫

Ω

α1

∥∥∥∥ ∂u

∂ξ1

∥∥∥∥
2

+ α2

∥∥∥∥ ∂u

∂ξ2

∥∥∥∥
2

+ β1

∥∥∥∥∂2u

∂ξ21

∥∥∥∥
2

+ β2

∥∥∥∥∂2u

∂ξ22

∥∥∥∥
2

+ β3

∥∥∥∥ ∂2u

∂ξ1∂ξ2

∥∥∥∥
2

dΩ

(6)
where α1, α2, β1, β2, β3 are the smoothing weights. The smoothing terms ES

hence controls the rigidness of the allowed deformations. Using the Hessian filters
and the smoothing terms, the objective function E = EI +Es is optimized using
the Levenberg-Marquardt algorithm [7].

3.1 Consecutive Frame Registration

The large variations in contrast between the blood pool and myocardium make
registrations to a single reference frame prone to result in erroneous registrations.
Instead registering into a pre-defined reference frame, we register an image to the
previously registered image at the adjacent frame. Hence, if Ii is the reference
frame, then image Ii+1 and Ii−1 are registered to Ii as Ii+1

i and Ii−1
i . Next,

image Ii+2 is registered to Ii+1
i , frame Ii−2 is registered to frame Ii−1

i , until all
frames are processed.

3.2 Validation Methods

Although manual drawing is a tedious and large task, we performed manual
contouring on all unregistered frames in order to evaluate the quality of the
registration method. We then applied the same transformations applied to the
perfusion images to these manual mask contour images and were compared with
the reference contour. The quality of the registered contours was quantified in
terms of three quantities: 1) modified Hausdorff distance (MHD), 2) Jaccard
index, and 3) horizontal and vertical movements. The MHD [3] measures a dis-
tance of two point sets C1 and C2 by the average of the minimum Euclidean
distances between each point in C1 and all points in C2 or the reverse, whichever
is greater,

H(C1, C2) = max (d(C1, C2), d(C2, C1)) (7)

d(X,Y ) =
1

|X|
∑
x∈X

min
y∈Y

‖x − y‖ (8)

where | · | denotes the cardinality of a set.
The Jaccard index measures the amount of overlap of two point sets C1 and

C2, i.e.,

J(C1, C2) =
|C1 ∩ C2|
|C1 ∪ C2|

(9)

The third quantity is the measurement of contour shifting in horizontal and
vertical directions. This is essentially a rigid body transformation with only a
translation matrix to align two contour sets. By using least squares minimization,
the translation error can be estimated by the centroid positions of the reference
and registered current contour sets.
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Fig. 2. Quantitative validations of the proposed method in terms of modified Hausdorff
distances (top left), Jaccard indices (top right), horizontal shifting (bottom left) and
vertical shifting (bottom right). Box plots are grouped into: rest (blue), Stress (red)
and ungated (yellow) cases. Gray shaded areas denote mean ± stdev. The trends of
MHD and Jaccard index values across the whole frames are given in Fig. 3.

The distribution of MHD, Jaccard, the horizontal and vertical shifting values
are shown as boxplots in Fig. 2. The maximum MHD value was 6.49 pixel with
the total average of 1.31 ± 0.93 pixels. The average of contour similarity indices
were 0.57± 0.14. The maximum contour shifting was 4.5 pixels horizontally and
4 pixels vertically.

4 Experimental Results

The STACOM 2014 Motion Correction challenge data consists of 11 cases of
dynamic contrast-enhanced MR perfusion acquisitions from a single mid-
ventricular short-axis time series. Ten of them (case 1–10) contain two series
each: acquisitions made during rest and adenosine induced stress. There are 50
frames in each series, except case 7 at rest (only 49 frames). Case 11 is an ungated
stress perfusion sequence with a greater number of frames (130 frames) and the
images contain more cardiac motion than the other ten ECG-gated cases. Ref-
erence contours were provided as mask images, where the frame number was
determined a priori by the organiser.

We implemented the non-rigid registration algorithm in Matlab 7.14 running
on an Intel Core Duo, at 1.83 GHz with 1.5 GB RAM. We determined a Region



Motion Correction for Dynamic Contrast-Enhanced CMR 37

−20 0 20 40 60

0.
5

1.
0

1.
5

2.
0

2.
5

Normalised Time (ms)

M
H

D

Reference Frame

Rest_Endo
Stress_Endo
Rest_Epi
Stress_Epi

(a) Modified Haussdorf distances after time normalisation

−20 0 20 40 60

0.
4

0.
5

0.
6

0.
7

Normalised Time (ms)

Ja
cc

ar
d 

In
de

x

Reference Frame

Rest
Stress

(b) Jaccard indices after time normalisation

Fig. 3. Variations of MHD (top) and Jaccard indices (bottom) relative to the location
of the reference frames. Lines were produced after local cubic polynomial regression
fitting (LOESS) with smoothing parameter 0.2.

of Interest (ROI) area around the heart using the outer contours of the reference
mask plus 15 pixels on either side, for the finite element warping. The smoothing
weights were previously determined and set to α1 = α2 = β1 = β2 = β3 = 0.01.
For computational efficiency and reducing the risk of the optimization algorithm
getting stuck in a local minimum, the algorithm was performed in multi-scale.
A low-resolution step with nine elements across the ROI was applied for coarse
alignment, followed by a higher resolution step using 25 elements.

Since the reference frame was used as the basis for non-rigid registration, we
analysed how the registration method performed relative to the reference frame.
Figure 3(a) shows the average MHD after the reference frames between cases
were normalised. This was calculated by the absolute time of each frame relative
to the acquisition time and then shifted to make the reference frame absolute
time at t = 0. We can see how contours at both rest and stress were compared
to the reference contour before and after the peak contrast ratio. Figure 3(b)
shows the same plot but with the Jaccard index.
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Fig. 4. Regional volume transfer coefficients (Ktrans ) after registration (a). Each case
is paired between rest and stress from the ECG-gated perfusion data. Green lines are
case 1–5 (NZ dataset) and red lines are case 6–10 (Utah dataset). S1, S2, S3, S4, S5
and S6 denote myocardial segments (b).

Perfusion values were measured based on regional volume transfer coeffi-
cients (Ktrans ), which were calculated from the two-compartment model script
provided by the organiser. Six equiangular myocardial segments starting from
anterior RV insertion point anti-clockwise were determined. Hence segment 1
and 2 are located in the septum, segment 3 at the inferior lateral, segment 4 and
5 are in the lateral wall and segment 6 is the anterior region. When we compared
these values regionally and paired between rest and stress, the results are shown
in Fig. 4.

5 Discussion

We have presented and tested our non-rigid registration method based on a finite
element model on cardiac perfusion MRI. Since reference frames were defined
at the adjacent frame (Section 3.1), initial coarse rigid registration did not give
significant contribution to the final results. This initialisation step was performed
to ensure large image shifting, which could also be caused by non-breathing
movement, such as image scanning mis-alignment.

Based on quantitative registered contour measurements, our method achieved
good results. Horizontal and vertical shifting variations from Fig. 2 are low with
the average errors at −0.01 ± 0.97 and 0.26 ± 1.05 pixels, respectively. The
maximum error shift in both direction was just less than 5 pixels. The amount
of area overlap (Jaccard index) was moderate with the mean of 0.57 ± 0.14.
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Jaccard indices were more varied across cases compared to other quantitative
values, because it accounts the area of myocardium instead of the boundaries.

Small Haussdorf distances were achieved with small variation across all images,
except in the ungated case and case 3 at stress (see Fig. 2). The noise level in the
ungated case is more apparent than the other cases and since the ungated case has
more frames, the errors were accumulated more in the subsequent frames due to
the consecutive frame registration approach. The method had a difficulty to cor-
rect motion in case 3 at stress due to severe breathing and inaccurate triggering
artifacts.

The effect of consecutive registration technique by using adjacent reference
frames can be seen in Fig. 3. Small registration errors were maintained near the
reference frame, but then fell off rapidly. As can be expected, the registration
errors were higher in the pre-contrast frames compared to the washed-out frames.
However, the method still could register low contrast frames with poor visibility
of myocardium because the reference used was the adjacent frame which contains
similar intensity profile. This would not be possible if we used the original refer-
ence frame. In Fig. 3(a), endocardial contours have larger MHD values compared
to the epicardial contours. Figure 3 also shows the difficulty to register contours
at stress, which is more visible in the endocardium than the epicardium.

Our method also produced sensible perfusion values, although we cannot val-
idate them with a ground truth. From Fig. 4, the regional Ktrans values were
generally increased with varying degrees from rest to stress. Due to pharmaco-
logical stress, the perfusion bed is maximally dilated, resulting an increase of
coronary flow circulation. The amount of Ktrans changes from rest to stress can
quantify the coronary flow reserve, which can indicate a coronary artery disease.

The two-compartment model fit has, to some extent, good tolerance for mis-
registered frames and corrupted perfusion values. The necessity to achieve perfect
overlap in terms of the Jaccard index is disputable. After comparison with the
ground truth data, a final conclusion can be drawn whether our algorithm was
satisfactory in these cases.

The proposed method still needs more improvements to better overlap the
reference myocardium, particularly for matching the endocardium. The finite
element model was very simple in the current implementation, with a rectan-
gular lattice configuration and constant stiffness (smoothing parameters) across
the whole model. In the future, there is the possibility of varying the stiffness
spatially so that myocardium has a different stiffness to lungs and liver, and the
boundary between organs can be more flexible.
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4. Gupta, V., Kirişli, H.A., Hendriks, E.A., van der Geest, R.J., van de Giessen, M.,
Niessen, W., Reiber, J.H.C., Lelieveldt, B.P.F.: Cardiac MR perfusion image pro-
cessing techniques: a survey. Med. Image Anal. 16(4), 767–785 (2012)

5. Li, B., Liu, Y., Occleshaw, C.J., Cowan, B.R., Young, A.A.: In-line automated
tracking for ventricular function with magnetic resonance imaging. JACC Cardio-
vasc Imaging 3(8), 860–866 (2010)

6. Li, B., Young, A.A., Cowan, B.R.: GPU accelerated non-rigid registration for the
evaluation of cardiac function. Med. Image Comput. Comput. Assist. Interv. 11(Pt
2), 880–887 (2008)

7. Press, W.H.: Numerical recipes in C: the art of scientific computing, 2nd edn.
Cambridge University Press, Cambridge (1992)



© Springer International Publishing Switzerland 2015 
O. Camara et al. (Eds.): STACOM 2014, LNCS 8896, pp. 41–50, 2015. 
DOI: 10.1007/978-3-319-14678-2_5 

Deformable and Rigid Model-Based Image Registration 
for Quantitative Cardiac Perfusion 

Devavrat Likhite, Ganesh Adluru, and Edward DiBella()
 

UCAIR, Department of Radiology, University of Utah, Salt Lake City, USA 
devavrat.likhite@utah.edu, gadluru@gmail.com, 

Edward.DiBella@hsc.utah.edu 

Abstract. Background: Inter-frame image registration is a major hurdle in accu-
rate quantification of myocardial perfusion using MRI. The registration is not 
standard, in that changing contrast between frames makes it difficult to register 
the images automatically.  

Methods: A multiple step approach was employed. First, a region around the 
heart was identified out automatically in order to focus the registration. Then 
we performed rigid shifts between frames with a cross correlation type of meth-
od, to obtain a coarse registration. Then we created model images from a two 
compartment model and an arterial input function from the RV blood pool of 
the images. These model images represent the uptake and washout of the con-
trast agent. However they do not contain any motion since the two compartment 
motion cannot explicitly model motion. These motion-free model images are 
used as reference images and each frame was registered to its associated model 
image. Rigid and deformable registration as implemented by ANTS. The entire 
process was automatic and required ~240 seconds. 

This registration approach was tested on the 10 provided ECG-gated 
rest/stress datasets.   

Conclusion: Rigid and deformable registration was performed on the provid-
ed datasets. The technique was found to perform better on datasets with higher 
signal to noise ratio and without sudden respiratory motions.  

Keywords: Deformable registration · Rigid · Cardiac perfusion · Myocardial 
blood flow 

1 Introduction 

Quantification of myocardial blood flow using magnetic resonance imaging is useful 
for research and clinical studies, though would be used more widely if it was easier to 
perform and more standardized.  Generally, myocardial perfusion is obtained from an 
ECG-gated T1 weighted imaging sequence that tracks the uptake and washout of a 
gadolinium based contrast agent. The time-series data is analyzed using semi-
quantitative or quantitative methods. Approximately 30 seconds of data is required for 
quantitative analysis. This long of a breath-hold is not possible for many patients. 
Moreover, during a stress perfusion scan, it becomes difficult to maintain a steady 
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breath-hold. The presence of breathing motion makes it difficult to segment out the 
myocardium, which in turn makes quantification of myocardial blood flow difficult 
and prone to errors. In particular, breathing motion during the uptake of the contrast 
agent can give incorrect results.  

One of the problems with registration of cardiac perfusion data is the changing 
contrast over time. This makes it difficult to automatically register all the frames in 
the series to a single frame in the data. Many different techniques have been pro-
posed. These techniques involve for example iteratively updating a single reference 
image [1], or using statistical approach [2]. Adluru et al used model images created 
from fitting the data to a two compartment model to generate a reference image for 
each time point [3]. That method worked well for cardiac perfusion images, although 
only rigid shifts were used. In this article we evaluate the use of a deformable and 
rigid model based image registration for application to 5 gated stress/rest datasets 
from New Zealand and 5 from Utah. 

One ungated perfusion dataset [4] that includes cardiac motion and has a higher 
temporal resolution is also included. The ungated acquisition has several advantages 
over conventional ECG-gated acquisitions, although the usability of the ungated tech-
nique for quantification depends on the robustness of the registration.  

2 Methods 

In this article we describe the use of deformable and rigid registration using the model 
images as the reference images. Each image in the time series is independently regis-
tered to its corresponding model image. Fig 1 lists the steps in the registration scheme 
used. The preprocessing step is a preliminary rigid registration step. The generation of 
model images follows. The model images are generated by fitting the data to a two-
compartment model. These model images are then used as reference images for the 
deformable or rigid registration that follows. These steps are detailed below. 
 

 

Fig. 1. Flowchart representing the flow of steps done during registration 

Preprocessing 

The images sometimes have substantial inter-frame respiratory motion. The presence 
of such large motion was found to generate erroneous model images. Hence a prelim-
inary rigid registration is performed. The registration is done in a cropped region  
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for sudden motion 
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to generate motion 
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around the heart. This cropping is done automatically by detecting the approximate 
position of the left and right ventricle.  

This preliminary registration makes use of neighboring frames to reduce motion. 
For each frame, its previous frame and next frame are averaged together to generate 
the reference image (which is typically blurry since the frames have different motion). 
Each image is then rigidly registered to its corresponding reference image by maxim-
izing cross correlation. This registration corrects for sudden motion between frames. 
This preliminary method however does not correct for any drift seen in the position of 
the heart due to respiratory motion, and is only an approximate correction. 

Generation of Model Images 

After the preliminary registration step was used to reduce the respiratory motion to 
some extent, model images are created as described by Adluru et al in [3].  

The idea behind model images is that when the images are perfectly registered and 
the signal intensity for each pixel is recorded over time, the signal intensity curves 
would be smooth and have no outliers. Conversely, if we have such smooth signal 
intensity curves, we can generate artificial images that that would reflect the change 
in contrast and have no motion.  

As described in [3], the generation of model images was done by recording the 
signal intensities over time for every pixel in the image. These recorded curves were 
then approximated by a two-compartment model [5] widely used in DCE MRI.                              1  

The model requires Gd concentration, hence the recorded signal intensity curves at 
each pixel are converted to be proportional to Gd concentration curves by subtracting 
the precontrast signal from each curve.  represents this signal difference curve. 

 is the input function from the right ventricular blood pool. The algorithm 
makes use of a routine that automatically finds the position of the left and right ven-
tricle. Using the position of the right ventricle, a small region of interest is taken in 
the right ventricle to record the input function.    are the rate constants 
representing the exchange of contrast agent between plasma and extra cellular space. 
A delay term is inserted in eq. (1) to account for the time delay in input function.  
For speed, a linearized form of eq. (1) given by eq. (2) is used to perform the fitting 
operation. 

                                                                                   (2) 

The algorithm minimizes the chi-squared error between the fits and the recorded sig-
nal difference curves. The curves fits are then used to generate the model images,  
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by replacing each signal curve by the corresponding curve fit. Fig 2 shows the model 
images for a few timeframes from different datasets. These model images are artificial 
images that have no respiratory or cardiac motion since the model does not support 
motion. These images typically preserve the change in contrast over time and struc-
ture seen in the acquired images fairly well. However the model images have enough 
artifacts that they are not a good choice to use directly to obtain perfusion values. As 
well, the use of the arterial input function from the right ventricle is not a good choice 
for the quantitation step, since the left ventricular tissue “sees” quite a significantly 
dispersed and delayed version of the right ventricle input function.  

 

                     

Fig. 2. Left column: Actual images (cropped manually). Right column: Corresponding model 
images (cropped manually). The model images have an artificial patchy appearance. 

Registration Using Model Images 

Deformable Registration 
Deformable registration is performed using the generated model images as the refer-
ence images. Each image is registered independently to its corresponding model-
based image. Deformable registration is done using Advanced Normalization Tools 
(ANTS) [6]. The technique uses a symmetric image normalization method that max-

Case 2 (NZ) a) Case 2 (NZ) b) 

Case 7 (Utah) a) Case 7 (Utah) b) 

Case 9 (Utah) a) Case 9 (Utah) b) 
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imizes the cross correlation in the space of diffeomorphic maps [7]. The ANTS makes 
use of a multi-resolution framework and we used a 3 level resolution pyramid with a 
maximum of 100 iterations at the coarsest level, followed by 100 at the next coarsest 
and 10 iterations at full image resolution [8]. The set of parameters for ANTS were: 
step size for 2D symmetric image normalization transformation model=0.25, sigma 
for Gaussian regularizer on the deformation field=2 and sigma for Gaussian 
regularizer on the similarity gradient=10.  

It was found that results of deformable registration of the heart were better when a 
region of interest was also supplied to ANTS. ANTS focuses the registration opera-
tion in the provided region of interest. To focus the registration on the heart, an algo-
rithm was used to detect the position of the left and right ventricle automatically.  
Using this detected positions of the ventricles a binary mask with fixed size 60x80 
pixels, centered on the heart, was generated and provided to ANTS. 

Rigid Registration 

Rigid registration was performed by using the same model images as the reference 
images. The registration was also performed using ANTS with the mutual information 
technique. The number of bins for mutual information registration was set to 32.The 
same binary mask as in the deformable registration was used to improve the accuracy 
of the registration process around the heart and to avoid focusing the registration ef-
forts on registering the moving chest wall or other organs. 

Quantification of Perfusion 

The quantification of perfusion was done using the provided tool and the single frame 
manual segmentations provided with each dataset. The segmented myocardium was 
divided into six equiangular regions. The average signal intensity for the six regions 
was recorded over time. These are the tissue signal intensity curves. These tissue 
curves were then converted to be proportional to Gd concentration. The correct un-
saturated arterial input function was provided as a separate file with each dataset. The 
tissue curves were then fit to a compartment model [5] and the resulting perfusion 
indices are reported. 

Evaluation of Image Quality 

Registration was seen to visually perform better on the Utah datasets compared to the 
New Zealand datasets. This may be due to the Utah datasets having less motion, and 
because they were found to have a higher blood signal to noise ratio (bSNR), defined 
as       .       
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Fig. 3. A line profile through two datasets showing reduction in motion. a) Original image. 
Line profile through b) original image c) Image registered using deformable registration d) 
Image registered using rigid registration. 

 

Case 4 (NZ) a) Case 4 (NZ) b) 

Case 4 (NZ) c) Case 4 (NZ) d) 

Case 10 (Utah) a) Case 10 (Utah) b) 

Case 10 (Utah) c)   Case 10 (Utah) d) 
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Fig. 4. Graphic showing the tissue curves before and after registration generated using the 
provided tool for two separate datasets NZ-Rest U- Stress. Tissue curves generated from a) 
original image b) Image registered using deformable registration c) Image registered using rigid 
registration. 

Table 1. Estimate of the mean SNR and mean CNR for the two subset of datasets i.e. NZ-New 
Zealand dataset, U-Utah dataset 

 

Case 1 (NZ) c) 

Case 1 (NZ) a) 

Case 1 (NZ) b) 

Case 10 (Utah) a) 

Case 10 (Utah) b) 

Case 10 (Utah) c) 

 SNR CNR 
NZ dataset 14.3 10.5 
U dataset 31.3 25.9 
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Fig. 5. Histograms showing the distribution of the perfusion indices reported for the provided 
datasets before and after registration 

 
measured in the manually segmented frame that was provided for each dataset. Higher 
bSNR could help the registration method by providing better tracking of the blood 
pool feature. 

Edge contrast to noise ratio (eCNR), a measure that estimates the endocardial edge 
contrast which also could aid the registration, was calculated as            .       

Perfusion index 

a) Rest 

b) Stress 
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3 Results 

Deformable and rigid registration were performed on the provided datasets using the 
framework as described above. Figure 3 shows the line profile for two datasets before 
and after registration. It can be seen that the registration techniques were successful in 
suppressing the inherent motion present in the images. The tissue curves for six re-
gions were also generated using software based on mpi2d [9], which was provided to 
participants in the challenge. Figure 4 shows the tissue curves before and after regis-
tration for a rest and stress dataset. The myocardial blood flow values were also gen-
erated using the provided tool. Figure 5 shows a histogram of the reported perfusion 
indices. 

4 Discussion and Conclusion 

Deformable and rigid registration was implemented using ANTS software as de-
scribed in earlier sections. However deformable registration appeared visually to 
be superior to rigid registration in all cases. The results of registration were not as 
good without the preliminary registration step. The preliminary step helped the 
model images better represent the data. In the absence of the preliminary registra-
tion, the model images displayed a type of ghosting artifact in the presence of large 
motion. This in turn affected the accuracy of the deformable and rigid registration. 
Out of the given 10 datasets, the model-based registration technique used was 
found to work well on the Utah datasets (Utah). The results of registration on the 
New Zealand datasets (NZ) were comparatively poor. This difference in results 
was attributed to the difference in motion and to the higher bSNR and eCNR of the 
Utah datasets.  

In conclusion, both the deformable and rigid registration were able to handle  
motion correctly in images with higher bSNR. Also the methods were found to  
handle shallow breathing motion better than a breath-hold followed by heavy 
breathing. 
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Abstract. MRI perfusion imaging enables the non-invasive assessment
of myocardial blood supply. The purpose of the presented work is to enable
a quantitative assessment of the image sequences for clinical application.
To this end an automatic preprocessing including ROI detection and out-
lier removal has been combined with a phase-based registration approach
and an object-based myocardium segmentation. The suggested processing
pipeline has been tested with 21 image sequences provided by the STA-
COM motion correction challenge. The corrected image sequences have
been assessed by comparison with gamma variate curves fitted to the vox-
els intensity curves. The automatic segmentation could be compared with
expert segmentations provided by the challenge organizers. The results
indicate an improvement through the motion correction and a good agree-
ment with the reference segmentation in most cases.

Keywords: Perfusion ·Morphon ·Registration ·Quadraturefilter ·OBIA

1 Introduction

Magnetic resonance (MR) perfusion imaging provides non-invasive means for
assessing the effect of coronary artery pathologies on the supplied heart muscle
tissue. To analyze the local blood supply, image series showing the intensity vari-
ation induced by the wash-in and wash-out of an administered contrast agent are
acquired in rest state as well as under pharmacologically induced stress.

The inspection of the myocardial perfusion is then based on the analysis of the
time-intensity curves of image regions or single voxels, which results in parame-
ters describing curve properties or derived physiological parameters such as the
myocardial blood flow. To enable the extraction of these intensity curves from the
image sequences, the motion induced through breathing and irregular myocar-
dial contraction has to be compensated for. Because of the sparsity of the data,
through-plane motion can not be corrected and thus it can be useful to exclude
outliers from the analysis rather than considering intensity values from other tis-
sue regions in the myocardial perfusion analysis. In-plane motion of the heart mus-
cle can be discriminated into the movement through breathing and deformation

c© Springer International Publishing Switzerland 2015
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caused by the myocardial contraction. The joint compensation of these motion
types is a challenging task.

An overview of existing approaches for image preprocessing and parameter
extraction from time-intensity curves is given by Gupta et al. [7]. In the litera-
ture, this is either achieved through the identification of corresponding regions in
every time frame using manual or automatic segmentation methods [9,16,17] or
through time frame alignment followed by segmentation of the myocardium in one
image that represents the corrected sequence [6,19].

In this paper we present an automatic processing pipeline for motion correc-
tion and segmentation of the myocardium. The approach consists of three pro-
cessing steps, namely the removal of outliers, an in-plane motion correction with
the intensity-invariant Morphon approach [18], and an automatic myocardium
segmentation, which uses the temporal maximum intensity projection of the cor-
rected image sequence. Because there is no ground truth data available to evaluate
the results of the proposed methods, the validation method applied here compares
the intensity curves of the processed image sequences against a fitted gamma vari-
ate curve, which is assumed to describe the typical intensity curve in tissue after
contrast agent administration.

2 Materials andMethods

2.1 Image Data

The STACOM 2014 Motion Correction Challenge provided rest and stress perfu-
sion image sequences for 10 patients (20 sequences total), and one image sequence
of a new ungated acquisition. For the standard perfusion images, one expert con-
tour at a reference time frame was also provided. The in-plane resolutions of the
standard images vary between 1.875 and 2.344 mm, with a slice thickness of 8 mm.
Each sequence consists of 50 time frames. The ungated image sequence has an in-
plane resolution of 1.944 mm, a slice thickness of 8 mm and 130 time frames. The
data was acquired at the University of Utah (Siemens Verio 3T and TrioTim 3T
scanners) and at the University of Auckland (Siemens Avanto 1.5T). Four of the
ten patients had a known coronary artery disease.

2.2 Preprocessing

As a first processing step, the location of the heart chambers in the image sequence
is estimated. Existing approaches simply determine the right and left ventricle as
blobs of high intensity in space and time [17]. However, high intensity changes
occur also in aorta, kidney or moving fatty regions. Our method is thus based
on the two assumptions that the contrast agent injection causes strong intensity
changes over time during the contrast agent’s first pass Tcirc and that the heart is
located in the center of the image. A weighted combination of the maximum stan-
dard deviation over time and the distance from the image border Idev is thresh-
olded with ¯Idev + ασ, α ∈ [1, 3], and the two bloodpool regions are detected via
connected component analysis.
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Fig. 1. ROI detection and outlier removal. The images show the preprocessing pipeline
for the stress sequence of case 8. The bloodpool detection on the image Idev is used to
crop the image and place the virtual navigator for outlier detection (orange markers).
The diagram on the right shows the estimated myocardium position per time frame, the
circles mark the selected subsequence. The images above correspond to the reference
frame as well as two removed outlier frames.

Based on this initial segmentation the region of interest can be restricted.
Furthermore, the bloodpool centers are used to determine the orientations of vir-
tual navigators as shown in Figure 1. The intensity changes along the naviga-
tor direction are used to split the image sequences into subsequences in order to
exclude time frames with strong motion that can not be corrected in the subse-
quent registration step. To this end, a morphologic opening is applied to get rid
of small vessels in the lung. Then a standard deviation filter is applied to detect
the transitions between different regions and thereby find the myocardium bor-
der. In some sequences there are time frames with no intensity difference between
myocardium and lung before contrast agent wash-in. These time frames are not
removed because the subsequent intensity curve analysis requires a certain density
of data sampling points. For the same reason the threshold applied for sequence
splitting is iteratively increased until the sequence to process contains at least 50%
of the original image sequence.

2.3 Motion Correction

The algorithm for the motion field calculation uses the local phase, which repre-
sents image features such as edges and lines but is invariant to their magnitude.
The Morphon implementation by Tautz et al. is based on the Fourier Shift The-
orem [11,18]. By estimating the voxel-wise difference in local phase between two
images, the spatial difference can be determined. As proposed by Jepson and Fleet,
the analytic signal is estimated by applying a quadrature filter, q(x), which has a
band-pass character that determines the scale of the structures or shifts of interest.
The generalization of the analytic 1D signal to higher dimensions is achieved with
a set of quadrature filters q(i)(x) with different orientations ni, and the generalized
analytic signal in direction ni for an image I(x) is then obtained as (I ∗ q(i))(x).
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The spherically separable quadrature filters used in the Morphon implementation
have a radial frequency function that is Gaussian on a logarithmic scale.

Ri(u) = e
− 4

B2 ln 2
ln2
(

u
ui

)
(1)

Di(û) =

{(
ûT n̂i

)2 if ûT n̂i > 0,

0 otherwise.
(2)

q(i)(u) = Ri(‖u‖)Di(û) (3)

An example of the application of a log-normal filter set q(i) with orientations 22.5◦,
67.5◦, 112.5◦, 157.5◦, bandwidth B = 1.5, and center frequency ui to two time
frames of a perfusion sequence is shown in Figure 2. To capture the different types
of motion that occur in perfusion sequences, the actual implementation of the
Morphon uses a multi-resolution approach. The applied algorithm is described
in detail in [18]. In the deformation field calculation, the displacement estimation
as well as the certainty of the estimate are considered. Furthermore, it is assumed
that plausible tissue deformations are relatively smooth. Therefore, spatial reg-
ularization is applied with a Gaussian kernel. The motion correction is started
with one reference time frame, which is set to the image frame with the refer-
ence segmentation. Usually the intersection of right and left ventricular bloodpool
time-intensity curves is chosen. The neighboring time frames are then successively
warped onto their corrected predecessors by applying the deformation calculated
with the Morphon algorithm. This means that registration errors will accumulate
along the transformed time series and therefore the outlier removal has a strong
impact on the final result of the registration approach.

Fig. 2. Application of a set of log-normal filters q(i) with orientations
22.5◦, 67.5◦, 112.5◦, 157.5◦ and bandwidth 1.5 to two successive time frames of a
stress perfusion sequence (case 8)
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2.4 Myocardium Segmentation

We consider the maximum intensity projection (MIP) of the motion corrected
temporal perfusion image series, where both bloodpools and the myocardium are
fully visible. The main challenge segmenting this image is to distinguish between
the myocardium and neighboring tissue of similar intensity in situations where
local contrast is poor. We apply an object-base image analysis segmentation app-
roach proposed by Chitiboi et al. [3]. The image is initially partitioned into regions
of about 5 mm2, using a k-means clustering algorithm in three dimensions (X,
Y, and intensity) called SLIC super-pixels [1]. The resulting regions (Figure 3,
top left) are stored in an attributed relational graph and managed using a generic
framework introduced by Homeyer et al. [8]. The image segments can be described
by a custom set of properties regarding their intensity statistics, shape, and rela-
tion to other objects. The advantages of this image representation are the reduced
sensitivity to noise of regions as opposed to individual pixels, as well as the possi-
bility to directly use local context from the relational graph to infer the myocardial
border where contrast is low.

The segmentation is started in the bloodpool, which is roughly estimated by
iterative region growing on the object level starting from the bloodpool center
using an adaptive threshold. A best fitting ellipse is computed using principal com-
ponent analysis (PCA) and all neighboring objects more than 50% covered are also
merged to account for partial volume effect, papillary muscles and texture along
the endocardial wall (Fig. 3, top second, in orange).

Next, the myocardium is initialized by merging the first ring of image regions
surrounding the bloodpool (Fig. 3, top third, in green) and gradually extends
outwards to include neighboring image segments with similar intensity statistics.
Then, the shape of the joint myocardium-bloodpool mask is similarly optimized
using ellipse overlap and a minimal contour constraint. The coarse result obtained

Fig. 3. Top (left to right): Initial image regions. Left ventricle bloodpool. Myocardium
regions. Coarse segmentation of both ventricles and the myocardium. Bottom (left to
right): Temporal MIP and automatic myocardium contours (after smoothing) for cases
1, 2, 5 and 8.
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by the object-based segmentation is then locally refined using using morpholog-
ical operations and smoothing to obtain the subpixel representation in Figure 3
(bottom row) [2].

3 Results

The often suggested assessment of the left ventricle’s gravity center movement
in the corrected sequence [14,18,20] is actually too coarse to provide informa-
tion about the result’s eligibility for a clinical interpretation. It is important that
myocardial perfusion curves are not disturbed by voxels belonging to the blood-
pool because a mixed curve could lead to wrong conclusions. Thus, some authors
propose to calculate the overlap of the myocardium segmentation at different time
frames or the distances of the segmented contours [12,20]. The result of this eval-
uation strongly depends on manual myocardium segmentations.

Because the actual interpretation of the perfusion sequence is based on the
characteristics of the time-intensity curves of the myocardium, it is obvious to
base the assessment of the motion correction on these curves. A quantitative curve
assessment was introduced by Gupta et al. [5]. It assumes that the intensity curves
are smooth and accumulates the deviations of intensity values from the mean
intensity of their temporal predecessors and successors. Thus, peaks and valleys
also contribute to the error measure.

Motion Correction. In order to provide a quantitative user-independent quality
measure, our approach performs an automatic curve assessment. For all voxels in
the region of interest, a gamma variate model curve is fitted. The deviation from
this model curve is then used to assess the plausibility of the motion correction
result. Based on indicator dilution theory, Thompsen et al. proposed to model
tracer concentration curves through the gamma variate function [15], which was
found to be suitable for modeling ventricular and myocardial time-intensity curves
during the first pass of the contrast agent [10]. It can be formulated as follows:

C(t) =

{
s0 + γ (t − t0)

α
e− t−t0

β if t > t0
s0 if t ≤ t0

(4)

Because compartments with different time-intensity curves, such as the left ven-
tricular bloodpool, right ventricular bloodpool, the myocardium, lung, or liver,
can be present in the inspected region of interest, fit parameters are estimated
separately for every voxel. The end of the baseline t0 as well as the mean baseline
intensity s0, the maximum intensity smax, and the time frame of maximum inten-
sity tmax are derived directly in a first curve analysis step. If α is also known, β
and γ can be initialized as described in Equations 5 and 6 [13].

β =
(tmax − t0)

α
(5)

γ =

{
(smax − s0)

(
e

|α−β|
)α

if tmax > t0

0 if tmax ≤ t0
(6)
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The final parameters are calculated by means of least squares minimization
with the Minpack library [4]. The gamma variate can only describe the first pass
of the contrast agent and thus the fitting procedure only considers the first 25
seconds of the image sequence.

For this interval, the difference between original and fitted image is calculated
and the mean difference between the original and the fitted voxel intensity curves
is used as quality measure. Because of the differences in intensity encoding in MRI
image data, errors are calculated relative to the intensity range in the image data.
The maximum difference between the fitted curves and the intensity curves in the
expert segmented myocardium was 2% before and 1% after motion correction.
The mean error decreased for all sequences. Figure 4 shows the intensity values
and fitted curves before and after motion correction for the points indicated by
the markers in the corresponding image.

Segmentation. For the validation of the automatic segmentation,manually defined
contours by experts have been provided by the STACOM 2014 organizers. Because
the frames containing the expert contours have been used as reference frames for
the motion correction, a direct comparison with the automatically detected con-
tours is possible. The average Dice coefficient was 0.6 and ranged between 0.33 and
0.83. The Hausdorff distance was 2.2 mm on average and distance values ranged
between 0 and 15 mm. Figure 4 shows the good agreement of the segmentation for
the rest sequence of case 1 as well as the differences in the masks detected for the
stress sequence of case 4.

Fig. 4. Results for the stress sequences of case 4 and case 1. The green contours on the
temporal maximum intensity projection images represent the reference segmentation,
the orange contours depict the result of the automatic segmentation. Intensity curves
before and after correction as well as the corresponding fitted curves are shown for the
voxel location indicated by the asterisk marker on the image.

4 Discussion

The results showed that the suggested image processing pipeline delivered correc-
tions and segmentations for all image sequences. The agreement of the automatic
segmentation with the provided reference masks as well as the improvement of the
intensity curves with regard to a plausible curve model indicate the potential of
the suggested approach.
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Fig. 5. Segmentation mismatch for the stress sequences of case 3, 4, and 5. The images
show the temporal MIPs derived from the motion-corrected image sequences. The
orange overlay represents the provided reference segmentation, the result of the pre-
sented processing approach is visualized via the blue and red contours.

The least segmentation overlap was achieved for the stress sequences of cases
3, 4, and 5. As shown in Figure 5, the temporal MIPs of the corrected sequences
differ from the reference frame in such a way that no comparable segmentation can
be achieved on these image data. The results showed a tendency of the segmenta-
tion to overestimate the myocardium region compared to expert delineation. This
could generate misleading quantitative parameters in a per-segment analysis of
myocardial perfusion, and the influence of this overestimation should be further
investigated.

5 Conclusions

We presented a fully automatic approach for motion correction and automatic seg-
mentation of the myocardium in MRI perfusion sequences. The described methods
were successfully applied to 21 image sequences provided by the STACOM 2014
organizers. Plausibility checks using provided reference segmentations as well as
comparisons with a fitted gamma variate curve model indicate that the provided
segmentation pipeline could be used to preprocess and initialize a quantitative
analysis of myocardial perfusion. The STACOM challenge evaluation will give fur-
ther insights into the applicability towards the generation of clinically relevant
quantitative parameters.
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Abstract. Cardiovascular simulations using patient-specific geometries can 
help researchers understand the mechanical behavior of the heart under differ-
ent loading or disease conditions. However, to replicate the regional mechanics 
of the heart accurately, both the nonlinear passive and active material properties 
must be estimated reliably. In this paper, automated methods were used to  
determine passive material properties while simultaneously computing the  
unloaded reference geometry of the ventricles for stress analysis. Two different 
approaches were used to model systole. In the first, a physiologically-based ac-
tive contraction model [1] coupled to a hemodynamic three-element Windkessel 
model of the circulation was used to simulate ventricular ejection. In the  
second, developed active tension was directly adjusted to match ventricular 
volumes at end-systole while prescribing the known end-systolic pressure.  
These methods were tested in four normal dogs using the data provided for the 
LV mechanics challenge [2]. The resulting end-diastolic and end-systolic ge-
ometry from the simulation were compared with measured image data. 

Keywords: Finite Element Method · Mesh generation · Parameter estimation · 
Unloaded geometry 

1 Introduction 

Cardiovascular simulations using patient-specific geometries of the ventricles are now 
possible with advances in computational modeling and medical imaging [3-8]. Such 
simulations can help researchers understand the mechanical behavior of the heart 
under different loading or disease conditions. However, to replicate the regional me-
chanics of the heart accurately, both the passive hyperelastic properties and the active 
tension developed during systole in the myocardium have to be correctly determined. 

Using mathematical simulations of the cardiac cycle, it is possible to reverse engi-
neer the mechanical properties of the heart by comparing the simulated material point 
displacements to image data. In this paper, we describe methods by which the passive 
material properties and the active systolic properties of the left ventricle can be opti-
mized with the help of global ventricular measures such as cavity pressure and vol-
ume. High-resolution MRI data from four normal dogs, contributed from the National 
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Institutes of Health [2] defining the LV epicardial and endocardial surfaces, and mus-
cle fiber orientations derived from ex-vivo diffusion tensor MRI and registered to the 
in-vivo geometry were used to test the models. 

One of the requirements to determine regional material displacements accurately is 
a good estimate of the unloaded ventricular geometry for use as the stress-free refer-
ence state. Images obtained from animals or patients in vivo are always in some state 
of mechanical loading during the cardiac cycle. The geometry obtained at diastasis is 
also not stress-free since the cardiac pressure is not zero, and diastolic strains are near 
maximal. In this paper, we calculate the unloaded state from end-diastolic ventricular 
geometry making use of the pressure and volume measurements between diastasis and 
end-diastole, using the method developed by Krishnamurthy, et al. [9]. The resting 
material properties of the myocardium [10] and the unloaded geometry are optimized 
simultaneously to match the filling curve between diastasis and end-diastole.  

To model the active contractile properties of the myocardium, we compared two 
different approaches. In the first method, the active contractile model of the ventricle 
was coupled to a three-element Windkessel model of the systemic arterial circulation. 
The parameters of a Hill-type contractile model [1] and the circulation model were 
adjusted to obtain ventricular systolic pressure and volume time-courses that are simi-
lar to the ones measured by cardiac catheterization. In the second method, the active 
forces developed were directly adjusted such that the ventricular volume in the model 
matches the measured end-systolic volume, at prescribed end-systolic pressure. The 
resulting end-systolic geometry from the model was then compared with the measured 
geometry at end-systole. 

2 Methods 

We make use of a cubic-Hermite finite element method to model the left ventricle of 
the dogs [11]. The finite element mesh is constructed from the surface data at end-
diastole. A hyper-elastic constitutive relation [10] is used for the resting properties of 
the myocardium. In this section, we explain some of the methods that were developed 
to construct the geometric mesh and to estimate the material parameters of the model. 

2.1 Geometry Fitting 

To perform biomechanics simulations, a cubic-Hermite finite element mesh that 
matches the geometry of the left ventricle is constructed. The surface mesh for the 
epicardium and the endocardium are constructed by sampling points from the input 
data cloud (Fig. 1A). The surfaces are then fit to reduce the projected error between  
the data points and the mesh surfaces (Fig. 1C). Once the surfaces are fit separately, 
they are automatically combined to construct a linear hexahedral finite element  
mesh (Fig. 1D). This mesh is then successively subdivided twice (Fig. 1E, F) using  
the methods outlined in [12, 13], to estimate the cubic Hermite derivatives at the nodes. 
Finally, the 3D cubic-Hermite finite element mesh consisting of 28 elements and  
66 nodes (1584 degrees of freedom) is constructed using the estimated derivatives  
(Fig. 1G). 
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Fig. 1. Hexahedral mesh generation from input data. A linear surface mesh (A) is constructed 
separately for epicardial and endocardial data and is fitted to match the contours (B, C). A 
linear Hexahedral mesh is constructed from the surface meshes (D) and is subdivided twice (E, 
F) to obtain the final cubic-Hermite Hexahedral finite-element mesh (G). 

2.2 Fiber Fitting 

Canine myofiber vectors computed from diffusion-tensor MRI (DT-MRI), and regis-
tered to the geometry at diastasis were provided. This data is used to perform a volumet-
ric fit to estimate the components of the fiber vector at the nodes of the finite element 
mesh. The cubic-Hermite finite element mesh at diastasis was constructed using the 
geometry fitting methods explained above from the diastasis surface data. Once this data 
is fitted to the dog ventricular geometry, it is interpolated using a log-Euclidean frame-
work to estimate the fiber orientations within each element of the mesh (Fig. 2). 

 

Fig. 2. Fiber orientation data from DT-MRI (A) registered to the geometry at diastasis. Diffu-
sion tensors were fitted and interpolated using log-Euclidian metric (B). Comparison between 
the data and the fit (C) in a region of the ventricular mesh. 
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Orthogonal fiber, sheet, and sheet-normal vector components were interpolated 
throughout the ventricular geometry using a log Euclidean framework [9, 14].  
Imbrication (transverse) and sheet angles were prescribed to be zero (the sheet and 
sheet-normal vectors are normal and tangent to the local epicardial and endocardial 
surfaces, respectively). The vectors corresponding to the sheet and sheet-normal di-
rections were then computed from the fiber vector provided. A synthetic Euclidean 
diffusion tensor was constructed for each data point using the three orthogonal vectors 
and generic eigenvalues. The symmetric matrix logarithms of the synthetic diffusion 
tensors were computed, and the resulting six independent components of the log Eu-
clidean tensors were interpolated between the nodes by performing a trilinear least 
squares fit of the nodal parameters. During simulations, the fiber, sheet, and sheet-
normal vector components were obtained by taking the matrix exponential of the 
fitted log tensor components and computing the eigenvectors of the resulting Euclide-
an tensor at each Gauss point. 

2.3 Passive Material Properties and Unloaded Geometry 

The in-vivo images are necessarily obtained in a loaded configuration of the heart; 
often end-diastole or diastasis. However, an unloaded reference state is required to 
compute the stresses and strains correctly. This unloaded geometry, when loaded to 
the measured end-diastolic pressure, will deform to the measured end-diastolic geom-
etry. Previous studies have used some simplifying assumptions for the unloaded ge-
ometry; these include using the end-systolic [15] or mid-diastolic [16] geometry as 
the unloaded state. Rajagopal, et al. [17] developed a method to estimate the unloaded 
geometry of human breasts that has been applied to heart modeling [18]. We make 
use of the method developed by Krishnamurthy, et al. [9], to estimate the unloaded 
geometry together with the passive material parameters.  

The transversely-isotropic form of the constitutive model developed by Holzapfel 
and Ogden [10] is used to model the passive properties of the myocardium, In this 
model, the anisotropy in the fiber and cross-fiber directions of the myocardium is 
modeled using a separate exponential term with different exponents (Eq. 1). The first 
term (with scaling parameter a and exponent b) corresponds to the isotropic material 
properties of the tissue, while the second term (with scaling parameter af and expo-
nent bf) corresponds to the fiber direction passive properties. 

   ( )2
41
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e e

b b
ψ −−= + −  (1) 

In, Eq. 1, I1 corresponds to the first invariant of the right Cauchy-Green strain ten-
sor, I4f corresponds to the components of the right Cauchy-Green strain tensor in the 
fiber direction. The default parameters of the model were fitted to match the biaxial 
tests [19] and the shear tests [20] of ex-vivo canine myocardial tissue. In the material 
parameter estimation, the ratio of the pressure scaling coefficients and the exponents 
were kept constant (same value as default) so as to maintain the anisotropy. This as-
sumption results in two independent parameters that need to be adjusted to match the 
pressure-volume curve measured from diastasis to end-diastole.  
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2.4 Active Material Properties 

We used two different methods to model systolic contraction in the ventricles. The 
first method makes use of a physiologically-based muscle contraction model [1] with 
length-tension and force-velocity relationships. It is coupled to a three-element 
Windkessel model to simulate ventricular ejection. The second method makes use of 
directly changing the active tension developed in the muscle to match the measured 
end-systolic ventricular volume while applying the measured end-systolic pressure as 
a boundary condition. In both methods, the active tension model used is transversely 
isotropic. The transverse direction active force was specified to be 70% of the fiber 
direction active force. 

To determine the contractile parameters for the first method, the finite element 
model was iso-volumically contracted by activating the fibers and the resulting pres-
sure time-course was compared with the measured catheter pressures. The parameters 
of the contractile model, specifically the active stress scaling coefficient (SfAct), acti-
vation rise time (tR), and activation decay time (tD), were adjusted to match the peak 
systolic pressure, dP/dtmax, and dP/dtmin respectively. The basal boundary conditions 
were not explicitly specified since the displacements at different time points of the 
cardiac cycle are not known. The finite element model was then coupled to the 
Windkessel model [21], whose parameters were then adjusted to match the volume 
time-course.  

In the second method, the finite element model is first passively inflated to the end-
systolic pressure. The active tension is then increased slowly in steps until the volume 
of the ventricle contracts to match the measured end-systolic volume. In addition, the 
basal epicardial displacements at end systole were directly specified from the availa-
ble data. The resulting geometry is then used as the end-systolic geometry for com-
parison. This process can be repeated for each measured pressure and volume point 
pair in the cardiac cycle and the time-course of the active tension can be obtained. 
Thus, the time-varying elastance of the ventricles for the entire cardiac cycle can be 
estimated. 

3 Results 

The end-diastolic finite element mesh for each dog was fitted from the surface data 
clouds. This geometry was then used to estimate the unloaded reference geometry. 
The maximum RMS error between the fitted surfaces and the data points for different 
dogs is ~0.6mm (Table 1). 

Table 1. RMS error (mm) between the surface data point cloud and the fitted surfaces for the 
different dogs, respectively 

 Endocardial Surface (mm) Epicardial Surface (mm) 
D0912 0.53 0.61 
D0917 0.48 0.48 
D1017 0.60 0.65 
D1024 0.43 0.46 
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Fig. 7. Box plot of end diastolic fiber stress distribution for the 4 dogs 

The fiber stresses at end-diastole (Fig. 7) and end-systole (Fig. 8) were computed 
by applying the appropriate pressure boundary conditions to the respective equilibri-
um geometries. The box-plots show the stress distribution with the 25th, 50th and 75th 
percentile shown as horizontal lines within the respective boxes. The resulting stress 
distribution shows that the fiber stresses are less than 3kPa at end-diastole similar to 
values of circumferential stress in a cylindrical pressure vessel of similar thickness 
and diameter at end-diastolic internal pressure. The fiber stresses at end-systole are 
higher due to active stresses generated by the myocardium that cause the contraction. 

 

Fig. 8. Box plot of end systolic fiber stress distribution for the 4 dogs 
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4 Discussion 

In reality, there are residual stresses present in the heart. The numerical method em-
ployed (finite elasticity) requires a reference state that is unstressed and unloaded, 
even in the case when residual stresses would have been included. However, the pres-
ence of residual stresses might change the displacements of the material points during 
systole. This might be one of the reasons for the discrepancy between the model and 
the measured images. 

For passive material parameter estimation, we have assumed that the anisotropy of 
the material remains the same as it is during bi-axial testing. As a result, we kept the 
ratio of the stress scaling coefficients to the exponents the same. This reduces the 
number of parameters to be estimated and improves the confidence in the estimated 
parameters, especially when only global measurements such as pressure and volume 
are available. However, with the availability of 3D strain measurements in-vivo, it 
may be possible to separately estimate each of the parameters using the strain infor-
mation from the fiber and cross-fiber directions. 

For active material parameter estimation, having a physiological active force gen-
eration that includes length-tension relationship and the force-velocity relationship for 
cardiac muscles coupled to a circulation model could provide realistic pressure-
volume curves. However, estimating the extra parameters might be difficult without 
prior knowledge of the behavior of these models. In the presence of pressure and vol-
ume data, directly prescribing the active force to obtain a geometry that matches the 
volume under prescribed pressure boundary conditions might provide a better esti-
mate of the regional material point displacements and the overall contractility of the 
heart. This might be useful in certain disease conditions when the contractility of the 
heart changes.  
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Abstract. Cardiac modelling aims at understanding cardiac diseases
and predicting cardiac responses to therapies. By generating the elec-
trical propagation, the contraction and the mechanical response, we are
able to simulate cardiac motion from non-invasive imaging techniques.
Four healthy canine clinical data (left ventricles) were provided by the
STACOM’2014 challenge. Our study is based on Bestel-Clement-Sorine
mechanical modelling, while the electrophysiological phenomena is driven
by an Eikonal model. Our model has been calibrated by a quantitative
sensitivity study as well as a personalized automatic calibration. Results
and comparison with clinical measures are shown in terms of left ven-
tricular volume, flow, pressure and ejection fraction.

1 Introduction

Cardiac modelling aims at understanding cardiac diseases (such as heart failure,
desynchronization or tachycardia) and predicting cardiac responses to treatment
or therapies (as cardiac resynchronization therapy or radiofrequency ablation).
The goal is to help cardiologists in detecting anomalies, planning interventions,
and selecting suitable patients for a given therapy. Cardiac modelling is driven by
the assumption that the electromechanical response of the heart can be simulated
from anatomical and physiological data.

Heartbeat is initiated by an electrical wave that propagates through the
myocardium, activating mechanical contraction at a microscopic scale. A suit-
able model needs to take into account the anatomical structure, the electrical
propagation, as well as the mechanical function of the heart.

Our study is based on an Eikonal model [3] for the simulation of the electro-
physiological system, while the active and passive mechanical behavior is defined
by the Bestel-Clement-Sorine modelling as formulated in [1]. The latter ensures
to take into account the microscopic scale phenomena of the contraction as well
as laws of thermodynamics.

The coupled electro-mechanical simulation of the cardiac system is imple-
mented within the SOFA platform1. The simulations were performed on healthy
1 SOFA is an Open Source medical simulation software available at

http://www.sofa-framework.org
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canine clinical data, provided by the STACOM’2014 challenge. They include
Left Ventricular (LV) geometry, LV volume and LV pressure curves, as well as
myocardial fibre directions.

2 Models and Methods

Canine and human hearts have close anatomical structures, that is why the
canine heart is often used in pre-clinical studies. Both anatomies are composed
of two ventricles, left (LV) and right (RV), and two atria. The heart function is
mainly driven by the LV, acting like a pump to send the blood to the body. The
system studied here is composed of a healthy canine left ventricle. In order to
run the electrical and the mechanical cardiac models, input such as anatomical
meshes and fibre directions have been processed.

2.1 Geometry Processing

Myocardial Mesh Generation. The myocardium mesh is generated using
CGAL2 meshing software, to create a tetrahedral mesh from medical image seg-
mentations. The geometry is computed at end diastole (ED). The number of
elements is roughly 50K, so that the average edge length is close to 1.5mm. This
refinement ensures to have enough elements in the thickness of the muscle to
describe the anisotropy (at least 5 layers transmurally) while limiting computa-
tion time.

In addition to the volumetric mesh segmentation, endocardial (inner lining)
and epicardial (outer layer) surface zones are manually delineated, as illustrated
in Fig. 1(a). These surface zones are useful for the electrical as well as for the
mechanical simulations (Sec. 2.2).

For a single left ventricular model we consider that the contraction of the
left ventricle does not depend on that of the RV as a first approximation. We
depart from classic anatomical terminology in identifying the epicardium with
the outer layer of the left ventricle segmentation.

Pericardium Surface Generation. Our model incorporates boundary condi-
tions that faithfully replicate anatomical constraints on the motion of the heart.
Specifically, the pericardial membrane is modelled as a fixed surface around the
epicardium as in [2], and was obtained by dilating the segmentation from the
diastasis phase of 1.5 mm, see Fig. 1(b)). The SOFA simulation platform allows
for realistic collision constraints between the myocardium and the surrounding
pericardium, which limits radial motion but also global translations. We model
the presence of the RV as part of a pericardium membrane surrounding the LV.
This is motivated by the fact that the pressure applied by the RV on the external
wall of the LV could be approximated by a rigid constraint.
2 CGAL is a Computational Geometry Algorithms Library, available at
www.cgal.org.
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(a) (b) (c)

Fig. 1. Geometry and fibres processing: Identification of the surface zones of the LV
myocardium mesh (a), pericardium surface membrane (b) and fibre directions from
DTI imaging (c)

Fibre Directions. The myocardium is organized in muscle fibres which govern
the electric propagation as well as the anisotropic contraction. The anisotropic
tensor at each position can be measured via DTI imaging, and the principal
directions (from eigen value decomposition) generate an approximation of the
fibre directions. They are displayed in Fig. 1(c).

2.2 Electro-mechanical Modelling: SOFA Software

The pipeline efficiently couples the simulation of the electrophysiology and
mechanics of the heart in the SOFA platform. The electrical wave propagation is
simulated in the ED configuration, during the first step of the cardiac cycle. The
mechanical contraction and relaxation of the myocardium are simultaneously
computed from the depolarization times output by the electrical simulation,
taking into account the different forces and boundary conditions. The pipeline
is summarized in Fig. 2.

Fig. 2. Complete electromechanical pipeline. A single simulation computes simultane-
ously the electrical and the mechanical modellings.
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Electrophysiological Simulation: Eikonal Model. The electrophysiological
pattern of activity is simulated using an Eikonal model, describing the depolar-
ization front propagation. The depolarization times Td at each node of the mesh
are estimated by solving the Eikonal equation v

√
∇T t

dD∇Td = 1 using a Multi-
Front Fast Marching Method [3]. v is the local conduction velocity, set here
uniformly to 500 mm/s. D is the anisotropic tensor, with an anisotropic ratio of
0.1 between the fibre direction and the perpendicular directions, and with local
fibre directions estimated according to section 2.1.

The initialization of the electric wave is set on the LV endocardial surface
(see Fig. 1(a)), to simulate a simultaneous activation pattern of the endocardium
from the extremities of the Purkinje network.

Mechanical Simulation: Bestel-Clement-Sorine Model. Our study is
based on Bestel-Clement-Sorine (BCS) mechanical modelling as formulated by
[1], improved and implemented on the SOFA platform by [2]. The BCS model is
compatible with the laws of thermodynamics and it is based on the microscopic
scale phenomena.

It is composed of a passive hyperelastic part described as a Mooney Rivlin
material, that accounts for the elasticity. The stress along the cardiac fibres
is decomposed into two parts. An active part models the contraction (bind-
ing/unbinding of actin-myosin filaments) together with an energy dissipation
due to friction, and a parallel passive part corresponds to the elastic bound.
The model is further improved by taking into account the circulation model
representing the 4 phases of the cardiac cycle. Especially, the aortic pressure is
modelled following a 2-parameter Winkessel model.

The BCS model is in particular able to capture the Starling effect (adaptation
of the contraction enabling the stroke volume to compensate the end-diastolic
volume) and the unbinding due to a too high relative speed between actin and
myosin, with a constant α related to the cross-bridge release. For more details
on the mechanical model, refer to [2].

3 Parameter Estimation

We use the approach described in [2] to estimate the parameters on canine hearts.
Note that [2] was used to estimate parameters on human data and therefore can-
not be applied as it is since the geometry, the cardiac period and the mechanical
materials are different. A complete sensitivity study and a personalized calibra-
tion of the most relevant parameters have been performed.

3.1 Sensitivity Study

The parameters of the model are summarized in Tab. 1. The electrophysiolog-
ical model is governed by a simple law, and has therefore mainly three param-
eters (once fibre directions and initial conditions are set), the local conduction
velocity v, the anisotropic ratio A and the action potential duration (APDs).
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For the mechanical part, the parameters can be separated in 3 groups: parame-
ters related to the active contraction, parameters related to the passive material,
and parameters related to the heamodynamic model.

Starting from the results of [2], a quantitative study has been performed in
order to estimate the range of possible values of each parameter of
Tab. 1. We used pressure and volume observations to control the simulation.
Some parameters do not impact significantly the simulation, as the maximum
stiffness k0. Others are easily calibrated, because they are visually perceptible,
as the APD.

Table 1. Parameters of the electro-mechanical model for the 4 cases

Parameter Name Unit case 1 case 2 case 3 case 4

Electric Part
A (Anisotropic Ratio) 0.1 0.1 0.1 0.1

v (Local Conduction Velocity) mm.s−1 500 500 500 500
APD (Action Pot. Duration) s 0.18 0.18 0.20 0.24

Contraction

σ0 (Max Contraction) MPa 30 29 20 21
k0 (Max Stiffness) MPa 6 6 6 6

kATP (Contraction Rate) s−1 40 40 40 40
kRS (Relaxation Rate) s−1 90 90 90 90
E (Linear Modulus) MPa 5 5 5 5

α (Cross-bridges Unfasten Rate) 0.8 0.8 0.8 0.8
μ (Viscosity) MPa.s 0.32 0.32 0.5 0.49

n0 (Reduc. factor, Starling effect) 0.5 0.5 0.5 0.5

Passive Mat.
c1, c2 (Mooney-R. Modulus) kPa 50 50 50 50

K (Bulk Modulus) MPa 1.7 1.7 2 1.9

Windkessel
Rp (Wind. Resistance) MPa.m−3.s 179 250 310 430

τ (Wind. Charact. Time) s 0.22 0.16 0.23 0.56

3.2 Mechanical Parameters Calibration: Unscented Transform
Algorithm

The most influential and independent parameters identified as [σ, μ, K] have
been calibrated for each heart using the Unscented Transform Algorithm [4]. The
algorithm, derived from the Unscented Transform according to [2], calculates a
set of n parameters of a nonlinear transformation that minimizes the difference
between the measured observations and the predicted observations. Once having
performed 2n+1 simulations using some specific parameter values, the algorithm
runs in one iteration. In our case, the observations are the minimal LV outgoing
blood flow and the ejection fraction. LV outgoing flow is calculated as −dV/dt,
with V the LV volume.

Independently, the Unscented Transform algorithm was used to calibrate the
2-parameter Windkessel model using the ground truth pressure curves.



Evaluation of Personalised Canine Electromechanical Models 79

4 Results

4.1 Clinical Data

The STACOM 2014 challenge revolves on data acquired on 4 healthy canine
hearts. They include LV geometry and fibre directions. The 4 dogs were paced
at 500ms basic cycle length. The tetrahedral mesh is constructed from binary
images of the LV at ED.

(a) case 1 (b) case 2 (c) case 3 (d) case 4

Fig. 3. Comparison between LV pressure volume diagrams computed from simulations
(red) and ground truth measures (blue)

Fig. 4. Simulated end-systolic geometry (red) of the LV of the 4 cases and ground
truth (blue). The dark blue line represents the initial position (ED).

4.2 Current Results

We give the results of the 4 canine simulations in terms of LV pressure volume
diagrams (Fig. 3), LV volume, LV outgoing flow curves (Fig. 5) and ejection
fractions (Tab.2). Comparison is made with the ground truth data, as LV volume
and LV pressure curves were provided by the STACOM’2014 challenge for a
complete cycle. We are displaying here the second cycle of the simulation, in
order to avoid the wrong initial conditions.

The simulated geometry of the 4 cases at ES is shown in Fig. 4. The ground
truth end-systolic position is shown in blue while red is the simulation. The dark
blue line represents the initial position (ED).
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(a) case 1

(b) case 2

(c) case 3

(d) case 4

Fig. 5. Comparison between LV volume and outgoing flow (as −dV/dt) variations over
one cardiac cycle computed from simulations (red) and ground truth measures (blue)
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4.3 Discussion and Improvements

This first study shows promising results: the LV pressure volume diagrams and
volume variations comparison indicate a realistic response of the model. Further-
more, the large variability of ejection fraction is reproduced in our results. We
can also see from the slices of Fig. 4 that the modelled ventricle has a realistic
movement (note the correct apico-basal shortening). However, the myocardium
wall thickness variation is not completely reproduced, corresponding to a simu-
lated muscle not incompressible enough.

Table 2. Comparison between ejection fractions computed from the simulations and
the ground truth measures

Ejection fraction case 1 case 2 case 3 case 4

Measured (%) 53 49 30 34
Estimated (%) 43 42 33 36

The calibration of a model of a standard case is the first step towards the
prediction of its response to treatments and therapies. Since our model is driven
by faithful anatomical constraints and mechanical laws, we are confident in the
fact that such a model will be able to realistically simulate pathology cases and
predict their responses to treatments.

5 Conclusions

In this paper we have adapted an electro-mechanical cardiac modelling to canine
hearts. From the geometry of the left ventricle in end diastole and the heart
period and the fibre directions, we are able to simulate heart movement over the
whole cardiac cycle. The quantitative validation (results of the STACOM’2014
challenge) is comforting the tendency of the global indicators: the displacement
fields obtained with the simulations and the displacement fields obtained by
tagged MRI provided by the STACOM’2014 challenge are in good agreement.

Acknowledgments. The research leading to these results has received funding from
the EU FP7 grants VP2HF (611823) and MedYMA (ERC 2011-291080). The authors
would also like to thank Vicky Wang and the whole LV Mechanics challenge
organization.
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Abstract. We combine recent work on modeling cardiac mechanics
using a finite volume method with the insight that heart wall myofiber
orientations exhibit a particular volumetric geometry. In our finite vol-
ume mechanical simulation we use Maurer-Cartan one-forms to add a
geometrical consistency term to control the rate at which myofiber ori-
entation changes in the direction perpendicular to the heart wall. This
allows us to estimate material properties related to both the passive and
active parameters in our model. We have obtained preliminary results on
the 4 canine datasets of the 2014 mechanics challenge using the FEBio
software suite. In ongoing work we are validating and improving the
model using rat heart (ex-vivo DTI and in-vivo tagging) MRI datasets,
from which we have estimated strain tensors.

1 Introduction

A detailed understanding of cardiac mechanics is important for the evaluation of
cardiomyopathy. In this paper we model heart wall mechanics by adopting the
passive constitutive model in [1,2] while incorporating a more recent active stress
model [3] and augmenting this with a geometrical consistency term described
using differential 1-forms. The geometrical term allows us to locally control the
rate at which myofiber orientation changes in the direction perpendicular to
the heart wall. The key idea is to control this rate so that the transmural fiber
organization is approximately preserved through the beat cycle. Our approach
is motivated by evidence that myofiber orientations lie on a minimal surface [4]
and exhibit a particular volumetric geometry.

We have tested a preliminary version of these ideas using the FEBio software
suite developed jointly by the University of Utah and Columbia University, which
is made available to the public (see http://febio.org/febio/). Our simulations using
the 4 canine datasets of the LV mechanics challenge yield plausible positional coor-
dinates for the epicardium and the endocardium, left ventricular wall volumes
c© Springer International Publishing Switzerland 2015
O. Camara et al. (Eds.): STACOM 2014, LNCS 8896, pp. 83–92, 2015.
DOI: 10.1007/978-3-319-14678-2 9
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which approximately match the ground truth, and acceptable fiber stresses. In
ongoing work we are further developing the model using the rat heart (DTI and
tagging MRI) datasets of [4] from which we have estimated strain tensors.

We discuss our model of heart wall contraction in Sec. 2 and then describe the
FEBio based simulation results in Sec. 3. We conclude with a brief presentation
of the 2D tagging results in Sec. 4 which we are working on to improve the model.

2 Simulating Heart Wall Contraction

A model of the continuum mechanics of the heart wall should take into account
various phenomena in heart tissue. During the half beat cycle (end-diastole to
end-systole), heart fibers contract, and the myocardium reacts to this contraction
according to its constitutive behavior, enforcing quasi-incompressibility. More-
over, geometrical constraints involving fiber orientation must be enforced for the
movement to be coherent with geometrical modelling of the heart.

2.1 Numerical Methods

The continuum mechanics of the heart wall have been modeled ubiquitously using
finite element methods (FEM) in a variety of applications [2,3,5]. However, finite
element approaches,which essentially compute adiscretiseddisplacement that sat-
isfies a variational principle, are mostly suited for static analysis of materials. For
this reason, we apply finite volume methods (FVM) to simulate our material. This
method, commonly used for fluid dynamics computation, has been applied to bio-
materials in [6,7]. It simulates the movement of a mesh along time by computing
forces applied to each vertex at each timestep, given the deformation map at the
previous timestep. The FVM pipeline for simulation is described in Alg. 1, where
we define time t, base configuration state X, deformed state x(X, t), spatial defor-
mation gradient F (X) = ∂x

∂X , and first Piola-Kirchhoff stress tensor P = P (F ).

2.2 Stress Calculation

We consider the heart wall to be hyper-elastic, which allows us to define a strain
energy Ψ . In order to model passive behavior while enforcing geometric constraints
on the heart displacement, we write :

ΨP = ΨH + ΨG (1)

where ΨH models an hyper-elastic passive material and ΨG is a penalty term that
forces the fibers to keep a certain structure. We then recall

P P =
∂ΨP

∂F
(2)

where P P is the passive first Piola-Kirchhoff stress tensor. We then model active
behavior using

P = P P + P A = P H + P G + P A, (3)

where P A (which cannot be derived from a strain energy in general) represents the
forces that are applied by the heart fibers to the heart tissue.
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Algorithm 1. FVM simulation pipeline
Require: tetrahedral mesh of the heart, boundary conditions, initial transform F0

set boundary conditions on faces and vertices, for forces or displacement
for all T ∈ tetrahedrons do

apply F0(T ) to T
update T.vertices
update F (T )

end for
for t from tED to tES do

for all T ∈ tetrahedrons do
P ← P (F (T ))
for all v ∈ T.vertices do

compute fi,T from P and boundary conditions
update fi,T for physical coherence (incompressibility, collision detection)

end for
end for
update T.vertices
update F (T )

end for

Passive Response. We use the state-of-the-art Holzapfel and Ogden [2] consti-
tutive relation for the heart wall. This relation links ΨP to the right Cauchy-Green
deformation tensor C and the local orientation of the fiber, given in original config-
uration by the vectors f0, s0, n0, and models an orthotropic Neo-Hookean mate-
rial. In this framework, it has been shown that ΨP can be written as a function of:
I1 = tr(C), I4i = i0Ci0 and I8fs = f0Cs0. The explicit form of ΨH is then

ΨH =
a

2b
exp(b (I1 − 3)) +

∑
i=f,s

ai

2bi

(
exp

(
bi (I4i − 1)2

)
− 1

)

+
afs

2bfs

(
exp

(
bfsI

2
8fs

)
− 1

)
. (4)

The following Cauchy stress defining an incompressible fibrous material is then
used, with i = Fi0:

JσH = 2Ψ1B + 2Ψ2

(
I1B − B2

)
− pI + 2Ψ4ff ⊗ f + 2Ψ4ss ⊗ s

+ Ψ8fs (f ⊗ s + s ⊗ f) + Ψ8fn (f ⊗ n + n ⊗ f) , (5)

using the notation Ψi ≡ ∂Ψ
∂Ii

, and defining p as to preserve incompressibility of the
material (we compute p within the pipeline described in Algorithm 1. This yields,
as shown in [3]:

PH = aexp(b (I1 − 3))F − pJF −T + 2af (I4f − 1) exp
(
bf (I4f − 1)2

)
f ⊗ f0

+ 2as (I4s − 1) exp
(
bs (I4s − 1)2

)
s ⊗ s0

+ afsI8fsexp
(
bfsI

2
8fs

)
(f ⊗ s0 + s ⊗ f0) . (6)
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Active Response. This involves the addition of contractive forces P A to the
passive P P stress tensor, defined in (6), during the contraction period. The scale
at which FVM computations are performed admits a simplification of these con-
tractile forces; they can be formulated as a function of the deformation gradient F ,
and of the fiber direction f . We follow [3] and write the active stress tensor as:

P A = Taf ⊗ f0 (7)

where Ta depends on contraction ratio λ and can be computed from various bio-
chemical studies, including [8].

2.3 Geometrical Strain

Groups of muscle fibers are known to preserve certain local geometrical invariants
during the beat cycle. For example, the total transmural change in the helix angle
is approximately preserved while the heart wall thickens. Our goal is to reformulate
such an invariant in such a way that it can be coupled with our FVM simulation.

Motivated by [9] and [4], the method of moving frames is applied to describe the
local geometry of bundles of cardiomyocytes, shown to be consistent across differ-
ent subjects and species. Let a point x ∈ R3 be expressed in terms of the natural
frame field e1,e2,e3, such that x =

∑
i xiei. A differential orthonormal frame field

embedded in R3 will be denoted as (f1,f2,f3) : R3 → R3, where f i · f j = δij ,
and f1 ×f2 = f3, and where · is the inner product, δij is the Kronecker delta, and
× is the 3-dimensional cross product. A frame field can be expressed as a rotation
of the natural frame field, f i =

∑
j aijej , where the attitude matrix A = {aij} is

a differentiable matrix field such that aij : R3 → R are differentiable functions,

Fig. 1. Principal fiber direction and cardiac frame field f 1 (red), f 2 (green), and
f 3 (blue) for a rat’s heart from [4]. Here, the base is located upwards and the apex
downwards. Color coding indicates the helix angle of the fiber direction, from −90◦

(green) to +90◦ (red).
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and A−1 = AT . Since each ei is constant, the differential geometry of the frame
field is completely characterized by the attitude matrix A. Its differential struc-
ture yields [9] d

[
f1 f2 f3

]T = (dA) A−1
[
f1 f2 f3

]T where d is the differential
operator, and (dA) A−1 is the Maurer-Cartan matrix of connection forms. The
Maurer-Cartan matrix is skew symmetric, such that it has at most 3 independent,
non-zero elements c12, c13, and c23 which express the initial rate of turn of the frame
vector f i towards f j when moving in a general direction of v. A linear model for
the motion of a frame vector, when considering neighboring frames, can thus be
expressed as a Taylor series

f i(x0 + v) = f i(x0) + df i〈v〉 + O(‖v‖2), (8)

where the differential df i is taken at x0. Expressing the direction of motion as v =∑
k vkfk, we have df i〈v〉 =

∑
j �=i f j

∑
k vkcijk, using the short hand notation

cijk = cij〈fk〉. Since only 3 unique non-zero combinations of i, j are possible there
are only 9 unique non-zero combinations of cijk possible.The contraction operation
cij〈v〉 can be written to first order as cij〈v〉 = ∇vf i · f j

∣∣
x
, where x ∈ R3 is the

center of computation and ∇vf i is the covariant derivative of f i in the direction v.
In the case where v ≡ fk, k = 1, 2, 3, we thus have

cijk ≡ cij〈fk〉 = fT
j Jf i

(x1, x2, x3) fk, (9)

where Jf i
(x1, x2, x3) is the Jacobian matrix of f i in x1, x2, x3.

We use a smooth and consistent choice of a local frame field throughout the
heart wall. The first frame axis f1 corresponds to a clockwise turning of the local
fiber orientationu1 with respect to the centroid of the left ventricle using the signed
function ν(x,u),wherex is a point in theheartwall.We then estimate a transmural
direction f̂3 from the gradient of a distance transform produced as follows: a) the
binary image (mask) of the heart is closed using mathematical morphological oper-
ations, b) the euclideandistance to the heartwall is evaluated at every point to both
the epicardium and endocardium, and c) the endocardium gradient is negated and
the average of the two gradients is then computed. The normals f̂3 are then aligned
to point from outer to inner wall. With f1 and f̂3, a local frame is specified at x,

f1 =
ν(x,u1)u1

‖u1‖
, f3 =

(
f̂3 − (f̂3 · f1)f1

)

‖f̂3 − (f̂3 · f1)f1‖
, f2 = f3 × f1, (10)

where f3 is the part of f̂3 orthogonal to f1. Fig. 1 shows a sample of this frame
field within two cross-sectional cardiac slices.

Figure 2 illustrates the behavior of the frame field for a selection of connection
forms. One-form contractions cijk can be interpreted as the amount of turning off i

towards f j in the direction fk. For example, c123 describes a transmural rotation
of f1 towards f2 when moving towards f3, as shown in Fig. 2b.
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Fig. 2. Examples of the geometry expressed by the connection forms cijk

Geometrical Energy. We use f1 as the local fiber direction and f3 as the local
heart wall direction. Based on empirical studies, we find the total change of the
transmural helix angle remain approximately constant at 120◦ during systole [10].
Locally, along a small distance dl, transmural helix angle α can be written [9] as
α = c123 dl.Therefore,wemusthave, for any transmural infinitesimalvectorv(t) =
l3(t)f3 at time t:

c123(t + dt) × l3(t + dt) = c123(t) × l3(t) (11)

where v(t + dt) = Fv(t). Differentiating this expression yields

d(ln c123) = −dl3
l3

(12)

Using the Green-Lagrange tensor E =
1
2
(FF T − I), we reduce the right term of

Eq. 12 and yields the constraints, using Eq. 9

0 = d(ln c123) + f3Ef3, i.e.

0 = d(ln(fT
2 Jf1

f3)) + f3Ef3 (13)

writing Jf1
the spatial derivative (i.e. Jacobian matrix) of vector field f1.

Energy term. Following the classical way of pseudo enforcing a constraint with a
Lagrangian multiplier penalty, we write

Ψ123 = α123(d(ln(fT
2 Jf1

f3)) + fT
3 Ef3) (14)

where α123 is a scalar measuring the amount of force that this energy will gener-
ate. We compute d(ln(fT

2 Jf1
f3) by a finite difference of the term at t + dt and

the term at t. The energy term Ψ123 will only restrict motion in the local normal
direction. It will effectively push against an excessive volumetric deformation, so as
to ensure that transmural helix angle remains constant. Other geometrical energy
terms could also be formulated in this fashion. For now, we set ΨG = Ψ123.
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3 Application to the LV Mechanics Challenge

The four canine datasets provided to participants of the challenge include mater-
ial point positions (mesh node coordinates) at diastasis (DS), ex-vivo fiber orien-
tations obtained using DTI registered to the DS volume, and ground truth node
positions for 4 material points at the base of the heart along with pressure values
within the left ventricle for about 40 frames covering theperiod fromDSto enddias-
tole (ED) to end systole (ES) (see Fig. 3). We have been working to implement the
models described in the previous sectionwithin the framework of FEBio, a software
suitedeveloped jointlyby theUniversity ofUtahandColumbiaUniversity, forfinite
element simulation of biomaterials: http://febio.org/febio/.The resultswe present
here are preliminary and are based on a different model, the transversely-isotropic
Mooney-Rivlin constitutive model, along with an active stress component. It also
remains to examine the effect of the geometrical consistency term via simulation.

To set up the simulation within FEBio we took as input data the material node
positionsatDS, alongwith thefiberorientations registered to thatvolumeas inputs.
We also fed in the left ventricular cavity pressure values specified at each frame
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Fig. 3. A comparison of ground truth (green) and simulated (blue) left ventricular
volumes for canine dataset 0912 for c1 stiffness parameters 11.85, 13.85 and 15.85
(rows 1 to 3) and contraction curve scaling parameters 100 and 120 (columns 1 and 2).
The y-axis in each plot is the left ventricular volume in ml and the x-axis is time in
seconds (0s = DS; 0.13s = ED; 0.41s = ES). The plots show a qualitative agreement
between the volume curves particularly during the contraction phase (ED → ES) over
this range of parameters.

http://febio.org/febio/
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0s (DS) 0.13s (ED) 0.20s 0.27s 0.34s 0.41s (ES)

Fig. 4. Frames of the simulation for canine dataset 0912 corresponding to the para-
meters in the bottom left plot of Fig. 3. The frames illustrate the contraction of the
left ventricle from ED to ES accompanied by the thickening of the myocardium, the
lifting of the apex and the corresponding decrease in left ventricular volume.

of the heart beat cycle and the positional coordinates of the 4 points at the base
of the left ventricle as fixed parameters to this model. The ground truth displace-
ments were interpolated around the outer ring of points at the base, correspond-
ing to the epicardium at that slice. The motion of all the other points was derived
by the FEBio simulation. Our simulations showed that over a range of choices for
stiffness parameters to the Mooney-Rivlin model as well as contraction rates, the
left ventricular volumes were relatively stable and matched the given ground truth
volumes qualitatively, particularly during the contraction phase from ED to ES
(Fig. 3). The ground truth left ventricular volumes were used only to gauge the
fidelity of the ejection fraction obtained by the simulation. Fig. 4 shows frames of
the simulation for the stiffness parameter set at 15.85 with a contraction rate of
100.

Our simulation results will be discussed and analyzed in greater detail with a
comparison of the tracked material node positions with ground truth as well as an
examination of the derived fiber stresses at ED an ES, in an article being prepared
by theorganizers of the challenge. In the following sectionwedescribeanother ongo-
ing effort where, using the local frequency method of [11], we have recovered the
(2D) deformation tensor in short-axis planes for a set of rat cine-tagging MRI data.
The strain map can be used as a notion of ground truth to estimate and tune the
parameters of our model.

4 Myocardial Deformation from Tagging MRI

We review the recent method of [11] for recovering the deformation tensor and
from it the strain tensor, by estimating local frequencies from independent tagging
sequences on rat heart data. Whereas tagging data is not provided in the mechan-
ics challenge, this analysis can be used independently to tune the parameters of the
model so that its behaviour is consistent with expected material properties.

In our case the tagging is in (2D) short axis planes, and we have two orthogonal
tagging directions. The 2D Gabor transform in the continuous case is defined as
[11]

G(p, ω) =
∫
R2

f(q)ψ(q − p)e−2πi(q−p)ωdq. (15)



Connection Forms for Beating the Heart 91

Fig. 5. Recovered deformation tensors applied to the horizontal (cyan) and vertical
(yellow) tagging directions, with the corresponding strain tensors (relative to frame
1) shown below each frame. Frames 1 (0 ms), 9 (65 ms) and 17 (130 ms) are shown
from top left to top right. See text for a discussion. (Best viewed by zooming in on the
electronic version.)

Here f is the 2D tagging image, ψ is a windowing function with ψ denoting its com-
plex conjugate, p,q are position and ω is a frequency vector. The Gabor trans-
form gives a spectrum for a neighborhood of each pixel. Since the tagging pattern
deforms over time, the idea is to detect the most dominant non-zero frequency in
the spectrum of each pixel and then track this frequency in time.

Once the most dominant frequency vector ωt(i, j) is determined for each pixel
(i, j) and each frame, the deformation tensorF is calculated. The deformation ten-
sor relates to the frequency vector via

ωt+1(i, j) = ωt(i, j)F−1. (16)

For smoothnesswe assume a symmetric deformation tensor anduse the two orthog-
onal tagging sequences to solve for the three entries of F using GMRES [12]. As an
initial guess the deformation tensor is set to the identity matrix (no deformation).
To further improve the quality of the deformation tensor field and to account for
noise (created by large deformations and tag fading) each entry ofFwas smoothed
spatially using a Gaussian filter with σ = 1 and temporally with a Gaussian filter
with σ = 2.0. Using the smoothed deformation tensor field, the Green Lagrange-
Strain tensor can be calculated for every frame at every pixel location via E =
1
2 (F�F − I).

Fig. 5 shows tagging results on a rat data set from [4]. The recovered deforma-
tion tensor is applied to the horizontal (cyan) and vertical (yellow) tagging direc-
tions, which are then overlayed on the superposition of the two tagged images.
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Below each tagging sub-figure we show the trace of the local strain tensor. Each
strain map is relative to the tissue configuration in frame 1 and not to the previous
frame. Regions with positive strain are in red, regions with negative strain are in
blue and regions of low strain are in green (see colormap).

We intend to use the analysis above to tune the parameters of the model devel-
oped in Section 2. The essential idea is that in 2D axial slices the strain tensors
resulting from the constitutive model with its passive, active and geometrical com-
ponents, should be consistent with those obtained from tagging data.

Acknowledgments. We thank Jeff Weiss and his research group at the University of
Utah for sharing the FEBio suite as well as providing guidance on the implementation
of new material models within it. We are grateful to NSERC and FRQNT for support.
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Abstract. Computational models are valuable tools for understand-
ing the mechanical function of the heart. In particular, the prospect
of doing patient–specific simulations of heart function may have a signif-
icant impact on clinical practice. However, patient–specific simulations
give rise to severe challenges related to model choices, parameter fitting
and model validation. In this study we investigate parameter variability
in a model of left ventricular mechanics applied to four different canine
heart cases. The mechanics is modeled by a transversely isotropic active
strain model, with two parameters adjusted to fit end diastolic and end
systolic pressures and volumes. The chosen model is able to accurately
reproduce these data, and enables very efficient parameter fitting. Visual
inspection of the resulting deformed geometries also shows a reasonable
match with the image based reference.

1 Introduction

Understanding the mechanical function of the heart is important for effective
treatment of challenging clinical conditions such as heart failure. Computational
models based on detailed anatomical and physiological descriptions of the heart
are a promising tool for increasing our understanding of the complex phenomena
underlying the pumping function of the heart. Generic heart models focusing on
qualitative phenomena have been developed for decades, as well as more specific
models matched to data from in vivo and in vitro experiments. In recent years,
a number of research groups are moving towards patient specific models of heart
electrophysiology and mechanics [1,14], with the aim of building models that can
predict clinical outcome of therapeutic interventions on the level of the individual
patient.

The high potential of patient specific simulations of mechanical function is
paired with considerable challenges in their use. Even if restricting attention
to the passive mechanical properties of the tissue, the material behaviour is
highly complex, with strong non–linearity and high anisotropy [11,18]. Choosing
the right model, and fitting model parameters based on limited data available,
is a substantial challenge [9]. Validation of the computational models is also
associated with numerous open questions.
c© Springer International Publishing Switzerland 2015
O. Camara et al. (Eds.): STACOM 2014, LNCS 8896, pp. 93–104, 2015.
DOI: 10.1007/978-3-319-14678-2 10
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In this paper we explore parameter variability in a set of simplified models
of passive and active heart mechanics. Four canine left ventricular models are
reconstructed from high–resolution MR images, for which passive mechanics is
described by a hyperelastic model based on invariants of the right Cauchy–Green
tensor [8], while an active strain approach [15] is used to describe the contraction
of the muscle. Material parameters are adjusted to match measured pressure–
volume relations, and the resulting models are visually compared to image based
reference models.

The paper is organised as follows. In Section 2 we present the techniques
used to reconstruct the geometry, as well as the details of the mechanical model
and the numerical solution strategy for solving the equations and fitting model
parameters. A summary of the results is presented in Section 3, while Section 4
gives a critical discussion of our findings.

2 Methods

2.1 Preprocessing of the Geometry and Microstructure

The data provided for the challenge includes, for each of the 4 cases, a high
resolution DT–MRI scan, a hexahedral mesh on top of which an interpolated
fibre field is available, and 6 points clouds for the endocardium and epicardium
respectively at diastasis (DS), end–diastole (ED) and end–systole (ES) points of
the the cardiac cycle.

For sake of simplicity the DT–MRI data has not been used by the present
study. Indeed, the DS stage provides a reasonable approximation of a stress–free
reference configuration. Moreover, the fibre field can be interpolated from the
hexahedral mesh.

The meshing procedure, briefly sketched in Figure 1, has been implemented
as a Python script. The main steps are as follows:

A. Triangularization of the raw points dataset for the endocardium and the
epicardium. The hole at the apex is closed with an additional point obtained
by extrapolating the hole’s boundary points.

B. Construction of the ventricle base, defined as the least–squares fitting plane
of the points belonging to the basal boundaries of endocardium. These points
are then projected onto the plane and eventually all the three surfaces (endo-
cardium, epicardium and base) are rotated and translated in order to have
the base to correspond to the yz–plane at x = 0.

C. Meshing of the volume enclosed by the 3 aforementioned surfaces with the
open–source software Gmsh [7]. The quality of the mesh is improved by re–
parametrising the endocardium and the epicardium using the “compound
geometry” feature [16] of Gmsh.

D. Roto–translation (with the same map used for B.), interpolation and nor-
malisation of the fiber field at the mesh nodes and quadrature points.
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It is worth to remark that the above procedure is fully automatic and generic
with respect to the case and the cardiac stage. In this respect, we generated
meshes for all the stages and cases (3 · 4 = 12 in total) to better compare
simulations results to the target geometries.

(A) (B) (C) (D)

Fig. 1. The epicardial and endocardial surfaces were given as point clouds that were
triangularized (A). One node was added at the apex to cover the apical hole. A plane
was fitted to the base of the endocardium by a least squares method (B). The basal
nodes of both endocardium and epicardium were projected into this plane, and the
heart was moved and rotated so that the plane coincided with the yz–plane at x = 0.
Then the cardial wall was tetrahedralized with Gmsh (C). Fiber orientations were
provided and interpolated at the nodes and integration points of the final mesh (D).

2.2 The Mechanical Model

A configuration of a continuum body B is a function χ from B to R
3. Given two

configurations, a reference and an actual one, respectively denoted by χ0 and χ,
a deformation ϕ maps a point X ∈ χ0(B) ≡ Ω0 onto a point x ∈ χ(B) ≡ Ω.
The gradient of this map is the deformation gradient tensor

F(X) :=
∂ϕ

∂X
,

in terms of which the right Cauchy–Green tensor is defined as C = FTF.
Myocardium is generally modelled as an orthotropic material, with two pref-

erential directions described by the fibres field f◦(X) and the sheets field s◦(X).
While the role of fibres is known to be fundamental, the role of the sheets, as
well as their distribution across the tissue, is still under debate. For the present
study the fibre fields were provided for all four test cases, while the sheet fields
were not available. We have therefore adopted a transversely isotropic material
model, where the strain energy function is defined through the first and fourth
invariants of the right Cauchy-Green tensor:

I1 = trC, and I4,f◦ = f◦ · (Cf◦).
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The strain energy density function, adapted from [8], reads

W(C) =
a

2b

(
eb(I1−3) − 1

)
+

af

2bf

(
ebf(I4,f◦−1)2+ − 1

)
, (1)

where (I4,f◦ − 1)+ := max{I4,f◦ − 1, 0}, hence this term is set to zero if the local
fibre length is lower than its resting state. We refer to the original publication
for details.

The tissue is assumed fully incompressible, i.e. J := det(F) = 1. This con-
straint is (weakly) enforced in a standard manner by introducing a Lagrange
multiplier p, see e.g. [5]. It is worth noting that the total wall volume, computed
for each case at different stages (see Table 2) is not constant: this could be due to
blood perfusion or segmentation uncertainty. Nonetheless, the wall volume vari-
ation is limited (below 5% in most of the cases) so it is reasonable to keep the
incompressibility constraint. It is worth to remark that under such assumption
we have to restrict the strain–energy to isochoric deformations by adopting:

Ŵ(C) := W(Ciso) = W(J− 2
3C).

The activation of the muscle is achieved by means of the active strain app-
roach, which is based on a multiplicative decomposition of the deformation gra-
dient tensor,

F = FeFa,

where Fa is the active deformation induced by cell contraction, and Fe is purely
elastic deformation, see [13,15] for details. The specific form of Fa relies on the
assumptions that there is a shortening in the fiber direction f◦ and that the active
contraction is volume preserving. By introducing a single activation parameter γ,
which represents relative local active fibre shortening, we get

Fa = (1 − γ)f◦ ⊗ f◦ +
1√

1 − γ

(
I − f◦ ⊗ f◦

)
. (2)

The active deformation Fa doesn’t store elastic energy, so that only the elastic
portion Fe contributes to the strain energy in (1). We have

W̃(Ce) = Ŵ
(
F−T
a CisoF

−1
a

)
. (3)

We are interested in controlling the cavity volume Vinner, defined by the
endocardial surface. For this purpose we introduce an additional Lagrange mul-
tiplier pinner, which can be shown to be the endocardial pressure [17]. This for-
mulation is useful when a specific volume is targeted, while the inner pressure is
unknown. The resulting Lagrangian reads:

L(ϕ, p, pinner; γ, Vinner) :=
∫

Ω0

Ŵ
(
F−T
a CisoF

−1
a

)
detFa dV

−
∫

Ω0

p(J − detFa) dV − pinner
(
V(ϕ) − Vinner

)
, (4)
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where Vinner is given and V(ϕ) is the inner cavity volume computed for a specific
deformation ϕ from the endocardial surface Γendo:

V(ϕ) :=
∫

Γendo

ϕ · (cof F)N dA,

where N is the outward unit normal of Γendo and cof F is the cofactor of the
tensor F.

In a similar fashion, when an inner pressure pinner is prescribed, while the
volume is computed afterwards, it is enough to remove pinner from the list of the
unknowns and add it to the list of the parameters:

L(ϕ, p; γ, pinner) :=
∫

Ω0

Ŵ
(
F−T
a CisoF

−1
a

)
detFa dV

−
∫

Ω0

p(J − Fa) dV − pinnerV(ϕ). (5)

The volume is then Vinner = V(ϕ).
Along with the inner pressure, the only other boundary condition imposed is

a zero normal displacement of the base. This implies that the mechanical solution
is defined up to a rotation around the ventricle axis and a translation in the yz–
plane. Thus three additional constraints are imposed in order to obtain a solution
with no superimposed rigid motions. This is clearly a rough approximation of
the mechanics at the base; on the other hand, it guarantees that the whole
deformation is only dictated by the strain–energy and the inner load, without
being affected by other external sources.

The mechanical model is discretized with quadratic finite elements for the
displacement and linear finite elements for the pressure, leading to a stable dis-
cretization [4]. The non–linear problem is solved by the quasi–Newton’s method,
i.e. we recompute the Jacobian for the tangent problem only when strictly nec-
essary, with an incremental strategy for parameter continuation. The tangent
problem is solved by using the direct solver MUMPS [3]. The solver, fully par-
allelised, is based on the open–source framework FEniCS [12], and the source
code is fully available1. The computational effort required to solve these prob-
lems is very low: a modern laptop/desktop computer is enough to obtain a whole
pV–loop in less than 10 minutes with the coarsest mesh (around 5000 elements)
and about 2 hours on the finest mesh (20 000 elements), with 4 MPI processes.

2.3 Parameter Estimation and Sensitivity Analysis

The full problem has six parameters in total: four for the passive mechanics,
namely a, b, af and bf in (1), one for the activation, i.e. γ in (2), and one which
can be either pinner or Vinner, depending on the specific formulation, (5) or (4).

Since the problem depends continuously on each parameter, we can argue
that within a physiological range of the parameters the solution depends as well
1 The download link is https://bitbucket.org/peppu/lvchallenge.

https://bitbucket.org/peppu/lvchallenge
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continuously on each parameter. This suggests a homotopy argument: starting
from a given stage, say the end–systolic point, computed with the initial set
of parameters, we can track the solution when one parameter changes without
recomputing the whole pV–loop, but by simply following the curve implicitly
defined by the solution with respect to the parameter.

The numerical approximation is therefore based on a simple continuation
algorithm [10]: we start from a point on the solution curve, then the next point
along the curve is first predicted using the tangent, and then corrected by the
Newton’s method. It is worth noticing that thanks to this strategy we do not
recompute the entire pV–loop during the fitting procedure and sensitivity anal-
ysis. This significantly reduce the computational cost.

The fitting procedure aims to match the measured volumes and pressures.
Indeed, the only data available for the fitting was the pressure and corresponding
volume at two distinct points in the cardiac cycle, which is obviously not enough
to determine all material parameters uniquely. This is a common situation for
models of this kind, in particular when aiming for image based patient specific
simulations. With limited data available, we are left to make reasonable a priori
choices based on values from the literature for some parameters, and fit the
remaining to match the given pressures and volumes.

In order to have better overview on how the solution depends on the param-
eters, we first performed a sensitivity analysis for the end–diastolic stage. We
analysed the sensitivity of the inner volume, the ventricle total length and the
average thickness just below the base, with respect to the passive material param-
eters a, b, af and bf .

3 Results

The sensitivity analysis has been performed in detail for case 1024. More pre-
cisely, the above mentioned quantities of interest have been tracked both by
varying one parameter at a time while holding the others at their reference
value, and by varying two parameters simultaneously. The analysis exhibited
respectively a very weak impact of bf , a modest impact of b and an apparent
effect of a and af on all the quantities of interest.

Hence, for the end–diastolic stage, we chose to fix b = 10.810 and bf =
14.154, i.e. to their reference values, and then further analyse the simultaneous
sensitivity to a and af . The result is depicted in Figure 3. The black line in each
plot represent the target value for the corresponding quantity. For instance,
concerning the inner volume, there is an implicit curve g(a, af) = 0 on which
the inner volume is always captured. On the other hand, the optimal pair (a, af)
can be also selected to better match other quantities such as wall thickening
or lengthening of the ventricle. A good compromise for this specific case is to
choose a � 20 kPa and af � 100 kPa.

The results of the parameter fitting that matched end–diastolic and end–
systolic volumes and pressures are shown in Table 1. We see that there is con-
siderable variability in the parameters. For the 0912 case we had to adjust the
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Fig. 2. Parameter fitting procedure (1024 case). The ventricle is first passively inflated,
by means of model (5) with γ = 0, to the given target pressure (A). Then af is
iteratively adjusted until the volume matched the target volume (B). To reach the
end–systolic point, we hold the volume constant by means of (4), at the ED value,
while we increase γ until the target ES pressure is reached (C). We eventually keep the
pressure constant, using (5), while increasing γ further until the volume also matched
the target ES value (D).

parameters a from our a priori values, as we were otherwise unable to reach
the target volume for end–diastole. Apart from this we see that cases 0917 and
1017 are fairly similar, while case 1024 is characterised by high stiffness. These
values appear to be consistent with the provided end–diastolic and end–systolic
pressures and volumes.

The active contraction parameter γ for cases 1017 and 1024 is consistent
with the values reported in the literature and obtained by fitting experimental
data from muscular thin films [2,6,15], while for the other two cases is slightly
higher.

Simulation results obtained with the fitted parameters are shown in Figure 4.
All four cases are displayed, for end–diastole (ED, left column) and end–systole
(ES, right column), and compared with the surfaces extracted from the points
clouds. The solid red surfaces show the result of the model, while the transparent
surfaces are based on the points clouds. We see that there is some variation in
how well the geometries match, both for ED and ES, but all the model results are
visually similar to the image based reference. Note that the model parameters
are fitted only to match the provided pressures and volumes, and have not been
tuned further to make the geometries match.

The geometric data pictured in Figure 4 is quantified in Table 2 to compare
how well the fitting method matched other global geometric measures besides
the extracted volumes. We show good agreement in wall thickness and its change
between diastole and systole, as well as the change in length of the ventricles
for the diastole, and a modest mismatch for the systole. There is no observed
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Fig. 3. Sensitivity to a and af parameters for the end–diastolic point of case 1024.
On top we show the end–diastolic volume [m�], the length of the ventricle [cm] and
the average thickness [cm] just below the base. The bottom row show the Hausdorff
distance between the computed endocardial (resp. epicardial) surface and the given
one. The black line is the corresponding target value.

pattern in the change in wall volume in the target simulations, with some cases
decreasing and other increasing, but very small changes are observed in either
direction, indicating our assumption of incompressibility is not far off. The cal-
culated Hausdorff distance, or greatest deviance between the two data sets, is in
the range of 2 - 4 mm indicating that the geometries are reasonably well watched
at the simulated points in the cardiac cycle.

Figure 5 and shows the fibre Cauchy stress both in diastole and in systole.
Excluding some artefacts around the base and the apex, the range of the values
is consistent with those reported in the literature.

The average strain and the stress in the fibre direction over the whole tissue
is reported in Table 3. The invariant I4,f◦ is comparable to γ, which means
that the residual stress is relatively low. The computed stress is not uniform
in the transmural direction, with a higher value attained around the midwall
and decreasing towards the epicardium and the endocardium. The standard
deviation for the stress in also rather high, being generally greater than 0.5 kPa
at end–diastole and greater than 15 kPa at end–systole, which highlights the
heterogeneous distribution of the stress across the tissue (not shown).

4 Discussion

We have presented that by adjusting two different parameters we were able to
provide a good fit to end–diastolic and end–systolic pressures and volumes for
four different test cases. This result is not very surprising, since the parameters
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Case End–diastole End–systole

Fig. 4. Displacements applied to the DS geometry, read solid surfaces, from the four
cases (0912, 0917, 1017, 1024) and two stages (ED, ES) are compared with the epi/endo
triangulation, transparent surfaces, of the given point cloud for each stage/case

we adjust directly affect the stiffness and contractility of the ventricle, and are
therefore well suited for matching the pressure–volume relation. With only pres-
sure and volume available, and only at two distinct points, the chosen model and
fitting strategy appears to be well suited for matching the measured results. As
evident from Figure 4 and the data in Table 2, the deformed geometries are also
fairly similar to the image based references, although the fit is not perfect.

There exist a large number of alternative models for describing active and
passive heart mechanics. The most common approach for active-passive coupling
is to introduce an additive decomposition of the stress tensor, the so-called active
stress approach. We chose the active strain formulation primarily because of its
attractive mathematical properties, and the ease by which we could introduce
the activation parameter γ to control the end–systolic volume. However, it is
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Table 1. Summary of the parameters from (1) and (2) we used to reach the target
pressure and target volume for the end–diastolic and end–systolic stage. For conve-
nience we report the given target pressures and target volumes which were used to fit
the parameters.

Parameters (a and af in [kPa]) Pressure [kPa] Volume [m�]

Case a b af bf γ ED ES ED ES

0912 1.181 10.810 35.558 14.154 0.213 0.7 10.8 28.83 13.59

0917 2.362 10.810 20.103 14.154 0.202 0.6 10.3 19.56 10.85

1017 2.362 10.810 25.815 14.154 0.157 0.6 8.8 23.25 16.29

1024 9.448 10.810 32.191 14.154 0.155 0.7 8.1 18.32 12.14

Table 2. Comparison of global geometrical quantities between the reference (or target)
geometry and the simulation for all the cases at the end–systolic and end–diastolic
stages. The last columns represents the Hausdorff distance between the simulation and
the target geometry of the endocardium and the epicardium respectively.

Thickness [cm] Length [cm] Wall volume [m�] Distance [cm]

Case Stage ref sim ref sim ref sim endo epi

0912 ED 0.78 0.81 5.56 5.54 44.15 42.70 0.31 0.26
ES 1.03 1.04 5.01 5.38 42.60 42.70 0.58 0.45

0917 ED 0.70 0.75 5.09 5.03 33.28 31.16 0.27 0.25
ES 0.81 0.89 4.55 4.88 30.35 31.16 0.37 0.38

1017 ED 0.78 0.77 5.59 5.58 40.57 39.97 0.35 0.32
ES 0.87 0.85 5.11 5.51 35.68 39.97 0.43 0.45

1024 ED 0.98 0.97 5.25 5.30 41.77 41.66 0.06 0.07
ES 1.10 1.08 4.77 5.37 38.15 41.66 0.72 0.62

likely that a simple active stress model, with a single parameter controlling the
developed tension at end systole, would yield very similar results. The use of
a transversely isotropic material law may also have affected the results. Heart
tissue is known to be orthotropic, although the significance of the sheets for
intact ventricle mechanics is debated. While some studies have shown very low
sensitivity of global deformation measures to the stiffness in the sheet direction,
others have reported its significance for measures such as wall thickening and
rotation and shortening of the ventricle. It is possible that including some of
these quantities in our parameter fitting, as well as an orthotropic passive and/or
active material law, would further improve the model results shown in Figure 4.

However, it is likely that any significant improvement of the model results
would require more data available for the fitting. For instance, estimating strains
from ultrasound speckle-tracking or tagged MR images would give much more
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Fig. 5. Fibre stress (in kPa) for case 1024 at diastole (left) and systole (right)

Table 3. Summary of average value of the fourth invariant I4,f◦ and Cauchy stress
(in kPa) in the fibre direction over the whole tissue, for end–diastole and end–systole
stages and different patients

Avg. I4,f◦ Avg. stress

Case ED ES ED ES

0912 1.03 0.76 1.80 36.41
0917 1.03 0.80 1.29 32.68
1017 1.02 0.85 1.20 21.92
1024 1.01 0.85 0.90 25.43

detailed and local information on material properties. This information would
probably allow us to include and fit more parameters in the material law, which
would potentially improve the quality of the final result.
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Abstract. An accurate estimation of myocardial stiffness and decaying
active tension is critical for the characterization of the diastolic func-
tion of the heart. Computational cardiac models can be used to analyse
deformation and pressure data from the left ventricle in order to estimate
these diastolic metrics. The results of this methodology depend on sev-
eral model assumptions. In this work we reveal a nominal impact of the
choice of myocardial fibre orientation between a rule-based description
and personalised approach based on diffusion-tensor magnetic resonance
imaging. This result suggests the viability of simplified clinical imaging
protocols for the model-based estimation of diastolic biomarkers.

Keywords: Cardiac computational physiology · Diastolic biomarkers ·
Model personalization · Fibre orientation

1 Introduction

Heart failure (HF) is a major public health issue that affects over 23 million
worldwide, and rising. The lifetime risk of developing HF is one in five, and
this disease represents a considerable burden to the healthcare system. HF with
preserved ejection fraction (HF-PEF), also known as diastolic HF, accounts for
nearly half of patients with HF. The prognostic outlook of HF-PEF is similar
to that of HF with reduced ejection fraction, and its study has recently sparked
research interest, focusing on the diastolic dysfunction as a dominant contributor
to symptoms [11].

Despite this recognised importance, it is difficult to understand and charac-
terise diastolic dysfunction, even with advanced imaging modalities. An increased
stiffness of the walls of the ventricular cavity is one of the causes of an impaired
filling, and it is thus a relevant biomarker of HF-PEF. Nevertheless, current
diagnostic guidelines are based on indirect surrogates, and there is a need for a
reliable and clinically relevant methodology to characterise myocardial stiffness
[11]. The general hypothesis that motivates this work is that the combination of
advanced imaging and modelling technologies can fulfil this need.

The model-driven extraction of a biomarker can be simply described as the
process of finding the best set of model parameters that explain the observed
c© Springer International Publishing Switzerland 2015
O. Camara et al. (Eds.): STACOM 2014, LNCS 8896, pp. 105–113, 2015.
DOI: 10.1007/978-3-319-14678-2 11
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data. Current imaging technologies provide with a reasonable estimation of car-
diac deformation, and catheterised sensors record the pressure inside the ventric-
ular cavity. The task that remains is now to find the stiffness of the myocardium
that best explains the interplay between these two variables, the amount of cav-
ity dilation driven by the increment of pressure. The simplest solution is driven
by a data fitting process, where the relationship pressure vs. volume data dur-
ing filling is described as an exponential line. This method is currently adopted
in the clinical arena, and has demonstrated its relevance in characterising HF-
PEF [18]. More complex solutions use 3D computational mechanical models of
the left ventricle [13–17]. This approach has recently shown fundamental advan-
tages, including its ability to automatically decouple the effects of the increased
stiffness and the slower relaxation of the myocytes [17], and the better robustness
to noise in pressure data [16].

Nevertheless, the use of 3D computational models is also limited by their
additional complexity and associated uncertainty to components or parameters
that are not observed in the clinical data. This work addresses the study of the
level of anatomical detail, the amount and resolution of clinical images needed
for an accurate estimation of myocardial stiffness. Specifically, we quantify the
error incurred by an assumption in the spatial organization of myocardial fibres.

2 Methods

2.1 Data

High resolution MRI data from four normal dogs was contributed by The National
Institutes of Health [15]. Data was processed by organisers of STACOM chal-
lenge in order to provide binary masks defining the LV geometry and muscle
fibre orientations. The DT-MRI data have already been registered to the in-vivo
geometry. Geometries and in-vivo left ventricular pressures were available at two
states in the cardiac cycle: stress free (diastasis - DS), and end of inflation (end-
diastole - ED). These geometries only reflect the location of the epicardial and
endocardial surfaces – they do not encode material point displacements.

2.2 Model Components and Construction

The left ventricle is represented with a finite element model, non-linear elasticity
governed by an exponential transversely isotropic material constitutive law (The
”Guccione law”, with parameters re-formulated as C1, α, r3, r4, as described in
[17]).

The computational domains describing the left ventricle at DS and ED in each
case are built from their segmentations, using a fully automatic web-service that
works with C1 continuous meshes [5,8]. Fibre orientation is defined at DS, either
extracted from the DT-MRI data and then projected into the computational
mesh using the methods described in [6], or by using the conventional rule of
+60 to -60 degrees from endocardial to epicardial surface.
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2.3 Parameter Estimation Process

The computational model simulates diastolic filling by a passive inflation of
the ventricle at DS (starting with null pressure) adding the difference in pres-
sure recorded between DS and ED (around 0.7 kPa in all four cases). Dirichlet
boundary conditions are applied to all nodes of the base, with the amount of
displacement of each node determined by the difference between ED and DS
configurations after correspondences are set through a common mesh personal-
ization methodology.

The optimisation functional, the comparison between the model result and the
data, is defined by the volume reached at ED. Only α, one of the four constitutive
parameters, is estimated. Due to the simplicity of the functional space, a parame-
ter sweep with α ranging from 10 to 50 in each case (up to 150 in case 4), fixing C1,
r2, r3 and r4 to 1.66, 0.51, 0.24 and 0.25 (values obtained by linear combination of
parameters previously reported in the literature [13–15]). We used a highly opti-
mized mechanical simulation code [9,10] running on a Linux virtual machine with
4 cores using the cloud infrastructure of VPH-Share (http://www.vph-share.eu).
Each simulation took around 3.5 minutes.

3 Results

3.1 Computational Meshes

Ventricular anatomy was represented with cubic meshes with 144 elements and
219 nodes, see Fig. 1. The mesh generation tool reported an average fitting
residual (distance from mesh to the centre of the voxel) of 0.14 ± 0.002 mm,
well below the voxel size of 0.325mm. Meshes had a Jacobian ratio, a metric of
the quality, of 0.37 ± 0.02 (with a worst-case of 0.33), which are values within
the expected range for meshes with collapsed elements [7].

3.2 Stiffness Constitutive Parameters

The results of fitting α are reported in Table 1, showing nominal changes with
the choice of fibre field by chosen functional (see Fig. 3). A personalised fibre
field resulted in softer (Case 1) or stiffer (Cases 2-4) material properties. The
corresponding relationship between pressure and volume transient is illustrated
in Fig. 4.

Cases 1 to 3 reported stiffness values very close to previous studies done
in-vivo through medical imaging, both with rule-based [14] and DT-MRI fibre
fields [15], see Table 1, and case 4 was stiffer than any other reported in the
literature (3 times stiffer than [12] accordingly to the product C1 · α).

4 Discussion

Our results in four cases indicate that the estimation of myocardial stiffness has
a nominal dependence on the accuracy of the fibre orientation. This suggests

http://www.vph-share.eu
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Case 1 Case 2 Case 3 Case 4

Fig. 1. Computational meshes at diastasis (red) and end diastole (gold) in the four
cases, illustrating the amount of deformation experienced by the ventricle. Note that
any material point correspondence between these two configurations is the result of
using the same mesh personalization process [8].

Case 1 Case 2 Case 3 Case 4

Fig. 2. Computational meshes at diastasis (DS) after personalization of the fibre ori-
entation from PC-MRI data in the four cases

Table 1. Myocardial constitutive parameters (C1, α) of the reformulated Guccione
law [17] in this study (Case 1 to 4) and in the literature ([12–15])

Case 1 Case 2 Case 3 Case 4 [13] [12] [14] [15]

C1 1.66 1.66 1.66 1.66 1.2 0.5 1.8 1.7
α, Rule-based 21.6 13.3 19.3 103.8 43.4 112.8 18.5
α, DT-MRI 22.0 13.0 19.2 102.4 19.6
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Fig. 3. Fitting functional based on the difference between simulated and measured end
diastolic volume, in the four cases

Fig. 4. Pressure-Volume (PV) plot by experimental and simulated (with rule-based
fibres and optimal α) data. The results illustrate the consequence of fitting material
parameters by comparison between diastasis (DS) to end diastole (ED).
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Fig. 5. Fitting functional based on the distance between apical mesh points in simu-
lated and measured end diastolic meshes, in the four cases. Note that Case 4 did not
find the minimum in the physiological range of parameters explored, but that the two
lines almost overlap in this case.

that the identification of diastolic biomarkers for the diagnosis of HFPEF, based
in a functional comparing volume, does not require additional imaging studies to
capture patient-specific information about the spatial organization of myocytes.

The choice of a simple volume functional is a cause of the nominal impact of
fibre orientation in the identification of the material properties. The comparison
of the volume of the left ventricle minimises the impact of imaging (data) errors
and model assumptions. An imaging protocol able to track the material point
correspondence, and to estimate accurate strains, is a hard endeavour in clinical
practice. A cardiac computational model able to exactly mimic deformations
and myocardial strain is strongly dependent on boundary conditions and model
assumptions. The use of currents [4] for the functional is an intermediate solution
between using volume and deformations that needs to be further investigated.

In order to further explore the generalizability of our findings, we explored the
behaviour of another functional, the distance between the apical points, reported
in Fig. 5. This is motivated by the fact that boundary conditions were prescribed
in the entire base, and the apical location will be then the most challenging mate-
rial point to predict. Furthermore, the material point correspondence, achieved
implicitly by an automatic mesh personalization process, may be considered
more accurate in this anatomical region without circumferential symmetry and
with the biggest curvature, a local feature that will constrain better the problem
of image registration used. Changes in α with the choice of the fibre field are now
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slightly larger, but these are still small. Moreover, a personalised fibre field does
not always lead to a better prediction of deformation, as shown by the results of
case 2.

Material parameters were only constrained by a single observation, the change
of volume from DS to ED. Optimising only for α, after fixing C1, is a strategy
taken in this work justified by the ”quasi linear behaviour” observed at the
physiological range of diastolic filling, which leads to a coupling between the
linear and exponential coefficients of the constitutive law, as reported in human
cases [16,17]. Using more observations, more diastolic frames, is known to bet-
ter constrain the parameter space, and could be used to optimise also for C1.
The abrupt transition in the PV line shown in the data (see cases 1-3, Fig. 4)
suggest the recruitment of some active forces, rather than a passive behaviour.
Nevertheless, case 4 shows a more plausible smooth transition of the PV line,
which suggests that the assumption of a ‘quasi linear passive behaviour’ is not
always valid. In any case, the addition of more frames to the functional could
lead to a change in material parameters as discussed, but we would not expect
it to change the nominal dependence on fibre orientation observed.

The comparison of our results to the literature is limited by scope, since pre-
vious works have focused in the complete cardiac cycle [1–3]. The fibre model
(the choice of maximum helix angle and of the coefficient modulating the trans-
mural variation) has been shown to have an impact in bulk metrics like ejection
fraction, wall thickening and cavity shortening [1]. On the contrary, the passive
inflation in our experiments introduced nominal changes in cavity volume (see
Fig. 3), and a change in lengthening only noticeable in one case (case 2, see
Fig. 5). This can be explained by the smaller difference in fibre distribution than
in previous studies, and by the less relevant contribution of the passive inflation
in the overall mechanics of the cardiac cycle.

5 Conclusion

A personalised description of fibre orientation is not a critical component of a
computational analysis for the estimation of diastolic biomarkers.
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Abstract. Verification of electro-mechanic models of the heart require
a good amount of reliable, high resolution, thorough in-vivo measure-
ments. The detail of the mathematical models used to create simulations
of the heart beat vary greatly. Generally, the objective of the simulation
determines the modeling approach. However, it is important to exactly
quantify the amount of error between the various approaches that can be
used to simulate a heart beat by comparing them to ground truth data.
The more detailed the model is, the more computing power it requires,
we therefore employ a high-performance computing solver throughout
this study. We aim to compare models to data measured experimentally
to identify the effect of using a mathematical model of fibre orienta-
tion versus the measured fibre orientations using DT-MRI. We also use
simultaneous endocardial stimuli vs an instantaneous myocardial stim-
ulation to trigger the mechanic contraction. Our results show that syn-
chronisation of the electrical and mechanical events in the heart beat
are necessary to create a physiological timing of hemodynamic events.
Synchronous activation of all of the myocardium provides an unrealistic
timing of hemodynamic events in the cardiac cycle. Results also show the
need of establishing a protocol to quantify the zero-pressure configura-
tion of the left ventricular geometry to initiate the simulation protocol;
however, the predicted zero-pressure configuration of the same geometry
was different, depending on the origin of the fibre field employed.

Keywords: High-Performance Computing (HPC) · Electromechanical
simulations · Canine model · Ground-truth data · Verification

1 Introduction

Biophysical models of the heart have significantly improved their realism during
the last years by incorporating patient-specific geometries and boundary con-
ditions obtained from processing multimodal images and signals. In addition,
continuous improvements in hardware and infrastructure computing facilities,
c© Springer International Publishing Switzerland 2015
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specially in High-Performance Computing (HPC) and Graphical Processing Units
(GPU) are dramatically reducing computational costs associated to these tools.
These are steps required for translating these biophysical models into clinical
routine and develop simulation-based pipelines that can help on the manage-
ment of a patient.

Nevertheless, electromechanical simulations of the heart remain a computa-
tional challenge extremely difficult to properly validate and verify. This is due
to the complexity of the heart’s physiology where multiple physical phenom-
ena are tighly coupled at a different spatial and temporal scales, hampering the
acquisition of complete sets of measurements to be used as reliable ground-truth
data. Furthermore, detailed biophysical models including different spatial scales
have a large amount of parameters that often are tuned based on limited exper-
iments. Therefore, substantial effort is still required on performing sensitivity
analysis of these parameters, verification studies to assess the appropriateness of
the developed solvers and validation experiments to compare simulations with
observations.

The majority of biophysical models of the heart were usually tuned to repli-
cate observations obtained in laboratory experiments (e.g. patch clamp) that
allowed to estimate some parameters. More recently some pioneering modelling
work aimed at using patient-specific heart geometries derived from imaging and
estimated some parameters comparing clinical measurements with electrome-
chanical simulations [1–3]. Nevertheless, clinical measurements from humans are
often incomplete and sparse, then not quite appropriate for exhaustive validation
and verification of the electromechanical solvers. More controlled gold-standard
electrophysiological data, derived either synthetically [4] or with experimental
models [5], has been used in some simulation benchmarks to verify, customize,
validate and integrate different cardiac electrophysiological solvers. A challenge
organized in STACOM’11 aiming at validating myocardial tracking and defor-
mation algorithms applied to image sequences [6], but, to our knowledge, there
has not been yet a challenge for assessing simulated deformation fields provided
by electromechanical models of the heart.

The STACOM’14 workshop included a challenge precisely aiming at evalu-
ating electromechanical solvers of the heart using ground-truth data obtained
from tag-MRI of experimental dog models. In this paper we make use of this data
to test and verify the electromechanical simulations that have been developed
over the last years at the anonymized centre. These simulations have been imple-
mented to make use in the most efficient way high-performance computational
resources, with a massively parallel implementation, an explicit formulation and
a tight coupling between the electrical and mechanical solvers.

2 Methods

The software used for this study is an in-house, finite-element, multi-physics,
High-Performance Computing (HPC) software. The experimental data, which
is fully described described in [7], was kindly provided by the University of
Auckland as part of the mechanical challenge at the STACOM’14 workshop.
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2.1 Use of Experimental Data

High resolution Magnetic Resonance Imaging (MRI) data from one of the four
datasets of normal dogs were used. The point clouds defining the LV geometry
at diastasis, were used to generate the mesh employed as the starting point of
our simulation protocol. Two more left ventricular geometries were provided for
each dog at two hallmark times of the cardiac cycle: end of filling (end-diastole)
and end of contraction (end-systole). Left ventricular volume and pressure were
measured experimentally at several time points when the animals were being
paced at 500 ms. The hemodynamic information was used to setup the appro-
priate boundary conditions during the cardiac cycle. They were also used to
approximately tune some electric propagation information like total activation
time, and action potential duration/repolarization.

2.2 Mathematical Description of the Anatomy

The provided endocardial and epicardial point clouds at diastasis were used to
generate the mesh. Two meshes of different resolution were built using an in-
house volume mesh generation and visualization code called Iris. One of the
resulting left ventricular mesh has 19, 591 regular tetrahedral elements (4, 835
nodes). The average element volume is 2.7e − 03 cm3, so that the average side
lengths of the elements are 0.2874 cm. The second left ventricular mesh has
226, 079 regular tetrahedral elements (46, 401 nodes). The average element vol-
ume is 0.191204e − 03 cm3, so that the average side lengths of the elements are
0.11 cm. Note that the framework used in this work uses CGS system of units
(centimetre-gram-second). Note that the same mesh is used to solve both elec-
trophysiology and biomechanics problems. Material parameter calibration was
performed in the lowest resolution mesh.

2.3 Fibre Orientation Description

Muscle fibre orientations were derived from ex vivo diffusion tensor MRI avail-
able from the dog experiments. They were provided as raw DTI data regularly
sampled at a grid of points, already been registered to the in-vivo geometry in
diastasis, and as fibres post-processed and interpolated at the nodes of an hex-
ahedral mesh of 9, 225 nodes. As part of our protocol, we generated a field of
fibres as described by Streeter [8] at ±60 degrees to compare and analyse the
impact on the electromechanics given the use of different fibre fields: Streeter
and the given DTI.

2.4 Electromechanical Framework

No measurements were provided from the dog experiments to adapt the electrical
part of the solver, therefore two different assumptions on the behaviour of the
left ventricle of a healthy dog were made to simulate electrical wave propagation:
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Fig. 1. Left: Synthetic fibre orientation generated using the model of Streeter et al.
Right: Post-processed DTI fibres (at 9925 points) and interpolated into the high reso-
lution, tetrahedral mesh using a closest neighbor interpolation.

– All of the myocardium was stimulated at the same time. This assumption
holds if we assume a dense Purkinje system, an infinite conductivity and a
synchronous activation of the whole myocardium.

– The activation occurs in the endocardium at the same time. This assumption
holds if we assume a dense Purkinje fibre system. Conductivity was approx-
imated by the knowledge of a ”healthy, normal” ECG of a dog paced at a
basic cycle length of 500 ms.

Electrophysiology. Ion concentration gradients across the myocyte cell mem-
brane determine the electrical action potential that triggers contraction. To sim-
ulate the electrical activity, we solve a reaction-diffusion equation in our finite
element mesh. We employ the monodomain formulation, solved explicitly [9].
The tissue is considered anisotropic to the fibre orientation. For this paper, we
have employed the ionic cell models by Fitzhugh [10]. Conductivity in the fibre
direction for the Fitzhugh-Nagumo model is 0.007 mS/cm in the fibre direction
and 0.0023 mS/cm in the transverse directions. The conductivity was setup so
that the total activation time occurs within 50 ms.

2.5 Biomechanics

The mechanical deformation part is solved at the same resolution of the elec-
trophysiology mesh, thus avoiding any type of errors induced by interpolation
between different meshes used for different physical solvers. The myocardial con-
stitutive model employed in this study is a transversally isotropic version of the
Holzapfel and Ogden [12] model. Therefore, the myocardium is considered as a
non-homogeneous, non-linearly elastic, slightly compressible material [13].

In this study, the phase of diastasis can be considered to be a stress-free state.
However, pressure in diastasis is low, but not zero. To obtain accurate results
in the computational simulations, the zero-pressure configuration must be the
starting point of the simulations. A deflation protocol was established, to obtain
the stressed geometry at the time of diastasis.
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Zero-Pressure Configuration Protocol. The first step is to “collapse” the
geometry to a zero pressure state, in which the internal stresses of the solid
can be assumed to be zero. The measured pressure in diastasis for the data
in this simulation was 0.36 kPa. To deflate the geometry, we applied an equal,
but opposite pressure to the endocardial walls of the left ventricular mesh. The
resulting configuration is shown in figure 2. The mesh was allowed to deflate until
a steady state was reached, at a V0 of 16.3 ml for the DTI fibre mesh. Instead, for
the mesh with the Streeter fibres, the V0 was 16.7 ml. When volume was constant
for each of the simulations, we obtained the geometry and fibre orientations in
the assumed zero-pressure configuration and re-inflated the geometry to the
pressure in diastasis. This process is iteratively done to recover the geometry in
diastasis and is also used to calibrate the passive material parameters to obtain
the pressure-volume relationship at the time of end diastole.

Fig. 2. Zero-pressure configuration of the LV geometry with DTI fibres in blue, com-
pared to the initial geometry in white. Right: Zero pressure configuration of the DTI
fibre mesh in blue; Streeter fibre mesh is shown in red.

2.6 Excitation Contraction Coupling

The electrophysiology model triggers the myocardial contraction using the model
published by Hunter et al.[14], where a synthetic calcium transient is generated
for the Fitlzhugh-Nagumo electrophysiology model as:

Cai(t) = Ca0 + (Camax − Ca0)
t

τCa
e1−t/τCa (1)

Where the parameters were modified to represent the calcium transient of a dog
heart beat at a 500 ms basic cycle length, obtained using a detailed model of
the dog M cell[15] (Fig. 3). Furthermore, the force-calcium relationship used was
adapted from the model published by Hunter et al to generate the simulation in
this study.

2.7 Boundary Conditions

A left ventricular pressure waveform was provided for this study. The pres-
sure was applied normal to the endocardial walls throughout the cardiac cycle.



Fully-Coupled Electromechanic Simulations 119

Fig. 3. Normalised Calcium Transients. Solid line indicates the Calcium Transient func-
tion used in the simulations. The dotted line indicates the calcium transient obtained
from a detailed single M cell model of a dog.

The basal nodes were fixed to prevent them from moving in the longitudinal
direction, but were allowed to move freely in the crossectional direction. The
basic cycle length was 500 ms. The timings of the pressure waveform proto-
col were synchronized with the pacing stimuli of the electromechanical prob-
lem, since no hemodynamic model exists in our implementation at the moment
(Fig. 4).

2.8 Simulation Protocol

The simulation protocol follows the time sequence in figure 4. Briefly, the simu-
lations initiated from the zero-pressure configuration, and were allowed to reach
steady state before the initiation of the protocol. The mesh is inflated to the
pressure in diastasis. The course of the cardiac cycle initiates at that point. The
mesh is allowed to passively inflate up to the pressure in end diastole. Slightly
before the end of diastole, the electrical stimuli are triggered (at 95 ms). The
stimulation protocol includes a simulation where all the myocardium is activated
synchronously, and using endocardial stimuli (see Table 1).

Table 1. Simulations

Number fibres Synchronous EP Stimuli EP Model

1 DTI fibres All myocardium FHN

2 Streeter fibres Endocardial FHN

3 DTI fibres Endocardial FHN
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Fig. 4. Pressure time course as boundary conditions normal to the endocardium.
Marked are the three defined cardiac cycle hallmarks: Diastasis in black, End Dias-
tole in cyan and End Systole in green. Time of the start of the electrical stimuli is
shown in magenta while the total time of activation is shown in orange.

3 Results

3.1 Electrical Activation: Whole vs. Partial Endocardial Activation

Assuming that the electrical activation occurs simultaneously throughout the
whole myocardium creates a non-physiological timing of the events on the car-
diac cycle. Peak of contraction occurs 90 ms after electrical activation, which
corresponds to a just a few milliseconds after valve opening. For this reason,
the use of simultaneous stimuli throughout the myocardium was deemed non-
physiological for our methodology. In the other hand, synchronizing the electro-
mechanic events to the hemodynamics, creates more physiological responses.

3.2 Fibre Orientation: Streeter vs. DTI

DT-MRI is not always available for implementing electro-mechanical simula-
tions, particularly when creating patient-specific simulations. One of the most
popular ways to generate a fibre field is to apply the transmural dispersion as
measured experimentally. One of such models was proposed by D. Streeter. The
purpose of these simulations is to quantify the influence of the fibre orientation
to the electro-mechanics of each model and to verify the error when compared
with ground truth data. An important observation, is that the predicted zero-
pressure configuration of the same geometry was influenced by the fibre field
used for each of the simulations.
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4 Conclusions

Establishing a more physiological electrical activation sequence provides more
realistic timings of the mechanic and hemodynamic events in the cardiac cycle.
fibre orientation swiftly modifies the electric activation sequence and the break-
through of the electric propagation, however more data would be necessary to
verify the electrophysiology. Fibre orientation also has an impact on the zero-
pressure configuration of the model. Zero-pressure volumes differ depending on
the fibres employed, which will have an impact on the overall parameter estima-
tion and the geometrical deformation of the LV.
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Abstract. In this paper we outline our approach for creating subject-
specific whole-cycle canine left-ventricular models, as part of the 2014
STACOM Challenge. Each canine heart was modeled using the princi-
ple of stationary potential energy, with the myocardium treated as a
nearly incompressible hyperelastic material. Given incomplete data on
the motion and behavior of each canine heart, we decreased model com-
plexity by employing reduced–parameter constitutive laws. Addition-
ally, base plane motion and left ventricular volume input data were
integrated into the cardiac cycle model through the inclusion of novel
external energy potentials (using Lagrange multipliers), which allow for
relaxed adherence to the constraints and minimize spurious energy modes
stemming from model simplification and data noise. Subsequently, using
the available data we employ the reduced-order unscented Kalman filter
(ROUKF) approach to estimate the myocardial passive parameters and
active tension. Finally, along with model predictions for each canine, we
assess the spatial convergence and robustness of our model.

Keywords: Cardiac mechanics · Canine heart · Parameter estimation ·
Data assimilation

1 Introduction

Aspects of left ventricular mechanics – including motion, constitutive relations,
microarchitecture and contractile function – have been the focus of intense
research. Complementing this effort, the mathematical modeling of the full cycle
mechanics has become well–established [13], incorporating varying degrees of
the inherent physiological complexity into passive and active tissue constitu-
tive models [9] as well as advanced physiological boundary conditions [4]. While
these models are idealised, they provide a platform for assessing patient-specific
myocardial function as well as prediction through tuning a series of model para-
meters. The model-tuning process has raised interest in inverse problems in
whole heart mechanical modelling, and currently a range of tractable methods
to quantify the parameters underpinning function have been proposed [1,5,11].
This approach has been applied within the cardiac modelling community to
estimate both passive and active mechanical parameters [4,11,14,15].

c© Springer International Publishing Switzerland 2015
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Various inverse estimation techniques have been proposed in the literature to
date, including sequential quadratic programming, which has roots in nonlinear
optimisation [1,14], the unscented transform algorithm [11] and families of data
assimilation methods including Kalman filter-based sequential assimilation, and
adjoint-based variational assimilation [5], although a systematic comparison of
the techniques is currently lacking. Further to the estimation methodology used,
the accuracy and quality of prediction is clearly limited by the selected models,
their construction as well as the data available for parameterization. For a unique
parameterization, the well-posedness and conditioning of the problem is critical,
requiring careful selection of the appropriate forward model so available input
data may be judiciously integrated. The common approach in the literature has
been to limit the number of parameters estimated and use a much richer set
of image data that covers the full spatial and temporal extent of the pertinent
cardiac phases to constrain the parameterization process [7]. For instance, full
Lagrangian displacement field extracted from tagged MRI has been the basis for
estimating 4 parameters [14,15], while the surface motion derived from cine MRI
has been used for estimation of 4 parameters [11], or 1 parameter in 6 different
regions of myocardium [4].

In this paper we employ these developed approaches for constructing canine
left ventricular models as part of the 2014 STACOM Challenge. The problem is
a challenging one due to its underconstrained nature, whereby the input data
consists of the surface geometry provided at three time points and a pressure-
volume loop. Accordingly, to produce accurate deformation, the solution app-
roach requires a corresponding increase in the ”regularisation” – this may be
provided by further reduction of model complexity to prevent over-fitting and
sensibly-posed boundary conditions to constrain the motion of the ventricle to
be physiological. Our approach employs a reduced-parameter constitutive law
adapted from the literature, and a generic strain-dependent active law. For each
of the cases the models are personalised based on the available data. The meth-
ods used are described in Section 2, and the results are shown in Section 3. We
were able to match pressure-volume loops, compute displacements and stresses
through the cycle, and ascertain that numerical convergence was achieved in
these variables.

2 Methods

2.1 Cardiac Mechanics Model

The mechanical deformation and pressure (u, p) in the canine left ventricle were
modeled using the principle of stationary potential energy which minimizes a
free energy functional, Π [2]. Momentum in the heart was neglected due to the
dominance of mechanical stresses through the cycle. The myocardial muscle was
modeled as a hyperelastic material, as described by equation (1). The strain
energy comprised passive and active terms (subscript p and a, respectively).
Viscoelastic effects were also neglected due, in part, to the lack of validated
material models. As the myocardial volume was observed to change up to 12%
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Fig. 1. Schematic of the forward model and given data for STACOM 2014

through the cardiac cycle (percentage volume change between end–diastole and
end–systole was 3.6%, 8.9%, 12.0% and 8.3% for the four cases), the material was
modeled as nearly incompressible (with bulk modulus κ) as shown in equation 1.

W (u, p) = Wp(C) + Wa(C) + p
(
J − 1 − p

2κ

)
(1)

Here C and J denote the right Cauchy Green strain and the Jacobian respec-
tively [2]. The passive strain energy Wp was modeled using a reduced form of the
Holzapfel-Ogden model [7,8] characterized by two scaling parameters {a1, a2}
and two exponential parameters {b1, b1}, with indices 1 and 2 corresponding to
the fibre and the cross-fibre terms:

Wp(C) =
a1

2b1
{exp[b1(ICf

− 1)2] − 1} +
a2

2b2
exp[b2(IĈ − 3)].

The active generation of internal energy was modeled via a simple time-dependent
scaling: Wa(C) = α(t)(ICf

− 1).
Both the passive and the active strain energy functions are directly depen-

dent on fibre strains, and therefore on the choice of the fibre distribution in the
myocardium. The use of DTI-based fibres provided for the four cases consistently
led to non-physiological lengthening of the ventricle in systole, even with a uni-
form relaxation (see Figure 6). Instead we have constructed idealised fibre fields
based on the geometries, with the angles between sheet planes and fibre vectors
varying linearly in the transmural direction between −80◦ and 80◦ from epi- to
endocardium. As shown in Section 3, this distribution allowed us to simulate
long axis shortening of the LV, which is normally observed in systole.

From the definition of the strain energy given by equation (1), the energy
functional Π can be written as the sum of the internal energy and external
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(boundary-based) energies. Additional Lagrange multipliers λb and λl are intro-
duced along the base plane and lumen surfaces respectively to ensure adherence
of the model to base plane motion and volume change data, as discussed in the
following sections.

Π(u, p,λb, λl) :=
∫

Ω0

W (u, p) dX −
∑
k=b,l

Πext
k (u, λk), (2)

where Πext
b denotes the base plane energy, and Πext

l the lumen wall boundary
energy. The final solution for any point in time t ∈ [0, T ] in the heart cycle
is determined as the saddle point of the free energy functional Π, ensuring
adherence to boundary conditions whilst minimizing the internal energy, i.e.

Π(u, p,λb, λl) = inf {sup{Π(v, q, q, μ), (q, q, μ) ∈ X}, v ∈ U} (3)

Here U is the space of admissible displacement solutions and X = W ×γbU ×R

the space of Lagrange multipliers, with W being the space of hydrostatic pressure
solutions, and γbU the trace space of U on the base plane (see Figure 1).

2.2 Base Plane and Endocardial Boundary Energies

In our model the specific external energy terms were applied on the boundaries
to enable assimilation of the data provided. To ensure proper base plane motion
of the model Πext

b was selected as,

Πext
b (u,λb) :=

∫
Γ b
0

λb ·
(

u − ud(t) − 1
2
K(t)λb

)
dX, (4)

where ud(t) is the displacement of the base plane and K(t) a constraint relax-
ation matrix. The motion of the base plane was given through the position of
four points in space X = (x1,x2,x3,x4) at three points in time (DS, ED and
ES). Therefore the displacement fields ud(t) applied on the whole base through
the cycle had to be interpolated. Specifically we used singular value decom-
positions to construct affine mappings A(DS to ED) and A(ED to ES) ∈ R

3 that
accommodated the given transformation of points X, i.e.

A(DS to ED) XDS = XED,

A(ED to ES) XED = XES,

The mappings were then applied on the whole set of base points xb:

xb
ED = A(DS to ED)x

b
DS,

xb
ES = A(ED to ES)x

b
ED = A(ED to ES)A(DS to ED)x

b
DS.
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At any time during the heart cycle [0, T ] (with tDS = 0) the displacement of the
base points can be linearly interpolated in time using the DS, ED and ES values:

t ∈ [0, tED] : ud(t) =
t

tED

(
xb
ED − xb

DS

)
,

t ∈ [tED, tES] : ud(t) =
t − tED

tES − tED

(
xb
ES − xb

ED

)
+ xb

ED − xb
DS,

t ∈ [tES, T ] : ud(t) =
T − t

T − tES

(
xb
ES − xb

DS

)
.

Strict adherence to the interpolated base condition gives rise to unphysiolog-
ical stress / strain distributions. The additional term − 1

2K(t)λb in the base
boundary energy expression (4) allowed us to relax the constraint and lower
the artificially induced boundary stresses. The matrix was chosen as K =
ε(I − nb(t) ⊗ nb(t)) with nb denoting the base plane normal through time, so
that (u − ud) · nb(t) = 0 (i.e. translation of the base plane is exact), while
(u − ud − ελb) · v = 0 for any vector v in the plane (i.e. in-plane motion is
relaxed). Sending ε → ∞ requires no adherence to the in-plane motion, while
sending ε → 0 requires strict adherence (ε ∼ 10−7 m/Pa was used).

Incorporation of the lumen volume data was achieved using the boundary
energy term Πext

l given as,

Πext
l (u, λl) := λl

(
1
3

∫
Γ l

x · n dx +
1
3

∫
Γ lb

x · nb(t) dx − V (t)
)

, (5)

where V (t) is the given volume data and Γ lb is the base plane area at the top of
the lumen, completing the boundary integral over the LV cavity. By divergence
theorem,

1
3

∫
Γ l

x · n dx +
1
3

∫
Γ lb

x · nb(t) dx =
1
3

∫
Γ lv

x · n dx =
1
3

∫
Ωlv

∇ · x dx = V (t),

with Ωlv the corresponding LV cavity volume domain and Γ lv the corresponding
LV cavity boundary. Equation (5) enforces strict adherence of the model to the
given data as any deviation sends Π → ∞.

Dependence on Γ lb in equation (5) can be removed by introducing the matrix
Ib(t) = (1/2)(I − nb(t) ⊗ nb(t)). As Ibnb = 0, by divergence theorem,

Ib(t) :
∫

Γ l

x ⊗ n dx = Ib(t) :
∫

Γ lv

x ⊗ n dx =
∫

Ωlv

∇ · (Ib(t)x) dx

= (Ib(t) : I)V (t) = V (t), (6)

providing a means for measuring volume without requiring base plane area (even
when base plane translation / rotation is observed).

2.3 Finite Element Solution

The solution to equation (3) was approximated using the finite element method
(see [6] for discussion). Specifically Q

2−Q
1 Taylor-Hood element [3] interpolation
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was used for uh − ph, as well as surface Q
2 for λb

h and a single constant for
λl. Taking the directional derivatives of equation (3) with respect to all state
variables gives the following form of the minimization problem:

Duh
Π[vh]+Dph

Π[qh]+Dλb
h
Π[qh]+DλlΠ[μ] = 0 ∀ (vh, qh, qh, μ) ∈ Uh ×Xh.

The final model solution at any time point is given as the (uh, ph,λb
h, λl) ∈

Uh × Xh which satisfies,
∫

Ω0

∇F W (uh, ph) : ∇Xvh + qh(Jh − 1) dX

− λl

∫
Γ l

vh · n dx − μ

(
Ib(t) :

∫
Γ l

x ⊗ n dx − V (t)
)

−
∫

Γ b
0

λb
h · vh dX −

∫
Γ b
0

qh ·
(
uh − ud(t) − K(t)λb

h

)
dX = 0,

∀ (vh, qh, qh, μ) ∈ Uh × Xh (7)

Equation (7) was solved for each load state through the cardiac cycle enabling
the reconstruction of the myocardial motion.

2.4 Passive and Active Material Parameter Estimation

In order to simulate the cycle for each of the cases we required a suitable
set of constitutive law parameters. These parameters were estimated using the
reduced-order unscented Kalman filter (ROUKF) [4,12]. The method is par-
ticularly efficient since the number of parameters is low, and consequently few
forward model runs are required in the estimation process. Assimilation was
based on pressure observations through the whole cycle.

We first considered the passive stage independently. This was taken to start
at the points marked in the PV loop as DS, and end at or just before ED. The
available pressure-volume data was normalised and coarsely fit to the experimen-
tal results presented in Klotz [10]. The parameters b1 = b2 = 5.0 were chosen
so that inflation of an idealized LV of average size (tuning cross-sectional area,
long axis length and wall thickness) across the group produced the degree of
exponential growth observed. More comprehensive estimates of {b1, b2} were not
made due to their coupling with outer stiffness parameters {a1, a2}. The nature
of this coupling meant that adjusting {a1, a2} for any reasonable pair {b1, b2}
allowed a good fit to the data. In the purely passive stage of the cycle (DS-ED),
the absence of the Wa term in the total strain energy meant that the remain-
ing passive parameters {a1, a2} could be estimated. All diastolic pressures were
observed simultaneously in a ROUKF iteration, and the estimation was repeated
with updated states and covariance matrices until convergence was achieved (as
measured by the closeness of the determinant of the background error covariance
matrix to 1). In some cases the fitting process highlighted pressure outliers at or
before ED, which were treated as containing some active tension.
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In the second stage of the cycle (ED-DS) the passive parameters were fixed,
and the magnitude of the active tension was estimated as a time-varying scalar
α(t), t ∈ [ted, T ]. A number of models (quadratic, cubic Hermite and tanh2)
were evaluated as possible parametrisable expressions for the active tension, but
neither of these gave a reasonable fit to the pressure-volume data. We have
therefore made no assumptions on the functional form of α(t), and estimated
it as a piecewise constant in time. Two ROUKF iterations were run per time
step to ensure filter convergence, and the initial guess for each step was updated
based on the estimate at the previous time step.

All of the parameters were estimated globally in space, since no localised
data could be used in the estimation process. For each case the final simulation
results were computed using the estimates for a1, a2 and α(t).

3 Results

The computed deformation of meshes consisting of 4608 quadratic hexahedral
elements for all cases is illustrated by Figure 2. Characteristic twist and short-
ening are observed in systole.

0912 0917 1017 1024

DS

ED

ES

Fig. 2. LV configurations for all cases at DS, ED and ES. The endocardial surface is
coloured by magnitude of displacement from DS. The colour is scaled from blue to red
per row, with the highest ED value being 3.7 mm and the highest ES value 8.9 mm.
Mesh lines are shown on the epicardial surface to illustrate deformation directions.
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0912 0917 1017 1024

ED

ES

Fig. 3. Fibre stresses σf for all cases at ED and ES. The surfaces are coloured by the
value of the stress from blue (0 kPa) to red (4 kPa at ED and 40kPa at ES).

The computed fibre stresses at ED and ES are shown in Figure 3. Extreme
values were observed on the base plane, which suggests that the condition which
propagates motion of four epicardial points to the whole of the base surface
could be introducing inaccurate displacements. Even though the magnitude of
the stresses on the base was reduced through the use of the relaxed condition,
this region still exhibited likely non-physiological stresses.

3.1 Data Matching

The pressure-volume loops obtained on meshes are shown in Figure 4. Volumes
were prescribed through the model, and were matched exactly. Only minor pres-
sure errors are present, mostly at the corners of the loops.

Since surface data was not used for estimation in the current setup, the
process could not fully account for local effects in deformation. However, a com-
parison was performed between the location of the endo- and epicardial surfaces
predicted by the model, and those provided as the data. Figure 5 shows several
views of the surfaces in the original image coordinates ES for the case 0912.
High-error regions are located either near the points of attachment between the
left and the right ventricles, or on the septal wall. This suggests that including
the right ventricle or a corresponding boundary condition in the model has the
potential to improve the results.

Figure 6 illustrates the effect of fibre orientations on myocardial deformations
at ES, as discussed above. The DTI fibres provided, as well as the commonly used
−60◦ to 60◦ distribution resulted in non-physiological and non-data-compliant
lengthening of the ventricle in systole.
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(a) case 0912 (b) case 0917

(c) case 1017 (d) case 1024

Fig. 4. Pressure-volume loops: data in solid, and simulation in dash-dotted line

Fig. 5. Deformation of endo- and epicardial surfaces of the mesh for case 0912, shown
in image coordinates at ES. Colour marks distances to nearest points on the data
surfaces (0..4 mm from purple to red).

3.2 Verification

In order to assess the reliability of the method in modelling left ventricular
mechanics we performed a number of additional tests.

Mesh convergence of the solutions was studied on a series of uniform refine-
ments of a coarse quadratic hexahedral mesh: mesh 1 was composed of 72 ele-
ments, mesh 2 of 576, mesh 3 of 4608, and mesh 4 of 36864. In the absence of
a ground truth solution, simulation results on mesh 4 were taken as reference.
This allowed us to compute relative errors in the main problem variables:

e = ‖v − vref‖/‖vref‖, v = u, p,σf .
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(a) DTI (b) −60◦..60◦ (c) −80◦..80◦

Fig. 6. ES deformation of the LV mesh for case 0912 produced using different fibre
orientations (in colour), as compared to DS configuration (in black).

The errors on meshes 1, 2 and 3 are shown in Figure 7. In all cases the error on
mesh 3 (used as the challenge submission) is less than 5%.

(a) u, L2 (b) u, H1 (c) p, L2 (d) σf , L2

Fig. 7. Relative error in problem variables on progressively refined meshes for case
0917. The red and blue lines correspond to errors at ED and ES respectively.

Passive parameter estimates for a given set of ROUKF inputs were obtained
on meshes 1, 2 and 3. The values were consistent at every ROUKF iteration,
and the relative error in the parameters after 10 assimilation steps was < 5%
between meshes 1 and 2, and < 2% between meshes 2 and 3.

Filter convergence was observed in all cases, both for the passive and active
estimation procedures. At the same time, changes in ROUKF initial state and
error covariance matrices in passive estimation resulted in a significant variation
in the final estimates. Figure 8a illustrates how pressures computed using these
estimates, a1 = (1.4, 0.9) kPa, a2 = (0.9, 2.6) kPa, a3 = (0.7, 3.4) kPa, compare
to the data. The map of the errors in diastolic pressures ‖P − λl(a1, a2)‖ over
the passive parameter space (Figure 8b) shows that instead of a clear minimum
there is a valley of parameter combinations that minimize the l2-norm pressure
functional. This indicates a coupling between the parameters, suggesting that the
model requires additional data to achieve reliable passive parameter estimation.
Finally, the estimated active tension curves are presented in Figure 8c. All cases
exhibit fast growth post-activation, and sustained (sometimes increasing) tension
through systole, with a tailing off in the deactivation stage.
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(a) Cavity pressure (b) ‖P − λl‖ (c) α(t)

Fig. 8. Estimation based on pressure data in diastole and systole: (a) matching of cav-

ity pressure data P by the Lagrange multiplier λl in diastole using different parameter
combinations, (b) map of distances between the vectors of simulated and observed
cavity pressures over the passive parameter space (a1, a2), (c) estimates for the active
tension over time

4 Discussion

The mechanics model incorporated cavity pressure-volume data to simulate
deformation of the left ventricles for four canines through the whole cardiac
cycle. Model personalisation was achieved through estimation of passive model
parameters and time-dependent active tension scaling. A good fit for PV data
was obtained, as well as reasonable physiological deformations, although total
exclusion of the right ventricle from the model appears to produce higher errors
in attachment areas. Simulation and estimation results were verified through a
series of convergence tests.

In the setup presented there is limited potential for model personalisation
based on bulk measures. Incorporating distances to surfaces at ED and ES could
potentially result in a better fit, but was impractical to implement in a short
time span and was only used for validation. An augmented set of data, e.g.
time-resolved images of cardiac motion, could be included in the workflow to
compute reliable estimates, allowing the use of parameters as biomarkers. In
addition, assimilation of local displacements would enable better data fitting
and stress computation, as well as studying the effects of tissue heterogeneity.
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Abstract. This paper presents a method to characterise the passive
orthotropic and contractile properties of left ventricular (LV) myocar-
dial tissue using MRI data of cardiac anatomy, structure and func-
tion. Personalised anatomical LV models were fitted to image data from
four canine hearts. Diffusion tensor MRI data from the same hearts
were parameterised using finite element fitting to provide fibre angle
fields that represent longitudinal axes of the myocytes. Fitted fibre angle
fields were combined with laminar-sheet orientation data extracted from
the Auckland dog heart model and embedded into the customised LV
anatomical models. A modified Holzapfel-Ogden orthotropic constitu-
tive relation was parameterised using published data from ex vivo shear
tests on myocardial tissue blocks. This parameterised constitutive model
was scaled for each case in the present study by fitting the individu-
alised LV models to end-diastolic image data. Contractile tension was
then estimated by comparing LV model predictions to the end-systolic
image data. Personalised models of this kind can be used to predict the
3D deformation and regional stress distributions throughout the LV wall
during the entire cardiac cycle.

Keywords: Myocardial mechanical properties · Orthotropic constitu-
tive model · Parameter estimation · Canine heart · Passive stiffness ·
Active contraction · Cardiac cycle

1 Introduction

The physiological function of the heart is determined by the mechanical prop-
erties of the myocardial tissue. Abnormalities in the mechanical function of the
c© Springer International Publishing Switzerland 2015
O. Camara et al. (Eds.): STACOM 2014, LNCS 8896, pp. 135–144, 2015.
DOI: 10.1007/978-3-319-14678-2 14
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heart affects its ability to pump blood through the circulatory system, which
can lead to fatal consequences. Estimating the mechanical properties of the in
vivo heart through the use of image-extracted geometries and biophysical mod-
elling provides important information about the stresses and strains that occur
during the cardiac cycle. This biomechanical analysis depends on the choice of
constitutive model to describe the mechanical properties of myocardial tissue.
Many studies have used transversely isotropic constitutive models, for which
the fibre and cross-fibre directions can reproduce distinctly different mechani-
cal responses [5]. However, experimental studies have reported that myocardial
tissue is not only characterised by the myocardial fibre axis, but also by a dis-
tinct laminar organisation, where the tethering between the myocardial cells
within a sheet is stiffer than that between adjacent sheets [5]. This motivates
the use of orthotropic constitutive models to describe the three distinct axes of
microstructural symmetry inherent within the myocardium.

This paper presents a modified version of the Holzapfel-Ogden orthotropic
constitutive model [3] for modelling the passive mechanical response of the canine
LV. The data used in this paper were provided as part of the MICCAI-STACOM
2014 LV mechanics challenge, which involved comparing model predicted LV
displacements with those measured using tagged magnetic resonance imaging
(MRI) techniques. The methods presented in this paper have the capability of
predicting regional distribution of strain and stress of the LV at both the end-
diastolic (ED) and end-systolic (ES) stages of the cardiac cycle.

2 Methods

2.1 LV Mechanics Modelling

Anatomical Model Customisation. Regular truncated prolate spheroid
shaped 16 (4 x 4 x 1) element tricubic Hermite finite element (FE) models were
fitted to the diastasis canine LV image-derived surface data of each of four cases.
For each case, a generic model was first registered to the cardiac coordinate sys-
tem of the experimental surface data, and then the endocardial and epicardial
surfaces were fitted to the data using previously published methods [7].

In order to describe the orthotropic mechanical response of the myocardium,
it was necessary to embed fibre and sheet angles into the LV model. Microstruc-
tural orientations were described using Euler angles with respect to the short-axis
and epicardial tangent planes. Fibre angles were calculated as the helix angles
between the projections of the supplied diffusion tensor imaging (DTI) vector
data onto the wall tangent plane, and the circumferential axis. Imbrication angles
were quantified as the transverse angles that the DTI vectors made with the wall
tangent plane, and were found to be sufficiently small to be negligible in this
study.

Subject-specific laminar sheet orientation data were not available for the
canine hearts in this study, therefore sheet angle data from the Auckland dog
heart (ADH) model [5] were incorporated into each of the models. Firstly, each
canine LV model was transformed to match the geometry defined by the ADH
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model. Then fibre and sheet angle data, extracted directly from the ADH model,
were fitted using tricubic Hermite interpolation into each transformed canine
model. Since both sets of angles were defined with respect to the local FE mate-
rial coordinates, the microstructural orientation fields could be directly mapped
from the ADH geometry to the new canine models. The embedded sheet angles
were adjusted to align the sheet-normal material axes between the DTI and ADH
fields in order to produce the best match with the sheet planes described by the
ADH model.

For comparative purposes, another set of models were generated based on
ADH fibre and ADH sheet data. Predictions using these models were compared
to those of the DTI fibre fitted models. The primary difference between the two
sets of models was that the ADH data had a broader transmural distribution of
fibre angles compared to the DTI-derived models as illustrated in Fig. 1 (see [8]
for a detailed comparison).

Fig. 1. Transmural variation in fibre angles for a mid-posterior portion of the LV model
for case A. Left: DTI fitted fibre field. Right: ADH fitted fibre field.

Myocardial Mechanical Properties. The passive mechanical response of
the myocardium was modelled using a modified version of the Holzapfel-Ogden
orthotropic constitutive model [3]. The isotropic (first) term in the original for-
mulation did not allow the mechanical response in each of the material directions
to be independently controlled. To decouple the axial terms, the isotropic term
was omitted from the original formulation and an additional exponential term
describing the sheet-normal direction response was added [2]. The modified for-
mulation is given by

W =
∑

i=f,s,n

ai

2bi

(
ebi(I4i−1)2 − 1

)
+

afs

2bfs

(
ebfsI

2
8fs − 1

)
(1)
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where I4f = f0 · (Cf0), I4s = s0 · (Cs0), I4n = n0 · (Cn0), I8fs = f0 · (Cs0) (2)

and f0 = [1 0 0]T , s0 = [0 1 0]T ,n0 = [0 0 1]T (3)

where C is the right Cauchy-Green deformation tensor referred to the fibre
(f), sheet (s) and sheet-normal (n) microstructural material axes, and af , as, an,
afs, bf , bs, bn, bfs are the constitutive parameters. In keeping with the original
Holzapfel-Odgen model, the axial exponential terms only contribute to the strain
energy function when their associated invariants I4f , I4s and I4n are larger than 1.

The contractile mechanical response of the myocardium was modelled using
the steady-state Hunter-McCulloch-ter Keurs active tension constitutive model
[4], which is given by

Ta = TCa × [1 + β(
√

I4f − 1)] (4)

where Ta is the active tension produced within the tissue, TCa is the con-
tractile stress associated with calcium release from the sarcoplasmic reticulum
at resting sarcomere length, β is the myocardial length-dependence parameter,
and

√
I4f quantifies the fibre extension ratio.

LV Mechanics Simulations were performed for the diastolic slow filling phase
(from diastasis to end-diastole) by applying the given LV cavity pressures on the
endocardial surfaces of the LV models, while the LV base was constrained to
match the motion of the basal epicardial surface data. Diastasis was assumed
to be the stress-free reference geometry. Systolic contraction was simulated by
increasing the active tension and endocardial pressure loads until the end-systolic
values were reached.

2.2 Constitutive Parameter Estimation

Objective Function. Constitutive parameters were estimated by minimising
the mean squared error (MSE) of the projections of the MRI-derived surface
data points onto the endocardial and epicardial surfaces of the predicted model.

It was noted that there were discrepancies between the basal motion of the
provided surface data and the supplied basal boundary constraints which had
been derived from the tagging data. For the purposes of parameter estimation,
which was designed to match the supplied surface data, the motion of the base
of the LV models was constrained to match that of the surface data so as to
exclude this discrepancy from the MSE calculation.

Even though the basal motion was taken from the surface data, following the
FE simulations, it was observed that a rotational motion of the model gave a
poor match to the surface data for the majority of the ventricle, apart from near
the base. To address this problem, the LV models were rigidly aligned with the
surface data prior to the computation of the surface projections at each stage in
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the parameter estimation process. This method allowed an unbiased comparison
of the overall geometry between the model predictions and the surface data,
which was independent of the questionable reliability of the prescribed basal
motion.

Parameter Estimation. Passive parameters were estimated for each of the
four cases. The parameters of the passive constitutive model have previously been
fitted to simple shear experimental data [1] through a multivariate optimisation
process for all six modes of shear. Details of this method can be found in [2].
The fitted values are listed in the Table 1.

Table 1. Orthotropic material parameters obtained by fitting to simple shear data [1]

af (kPa) as (kPa) an (kPa) afs (kPa) bf bs bn bfs

24.84 6.94 6.35 0.37 11.32 7.07 0.22 11.67

For the purposes of the passive parameter estimation in this study, just two
parameters were fitted due to the limited information provided by the diastolic
deformation data. With reference to Eq. 5, one parameter (Mf) was used to
scale the term associated with the stiffness in the fibre direction, while the sec-
ond parameter (M) was used to scale the remaining terms in the constitutive
equation. The rationale behind this model simplification lay in the fact that
the LV surface data available for constitutive model parameterisation were only
provided at two time points in the cardiac cycle (i.e. ED and ES), which would
not contain sufficient kinematic information to estimate all eight passive param-
eters. Two scaling parameters were estimated instead of just one bulk scaling
parameter because analyses showed that there was a substantial improvement
in the fit to the ED surface data (data not shown).

W =Mf

(
af

2bf

(
ebf (I4f−1)2 − 1

))

+ M

⎛
⎝ ∑

i=s,n

ai

2bi

(
ebi(I4i−1)2 − 1

)
+

afs

2bfs

(
ebfsI

2
8fs − 1

)⎞
⎠

(5)

To estimate the contractile parameters for the four cases, the maximum
activation level (TCamax) was determined by matching model predictions to the
supplied ES surface data. The length-dependency parameter (β) in the Hunter-
McCulloch-ter Keurs model (Eq. 4) was set to 1.45 as previously reported in [4].

Simultaneous vs. Sequential Parameter Estimation Schemes. The frame-
work was set up to estimate the passive and active parameters simultaneously
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by summing the errors in projecting the supplied ED and ES surface data onto
the surfaces of the model predictions for those states. This approach worked well
for the LV models embedded with the ADH fibre data, however the simultaneous
estimation method failed for models based on the DTI fibre fields because these
models predicted significant apex-to-base lengthening during systole (see Fig. 2
and a discussion of this effect in Section 3.2). Therefore, a sequential parameter
estimation method was adopted instead for the models with DTI fibre fields.

2.3 Challenge Results

The 2014 LV mechanics challenge required the predictions of material point dis-
placements and fibre stress distributions at ED and ES for each of the four canine
hearts. The estimated constitutive parameters from Section 2.2 were used in con-
junction with basal constraints that were provided as part of the challenge (these
constraints had been derived from the MR tagging data). Regional fibre stress
distributions were evaluated as part of the mechanical simulations. The displace-
ments and fibre stresses were evaluated for the material point locations at which
the DTI fibre field data were provided. Due to minor discrepancies between the
geometric location of the DTI fibre field data and the MRI-derived surface data,
some of the material points were found to be positioned outside of the fitted
models. This was particularly evident near the base of the LV models. These
external points (between 527 and 704 out of 9225 material points for each of the
four cases) were excluded from the displacement and stress evaluations.

2.4 Computational Modelling Tools

The geometric, fibre and sheet orientation data were fitted using a combination
of MATLAB and the computational back-end of the Continuum Mechanics,
Image analysis, Signal processing and System identification (CMISS) software
package (www.cmiss.org). The CellML open-standard (www.cellml.org) was used
to describe the constitutive equation. All three-dimensional model visualisations
were rendered using CMGUI (www.cmiss.org/cmgui).

3 Results

Parameter estimation results are presented for the sets of models fitted with the
DTI and the ADH fibre fields.

3.1 Parameter Estimation Using the DTI Fibre Field

The models based on the DTI fibre fields predicted significant apex-to-base
lengthening during systole, which yielded large MSEs of the projections at ES.
This caused the simultaneous estimation method to fail, with the M and Mf

parameters reaching the upper bound (10) because the ED projections were out-
weighed by the much larger ES projections. To address these issues, the passive
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and active parameters were estimated sequentially instead of simultaneously.
This allowed the passive parameters to be estimated by fitting only the ED
model predictions to the ED surface data, eliminating the issues associated with
the apex-to-base lengthening of the ES model predictions. The active parameter
(TCamax) was subsequently estimated while fixing the passive parameters. The
estimated passive and active parameters are presented in Tables 2(a) and 2(b),
respectively.

For the contraction phase, the observed apex-to-base lengthening of the LV
models led to unreliable projections of the surface data near the LV apex. In an
attempt to overcome this problem, the projected locations of the surface data
points on the model at DS were embedded and tracked throughout the cardiac
cycle, so that a point-to-point vector could be constructed at ES from each sur-
face data point to their corresponding tracked location on the model surface.
The longitudinal components of these vectors were substituted for the longitudi-
nal components of the untracked surface projections at ES to construct a mixed
objective function for fitting these DTI-based models. This mixed objective func-
tion was designed to penalise apex-to-base model lengthening while remaining
insensitive to model twisting in the short-axis plane. However, the lengthening
problem was not eliminated even at the optimal value of TCamax (see Fig. 2),
resulting in the large MSE values presented in Table 2(b).

Table 2. Passive (Mf and M) and active (TCamax) parameters estimated for LV models
embedded with the DTI fibre field data

Cases Mf M
ED MSE
(mm2)

A 0.98 1.18 0.38
B 0.60 1.09 0.45
C 0.70 1.23 0.37
D 4.93 3.51 0.15

(a)

Cases
TCamax

(kPa)
ES MSE
(mm2)

A 53.8 43.9
B 46.8 18.7
C 31.9 26.5
D 30.1 23.8

(b)

3.2 Parameter Estimation Using the ADH Fibre Field

The results of simultaneously estimating the passive and active constitutive
parameters for the LV models based on the ADH fibre data are presented in
Table 3. The use of ADH fibre data with optimal constitutive parameters gave
rise to substantially smaller surface data projections at ES.

A comparison between the model predictions based on the DTI versus ADH
fibre fields (Fig. 2) showed that the apex-to-base lengthening observed for the
models based on the DTI fibre fields was reduced for the models based on the
ADH fibre field in all four cases.
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Table 3. Simultaneous estimation of the passive (Mf and M) and active (TCamax)
parameters for LV models embedded with the ADH fibre field data

Cases Mf M
TCamax

(kPa)
ED MSE
(mm2)

ES MSE
(mm2)

Total MSE
(mm2)

A 2.30 1.77 125.1 0.46 1.31 0.89
B 0.56 0.94 60.3 0.47 0.99 0.73
C 0.86 1.25 46.1 0.40 1.42 0.91
D 3.07 4.48 50.4 0.13 2.62 1.38

Fig. 2. Optimal end-systolic (ES) models for cases A, B, C and D, comparing defor-
mation predictions for LV models based on the DTI fibre field (top panel) against
those based on the ADH fibre field (bottom panel). The endocardium (brown surfaces)
and epicardium (brown lines) of the predicted LV models are superimposed with the
supplied surface data (green points) for the ES state.

3.3 Regional Strain and Stress Distributions

The individualised FE models were used to predict the strain and stress distri-
butions throughout the ventricular walls during the cardiac cycle. An example
of the stress distribution evaluated for case A is shown in Fig. 3.



Identifying Myocardial Mechanical Properties from MRI 143

Fig. 3. Total Cauchy fibre stress distribution using the ADH fibre field at ED (left)
and ES (right)

4 Discussion and Conclusions

In this study, an orthotropic passive constitutive model and an active tension
model were parameterised using MRI-derived surface data. The objective func-
tion was the MSE of the projections from the MRI-derived data to the surfaces
of the predicted LV models.

Sets of models were constructed using DTI-derived fibre fields, and the ADH
fibre field. The major point of difference between the predictions for the two sets
of models was that the LV long axis dimension of the ADH fibre field models did
not lengthen as much as the DTI fibre field models during systolic contraction.
The mechanism for this difference is most likely to be related to the differences
in the transmural ranges of fibre orientations between the two sets of models,
which have been quantified in [8].

Even though the constitutive model was orthotropic, just two passive param-
eters could be estimated due to insufficient information contained within the sup-
plied surface data, which did not track myocardial material points, but instead
simply characterised the LV surface shapes. The parameter estimation process
was constrained such that the stiffness in the fibre direction was able to vary
independently to the stiffness for the other components of the constitutive equa-
tion. It would be interesting to explore further the performance of a transversely
isotropic constitutive model in biomechanical analysis and parameter estimation
using these data.

A simultaneous passive and active parameter estimation method was per-
formed for the models fitted with the ADH fibre field. The inclusion of ES error
projections in the estimation of passive parameters allowed them to be tuned
using a larger range of deformations. This was particularly important when the
diastolic deformations were very small, as observed in case D in this study, which
made it difficult to identify the optimal passive parameters using just the ED
data. Simultaneous parameter estimation failed for the DTI fibre field fitted
models because the predicted elongation caused the large ES projection errors



144 Z.J. Wang et al.

to markedly outweigh the ED projection errors in the objective function. This
sent the passive parameters to their upper bounds during the estimation process.
When LV models based on the ADH fibre fields were used for parameter esti-
mation, the objective function was more balanced in terms of the contributions
of the ED and ES projection errors. In consequence, the parameter estimation
procedure was much more stable compared to that of the DTI fibre models.
A limitation of the simultaneous estimation method was that correlation was
found between the Mf and M parameters as well as between the M and TCamax

parameters. These correlations should be investigated further.
The model predicted regional distributions of fibre stress could provide

insights into the mechanical behaviour of the myocardium that are not derivable
from cardiac imaging techniques. These stress distributions could also be useful
for investigating the myocardial work performed across different regions of the
LV wall during the cardiac cycle.
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Abstract. We propose a geometric tool for quantifying dense local con-
tractions of the left ventricle given its three dimensional segmented com-
puted tomography (CT). Our approach is based on metric invariants in
spectral geometry coupled to a non-rigid alignment algorithm, and can
be implemented on data obtained by any modality as only a segmented
surface is used. We assume local affine movement of the tissue, and gen-
erate a global piecewise constant affine invariant model to regularize the
alignment. In contrast to traditional methods which seek diffeomorphic
deformation, we show that an isomorphic paradigm can enhance align-
ment results. We show the superiority of utilizing the proposed metric
as part of known non-rigid alignment algorithms on synthesized exam-
ples. We further analyzed local contractions and provide statistics for 9
healthy patients and demonstrate abnormal local contractions in atrial
fibrillation.

1 Introduction

The mechanical contraction of the heart is regulated by electric stimulus, as
depolarization of the myocytes leads to an influx of calcium, which is responsi-
ble for the habitual contractions. Therefore, both the electrical signal and the
mechanical movement are valuable for diagnosing abnormalities in the cardiac
cycle. Methods for monitoring the mechanical and electrical signals have been
studied for decades, where first attempts were done using mechanical recorders
[1] and imaging techniques such as Kymograph [2]. Modern approaches for
tracking soft tissues are based on tagged magnetic resonance imaging (MRI)
[3,4], doppler tissue imaging (DTI) [5] and speckle tracking echocardiography
(STE) [6]. Although these methods provide high spatial and temporal resolu-
tion, they track only a small number of points, and have major limitations in
robustness. More details can be found in [5]. In order to evaluate movement
of the heart for a dense set of points, a computational approach is added on
top of the tagged data by tracking visible features and regulating in time and
space for a smooth solution. For example, one can consider the popular syngo
Velocity Vector Imaging system from SIEMENS, and the 3D strain assessment
in ultrasound comparison paper [7].
c© Springer International Publishing Switzerland 2015
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Tracking soft tissues is one of the most challenging problems in computer
vision, since parameterization of the deformations is nontrivial. Traditionally,
tracking has been done by aligning points according to the intensity values of
the scanned data in sequential frames. However, ambiguity rises when neighbor
pixels share similar values, and a regularization term must be added. Common
approaches for aligning soft tissues are based on either surfaces or volumes.
Although the latter can potentially provide higher accuracy [8,9] due to three
dimensional information, acquiring high quality data might require unwanted
prolonged radiation of the patient. For example, ultrasound involves no radia-
tion, but the resulting data is inferior compared to CT or MRI. Adding regu-
larization to the process can provide more accurate alignment such as in [10]
or better statistical analysis as in [11]. On the other hand, when dealing with
low quality imaging data, the surface boundary of the imaged organ can still
be extracted, even if the volumetric data suffers from low signal to noise ratio.
Several algorithms for non-rigid surface alignment have been proposed in the
past, including non-rigid iterative closest points (ICP), [12,13], conformal map-
pings [14], mobius voting [15], spherical harmonics [16] and generalized multi-
dimensional embedding [17].

In this work, we introduce global intrinsic distances measured from several
anchor points as regularization terms. Those distances not only follow the intrin-
sic geometry, but also are affine invariant. We use a local affine metric, which
was recently published in [18] as the building blocks for the intrinsic distances,
and hence, those distances are locally affine. For example, even if only part of the
surface contracts by unknown affine factors, then the global intrinsic distances
remain the same. This approach can be adopted by various known algorithms
and we specifically show how to apply it to a non-rigid ICP algorithm, and eval-
uate its superiority in a synthetic experiment with a known ground truth. Owing
to the enhanced accuracy we were able to align segmented texture-less scans of
the left ventricle in coarse temporal resolution and infer dense local contractions.
We visualized the local contractions of the Left ventricle from apex to basal dur-
ing the cardiac cycle, extract statistics, and detect abnormal behaviors in atrial
fibrillation.

1.1 Main Contributions

– Design a dense non-rigid alignment algorithms for 2D surfaces with piecewise
constant affine invariant regularization.

– Provide dense statistics of local contractions of the left ventricle in healthy
patients and present local abnormal behavior for atrial fibrillation.

2 Methods

In this paper, we focus on alignment of segmented textureless surfaces based on
geometric constraints. We present a novel non-rigid alignment algorithm where
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Fig. 1. Left: local contractions percent of the left ventricle during the systole cycle of
a healthy individual. The data were up-sampled by a factor of 5. Right: the temporal
phase of maximal contraction versus the longitudinal level (percentage of the long axis
of the ventricle) for healthy subjects (blue, error bars represent one standard deviation).
The results presented on the left are depicted in the red curve. An increasing curve
represents a contraction from apex to base.

an affine invariant metric is used to compensate for large deviations between
sequential images. Best algorithms today search for a smooth diffeomorphism
between shapes, or isomorphisms based on Euclidean distances. Here we evaluate
a smooth isomorphism which is also piecewise constant affine invariant.

In what follows, we elaborate on the three key ingredients of the proposed
approach. We start by exploring a non-rigid alignment algorithm governed by
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global intrinsic distances. We then explain how to generate such distances from
a local metric, and finally we show how to construct a local metric which is also
affine invariant. Combining all three provides a global dense alignment algorithm
which is also locally affine invariant. We wish to emphasize that the metric is
locally affine invariant, and we are not restricted to a globally affine deformation.

2.1 Metric Depended Non-Rigid Alignment

We followed the work of [19] on non-rigid registration where multiple time-
weighted energies are joined together. We adopted part of their framework, and
added intrinsic metric constraints to gain robustness for large deformations. A
non-rigid alignment, also known as non-rigid iterative closest points (ICP), is
a two-step process. First, we search for the nearest neighbors of each point,
followed by minimizing the energy of a functional constructed of a data term
and a smoothness term. We defined the data consistency term based on point to
plane and fiducials proximity energies, where three easily marked fiducials were
manually selected (tip of apex, center of artery, and mid basal). Smoothness
term was added using the cotangent weight Laplacian. Specifically, we introduce
three different energies, Efid for fiducials proximity, Ep2pl for point to plane,
and Esmooth for forcing a continuous solution. The accumulating energy Etotal

becomes

Etotal = αfid(t)Efit + αp2pl(t)Ep2pl + αsmooth(t)Esmooth, (1)

where α∗ are time depended coefficients corresponding to each of the three energy
terms. In this work we empirically choose the weights to be Efit = 100, and
Ep2pl = 1, where Esmoothness linearly grows from 100 to 1000. Explicit definitions
for each energy term can be found in [19].

In order to force isometric constraints from global intrinsic measurements,
we manipulate the search of local neighbors between the iterations. We evaluate
affine invariant diffusion distances (see next section) from the three fiducials,
and search for the closest points in space out of the subset of points having
similar intrinsic distances from those fiducials. This critical step guarantees that
the solution is not just smooth but also as isometric as possible with relation to
the long intrinsic regularization. The system of equations converges following 10
iterations.

2.2 Spectral Geometry

In signal processing, operating in the Fourier domain is a classic that can be
generalized to Riemannian manifolds. Differential geometry is widely used in
computer vision for handling bendable shapes, as the local structure encapsu-
lates needed quantities of length, angles and area. The eigenfunctions set of the
Laplace Beltrami operator defined by the local Riemannian manifold, is a non-
Euclidean analog to the Fourier basis that allows us to analyze information on
manifolds.
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We model a shape as a complete two dimensional Riemannian manifold X
with a metric tensor g, noted by (X, g). As we assume X is embedded into R

3

by a regular map x : U ⊆ R
2 → R

3, the metric tensor can be expressed in coor-
dinates as the coefficients of the first fundamental form gij =

〈
∂x
∂ui

, ∂x
∂uj

〉
, where

ui are the coordinates of U . Hence, the arc-length becomes dp2 = g11du1
2 +

2g12du1du2 + g22du2
2.

Spectral geometry is based on the partial differential equation
(

∂

∂t
+ Δg

)
f(t, x) = 0, (2)

which is called the heat equation. It describes heat propagation, where f(t, x) is
the heat distribution at a point x in time t , and Δg is the Laplace-Beltrami
operator (LBO) which is evaluated from the local metric g. The fundamental
solution of the heat equation is called the heat kernel and can be expressed
using the spectral decomposition of Δg,

ht(x, x′) =
∑
i≥0

e−λitφi(x)φi(x′), (3)

where φi and λi are, respectively, the eigenfunctions and eigenvalues the Δg.
Here we used finite elements framework (FEM) presented in [20] to compute the
spectral decomposition of the Laplace-Beltrami operator. Out of the heat kernel
we can construct a family of intrinsic metrics known as diffusion metrics,

d2t (x, x′) =
∫

(ht(x, ·) − ht(x′, ·))2 da =
∑
i>0

e−2λit(φi(x) − φi(x′))2, (4)

which measure the diffusion distance of the two points for a given time t. The
parameter t can be considered as scale, and the family {dt} can be thought of
as a scale-space of metrics.

2.3 Locally Affine Metric Invariants

The seminal work of Blaschke [21] and Su [22] showed that if scaling is known,
an equi-affine metric, also known as special-affine, can be constructed on a two
dimensional (surface) manifold. This research was a breakthrough later to be
used in many numerical schemes such as curve evolution [23], flows [24] and
shape analysis [25]. The equi-affine re-parametrization invariant metric [21,22]
reads qij = |r|− 1

4 rij , where rij = det
(

∂x
∂u1

, ∂x
∂u2

, ∂2x
∂u1∂u2

)
, and r = det(rij) =

r11r22 − r212.
A different approach for constructing local invariants was recently studied by

[26] who built a locally scale invariant metric. Specifically, consider the surface
(X, g), then the scale invariant metric takes the form |K| gij , where K is the
Gaussian curvature.
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Surprisingly, it is possible to combine the two results, equi-affine and scaling,
in one framework and removing the annoying equi limitation. First shown in
[18], one needs to replace the Gaussian curvature in the scale invariant metric
definition with an equi-affine invariant curvature Kq, leading to aij = |Kq| qij ,
a locally affine invariant metric. Going back to the previous section, we need to
replace g with a in order to evaluate affine invariant distances. More details on
the numeric construction can be found in [18].

3 Results

The study population included nine patients with normal heart rhythm and
normal left ventricular function, as well as three patients with heart disease. One
had a dilated cardiomyopathy causing a global reduction in LV function, while
the other two had atrial fibrillation (one also had abnormal apical contraction).
The healthy population is composed of seven males and two females of the ages
46 to 88. We performed a gated cardiac CT angiography every 5% of the cardiac
cycle, and automatically segmented the shapes as described in [27]. The spatial
resolution was 2 mm with 1 mm overlap, which generated approximately 140
slices of 256 squared pixels each. We modeled the LV as a triangular shape, and
evaluated the metric per triangle and distances in between vertices (see [25]) for
more details).

3.1 Temporal Up-Sampling and Periodic Closed Loop

For high temporal (100 frames per cycle) we found that non-rigid ICP with
local smooth regularization to be good enough (see Figure 3). Hence, we aligned
the low temporal data (20 frames per cycle) using the proposed approach and
quadratically resampled in time per matched point. This sampling is used to
provide visually appealing results. In addition, in order to compensate for accu-
mulating errors we performed two cycles of mappings. One from the first phase
to the last, and another from the last phase to the first. We chose a weighted
average of the two as the final alignment.

3.2 Local Contractions

Local isotropic contraction of a point x ∈ X is the ratio between its local area
At(x) in time t divided by its local area at the first cycle (t = 0). We defined the
local neighborhood for each point in every scale according to the one measured
in t = 0, and averaged the value with a local kernel of 2% , which relates to
160 from 8000 model points. We projected a point and it’s neighbors into the
local tangential plane, and evaluated the standard deviation of their position,
whose square root multiplication linearly grows with scaling. Thus, the ratio
between time t and t = 0 provides an estimation of isotropic contraction. in
Figure 2 we depict local contraction graphs of four levels (apical, sub-papillary,
papillary and basal). In Figure 1 we show part of the systole contraction cycle
of one healthy individual. Our alignment and up-sampling successfully captures
the local contractions from apex to basal of a healthy cycle.
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3.3 Abnormal Contractions

We can easily detect abnormality in the cardiac cycle, as seen in Figure 2, where
we illustrate three abnormal cases (red curves). One patient (dotted curve) has
a severe case of functional reduction, where the remaining two cases (dashed
and solid curves) were diagnosed with atrial fibrillation. Such conditions result
in irregular beating of the upper chambers of the heart. With our proposed
method, we can observe local abnormal contractions.
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Fig. 2. Mean local contractions (in %) along the cardiac cycle on four levels (apical,
sub-papillary, papillary and basal) of a healthy population. We aligned each scanning
such that the first sampling has the maximum global area, and the contraction ratio
was measured according to that. A kernel of 2 percentage was chosen, which relates to
local averaging over 160 out of 8000 points. We depict in blue the mean and standard
deviation of 9 individuals, and in red 3 abnormal cases.

3.4 Numeric Validation

In order to validate the superiority of metric regularization we generated a semi-
synthetic experiment where the ground truth of every point is known (Figure 3).
We used a model of the left ventricle and globally contracted it up to 70 per-
centages of the original long axis length. We aligned the surfaces using two algo-
rithms, non-rigid ICP [19] and Generalized Multi-Dimensional Scaling (GMDS)
[17] with and without affine invariant metric regularization. Non-rigid ICP is
more robust to stretches and we witnessed the advantage of the new regular-
ization above 25 percentage of contraction, while the GMDS is more sensitive
to distances as it takes into account the long geodesics, hence we can see an
improvement in all levels.

4 Discussion

Today’s gold standard in alignment of medical data is based on diffeomorphisms,
where a smooth regularization is enforced on the captured data. In this work, we
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Fig. 3. We evaluated the mean square error (MSE) for two alignment algorithms; non-
rigid ICP (top right) and Generalized Multi-Dimensional Scaling (top left), with and
without the usage of affine invariant regularization. In each experiment we contracted
the model according to the long axis (bottom row), and evaluated the alignment error
with relation to the ground-truth. Non-rigid ICP is more robust to contractions and we
witnessed the advantage of the new regularization above 25 percentage of contraction,
while the GMDS is more sensitive to distances, hence we can see an improvement in
all levels of contractions.

demonstrate that a stronger assumption on the deformation can be used and it
can lead to better alignment results. Specifically, preserving global intrinsic dis-
tances between sampled points can be useful in alignment of deformable shapes.
Until now, such regularizations could not have been used on structures that
expand and stretch over time since the intrinsic distances (geodesics or diffu-
sion) change during the deformations. Recent developments in metric invariants
have allowed for considering global (long) normalization during the alignment
process, since the long geodesics are constructed from local invariant measures.

While the term ’affine-invariant’ has been used in literature in medical imag-
ing, here we relate the affinity to the distances measured on the surface due to
an affine deformation. We assume that the deformation is piecewise constant as
the equations do not hold on the boundary in between parts. However, we do
not need to know a priori where those segmented sub structures are. This fun-
damental observation is the main advantage of our approach. Usually, one must
perform a two stage optimization switching between alignment and parcellation,
while here the metric itself compensates for local stretching.
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We believe our assumptions follow the natural behavior of soft tissues as
internal forces generate a locally affine deformation. In practice, we witness con-
tinuous deformations rather than piecewise constant, which forces us to iterate
until convergence. Compared to the diffeomorphisms paradigm, this approach
better describes the process, and provides more accurate results in the provided
experiments.

Two limitations must be taken into account. (1) A higher (second) derivative
of the structure is required, and no solution exists for points with vanishing
Gaussian curvature. In most biological tissues, the boundary is convex for which
the solution is not degenerated, and encapsulating the metric with a random
walk (PDE) approach provides a stable solution for second derivatives. (2) Affine
invariant metric is known only for surfaces, hence we are forced to consider a
segmented data as an input for our calculations. In some scenarios, consistently
deriving the boundary over time is challenging and can affect the results. In
addition, since the alignment is performed on the boundary we can not generate
the conventional strain/stress statistics.

In summary, adding global metric constraints to current computational meth-
ods, turning a diffeomorphism into an isomorphism, can provide better alignment
of biological tissues. Additional validation is required both for synthetic and cap-
tured datasets, and will be the subject of future research.

5 Conclusions

Local metric invariants can enhance alignment of non-rigid soft tissues, espe-
cially under large affine deformations. This approach is solely based on geometric
assumptions on surfaces of segmented volumes, which can be extracted from any
tomographic procedure. Moreover, it can complement numerous known tracking
methods, including speckle echocardiography and MRI tagging, creating a mul-
tiple tracking technique. It can be used as an additional layer to current state-of-
the-art approaches based on diffeomorphisms, providing stronger claims on the
results. We demonstrated the added value of the local metric invariants in semi-
synthetic experiments using non-rigid ICP and Generalized Multi-Dimensional
Scaling algorithms, and quantified known medical phenomena on healthy and
abnormal real cases.
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Abstract. Cardiorespiratory phase determination has numerous appli-
cations during cardiac imaging. We propose a novel view-angle indepen-
dent prospective cardiorespiratory motion gating technique for X-ray
fluoroscopy images that are used to guide cardiac electrophysiology pro-
cedures. The method is based on learning coronary sinus catheter motion
using principal component analysis and then applying the derived motion
model to unseen images taken at arbitrary projections. We validated
our technique on 7 sequential biplane sequences in normal and very low
dose scenarios and on 5 rotational sequences in normal dose. For the
normal dose images we established average systole, end-inspiration and
end-expiration gating success rates of 100 %, 97.4 % and 95.2 %, respec-
tively. For very low dose applications, the method was tested on images
with added noise. Average gating success rates were 93.4 %, 90 % and
93.4 % even at the low SNR value of

√
5, representing a dose reduction

of more than 10 times. This technique can extract clinically useful motion
information whilst minimising exposure to ionising radiation.

Keywords: Principal components analysis · Cardiac electrophysiology ·
Motion gating · X-ray fluoroscopy · 3D rotational angiography

1 Introduction

Electrophysiology (EP) procedures are minimally invasive catheter procedures
that are used to treat cardiac arrhythmias. They are performed under two-
dimensional (2D) X-ray fluoroscopy to guide the insertion and movement of
catheters. However, the guidance of such procedures is compromised by the inabil-
ity of the X-ray images to effectively visualise soft tissues. To overcome this limita-
tion, intra-procedure X-ray fluoroscopy images can be registered and overlaid with
c© Springer International Publishing Switzerland 2015
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previously acquired 3D anatomical models derived from other imaging modalities,
such asmagnetic resonance imaging (MRI) [1,2]. X-ray fluoroscopy images can also
be registered and overlaid with 3D rotational X-ray angiography (3DRXA), which
is particularly suited to clinical workflow [3]. However, the anatomical models will
be static and will not update with the intra-procedural situation. Cardiorespira-
tory motion causes mis-registration of these models, compromising the guidance
accuracy. This is important when performing catheter-based ablation treatment
or electrical measurement. Accurate determination of treatment or measurement
sites relative to an anatomical model using two or more synchronized oblique X-
ray views can be used for procedure guidance and retrospective biophysical mod-
elling [4]. Motion gating is crucial for achieving this accuracy. Cardiac gating can
be achieved by synchronizing the fluoroscopic images with the electrocardiogram.
Nevertheless, this is normally an optional extra when purchasing an X-ray sys-
tem and requires extra hardware. Respiratory gating can be achieved using the
breath-hold technique, commonly used during MRI [5], although this is not practi-
cal in the catheter laboratory. Alternatively, detecting the cardiorespiratory phase
using the fluoroscopy images is more suited to the routine clinical workflow. Image-
based methods can be divided into those that measure respiratory phase only,
cardiac phase only and both. Methods of measuring the respiratory phase only
include diaphragm [6], heart border [7] and EP catheter [8–10] tracking. Methods
of measuring the cardiac phase only include weighted centroid tracking [11]. Mea-
suring both types of motion simultaneously is an advantage and successful meth-
ods include the use of phase-correlation between successive X-ray images [12] and
hierarchical manifold learning [13], a model-based approach.

We have previously proposed a technique for automated image-based car-
diorespiratory motion gating in normal and very low dose X-ray fluoroscopy
images [14]. The technique can gate previously unseen frames based on a sta-
tistical model formed from normal dose images during a calibration phase using
principal component analysis (PCA) of the motion of the coronary sinus (CS)
catheter, a particular catheter that is nearly always present in EP procedures.
One major limitation of this and other model-based approaches is the require-
ment to build a separate model for each X-ray view. We significantly extend
our previous approach in this manuscript to make it X-ray system view-angle
independent and therefore much more clinically useful. Our proposed approach
is based on forming a PCA-based model of the CS catheter in a first or train-
ing view and then using this to determine both the cardiac and the respiratory
phases prospectively in any arbitrary second or current view. We carry out com-
prehensive validation of our technique on clinical and phantom X-ray sequences.
In particular, we show how this novel approach can be used for motion gating of
3DRXA for which current methods are limited to breath-holding for respiration
and either no gating for cardiac motion or arresting the heart using adenosine
or rapid pacing [15].
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2 Methods

2.1 Statistical Model Formation in the Training View

CS Catheter Detection. The CS catheter is composed of 10 electrodes, dis-
tributed in pairs along the catheter. The CS tracking technique [8] uses a fast
multi-scale blob detection method [16] to detect all electrode-like objects in an
X-ray image and a cost function to discriminate the CS catheter from other
catheters. After application of the tracking algorithm for all frames in the train-
ing view, θ1, the x and y positions of each of the 10 electrodes is concatenated
into a single column vector for each time point. Hence, the data generated by
the tracking process consists of:

si = (zi,1,x, zi,1,y, . . . zi,10,x, zi,10,y)T , 1 ≤ i ≤ N (1)

where zi,e,x and zi,e,y represent the x and y coordinates of the eth electrode in
the ith frame. e = 1 corresponds to the distal electrode, and N is the number of
frames.

Principal Component Analysis. PCA transforms a multivariate dataset of
possibly correlated variables into a new dataset of a smaller number of uncorre-
lated variables called principal components (PCs), without any loss of informa-
tion [17]. We first compute the mean vector, s, and the covariance matrix, S [14].
The eigenvectors vm, 1 ≤ m ≤ M of S represent the PCs and the corresponding
eigenvalues dm, 1 ≤ m ≤ M represent the variance of the data along the direc-
tion of the eigenvectors. For our application M = 20 since the si are of length
20. The result of the PCA gives possible CS catheter electrode positions in θ1. It
was found that the 1st and 2nd modes of variation represented the cardiac and
respiratory motions, respectively [14].

2.2 Application of Statistical Model on the Current View

The task is to gate previously unseen frames in any arbitrary second or current
view based on a statistical model formed in a first or training view. The technique
could be used for either retrospective or prospective gating in very low dose X-ray
fluoroscopy images. Prospectively, the gating will be performed with a phase-lag
of 1 frame interval. In this section we are demonstrating its use for retrospective
gating.

Epipolar Line Reconstruction. Epipolar reconstruction allows loss of depth
information to be recovered from a 2D projection image if another 2D image is
taken of the same target from a different view, assuming we know the complete
camera parameters of the X-ray fluoroscopy projective modality [18]. The camera
parameters are obtained from the DICOM header of the X-ray images. Using
epipolar geometry, each of the 2D electrode positions obtained when forming our
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statistical model in θ1 is backward projected to form a 3D line, lb, which is then
forward projected to generate a 2D epipolar line, le, in the current view, θ2, that
contains the corresponding electrode position. Hence, we generate 10 epipolar
lines in θ2 for each frame in the current view.

Blob Detection and CS Catheter Position Estimation. We now determine
the position of the CS catheter in θ2 and simultaneously determine its state of
cardiorespiratory motion. We do this by determining the cardiorespiratory state
in the PCA model of θ1 that produces epipolar lines that intersect the catheter
electrodes in the new image in θ2. The fast multi-scale blob detector is used
to detect all possible electrode-like objects in a new image. The positions of all
detected blobs are concatenated into a blob list, BL. Using the PCA model, an
instance of the CS catheter, ŝ, can be generated in θ1 according to

ŝ = s +
∑
m

wmvm (2)

where wm are the weights for each eigenvector. If the first two eigenvectors are
used then we can represent the instance by ŝw1w2 . We estimate the weights ŵ1

and ŵ2 that represent the cardiorespiratory phase of the image for θ2 according
to

ŵ1, ŵ2 = argmin
w1w2

[D(ŝw1w2 ,BL) + A(ŝw1w2)] (3)

where D(ŝw1w2 ,BL) is a function that computes the sum of the minimum
Euclidean distances between the epipolar lines generated by ŝw1w2 and their
nearest corresponding blobs from BL. Its purpose is to position the epipolar
lines so that they pass through the electrodes in the new view. A(ŝw1w2 is a
function that computes the sum of angles between line segments joining succes-
sive blobs. Motivated by the 2σ rule, that states that for a normal distribution,
about 95.45% of the values lie within 2 standard deviations of the mean, our
search space for the weights varies from −2

√
dm to +2

√
dm, where dm is the

mth eigenvalue, and 1 ≤ m ≤ 2. We minimized the function using a coarse-scale
exhaustive search followed by an iterative optimization using Matlab’s lsqnonlin
function with the trust-region-reflective algorithm. For the application of our
model on rotational sequences, where the CS catheter position deviation was
larger, the first 3 PCs were used to solve our optimization. The resulting weights
indicate the cardiorespiratory phases and the blobs from BL nearest to the
epipolar lines give the catheter location in the new image.

2.3 Cardiorespiratory Gating of the Current View

ŵ1 is used to detect systolic frames, Ωsys, of the image sequences which are
represented by the peaks of the variation of ŵ1 with frame number.The peaks
of the variation of ŵ2 at each time frame represent end-inspiration (EI) respira-
tory frames, ΩEI , while the troughs represent end-expiration (EX) respiratory
frames, ΩEX .

Ωsys = {i | w1,i−1 < w1,i > w1,i+1} (4)
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ΩEI = {i | w2,i−1 < w2,i > w2,i+1}, ΩEX = {i | w2,i−1 > w2,i < w2,i+1} (5)

3 Experiments

3.1 Data Acquisition

All imaging was carried out using a monoplane 25cm flat panel cardiac X-ray
system (Philips Allura Xper FD10, Philips Healthcare, Best, The Netherlands).
Clinical images were acquired from 6 patients undergoing radiofrequency abla-
tion procedures. Phantom images were acquired using a bespoke beating and
breathing left ventricular phantom [19] with an inserted CS catheter. X-ray
imaging was performed at between 3 and 30 frames per second with an image
size of either 5122 or 10242.

3.2 Application to Multiplane Sequence Pairs at Normal and Low
Dose

We validated our technique on 3 sequential biplane clinical sequences (244 frames,
6 runs in total, running from a minimum of 8.0 to a maximum of 19.3 seconds, cov-
ering at least 2 respiratory cycles) and 2 sequential multiplane (one biplane and
one triplane) phantom sequences (1741 frames, 5 runs in total, running from a
minimum of 9.8 to a maximum of 15.8 seconds). The PCA model was formed for
each sequence individually and the method run on each possible combination of
sequence pairs, giving a total of 6 clinical and 8 phantom experiments. A compar-
ison of our existing single-view method [14] was included to show the effect of the
extra step of changing view angle. Comparison to all single view methods was not
our objective in this paper, as this has already been done in [14].

Validation. To validate our technique, gold standard cardiorespiratory signals
were generated along with a gold standard for the electrode positions in each
X-ray image. The latter was done by the use of the CS tracking technique [8].
Manual tracking was performed in cases where the technique failed to accurately
detect electrodes. This was done by manually localizing the centre of any mis-
detected electrode of the CS catheter. For the clinical data, manual gating of
the cardiac cycle at systole was performed by an experienced observer and res-
piratory gating was done using either diaphragm or heart border tracking [7].
The respiratory signal obtained was cardiac gated using the manually identi-
fied systolic frames. For the phantom sequences, two different regions of interest
moving independently with cardiac and respiratory motion were automatically
tracked. The signals obtained using the gold standard methods were then com-
pared to the signals obtained using the model-based method. Furthermore, for
both cardiac and respiratory gating, the absolute frame difference was computed
between our technique and the gold standard techniques. Specifically, systolic,
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end-inspiration and end-expiration frames were recorded from our automatic
and gold standard methods and their corresponding absolute frame differences
were computed. Faultless gating results are signified when the absolute frame
difference is zero. Even though we do detect the whole cycle, for evaluation, we
use only peaks and troughs, where the gold standard is well-defined.

Application of Noise. The effect of noise was investigated by adding Poisson
noise to both the clinical and phantom test images, specified in terms of the
median value of the Poisson mean [14], and then repeating the algorithm. We
used SNR values of

√
50,

√
10,

√
8,

√
6 and

√
5, where the SNR value of

√
5,

represents a dose reduction of more than 10 times.

Application to Rotational Sequences at Normal Dose. We validated
our technique on 3 clinical rotational angiography sequences (341 frames) and
2 phantom rotational sequences (540 frames). For the patient sequences our
statistical model was formed on a monoplane sequence acquired for each patient
in the AP view. For the application of our technique on the phantom rotational
sequences, the model was formed on monoplane sequences in AP and RAO30◦

views in turn. The validation was done in the same way as for the multiplane
sequences.

4 Results

4.1 Application to Multiplane Sequence Pairs at Normal and Low
Dose

Figure 1 illustrates the results of the CS catheter tracking technique on the 1st

image of (a) an uncorrupted example X-ray sequence and (b), (c), (d), on the
simulated noisy images, with SNR of

√
50,

√
10 and

√
5, respectively.

Quantitative Validation of Cardiorespiratory Motion Gating. Figure 2
illustrates the frame difference errors in histogram plots, i.e. the number of peaks
or troughs with 0, 1 or 2 frames separation from the gold standard for (a) and
(b) for the patient and phantom biplane sequences, respectively, for all gating
tasks and noise levels. Percentage success rates for all gating tasks were also cal-
culated and demonstrated in Figure 3. They were computed using the equation
100x
xtotal

, where x corresponds to the number of perfectly matched gold standard
and automatic gating frames and xtotal corresponds to the total number of gold
standard gating frames. To comparatively validate our technique to our pre-
viously published technique [14], where the statistical model was formed from
normal dose images during a calibration phase and applied to low dose images
acquired from the same view-angle, % success rates from both techniques for
the same sequences are illustrated on the figure. No false positives or nega-
tives (i.e. extra/fewer detected peaks/troughs) over the processed sequences were
found. Outcomes show that our technique is robust and accurate in cardiores-
piratory motion extraction even at the lowest SNR values of

√
5. Regarding the
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algorithm’s performance on the different experiments, depending on the step
size, the execution time was between 0.76 and 1.73 seconds/frame running in
Matlab on Windows 7 with a 3.4 GHz Intel Core i7 CPU and 8 GB of RAM.

(a) (b)

(c) (d)

Fig. 1. (a) The PCA-view angle independent CS catheter tracking technique is illus-
trated in green crosses on an uncorrupted X-ray image during the ablation stage of a
procedure to treat AF; (b), (c), (d), on the same X-ray image corrupted with different
levels of Poisson noise. SNR values correspond to

√
50,

√
10 and

√
5, respectively.

4.2 Application to Rotational Sequences at Normal Dose

Quantitative Validation of Cardiorespiratory Motion Gating. For both
cardiac and respiratory gating, the absolute frame difference was computed for
the phantom procedures. For patient procedures the absolute frame difference
was computed only for cardiac gating as patients were in breath-hold. Results
of this experiment are that our proposed technique is doing a faultless job
in extracting cardiorespiratory motion from any view-angle, over the range of
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Fig. 2. Histograms of frame difference errors for cardiac, end-inspiration, and end-
expiration gating for the uncorrupted and all noise corrupted X-ray sequences using
our PCA-view-angle independent technique on (a) patient and (b) phantom sequences
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Fig. 3. % success rates for (a) cardiac, (b) end-expiration and (c) end-inspiration gating
for the uncorrupted and all noise corrupted X-ray sequences computed for the appli-
cation of our PCA view-angle independent and our PCA-based technique on patient
and phantom sequences
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180◦, in normal dose scenarios for rotational acquisitions. Specifically, zero frame
differences were computed for a total of 15 systolic frames for the patient cases
and 26 systolic, 6 end-expiratory and 6 end-inspiratory frames for the phantom
cases. No false positives or negatives (i.e. extra/fewer detected peaks/troughs)
over all processed sequences were found.

5 Discussion and Conclusions

We have presented a novel technique for the determination of cardiorespiratory
gating using a PCA-based model of CS catheter motion that can be applied
to a secondary X-ray view. We validated our technique on 7 biplane imaging
sequences in normal and very low dose scenarios and on 5 rotational imaging
sequences in normal dose. Our technique is view-angle independent, fully auto-
matic, requires no prior knowledge and can operate within a few seconds per
image sequence. The method will be particularly useful for registration and over-
lay of pre-procedural images with X-ray fluoroscopy for guidance and biophysical
modeling. The main reason for our algorithm’s failures is the ineffectiveness of
the blob detection algorithm in very low doses and view-angles that distort the
solid circular shape of the CS catheter electrodes, resulting in their misdetec-
tion. Future work will focus on implementing a new more accurate blob detection
algorithm in an attempt to increase the % success rates of our technique and
reducing the execution time for real-time clinical use. Additionally, we are plan-
ning to investigate the effect of a more explicit catheter detection, by including
temporal constraint, i.e. the electrode will not move drastically between consec-
utive frames on the 2nd view.
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Abstract. Transcatheter aortic valve implantation (TAVI) is used to
treat aortic stenosis in high-risk patients that cannot undergo cardiac
surgery. Because it is minimally-invasive, it could be beneficial to treat
patients in better conditions as well. Because their expected lifetime is
much longer, the long-term benefit of the TAVI implant must be ensured.
If the TAVI stent is placed too far into the left ventricular outflow tract it
can impair movement of the anterior mitral leaftlet. Case reports demon-
strated endocarditis and leaflet damage due to such friction.

To predict possible complications, we identified mitral valve, aortic
valve, and left ventricular outflow tract in 4D transesophageal echocardio-
graphy series using model-based segmentation. The segmentation model
was a combined structure of the left heart with dynamic valves that was
adapted as a whole. Valve dynamics were modeled using shape modes. In
a leave-one-patient-out validation of 16 datasets, the respective mean seg-
mentation error for mitral and aortic valve was 0.99± 1.16 mm and 1.27±
1.68 mm.

We further analyzed the overlap of the mitral leaflet trajectory with
the target region for a possible TAVI implant in 18 patients. The overlap
as a function of distance from the aortic annulus varied considerably
with peak overlaps of 4.7 to 16.6 mm. Such information is potentially
useful for procedure planning and device selection to avoid mitral valve
impairment by TAVI.

Keywords: TAVI · Aortic Valve · Mitral Valve · 4D TEE

1 Introduction

Aortic valve (AV) stenosis is often treated by implanting an artificial AV via car-
diac surgery. An alternative method for high-risk patients that cannot undergo
open-heart surgery for aortic valve replacement is transcatheter AV implantation
c© Springer International Publishing Switzerland 2015
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(TAVI). In this technique, the compressed valve is introduced transfemorally or
transapically using a catheter and then expanded in-place.

Although TAVI is less invasive, its long-term outcome is unclear [1]. A current
discussion is therefore if TAVI is also beneficial for patients with only intermedi-
ate risk for valve replacement [2]. Because their expected lifetime is much longer,
the long-term benefit of the TAVI implant must be ensured.

If the TAVI implant is placed too low, i.e. reaching too far into the left
ventricular outflow tract (LVOT), it can impair movement of the anterior mitral
leaflet. Case reports demonstrated that contact between the implant and the MV
leaflet led to mitral endocarditis and leaflet aneurysms [3–5]. First, repetitive
friction between the implant and the leaflet could damage the leaflet surface.
Second, the implant could act as an endocarditis bridge that favours the spread
of AV endocarditis to the mitral valve. Especially, the slow tissue degeneration
caused by repetitive friction might become more relevant the longer the implant
is present. Therefore, treatment planning should make sure to avoid such friction.

Imaging plays an important role in TAVI planning [6]. A powerful tool to eval-
uate these images is model-based segmentation of the valve apparatus. Segmen-
tation of the AV has been demonstrated in CT using a combined model of heart
and static AV [7]. Segmentation of the AV and MV in CT and transesophageal
echocardiography (TEE) has been performed using a landmark-detection app-
roach [8]. The MV alone without surrounding structures has been segmented
using multi-atlas techniques [9]. AV segmentation results were also used to mea-
sure the aortic valve diameter to select the proper implant size [10,11].

We applied a model-based approach to segment aortic and mitral valve in
4D TEE recordings. We used a single model of the left heart and valves that
incorporated the leaflet dynamics using artificial shape modes. The model was
adapted as a whole without detecting individual landmarks or seed points.

The segmented dynamic valves over time defined the region that the mitral
leaflets needed for free, friction-less movement. To assess implications of MV
movement on TAVI placement, we defined the target region as prolongation of
the elliptical LVOT cross-section towards the LV. Any implant that extends
some distance into this target region might overlap with the MV leaflet region
(see Fig. 1). We calculated the maximum overlap between the implant and MV
leaflet region as a function of the implant depth. Then, we analyzed this over-
lap at typical implant depths, which are, e.g., around 12 mm for the Medtronic
CoreValve [12]. This might help to identify patients with increased risk for fric-
tion between the anterior MV leaflet and a TAVI implant placed too low.

2 Dynamic Valve Model

2.1 Segmentation Framework

We use a method to segment cardiac structures in a multi-step approach. The
model is represented as a triangular surface model with mean shape m. Boundary
detection for each triangle is trained as described in [13]. The adaptation process
is described in detail in [14]. In summary: First, the heart position is located using
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Fig. 1. Left: Example segmentation with left heart model. It consists of left ventricle
(blue), left atrium (green), ascending aorta (red), mitral valve (orange), aortic valve
(yellow). Right: 3D view of the model. We analyze the overlap between the anterior
mitral leaflet and the prolongation of the left ventricular outflow tract. The more
overlap, the more friction a TAVI implant is likely to cause if it is placed too low.

an adapted Generalized Hough Transform. The heart position and orientation
are further refined using the available image information. For each triangle i of
the NT triangles, a target point xtarget

i is detected based on the trained image
feature. The deviation of the triangle centers ci from their respective target
points is described by the so-called external energy

Eext =
NT∑
i=1

wi(ni · (xtarget
i − ci))2. (1)

Weighting factors wi may, for example, consider the reliability of the target
point, and ni are the triangle normals.

In a global adaptation step, heart position and orientation are iteratively
refined by determining an affine transformation T that minimizes the external
energy. The process of finding target points and minimizing the external energy
is iterated, in this work up to 20 times.

Finally, we perform multiple iterations of a deformable adaptation. It is bal-
anced between attraction to image boundaries and preservation of the mean
shape. This shape preservation is mathematically described by the so-called
internal energy

Eint =
V∑
i=1

∑
j∈N(i)

((vi − vj) − (T [mi] − T [mj ]))
2
. (2)

Here, V is the number of vertices in the model, N(i) are the neighbors of the
i-th vertex, vi/j are the vertex positions in the deformed mesh, and mi/j are the
vertex positions in the model. Internal energy increases when an edge (vi, vj)
deviates from the corresponding edge in the mean shape that was transformed
with T . The total energy to be minimized is the weighted sum of Eext and Eint

Etot = Eext + αEint. (3)
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It is iteratively minimized, in this work with up to 10 iterations. In each iteration,
target points are searched starting at the current mesh location.

2.2 Problem-Specific Adaptations

We created a triangular surface model of the left heart from an annotated voxel
bitmask. The model comprised endocardial surfaces of left ventricle, left atrium,
and ascending aorta to model the anatomical context of the left heart valves.
Furthermore, it contained detailed structures of aortic and mitral valve (MV).
The model consisted of approximately 2700 vertices and 5700 triangles. A ring of
triangles around the lower LVOT was marked with respective labels (see Fig. 2).

The mean shape m contained the two valves in a half-open state. Because
the valves undergo much stronger local deformations than other structures seg-
mented in previous approaches, two linear modes Φk were added to the model to
describe valve dynamics. Here, k = 1, 2 corresponds to mitral and aortic valve,
respectively:

m(p1, p2) = m + p1Φ1 + p2Φ2. (4)

This concept is similar to PCA modes, however, the valve modes were not cal-
culated from PCA, but as linear interpolation between open and closed valve.

The coefficients pk describe the current state of each valve. For all vertices
outside the respective valves, the vector elements of Φk were zero and did thus
not influence the shape of the remaining model.

The model was adapted to the image as follows. After the Generalized Hough
Transform, the mean model with half-open valves was used to estimate a global
rigid transformation T . At this step, no valve dynamics were estimated. Then,
the coefficients pk were optimized during the deformable adaptation. The for-
mulation of the shape constraining energy Eint was now given as

Eint =
V∑
i=1

∑
j∈N(i)

((vi − vj) − (T [mi(p1, p2)] − T [mj(p1, p2)]))
2
. (5)

Thus, the mean shape used in equation 2 was replaced by the model containing
the two linear valve modes. Furthermore, a penalty term was added to the total
energy with weight β to avoid unphysiological mode coefficients pk:

Emode = β(p21 + p22) . (6)

2.3 Evaluation and Results

For eight patients, we generated ground truth for one cardiac phase with open
MV and one with closed MV each, resulting in 16 meshes (all cardiac phases
in between were not considered here). Images include pathological cases from
patients suffering from aortic valve or mitral valve disease. For use in the model-
based segmentation framework, boundary detectors were trained from the ground
truth meshes. Because data in ultrasound acquisitions is only valid inside the
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acquisition cone, all image boundaries at the cone border between data and
padding zeros were suppressed both during training and adaptation.

To assess segmentation accuracy, we performed a leave-one-patient-out anal-
ysis for training and segmentation. For every patient n, a mean shape and bound-
ary detectors were trained from all other patients. With the resulting model, the
two ground truth images of patient n were segmented and the resulting meshes
were compared to the reference meshes. The mean surface-to-surface distance
between segmentation and ground truth mesh was calculated for the MV and
AV, both per dataset and over all datasets.

In the individual datasets of the leave-one-patient-out analysis, the mean
segmentation error varied between 0.34 and 2.3 mm for the MV and between
0.47 and 2.5 mm (one outlier with 5.4 mm) for the AV. The mean segmentation
error of all 16 datasets was 0.99±1.16mm for the mitral valve and 1.27±1.68mm
for the aortic valve.

3 Motion Analysis

3.1 Methods

As input for the motion analysis we used 18 different 4D TEE acquisitions from
patients considered for TAVI. These patients were not part of the training and
validation process described in the previous section. Each acquisition comprised
between 6 and 76 single cardiac phases covering at least one cardiac cycle.

All cardiac phases of each dataset were segmented using the model and frame-
work described in the previous section. To this end, the first cardiac phase was
segmented, and the result was used as initialization for the next cardiac phase.
Only the deformable adaptation was then performed for the succeeding cardiac
phases with the respective previous result as initialization.

To compensate for global movement or other displacements, we registered
all meshes from one time series to the endsystolic mesh using the Kabsch algo-
rithm [15]. In detail, we registered the AV annulus points onto each other to
make all heart movement relative to the implant target region.

Furthermore, a local coordinate system was set up in the outflow tract to
simplify the analysis. Origin and axes were determined from a reference ring
around the outflow tract. An elliptical fit of the ring vertices determined center
point and the three axes (major, minor, normal). In the local LVOT system, the
x axis was aligned along the major axis, y along the minor axis, and z pointed
along the normal towards LV/MV (Fig. 2). Finally, the origin was shifted along
the z axis to the aortic valve plane. This way, all z distances were given with
respect to the aortic annulus.

Next, the target region for an implant that extends into the LV was defined.
To this end, the elliptical cross-section of the LVOT (as determined by the
elliptical fit of the reference ring, Figure 2) was extended along the z axes.

The trajectory of each vertex in the anterior MV leaflet was determined
from the registered meshes and transformed into the local LVOT system. Next,
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Fig. 2. Calculation of LVOT coordinate system. Left: A reference ring at the lower
LVOT is marked with special labels in the model (shown black). The ellipse normal
defines the z direction. The origin was shifted to the aortic annulus plane. Right: View
along z from left ventricle with schematic elliptical fit in green. The major axis defines
the x direction and the minor axis marks the y axis. The overlap between the mitral
leaflet trajectories and the z-prolongation of the ellipse was analyzed as a measure for
possible TAVI complications.

all points in all trajectories were combined into a point cloud. Points were binned
according to their local z position (step size 2.5 mm). For every bin, we calculated
the maximal overlap with the target region to receive an overlap curve dmax(z).

3.2 Results and Discussion

The maximum overlap as function of implant depth is shown in Fig. 3. It can
be clearly seen that the overlap was much stronger in some patients (e.g. Pat 7)
than in others (e.g. Pat 1). The patient with the smallest overlap (Pat 1) had a
maximum overlap of 4.7 mm, whereas the patient with largest overlap (Pat 11)
had an overlap of 16.6 mm. Also, the overlap at a given implant depth varied
considerably. At an implant depth of 12.5-15 mm (typical extension of clinically
available implants) the overlap varied between around 2.6 and 13.4 mm. Figure 4
shows two examples of patients with low and high overlap.

The maximum overlap per patient was in the range of 4.7 to 16.6 mm and
thus around five to ten times larger than the mean segmentation error. From this,
we conclude that the segmentation error does not impair our analysis results.

A typical implant such as the Medtronic CoreValve [12] extends around
12 mm into the outflow tract. In this study, the overlap at a comparable implant
depth of 12.5-15 mm varied between around 2.6 and 13.4 mm. If parts of the tissue
are blocked by a an implant while others move freely, this could cause friction. It
is plausible to assume that the deeper the mitral leaflet moves into the implant
region before implantation, the more friction will occur after implantation. So
the amount of overlap could allow to identify patients in which a deeper placed
implant is likely to induce increased friction.
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Fig. 3. Overlap dmax(z) between anterior mitral leaflet movement and LVOT prolon-
gation as function of distance from AV. The maximum overlap varies considerably
between patients and could be an indicator for risk of friction between MV and a TAVI
implant. Also, the overlap in some patients increases closer to the AV than in other
patients. This could allow to identify patient-individual zones at risk.

Fig. 4. Example segmentations at maximal MV opening. In Patient 6 (left), the overlap
between the anterior MV leaflet and the LVOT prolongation was around 8 mm, the
maximum overlap was located quite far from the AV. In Patient 7 (right), the maximum
overlap was over 15 mm, and Fig. 3 shows that the maximum overlap was closer to the
AV than in other patients.

The comparison with the CoreValve was exemplary and solely based on the
typical length of one frequently used implant. Beside the CoreValve, there are
other implants, such as the Edwards Sapien [16] or the Jena Valve [17]. We did
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not attempt to explicitly cover all available implants. We rather think that by
analyzing the overlap as a function of implant depth, our approach is as general
as possible.

A limitation of the current approach is that deformations caused by the
actual implant are not considered. The implant in its initial shape is circular
and will thus prolong the minor axis of the LVOT while shortening the major
axis. Of course, a more complex analysis could incorporate such deformation into
a biomechanical simulation to get an even more precise result. However, such
an upward force onto the superior outflow tract or the anterior mitral leaflet is
rather supposed to increase friction. Therefore, our analysis can be considered
as best-case scenario to identify those patients with highest risk for friction.

4 Conclusions

In this paper, we demonstrated an automated dynamic segmentation of aortic
valve, mitral valve and left ventricular outflow tract in 4D TEE images. To
account for strong local valve deformations, we used linear interpolation modes
to model valve opening and closing. We have validated the model using a leave-
one-patient-out analysis on 16 datasets and demonstrated its feasibility. To our
knowledge, this is the first combined model of LV and dynamic valves that
is adapted as a whole, i.e. without detecting single landmarks, and that uses
artificial dynamic shape modes.

From the segmentation results on 18 example 4D TEE datasets, we analyzed
the overlap of anterior leaflet motion with the prolongation of the left ventricu-
lar outflow tract. The amount of overlap varied considerably between different
patients. In the context of TAVI implants, this suggests that some patients are
much more sensitive than others to implants that are placed further down in the
LVOT.

This analysis shows that there can be large overlap between mitral leaflet
motion and possible TAVI implant locations. The presented quantitative analysis
could help in TAVI treatment planning, avoid leaflet friction, and thus increase
success rates in patients that require long-term freedom from complications.

Acknowledgments. This work was supported by NRW, Germany and the European
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Abstract. Many heart conditions result in irregular ventricular shape
caused by, for example, increased ventricular pressure, regurgitated blood
and poor electrical conduction, which affect the overall function of the
heart. Structural abnormalities can be characteristic of a disease. There-
fore, identifying structurally abnormal regions can give indicators for
diagnosis and can provide useful information to guide long-term ther-
apy planning. Given the difficulty in quantitatively measuring structural
abnormalities in patients where the ventricular structure is significantly
affected by the pathology, such as patients with arrhythmogenic right
ventricular cardiomyopathy (ARVC), a method for computing the dis-
tance between a normal geometry and patient-specific geometries is pre-
sented. The proposed method involves computing distance maps that can
visually emphasise regions with high variation from a normal geometry.
A consistent parameterisation of the ventricular shape is imposed using
an open-source implementation of the LDDMM algorithm on currents to
deform patient-specific geometries to a mean surface, which is also com-
puted using the LDDMM algorithm. The chosen shape parameterisation
can be applied to meshes extracted from any segmentation algorithm,
allowing a wide range of data to be analysed from different hospitals,
different scanners and different imaging modalities. Given a consistent
shape parameterisation of all meshes, distance maps can be generated
by plotting the Euclidean distance point-wise on a triangulated mesh
to visualise regions of high shape variability. The proposed method was
applied to 10 ARVC patients to highlight patient-specific shape features.

1 Introduction: Clinical Context of ARVC

Arrhythmogenic right ventricular cardiomyopathy / dysplasia (ARVC) is a dis-
ease characterised by fibrofatty replacement of cardiac tissue, predominantly in
the right ventricle of the heart. The disease affects between 1 in 2000 and 1
c© Springer International Publishing Switzerland 2015
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in 5000 people and can have devastating consequences due to the fact that the
disease can affect anyone, including young people [1] and athletes [2]. In some
cases, the first presentation of the disease is during fatal ventricular tachycardia
or ventricular fibrillation events [3].

According to the latest diagnostic criteria for ARVC, the diagnosis relies
on demonstrating structural, functional and electrophysiological abnormalities
[4]. Detecting the structural abnormalities is generally focused on imaging via
magnetic resonance imaging (MRI), echocardiography (ECHO) and in fewer
cases using angiography of the right ventricle (RV). Previous structural anal-
ysis of ARVC patients was focused on the ‘triangle of dysplasia’ [5]. However,
recent research indicates that these regions may not be discriminant identifiers
for ARVC [6], and in fact RV apical involvement is generally only exhibited in
severe cases as a part of global RV involvement.

Previous studies of structural abnormalities in ARVC patients have been
focused on global measures such as volume, ejection fraction, ejection volume,
as well as from 2D ECHO analysis [7]. However, given the poor image quality
of ECHO, strain analysis is the primary analysis tool but is generally limited to
the left ventricle (LV) due to the difficulty in visualising the RV with ECHO.
Obtaining regional values in the RV is more difficult and thus less common.
Recent studies have been conducted to include the right ventricle by measuring
the longitudinal strain in six regions of the RV [8], indicating that the use of
RV strain analysis for the diagnosis of ARVC may be promising. However, in
general, obtaining ECHO images containing the RV is not straightforward, and
strain analysis alone gives indicators towards the functional aspect of the disease,
but less so towards the structural aspect. Given the better in-plane spatial res-
olution of MR images, the structure abnormalities can be better captured than
in ECHO images. The structural abnormalities can be identified from visual
inspection in severe cases, however, quantifying the severity of the structural
abnormalities from visual inspection alone is a challenging tasks, and further-
more, qualitative analysis can be subject to user-bias. Automatic methods for
structural abnormality detection can not only provide a more quantitative anal-
ysis of the abnormalities, but can also reduce the observer bias.

2 Background: Current Methods for Structural Analysis

Automatic methods for quantifying structural abnormalities have been pro-
posed for other heart conditions and other organs using computational models.
Registration-based methods have been widely used to quantify structural differ-
ences in two images by the deformation needed to deform one image to another.
This methodology was used to study local brain atrophy in Alzheimer’s patients
[9] by comparing images acquired at different time points to quantify the longi-
tudinal structural changes in the brain. This method is sufficient for quantifying
the structural differences when there are small deformations between the two
images (as is the case in single-subject analysis) as the registration algorithm is
able to capture the deformations when they are sufficiently small. However, for
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inter-subject analysis, the deformations are generally greater due to the large
structural variability observed from one subject to another, even for healthy
subjects.

Cardiac surface analysis from deformations computed using the large defor-
mation diffeomorphic metric mapping (LDDMM) on surfaces represented by
currents (mathematical objects used to represent shapes non-parametrically)
was applied to Tetralogy of Fallot patients to quantify the structural changes
over time in [10]. In [10], the population-based shape variation was analysed
from model order reduction applied to the deformations to extract the princi-
pal modes of shape variation around the mean shape (computed in the space of
currents).

In contrast to the population-based shape analysis presented in [10], in the
present work, we are rather focused on highlighting patient-specific shape vari-
ation. We propose a method to quantify patient-specific shape abnormalities by
comparing the geometry extracted from a given subject to an average geometry
generated from healthy subjects. The reference geometry is mapped to each
patient-specific geometry to obtain a point-to-point correspondence between
meshes. Previous methods for computing such correspondences were proposed for
matching skull models using anatomical landmarks in [11], and more generalised
for any shape in [12]. However, defining more than four anatomical landmarks
on the heart consistently for a number of patients is challenging and thus a lim-
itation of anatomical-based methods. Alternatively, the point correspondences
could be defined in the segmentation step directly using, for example, level-set
methods [13]. In the proposed work, a non-rigid registration algorithm is used
to re-sample meshes to a common space with consistent point labelling. The
chosen labelling can be applied to any segmented mesh acquired from any seg-
mentation algorithm, which can allow a wider range of data-sets to be analysed
and compared between groups that have access to different segmentation algo-
rithms. Aside from potential errors in the original segmentation, the accuracy of
the distance computation is dependent only on the LDDMM matching, which
can be verified easily by comparing the original and warped meshes. Using the
new labelling, distance maps between 10 ARVC patient meshes and an average
healthy mesh computed from 15 healthy volunteers were computed to highlight
localised patient-specific abnormalities.

3 Methods: Structural Abnormality Detection from a
Registration-Based Perspective

Localising structural differences between a patient-specific geometry and an aver-
age geometry requires firstly the generation of an average geometry, followed by
a way to parameterise all the geometries consistently, and finally a method to
compute the distances between two geometries. By representing the geometries
by surfaces, which can then be modelled by currents, the framework for comput-
ing an average geometry described in [14] can be applied. A brief introduction of
the currents representation of surfaces is provided in Sec. 3.1, following the mean
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Fig. 1. The proposed method for patient-specific structural abnormality detection;
beginning with the creation of a mean model of healthy biventricle shape, followed
by a re-sampling of the patient-specific meshes to the parameterisation of the mean
model, and finally a distance computation by taking point-wise Euclidean distances

surface computation of [14], which is described briefly in Sec. 4.3. The proposed
method for defining a consistent parameterisation of all the surfaces in order to
be able to compute distance maps is described in Sec. 3.3. The proposed pipeline
is shown in Fig. 1.

3.1 Currents Representation of Surfaces

A key challenge in quantitatively comparing two geometries (such as two ventri-
cles represented by surfaces), is determining where a given point in one geometry
corresponds to in another geometry. Representing surfaces by currents rather
than by triangulated meshes alleviates this issue by comparing sets of currents
rather than points in a mesh. The key principle of currents is to characterise a
surface by the flux integral of the surface through vector fields in a test space:

S(ω) =
∫
S

ω(x)tn(x)dλ(x), (1)

where ω is a square integrable 3D vector field, S is a set of piece-wise smooth
surfaces, n(x) is the unit normal of the surface at a point x, and dλ is the
Lebesque measure on the surface. A surface can then be characterised by the
collection of all real numbers S(ω) calculated using this flux equation, for all
possible vector fields in a test space W .

Essentially, each vector field characterises the surface from a different ‘angle’
or view, and given a sufficient number of vector fields, a complete characterisation
of the surface is obtained. The key advantage of working in the space of currents
is that it forms a vector space, meaning that standard statistical operations can
be performed; currents can be added or subtracted from each other, and scalar
multiplication of a current is possible. A sparse representation of currents was
proposed in [14], which significantly reduces the size of the set of currents needed
to represent the surface.
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3.2 Iterative Computation of a Centred Mean

Given that the space of currents forms a vector space, the mean current can be
computed for a given set of subjects, as described in [14]. Using this method, a
forward strategy can be employed to model each subject as the deformation of the
mean plus some residuals. Using this strategy, the mean current can be computed
using an alternating iterative approach to minimise the deformations between
the mean current and all the subjects, where the deformations are computed
using the LDDMM registration of currents. The iterative approach is initialised
by taking the mean current as a first approximation, which is then centred with
respect to all the subjects. The mean is then updated, followed by a re-centring.
This approach is continued until the mean is sufficiently well centred with respect
to the population.

3.3 Patient-Specific Distance Mapping

By computing distance maps between a subject-specific geometry and an aver-
age geometry, regions of larger distance could highlight structural abnormalities
with respect to the average geometry. Computing the distances between two
meshes, however, is difficult due to the fact that the parameterisation is in gen-
eral different from one mesh to another. Using the LDDMM approach, and given
a mean surface mesh, the mean can be deformed to each individual, which essen-
tially provides a close approximation of the original subject meshes, now with
the same parameterisation as the mean surface mesh (see Fig. 2, right). Essen-
tially, this results in a consistent parameterisation of all the meshes, which allows
direct point-to-point distances to be computed between the meshes. From these
distances, a colour-coded distance map can be computed for each subject char-
acterising the degree of variation from the mean in each node by mapping the
distances onto the patient meshes.

Fig. 2. Left: All the patient meshes shown together to visualise the shape variability
in the population. Centre: The surface representation of the mean current used for
the distance calculations. Right: The LV endocardium for one patient showing the
original segmented mesh (in red) and the mesh computed by deforming the mean
surface representation towards this mesh (black wire-frame) showing that the warped
mesh used for the distance computation is close to the original mesh.
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4 Experiments: Distance Map Generation of ARVC

In order to apply the proposed methodology, images covering both ventricles are
required (see Sec. 4.1), from which the geometry can be extracted using image
segmentation tools (see Sec. 4.2). The mean geometry can then be computed
as a point of comparison and consistent mesh generation is required for the
distance computations (see Sec. 4.3). Patient-specific structural abnormalities
are highlighted using the distance maps computed between the ARVC patients
and the mean normal model (see Sec. 4.4).

4.1 Subjects and Image Preparation

We illustrate these tools on 10 patients diagnosed with ARVC (5 male, mean age
± SD = 32 ± 12). SSFP MR images were acquired (one patient scanned with
the Gyroscan NT Intera 1.5T System, Philips Medical Systems and nine with
the SonataVision 1.5T System, Siemens) in the short axis view covering entirely
both ventricles (10-14 slices; isotropic in-plane resolution:1.25 × 1.25mm2 to
1.64 × 1.64mm2; slice thickness: 8 − 10mm; 19-42 frames). In order to compare
ARVC-specific shape features to healthy shape features, a control data-set of
15 healthy adult hearts from the STACOM 2011 motion tracking challenge was
used [15]. Full details on the subject data and image acquisition can be found in
[15].

4.2 Surface Mesh Preparation

The left ventricle endocardium and epicardium were segmented from the short
axis cine-MR images at the end diastolic frame (chosen as the first frame of the
cine loop, computed as the end diastolic frame from ECG gating). The right
ventricle endocardium was also segmented, though the epicardium was excluded
from the analysis given the difficulty in distinguishing the epicardium in MR
images due to the thin wall thickness in the right ventricle. The surfaces were
segmented using a semi-automatic tool provided within the Segment software1;
freely available for research purposes [16]. The advantage of using Segment is
that both basal and apical slices can be faked in to the analysis in cases where
few basal / apical slices were acquired, and the long axis views can be used to
guide the segmentation in cases with poor through-plane resolution and slice
misalignment in short axis stack. The segmentation was carried out according
to the guidelines for inclusion of the papillary muscles to the ventricular volume
described in [17]. Once all images were segmented, manual rigid alignment of
all meshes to a chosen reference was performed to globally align the bi-ventricle
meshes (see Fig. 2 (left)).

1 http://medviso.com/products/segment/

http://medviso.com/products/segment/
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4.3 Mean ARVC Surface Model and Consistent Patient Meshing

Computation of the mean current was computed following the method of [14]
as described in Sec. 3.2 using the ExoShape2 toolbox. The two key parameters
in the LDDMM registration that control the stiffness of the registration (λV )
and the resolution of the currents controlling the level of detail to include in the
model (λW ) were set to λV = 30, λW = 10 according to the parameters used in
previous work on similar meshes. Two iterations of the alternate minimisation
was needed to reach convergence. Once the mean current was computed, a surface
representation of this current was computed by warping the closest patient to
the mean current. The mean surface representation is shown in Fig. 2 (centre).

4.4 Patient-Specific Structural Abnormality Analysis

Distance maps were computed for the 10 ARVC patients with colour maps to
visualise the regions with greater distances. The distance maps were computed
on the patient-specific meshes with and without scaling to analyse both global
and local distances. The different level of analysis are exemplified in Fig. 3 on
one patient. The mean distance of all patients before scaling is 9.1676 compared
to the mean distance after scaling of 3.3307.

Fig. 3. Distance maps for one patient before (left) and after (right) re-scaling to show
the different level of analysis either global (left) or local (right)

Since global shape differences are difficult to analyse and interpret given the
range of ages of the patients used in this study, the local shape differences can
give more insight into the pathology-specific shape features. The distance maps
for the 10 patients after re-scaling are shown in Fig. 4. The patient with largest
mean distance was the 7th patient with mean distance 4.95 (bottom row, second
column in Fig. 4), which can be seen visually on the biventricle view of Fig. 4.
Note that this patient had the highest ARVC diagnostic score, with five major
criteria identified according to the diagnostic criteria defined in [4].

2 http://www-sop.inria.fr/asclepios/projects/Health-e-Child/ShapeAnalysis/

http://www-sop.inria.fr/asclepios/projects/Health-e-Child/ShapeAnalysis/
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Fig. 4. Mean surface (left) and the 10 patient-specific distance maps after re-scaling
shown for one biventricular view (top) and one view purely of the RV (bottom)

5 Discussion and Perspectives

The proposed methodology presents a simple method for detecting structural
abnormalities by computing distance maps that highlight regions with large
variability from a mean geometry. The application of the proposed method to
ARVC patients suggests that the method is promising for structural abnormality
detection. Some key issues with the current formulation are addressed in the fol-
lowing sections, including the possible bias caused by the required pre-processing
steps, the discrepancy between the original meshes and the warped meshes used
for the distance computation, and the difficulty in distinguishing pathological
from non-pathological variability.

5.1 Segmentation and Rigid Registration

The proposed methodology relies on accurate segmentation and rigid pre-
alignment (otherwise segmentation error and/or misalignment error are included
in the distance maps). The rigid pre-alignment was performed manually in this
work, though future work will be focussed on automating the pre-processing
steps. Once the mesh-resampling step has been performed, the meshes can be
rigidly aligned using the point-to-point correspondences in order to remove any
bias in the distance maps.

5.2 Original Mesh vs. Warped Mesh

As mentioned briefly in Sec. 3.3, there are small differences between the orig-
inal meshes and the warped meshes used for the distance computation. These
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differences can potentially introduce errors in the distance computation. For the
present work, the order of these errors was considered to be low enough to not
be significant for the analysis given that the errors are of the same order as the
errors of the segmentation. The distances can be decreased by modifying the
parameters of the LDDMM algorithm which control the stiffness of the regis-
tration and the level of features included in the registration. These parameters
were not optimised in the present work.

5.3 Pathological vs. Non-pathological Variability

Given the large shape variability observed between different individuals, both
healthy and pathological, it may be difficult to distinguish between patholog-
ical and non-pathological variability. In the present work, only the differences
between pathological hearts and healthy hearts were analysed, however it is
difficult to differentiate the distances from being related to pathological shape
remodelling and normal remodelling due to age for instance. To address this, the
distances between healthy subjects and a mean normal shape could be compared
to the distances between diseased patients and a mean normal shape in order
to define a measure for the limit of what is considered normal shape variability.
Such analysis is limited in the present study due to the small size of the control
data-set; more data is needed to create statistically significant cut offs for normal
vs. abnormal.

6 Conclusion

A method for detecting structural abnormalities by computing distance maps
from a mean geometry to patient-specific geometries was proposed and applied
to ARVC patients. The proposed method relies on defining a consistent param-
eterisation of the patient and mean meshes in order to be able to compute
point-wise distances directly. The consistent parameterisation was defined using
the LDDMM registration algorithm on currents which implicitly defines a point-
to-point correspondence between the mean mesh and the patient meshes when
deforming each patient mesh to the mean. Given the consistent mesh parame-
terisation, distance maps were computed directly by computing the Euclidean
distance between points. The method was applied to 15 healthy volunteers to
compute the mean normal geometry, from which the patient-specific distance
analysis was computed on 10 ARVC patients to visually highlight patient-specific
deviations from the mean.
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ological Innovation, Norway, funded by the Research Council of Norway.
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1 Clermont Université, Université d’ Auvergne, ISIT UMR 6284 UdA-CNRS,
Clermont-ferrand, France

viateur.tuyisenge@udamail.fr
2 Pôle de Radiologie et d’ Imagerie Médicale, CHU Gabriel Montpied,

Clermont-ferrand, France
3 COSTEL-LETG UMR 6554 CNRS-Université de Rennes 2, Rennes, France

Abstract. We present a cardiac motion estimation method with varia-
tional data assimilation that combines image observations and a dynamic
evolution model. The novelty of the model is that it embeds new para-
meters modeling heart contraction and relaxation. It was applied to a
synthetic dataset with known ground truth motion and to 10 cine-MRI
sequences of patients with normal or dyskinetic myocardial zones. It
was compared to the inTag tagging tracking software for computing the
radial motion component, and to the diagnosis for dyskinesia. We found
that the new dynamic model performed better than the standard trans-
port model, and the contraction parameters are promising features for
diagnosing dyskinesia.

1 Introduction

Non-invasive image-based analysis and quantification of cardiac motion provide
important information on how pathology affects local and global deformation of
the myocardium and its responses to a given therapy. The estimation of myocar-
dial deformations helps to study and detect regions with an abnormal contraction
in order to provide treatment for recovery. It includes a comprehensive study of
the structural or architectural heart abnormalities, which provides an essential
prognostic approach for therapeutic decisions, such as the implantation of defib-
rillators for infarction resynchronization, the adaptation of doses or treatments
such as beta-blockers converting enzyme inhibitors.

Over the past few years, considerable efforts have been made to develop meth-
ods to track the myocardium in different available imaging modalities, such as
ultrasound (US), magnetic resonance imaging (cine MRI or tagged MRI) or
SPECT. However, accurate cardiac motion estimation is still a challenging and
open problem due to low spatial and temporal resolutions and the complex-
ity of the cardiac biomechanics [1]. Numerous categories of methods aim to
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obtain cardiac contraction parameters and deformation fields from images and
the underlying dynamics of the heart as reviewed in [2]. To improve the accuracy,
knowledge about cardiac contraction can be used to constrain the solution in a
data assimilation framework.

Initially, data assimilation has been used for meteorological image sequences
[3]. To improve the diagnosis of cardiac diseases and therapy planning, differ-
ent researchers have extended it to cardiac medical images to benefit from the
robustness and accuracy of this estimation process. Sainte-Marie et al. [4] and
Sermesant et al. [5] used data assimilation to estimate local cardiac contractility
from cardiac synthetic data. Delingette et al. [6] and Sundar et al. [7] proposed
methods to estimate the myocardial motion and contractility parameters of left
and right ventricles using data assimilation and a full electromechanical model
of the heart.

Although there is a significant work on the integration of imaging with
cardiovascular mechanics, there is still a need to account for the active con-
traction/relaxation of the heart. To address this problem, we propose a novel
method for myocardial motion and phase estimation in a variational data assim-
ilation framework. To this end, a parameterized transport of velocity is used to
accurately track the myocardium without imposing strong constraints over the
motion field.

The novelty and contributions of our model with respect to previous works
are two-fold. (1) It includes contraction parameters and makes displacement field
estimation more accurate. In fact, the invariance assumption tends to smooth
temporal variations in the transported values. It is adapted for uniformly acceler-
ated movements, but not for cardiac dynamics. The sign function induces piece-
wise smoothing, independently for contraction and relaxation phases. (2) Flow
fields and contraction parameters are simultaneously estimated and we show
they are complementary features to diagnose cardiac dyskinesia. The method
was applied to synthetic datasets and validated against a reference tagging MRI
tracking software.

2 Method

We present a method for cardiac motion and contraction parameter estima-
tion using variational data assimilation. Data assimilation was chosen because
it incorporates a dynamical model that provides temporal coherency and makes
results robust to poor quality and noisy images.

In this method, the standard transport equation used for meteo data is
replaced by a parameterized transport equation of velocity thanks to cardiac
dynamics. The mathematical derivation was simplified to keep it readable for
wider audiences and obtained results are very encouraging. To the best of our
knowledge so far, this kind of model has never been applied to cardiac imaging
data.

Given the state vector X (variables to estimate), the observation vector Y
(in our case, sequence of images), H an operator that links state variables to
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observations and the evolution model M of dynamic system, data assimilation
aims to produce accurate estimates of the current (or the future) state variables
of the dynamic system by solving the following system of three equations:

⎧⎪⎨
⎪⎩

∂X
∂t (x, t) + M(X )(x, t) = νm(x, t),
H(X ,Y)(x, t) = νo(x, t),
X (x, 0) = X b(x) + νb(x, 0),

(1)

where (x, t) are the spatio-temporal variables, X b is the background (a priori
knowledge on state vector), and νm, νo and νb are the uncertainties of dynamic
evolution, observation and background information respectively. Their respective
covariance matrices are represented by Q, R and B.

2.1 Dynamic Evolution Model

The standard transport of velocity used in fluid dynamics [3] can overly smooth
the estimated fields, especially when it is changing direction rapidly. To handle
the case of cardiac dynamics, we propose to parameterize the transport equation.
A sign function modeling myocardium contraction phase is embedded into the
standard transport equation:

M(X ) = sign (sin (ω(x)t + ϕ(x)) + a(x))vT (x, t)∇X (x, t), (2)

where sign is the sign function, X = (v(x, t), ϕ(x), a(x))T is a state vector,
v(x, t) = (u(x, t), v(x, t)) is the motion fields, ω = 2π/T , with T the period of
the cardiac cycle, ϕ(x) and a(x) are the phase angle and the temporal asymmetry
( the ratio between systolic and diastolic time duration) respectively.

In fact, ϕ gives the phase of the contraction and a acts on the symmetry of the
cardiac cycle. The assimilation process adjusts their values to synchronize the
sign function with the cardiac cycle (positive and negative for contraction and
relaxation respectively). In the following, the standard transport model without
the sign function will be refered as DASS1 and our model (2) as DASS2.

2.2 Observation Terms

The observation operator on motion field relies on the optical flow equation
combined with a nonlinear regulariser that acts as both quadratic and total
variation smoothing [8] (OBS). In addition to the observation terms on the
motion field, one can add observation terms to a and ϕ if a priori values are
known. For example if ϕ ∈ [ϕ1, ϕ2], then we can add a term of the form:

{
Yϕ(x) = Hϕ(ϕ(x)) = 0,
Hϕ(ϕ(x)) = H(ϕ1 − ϕ(x)) + H(ϕ(x) − ϕ2),

(3)

where H is the Heaviside function (H(x) = 0 if x ≤ 0 and 1 elsewhere). The
same kind of term can be applied to a ∈ [a1, a2].
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2.3 Cost Function and Minimization

The system (1) is solved by minimizing the following functional energy:

E(X ) =

∫
x,t

(
∂X
∂t

+ M(X )
)T

Q−1

(
∂X
∂t

+ M(X )
)

dxdt (4)

+
∫
x,t

H(X ,Y)T R−1H(X ,Y)dxdt +
∫
x

(X b − X 0)T B−1(X b − X 0)dx.

Since it is minimized with respect to X , its differential is computed by deter-
mining the directional derivative and introducing an auxiliary variable known
as the adjoint variable λ(x, t) =

∫
x,t

Q−1
(

∂X
∂t + M(X )

)
dxdt. As operators M

and H are nonlinear, local linearization is applied and state vector becomes
X = X b + δX , with X b the background variable and δX the incremental vari-
able.

Differential and Adjoint Operators. We derive a linear tangent operator
∂M
∂X (δX ) of operator M in the neighbourhood of X+δX . Using Gateau derivative(
∂M
∂X

)
δX = limβ→0

M(X+βδX )−M(X )
β , we have:

∂M

∂X (δX ) = lim
β→0

{
[sign (sin(ωt + ϕ + βδϕ) + a + βδa)] (v + βδv)T ∇(X + βδX )

β

− [sign (sin(ωt + ϕ) + a)]vT ∇X
β

}
. (5)

In practice, the function sign(x) can be approximated by tanh(kx) with k > 1 in
the continuous domain. After Taylor expansion tanh(k(x + βδx)) = tanh(kx) +
kβδx(1− tanh2(kx)) and sin(ωt+ϕ+βδϕ) = sin(ωt+ϕ)+βδϕ cos(ωt+ϕ) and
putting together terms in β, β2, ..., the following equation is obtained:

∂M

∂X (δX ) = A1(δv.∇v + v.∇δv) + Ak(v.∇δv)δϕ + kA2(v.∇δv)δa, (6)

with A1 = tanh(k(sin(ωt+ϕ)+a)), A2 = 1−tanh2(k(sin(ωt+ϕ)+a)) and Ak =
kA2 cos(ωt + ϕ). The global linear tangent model is then: ∂δX

∂t + ∂M
∂X (δX ) = νm.

The adjoint model operator is given as follows (mathematical details are found
in [3]): (

∂M

∂X
)∗

=

⎡
⎣A1(∇Tv − vT ∇ + ∇T (ϕ + a))

Ak(v.∇v − vT ∇ + vT ∇ϕ)
kA2(v.∇v − vT ∇ + vT ∇a)

⎤
⎦ . (7)

Using the derivative definition from above, the linear tangent operator of
Hϕ(ϕ(x)) in the neighbourhood of ϕ + δϕ can be written as:(

∂Hϕ

∂X
)

δϕ(x) = [−δ(ϕ1 − ϕ(x)) + δ(ϕ(x) − ϕ2)] δϕ(x), where δ(x) is the Dirac
function. In practice, we may use the continuous versions of the Heaviside and
Dirac functions H(x) = 1

2 + 1
2 tanh(kx) and δ(x) = 1

2 (1 − tanh2(kx)). The same

can be done for the parameter a. The adjoint operator of
(

∂Hϕ

∂X
)

is itself, i.e.,(
∂Hϕ

∂X
)∗

=
(

∂Hϕ

∂X
)
.
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Fig. 1. Mean and standard velocity errors between ground truth and estimated veloc-
ities for the 3 methods on synthetic data: OBS (green), DASS1 (blue) and DASS2
(red)

Covariance Matrices. The appropriate covariance matrices R, Q, and B
that represent errors in observation, evolution model and background have to
be defined to avoid the influence of observation noise on the computed solu-
tion. To this end, we define the observation covariance matrix R as: R(x) =

(1 − exp− ‖∇3I‖2

σ2 ), where ∇3I is spatio-temporal image gradient and σ standard
deviation of intensity. The matrix B is chosen to be identity. In practice, covari-
ance matrix Q can be learnt in a training process on real data by minimizing
the error between the estimated velocities and a ground truth.

After defining the evolution and observations models, the adjoint operators
and covariance matrices, we followed the procedure described in [3] to implement
the algorithm.

3 Results and Discussion

3.1 Validation with Synthetic Data

The synthetic dataset was generated to evaluate the accuracy of the proposed
method (DASS2). We simulated synthetic sequences using the transport equa-
tion from an initial image of a torus with a radial gray level ramp and a sinusoidal
variable displacement identical to the one of (2). Parameters vary from −π/6 to
π/6 all around the torus for ϕ and parameter a from 0.4 to 0.6 corresponding
to a systolic time about twice as long as the diastolic time. Generated images
were corrupted with a Gaussian noise (30 dB signal-to-noise ratio). Motion was
estimated using the two assimilation methods DASS1 and DASS2 and the obser-
vation term alone (OBS). Fig. 1 shows the mean and standard error with respect
to the simulated velocity field was smaller for DASS2 than for DASS1 and
OBS.
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Fig. 2. Cine and tagged MRI in short axis view with surperimposed displacement field
estimated by DASS2 and inTag respectively. The colored scheme on the right is the
AHA sectorization.

3.2 Application to Clinical Data

We validated our method using cine MRI and tagged MRI image sequences
for 10 patients: 6 were suffering from dyskinesia and 4 had normal kinetics.
MRI was part of a post myocardial infarction protocol. MRI sequences were
acquired with a Siemens Avanto 1.5T system: cine trufisp acquisitions in short
axis view with and without a tagging pattern. The number of frames in both
sequences varied from 17 to 33 with an image size of 208 × 256. As imaging
parameters (x, y, z, resolutions, #slices, spacing etc.) were not the same for
cine and tagged images, sequences were first spatially registered (two points
manually selected in the middle of LV cavity and at junction to RV in order to
center and reorientate images) and then temporally interpolated (only sequences
qualitatively registered were selected for validation process).

Fig. 2 shows the recovered displacement field for one frame of one patient
with DASS2 and inTag. Cardiac motion was estimated from cine MRI using the
3 methods DASS1, DASS2 and OBS, and retrieved from tagged MRI images
using inTag software1.

The covariance matrix Q was trained on the ground truth given by inTag
for one of the patient data: minimum errors were obtained for variances of 102

and 0.1 for (u, v) and (a, ϕ) respectively. Comparable radial velocity variations
were computed from cine MRI with the 3 methods DASS1, DASS2 and OBS
and averaged over the 6 AHA divisions of the myocardium (Fig. 2, right) and
then compared with the ones retrieved from tagged MRI by the inTag software
(Fig. 3). Considering all the 10 patients, we recorded a slight trend for better
results in terms of fitting to inTag gold standard for DASS2, but the p-value is
far over 0.05.

Concerning the diagnosis of dyskinesia, discriminative power of each crite-
rion depending on a and ϕ over the myocardial sectors was assessed using a
generalized linear mixed model. The criterion was considered as response vari-
able and expert diagnosis (agreement between a cardiologist and a radiologist)
as binary explanatory variable, accounting for nested structure of the myocardial
1 inTag is an open-source OsiriX plugin developed by the CREATIS laboratory

(http://www.creatis.insa-lyon.fr/inTag/).

http://www.creatis.insa-lyon.fr/inTag/
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Fig. 3. Radial velocities estimated at 1 to 6 AHA sectors during one cardiac cycle
with: inTag (black) from tagged MRI, DASS2 (red), DASS1 (blue) and OBS (green)
from cine MRI

Table 1. Mean and standard errors of the 3 motion estimation methods with regard
to inTag

Method Mean±SE p-value

DASS1 0.2879 ± 0.2006
DASS2 0.2314 ± 0.1975 0.0954
OBS 0.3151 ± 0.2009

Table 2. Mean and standard deviation of features and metric tests for significant
discrimination of each continuous criterion regarding myocardial dyskinesia

Criterion Expert diagnosis mean±SD p-value AUROCC

Max | a | Normal 0.0967 ± 0.0264 0.008 0.711
Dyskinesia 0.2560 ± 0.0388

Max | ϕ | Normal 0.1276 ± 0.0276 0.477 0.666
Dyskinesia 0.2398 ± 0.0405

ā Normal 0.0274 ± 0.0081 0.0648 0.635
Dyskinesia 0.0574 ± 0.0118

ϕ̄ Normal 0.0297 ± 0.0078 0.0315 0.664
Dyskinesia 0.0652 ± 0.0115

sectors for each patient. A statistical inference was carried out seeking for sig-
nificant difference between normal and dyskinetic myocardial sectors. The area
under the ROC curve (AUROCC) was estimated for each criterion denoting the
probability that two myocardial sectors range in the expected order (lower value
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for normal myocardial motion). All the criteria exhibited higher values in dysk-
inetic myocardial sectors (regarding expert diagnosis) as compared with normal
sectors, this increase was significant except for ā where only strong trends were
found (Tab. 2).

4 Conclusion and Future Prospects

The proposed method provides promising results for both motion and dyskinesia
index estimation. For now it is limited to radial velocity component, but exten-
sion to circumferential component is planned by including directional constraints
to the model. Moreover, a wall deformation model will be added as part of the
state vector to solve segmentation and motion estimation as a joint problem.
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Abstract. 3D echocardiographic (3DE) imaging is a useful tool for assessing 
the complex geometry of the aortic valve apparatus. Segmentation of this struc-
ture in 3DE images is a challenging task that benefits from shape-guided de-
formable modeling methods, which enable inter-subject statistical shape  
comparison. Prior work demonstrates the efficacy of using continuous medial 
representation (cm-rep) as a shape descriptor for valve leaflets. However, its 
application to the entire aortic valve apparatus is limited since the structure has 
a branching medial geometry that cannot be explicitly parameterized in the 
original cm-rep framework. In this work, we show that the aortic valve appa-
ratus can be accurately segmented using a new branching medial modeling par-
adigm. The segmentation method achieves a mean boundary displacement of 
0.6 ± 0.1 mm (approximately one voxel) relative to manual segmentation on 11 
3DE images of normal open aortic valves. This study demonstrates a promising 
approach for quantitative 3DE analysis of aortic valve morphology. 

Keywords: Medial axis representation · Deformable modeling · Aortic valve · 
3D echocardiography 

1 Introduction 

Echocardiography is the most commonly used imaging modality for heart valve as-
sessment and has a prominent role in valve diagnostics and surgical planning. Heart 
valve segmentation in echocardiographic data, particularly 3D echocardiographic 
(3DE) images, is a means of extracting visual and quantitative information about 
valve morphology. However, image segmentation in this context is particularly chal-
lenging due to the signal dropouts and noise that are characteristic of this imaging 
modality, as well as the fact that many clinically relevant valve landmarks are defined 
geometrically rather than by distinctive image intensity characteristics. For example, 
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several components of the aortic valve complex, such as the sinotubular junction 
(STJ), the commissures, and the basal attachments of the aortic cusps, are identified 
anatomically rather than by characteristic image intensity patterns.  

Deformable modeling methods are well suited for tasks like shape-guided heart 
valve segmentation in 3DE images. These methods capture the geometry of an image 
region by deforming parametric surfaces under the influence of external data-driven 
forces and internal regularization forces. Shape constraints imposed on the deforma-
ble model can fill in areas of intensity inhomogeneity or establish boundaries between 
anatomical components that are not demarcated by image gradients. Once a paramet-
ric model of the valve is obtained, it can be interactively visualized, quantitatively 
analyzed, and statistically compared to other valve geometries.  

Several deformable modeling methods for heart valve segmentation in 3DE images 
have been proposed. Ionasec et al developed a fully automatic technique for segment-
ing the aortic and mitral valves in 3DE images [1]. Given a database of manually 
landmarked images, machine learning algorithms globally locate and track several 
valve landmarks throughout the cardiac cycle. A spline model fitted through these 
points with the aid of learned boundary detectors represents valve geometry. In other 
work [2,3], the mitral and aortic leaflets are represented with a deformable model 
known as a continuous medial representation (cm-rep), which explicitly parameterizes 
the leaflets’ medial axis (or morphological skeleton) [4]. The latter representation is 
volumetric; it defines the structure as one with locally varying thickness. One ad-
vantage of employing a geometrical model that explicitly defines thickness is that leaf-
let thickness is an important tissue parameter in biomechanical valve simulation [5]. 

While cm-rep has been effectively used to describe mitral and aortic leaflet  
morphology in 3DE images, applying it to the entire aortic valve complex (including 
the sinuses of Valsava) is challenging. The heart valve leaflets themselves can be 
described in terms of a single non-branching medial manifold. However, the entire 
aortic valve complex has a branching medial representation, in which the basal at-
tachments of the aortic cusps are seams that join the medial manifolds of the cusps 
and sinuses. The cm-rep methodology described in [4] has the limitation that medial 
axes are difficult to explicitly parameterize along curves at which medial surfaces 
meet. Attempts to do so have been relatively ad hoc [6,7] and do not strictly adhere to 
the medial axis definition originally proposed in [8]. 

To overcome the challenge of modeling structures with branching medial topolo-
gies, a new boundary-centric deformable medial modeling paradigm has been  
proposed [9]. Rather than explicitly parameterizing a structure’s medial axis and de-
termining its boundary algorithmically as in [4], the new paradigm explicitly describes 
the model’s boundary and implicitly maintains medial axis topology by imposing ge-
ometric constraints on the boundary of the model as it deforms. Since these constraints 
are nearly identical at the interior of the medial axis and along branch curves, the 
framework supports medial modeling of structures with branching medial axes while 
adhering to the medial axis definition in [8]. To date, the feasibility of modeling 
branching structures with this boundary-centric paradigm has only been demonstrated 
with a toy example and has not yet been translated to any real-world applications. The 
contribution of the present work is to leverage this paradigm for visual, quantitative, 
and statistical shape analysis of the aortic valve in 3DE images. This work conceptual-
ly demonstrates that deformable medial modeling is not limited to anatomical  
structures with simple shape; it is potentially applicable to a wider range of clinical 
problems that involve anatomical structures with complex geometries. 
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2 Materials and Methods 

2.1 Background on Medial Axis Representation  

Medial axis representation, which describes an object’s geometry in terms of its  
morphological skeleton [8], combines the attractive features of boundary and region-
based shape representations by defining a continuous relationship between the struc-
ture’s boundary and interior. Suppose an object represented by the set  has a 
smooth boundary . The medial axis transform ( ) of  is a mapping between 
points on  and points on the object’s interior that are centers of the maximally 
inscribed balls (MIBs) of . An MIB is defined as a ball  inscribed in  that satis-
fies the condition that there exists no other ball  such that . Note that in 
3D the centers of the MIBs define a continuous surface, i.e. a medial manifold. Multi-
ple medial manifolds join at seams, which are curves in 3D. 

In the deformable medial modeling framework originally proposed in [4], a 3D 
cm-rep is a discretized model of an object’s continuous medial axis comprising one or 
more medial manifolds. Object thickness is parametrically represented as a scalar 
field defined over the medial manifold(s). The deformable medial model is defined  
by tuples of values , , where  refers to the 3D coordinates of points on the 
medial manifold(s) and  is the radial thickness associated with , or equivalently 
the distance between  and the closest point on . During model deformation, the 
values ,  are updated to capture the medial geometry of the target object, and the 
model’s boundary is derived analytically by inverting the . Model deformation is 
an optimization problem that maximizes the overlap of the cm-rep with an image 
region. Constraints that ensure valid medial geometry are enforced as soft penalties in 
the objective function. 

Alternatively, in the constrained boundary-centric deformable medial modeling 
framework proposed in [9],  is explicitly parameterized and the  of  is 
encoded by grouping tuples of points on  using “medial links”. For example, two 
boundary points ,  are defined as being medially linked if they are both 
members of the same MIB in . Note that MIBs may be associated with one, two, or 
three medially linked boundary points depending on their position along the medial 
axis (Fig. 1a). This boundary-centric approach to medial representation leverages the 
fact that transformations of  that preserve medial links also preserve the branching 
structure of the medial axis. The following are the sufficient conditions for a trans-
formation to preserve medial links. A ball with center and radius  is tangent 
to  at a point  if and only if    –  , where  is the outward unit normal 
to  at . Such a ball is an MIB in  if , || || . This observation 
leads to the condition that two points ,  are medially linked if and only if 
there exists 0  such that  and || ||  
for all . In [9], constrained optimization is used to ensure that these conditions 
are satisfied during model deformation. Additional hard constraints are used to en-
force geometric quality on the discretization of  during deformation. Since the 
constraints are nearly the same on the interior of the medial axis as they are along 
branch curves, this latter approach to deformable medial modeling circumvents the 
challenge of explicitly parameterizing the medial axis at branch curves. 
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Fig. 1. (a) Diagram of 2D medial geometry showing an object’s boundary (gray), medial axis 
(dashed green curves), and several MIBs (black circles). Centers of MIBs (red, pink, blue) are 
associated with one, two, or three linked boundary points (marked by colored lines) depending 
on their location along the medial axis. The blue point is a branch point in the medial axis. Note 
that this diagram is 2D for illustrative purposes only; model fitting is performed entirely in 3D.  
(b) Model of the aortic root and cusps viewed from the ascending aorta. (c) Deformable model 
of the aortic valve apparatus, clipped with respect to the red reference rectangle in (b). The 
model’s medial manifolds are green and boundary is gray. Blue arrows point to branch points 
where the medial manifolds of the cusps and sinuses meet. (d) Slice of the original 3D image 
oriented with respect to the red reference rectangle in (b). (RC = right coronary cusp, LC = left 
coronary cusp, NC = non-coronary cusp). 

2.2 Medial Modeling of the Aortic Valve Complex 

The aortic valve apparatus is an anatomic structure with a branching medial axis, 
meaning that the medial axis consists of several surfaces that meet at curves, referred 
to as seams. Our delineation of the aortic valve extends from the outflow of the left 
ventricle to the STJ and includes the bulbous aortic sinuses and three cusps (Fig. 1b-
c). The aortic root is modeled as a tubular shape to which three fin-like structures (the 
aortic cusps) are attached. The semilunar attachments of the cusps are seams in the 
medial axis. Free edges occur at the level of the left ventricular outflow and STJ, as 
well as the cusps’ free margins. 

Deformable modeling requires a pre-defined model, or template, of the anatomic 
structure of interest. Template generation involves manual interaction, but the deforma-
ble model is generated only once and thereafter is used to segment new instances of the 
target structure. To obtain a medial model of the aortic valve complex, the 3D Voronoi 
skeleton of a manually segmented valve is first generated (Fig. 2a-b). Then a triangulat-
ed mesh is created with an interactive tool that allows the user to select and triangulate 
points on the object’s skeleton. The result is a coarse representation of the aortic valve’s 
medial axis, shown in Fig. 2c. To obtain a boundary mesh from the skeleton, a duplicate 
of the medial mesh is created and the two copies of the mesh are “inflated” to give  
the aortic root walls and cusps finite thickness (Fig. 2d). Connectivity and vertex modi-
fications are made to ensure proper medial linkage. Medial links are encoded on the 
boundary mesh by assigning each vertex  a medial link index  . Any two mesh 
vertices ,  that satisfy   are considered medially linked, meaning that they are 
members of the same MIB. Boundary vertices may be medially linked to two, three, or 
no other boundary vertices depending on where the MIB is located on the medial axis 
(on the interior, along a seam, or on an edge).  
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Fig. 2. The boundary template generation process. (a) Manual segmentation of the aortic valve 
complex viewed from the side. (b) Voronoi skeleton of the manual segmentation. (c) Triangu-
lated mesh of the medial axis. (d) Boundary mesh (translucent) generated from the medial mesh 
(red). (e) Three views of the final template from a side (left), ventricular (center), and aortic 
(right) perspective. (LVO = left ventricular outflow). 

Multi-atlas Segmentation. To guide model fitting to a target 3DE image, a prelimi-
nary segmentation of the aortic valve apparatus is obtained by multi-atlas label fusion. 
Briefly, a collection of atlases (3DE images and labels for the aortic valve compo-
nents) is registered to a target image, first with a landmark-guided affine transfor-
mation and then diffeomorphic deformable registration. The candidate segmentations 
generated by each atlas are fused to create a consensus segmentation using the 
weighted voting method detailed in [10]. Five manually identified landmarks are used 
for registration initialization: three aortic commissures and two points marking the 
centers of the outflow tract at the level of left ventricle and the STJ. The reference 
atlas set is described in Section 2.3. 

Model Fitting. In [9], the fitting of a medially constrained parametric boundary mod-
el to a target image is implemented as an iterative closest point (ICP) surface-
matching problem. Since ICP is sensitive to initialization, deformable registration 
between the template in Fig. 2 and the multi-atlas segmentation of the target image is 
first performed to initialize the template prior to ICP surface matching. Then during 
ICP surface matching, the objective function of the constrained optimization function 
incorporates both the dissimilarity between the deforming model and target multi-
atlas segmentation, as well as irregularity of the deforming mesh. The constraints 
include the inequalities described in Section 2.1 that preserve medial linkages, as well 
as mesh quality constraints. The variables in the optimization problem are the bounda-
ry vertex coordinates, as well as additional “helper” variables (such as the unit normal 
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vector to each boundary vertex) introduced in order to make the constraints quadratic. 
Optimization is performed using the Ipopt method [11]. 

2.3 Dataset and Segmentation Evaluation 

Automated segmentation of the aortic valve apparatus was evaluated in a leave-one-out 
cross-validation on a set of transesophageal 3DE images obtained from 11 human sub-
jects with normal aortic valve morphology. These subjects underwent cardiac surgery 
for reasons unrelated to the aortic valve. The images were acquired pre-operatively with 
the iE33 platform (Philips Medical Systems, Andover, MA) using a 2 to 7 MHz matrix-
array transducer. For each subject, a 3DE image of the aortic valve at mid systole was 
selected for analysis.  The images were exported with an approximate size of 224 x 208 
x 208 voxels with nearly isotropic resolution of 0.4 to 0.8 mm. To evaluate segmenta-
tion accuracy, each 3DE dataset was segmented using the other 10 datasets as reference 
atlases for multi-atlas segmentation. The automated and manual segmentations were 
compared based on symmetric mean boundary displacement. 

3 Results 

The original boundary mesh of the aortic valve complex had 433 vertices and 866 
triangles. Fig. 3 illustrates a representative deformable model of the aortic valve (fit-
ted to the results of multi-atlas segmentation) overlaid on the corresponding manual 
segmentation. 
 

 

Fig. 3. (Left) Fitted model of the aortic valve complex (gray) overlaid on the manual segmenta-
tion (red) as viewed from the ascending aorta. (Right) Cross-sections of the 3DE image of the 
aortic valve with the manual segmentation in red and the model fitting in green. Overlap of the 
manual and automated segmentations is shown in blue. (RC = right coronary cusp, NC = non-
coronary cusp, LC = left coronary cusp). 

The mean boundary displacement (MBD) between the manual segmentations and 
the deformable model fitted to the results of multi-atlas segmentation was 0.6 ± 0.1 
mm. The MBD and the mean difference in the radial thickness are shown in color on 
a mean model of the aortic valve in Fig. 4. For reference, the MBD between the  
manual segmentations and the deformable models fitted directly to the manual seg-
mentations was 0.4 ± 0.03 mm, and the MBD between the manual and multi-atlas 
segmentations without any model fitting was 0.6 ± 0.1 mm.  



202 A.M. Pouch et al. 

 

Fig. 4. Mean boundary displacement (top row) and mean difference in radial thickness (Rdiff, 
bottom row) are displayed in color on a mean model of the aortic valve complex. The valve is 
shown from three viewpoints: aortic (left), side (center), and ventricular (right) perspectives. 
(LC = left coronary, NC = non-coronary, RC = right coronary, STJ = sinotubular junction, 
LVO = left ventricular outflow). 

4 Discussion 

This study is the first to demonstrate that deformable medial modeling can effectively 
represent an anatomical structure with a branching medial topology in a way that 
adheres to Blum’s original definition of the medial axis. By preserving the branching 
configuration of the medial axis during model deformation, the method produces 
patient-specific anatomical shape representations that have inter-subject point corre-
spondences and can be statistically compared in a straightforward manner. The meth-
od extends the utility of medial modeling for medical image and statistical shape 
analysis since many structures in the human body have complex geometries that can-
not be represented in terms of a non-branching morphological skeleton.  

The aortic valve has a branching medial geometry that is well suited for the deforma-
ble modeling paradigm proposed in [9]. To assess the ability of the deformable medial 
model to capture this complex geometry, the model was fitted directly to the 11 manual 
segmentations and the MBD was computed. The resulting MBD of 0.4 ± 0.03 mm 
demonstrates that the medial model can indeed capture the shape of the aortic valve 
apparatus. The MBD between the manual segmentation and the medial models fitted to 
the results of multi-atlas segmentation (0.6 ± 0.1 mm) was on the order of one voxel. 
The similarity of the multi-atlas and manual segmentations (without model fitting)  
was nearly identical, suggesting that improvements in multi-atlas segmentation could 
enhance the accuracy of deformable medial modeling. The advantage of a medial repre-
sentation over the multi-atlas segmentation alone is that the model identifies landmarks 
and facilitates statistical comparison of shape features such as thickness.  

The manual versus automatic segmentation comparison in this study is on par with 
one of few studies on automatic aortic valve segmentation in 3DE images, wherein 
the authors report an MBD of 1.54 ± 1.17 mm [1]. As shown in Fig. 4, the localized 
MBD is uniformly low across most of the sinus segments and cusps, with the largest 
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error occurring at the STJ. This localized error is not surprising, since the STJ is an 
anatomical boundary rather than an intensity-based boundary in the 3DE image. 
While this study is a proof of concept of the branching medial modeling framework 
proposed in [9], future work will focus on the clinical application of medial modeling 
of the aortic valve apparatus, including image segmentation of pathological cases and 
of the valve at multiple time points in the cardiac cycle.  
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Abstract. Computational models of cardiac electrophysiology are being
investigated for improved patient selection and planning of therapies like
cardiac resynchronization therapy (CRT). However, their clinical appli-
cability is limited unless their parameters are fitted to the physiology of
an individual patient. In this paper, a method that estimates spatially-
varying electrical diffusivities from routine ECG data and dynamic
cardiac images is presented. Contrary to current methods based on inva-
sive electrophysiology studies or body surface potential mapping, our
approach relies on widely available 12-lead ECG and motion informa-
tion obtained from clinical images. First, a map of mechanical activa-
tion time is derived from a cardiac strain map. Then, regional electrical
diffusivities are personalized such that the computed cardiac depolariza-
tion matches both the mechanical activation map and measured ECG
features. The fit between measured and computed electrocardiography
data after model personalization is evaluated on 14 dilated cardiomy-
opathy patients, exhibiting low mean errors in terms of the diagnostic
ECG features QRS duration (0.1 ms) and electrical axis (10.6◦). The pro-
posed regional approach outperforms global personalization when 12-lead
ECG is the only electrophysiology data available. Furthermore, promis-
ing results of a preliminary CRT study on one patient demonstrate the
predictive power of the personalized model.

1 Introduction

Heart failure (HF) is a major cause of death in the western world (4-year sur-
vival rate of 50% [1]). Approximately 25% of HF patients are affected by a
left bundle branch block, an obstruction in the cardiac conduction pathway,
which decreases the speed of the electrical wave in the left ventricle [2]. Irreg-
ular mechanical activation of the myocardium is among its consequences. For
patients with a prolonged QRS complex (QRS ≥ 120ms) and low left ventricular
ejection fraction, cardiac resynchronization therapy (CRT) is a well-established
c© Springer International Publishing Switzerland 2015
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treatment [3]. CRT consists in implanting electrodes into the heart to pace the
myocardium artificially and ”resynchronize” cardiac contraction. However, 25-
30% of patients do not respond to CRT. Hence, more adequate patient selection
and therapy planning is required [3]. Combining medical imaging with compu-
tational modeling of the heart could provide new tools towards this goal.

To that end, computational models of cardiac electrophysiology (EP) are
being investigated. Recent developments enable fast EP computation when cou-
pled with phenomenological models of the cardiac action potential [4,5]. How-
ever, model personalization, i. e. adjusting model parameters so that the model
output fits clinical data of an individual patient, is a sine qua non for clinical
applicability. Comprehensive and spatially-dense EP information can be gath-
ered by invasive endocardial mapping or body surface potential mapping [6,7].
However, these measurements are often not available for diagnosis or disease
monitoring purposes. Therefore, methods of personalizing EP models from rou-
tinely acquired 12-lead ECG have been proposed recently [8]. Due to the sparsity
of the data, these approaches focus on the estimation of global parameters (one
diffusion value per ventricle). As a consequence, complex pathologies like local-
ized bundle branch blocks cannot be captured precisely.

Evidence is growing that irregularities in mechanical activation are related to
abnormal electrical activation [9] and that indicators derived from such
irregularities may be predictive for CRT outcome [10]. In order to measure
mechanical activation, methods for quantifying myocardial strain from magnetic
resonance images (MRI) have been developed [11]. The basic concept is to track
the myocardium over time and compute the strain tensor from the estimated
deformation field. This information can be used to estimate electrical activation
patterns non-invasively [12].

In this paper, a method that estimates spatially-varying electrical diffusivity
from ECG and strain maps is presented. While ECG provides global information
of cardiac electrophysiology, strain maps are used to identify regional abnormal-
ities. Mechanical myocardial activation is computed to identify the location of
a block in the conduction system. Then, electrical diffusivity is estimated such
that calculated ECG features match the measurements while the electrical depo-
larization pattern respects the block. The method is evaluated on 14 dilated
cardiomyopathy patients, showing a significant improvement over global fitting
in terms of goodness of fit between measured and simulated ECG features. Fur-
thermore, the predictive power of the model is evaluated on one patient who
underwent CRT, where better prediction accuracy is observed when using the
proposed regional personalization compared to the global method.

2 Method

The workflow of our method is illustrated in Fig. 1. A mechanical activation map
of the left ventricular myocardium is derived from Cine MRI, from which a line of
block is localized (Sec. 2.1). The images are further used to create an anatomical
heart model. Cardiac EP is calculated and the electrical potential propagated to
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Fig. 1. Workflow of proposed cardiac electrophysiology personalization framework

the torso, where 12-lead ECG tracing is derived (Sec. 2.2). Eventually, the model
parameters are personalized within a non-linear inverse optimization framework
using clinically measured ECG data and the block information (Sec. 2.3).

2.1 Computation of Mechanical Activation Time

Mechanical activation time maps of the left ventricle (LV) are computed from
short axis Cine MRI in four steps: i) left ventricular myocardium segmenta-
tion, ii) 2-D, slice-based myocardium tracking, iii) strain computation and iv)
mechanical activation map calculation, as described below.

Myocardium Segmentation. The LV volume is automatically segmented on
the 2-D slices using a 2-D+time algorithm [13]. First, the LV blood pool is auto-
matically localized using temporal Fourier transform and isoperimetric clustering
to find the most compact and circular bright moving object in the slices. Then,
the myocardium boundaries are extracted using a shortest path algorithm in
polar space. Temporal consistency is enforced by the backward and forward
fields of an inverse consistent deformable registration. For each slice, all frames
are registered to a reference frame at end-diastole. Contour sets are generated
by successively segmenting each frame and propagating the contours to all the
other frames. The best contour set is chosen as the final segmentation.

Myocardium Tracking. Deformable image registration is performed using an
inverse consistent diffeomorphic algorithm [14]. The registration computes a
dense deformation field between any two frames in a slice without having to
register every possible pair of frames explicitly. To that end, the inverse consis-
tency of the registration is exploited. The deformation field between frames fj
and fk is obtained by compounding the deformation field between frame fk and
f1 at end-diastole and the inverse deformation field between frames fj and f1.
All frames fi are registered to f1 yielding the deformation fields Φi.
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Strain Computation. The Lagrangian strain tensor E is derived from Φi

according to E = 1/2(∇Φi+∇ΦT
i +∇Φi∇ΦT

i ). Computing the norm of the prin-
cipal strain (eigenvectors of E) with the largest eigenvalue for every myocardium
pixel in every frame yields a spatially and temporally resolved map of LV strain.
Basal and apical slices are excluded from the subsequent analysis due to insuf-
ficient image quality.

Mechanical Activation Map. Afterwards, a polar map of mechanical activa-
tion is computed from the strain maps. More precisely, the LV is represented
as a circle divided into 120 circumferential segments (Fig. 3, right panel). For
each segment the strain is averaged across the myocardium. A polar strain map
is computed for each time frame. Then, the time to peak of principal strain
is identified per segment as the time of mechanical activation. Finally, median
filtering is applied to remove outliers due to noise.

In a subject without block in the conduction system, the mechanical acti-
vation propagates uniformly from the septum to the lateral wall, i. e. the latest
activated segment is at the lateral wall. However, if there is a block in the con-
duction system, the latest activated segment is shifted towards the septum, i. e.
the myocardium does not contract uniformly. As shown in Fig. 1 (”Block”), the
position of the line of block in the myocardium is described by an circumfer-
ential angle ξ (with respect to the long axis of the heart). The extent of the
block is defined by an angle β. A voxel is considered to be inside the block if its
circumferential angle is in a certain range Ω around ξ. In our experiments, we
set Ω = [ξ − 0.5β; ξ + 0.5β].

2.2 Forward Model of Cardiac Electrophysiology

A fast cardiac electrophysiology model based on the lattice Boltzmann method is
employed [4]. First, the heart is segmented automatically from MRI images by a
data-guided machine learning algorithm [15]. A rule-based model of myocardial
fiber architecture (fiber angles vary linearly from epi- to endocardium: from -40◦

to 65◦ [16]) is calculated in order to take anisotropy into account. This can be
advanced without any modification by using fiber atlases (a sensitivity analysis
is ongoing). Trans-membrane potentials are calculated according to the Mitchell-
Schaeffer model [17], which is solved efficiently using the LBM-EP method [4].

The conduction velocity is governed by electrical diffusion parameters. Three
domains with different diffusivities c are considered in the model, as pictured
in Fig. 2: the slow-conducting myocardium (cmyo) and the fast-conducting left
and right ventricular endocardia (cLV and cRV ). Afterwards, the potentials are
mapped to a torso atlas using the boundary element method [4], and the 12-
lead ECG is calculated. Therefrom, important clinical ECG features, namely
the duration of the QRS complex ΔQRS and the electrical axis αEA, are derived
automatically.
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Algorithm 1. Regional EP Personalization
Require: Initial diffusivity cinit

myo, c
init
LV , cinit

RV and block parameters ξinit, βinit

1: κ0 = arg minκ dQRS

(
κ · (cinit

myo, c
init
LV , cinit

RV )
)

2: (c0myo, c
0
LV , c0RV ) = κ0 · (cinit

myo, c
init
LV , cinit

RV )
3: for i = 1 to i = N do
4: (ci∗

LV , ci∗
RV , ξi) = arg mincLV ,cRV ,ξ (λ · dQRS(cLV , cRV , ξ) + dEA(cLV , cRV , ξ))

5: βi = arg minβ (λ · dQRS(β) + dEA(β))

6: κi = arg minκ dQRS

(
ci−1

myo, c
i∗
LV , ci∗

RV

)
7: (ci

myo, c
i
LV , ci

RV ) = κi · (ci−1
myo, c

i−1
LV , ci−1

RV )
8: end for
9: return Personalized EP parameters cN

myo, cN
LV , cN

RV , ξN , βN

2.3 Electrical Diffusivity Estimation

If the mechanical activation map shows an irregular pattern, i. e. the location
of the latest contraction is significantly moved towards the septum, a block in
the conduction system is considered and defined as a new domain in the EP
model. Its position and extent are described by two angles ξ and β (Sec. 2.1).
The diffusivity of the endocardial tissue inside the block region is set to the
low myocardial diffusivity cmyo because the electrical wave propagates over the
myocytes if the conduction pathways are obstructed.

The block region enables regional manipulation of the electrical wave propa-
gation by targeted deceleration. The block position is estimated from the mechan-
ical activation maps (Sec. 2.1). Then, the diffusivities cmyo, cLV and cRV and
the block parameters ξ and β are personalized such that the calculated ECG
features match the measurements ΔQRS,m and αEA,m. This is achieved by non-
linear inverse optimization using BOBYQA, a robust gradient-free optimization
technique [18]. First, a factor κ for the diffusivities c is optimized, as in [8].
Secondly, cLV , cRV and ξ are optimized. Thereby, ξ is refined inside a range
of ± 45◦ around the position estimated from the mechanical activation maps to
cope with inaccuracies in block localization. The diffusivity of the block region
stays equal to cmyo. In the next steps, β and κ are optimized. These three steps
are iterated (convergence typically after N = 3 iterations). The errors of the
calculated ECG features are described by dQRS(Ψ) = (ΔQRS,m − ΔQRS(Ψ))2

and dEA(Ψ) = (αEA,m − αEA(Ψ))2, where Ψ denotes model input parameters.
The weighting factor λ is chosen to cope with distinct units. All optimization
steps (arg min) are initialized with the previously estimated parameters. The
personalization workflow is sketched in Algorithm 1.

3 Experiment and Results

Experimental Setup. For experimentation, 14 dilated cardiomyopathy (DCM)
patients who showed irregular contraction patterns in the estimated mechanical
activation maps were selected. Tracked myocardium contours are presented in
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Fig. 2. Left Panel: Electrophysiology domains. Right Panel: Tracked endo- and epi-
cardial contours (left ventricle) over time, showing good agreement to the image data.

Fig. 3. Left panel : Principal strain of an example segment over time. The time of the
peak is assumed to signify mechanical activation. Right panel : Polar map of mechanical
activation (LV) with irregular contraction pattern and identified block location.

Fig. 2, right panel. The temporal changes in principal strain of an example sec-
tor of one patient are shown in Fig. 3, left panel. Fig. 3, right panel illustrates
the mechanical activation map computed from the Cine MRI for a patient with
block in the conduction system.

Personalization Performance. EP model personalization with the proposed
regional approach was compared against a global state-of-the-art method that
relies on 12-lead ECG only, similar as in [8]. The proposed approach differs from
the global method only by the incorporation of the block (Algorithm 1, Lines 4
and 5). The output of the personalized models was compared to clinical mea-
surements. Clinically plausible acceptance ranges were defined for both ECG
features: εQRS < 10ms and εEA < 20◦. Both approaches captured ΔQRS well
with maximum errors of less than 1 ms. The average error of our method for αEA

was 10.6◦ ± 20.0◦, which is well within the acceptance range. Using the global
method, the average error was about twice as large: 21.9◦ ± 33.8◦. In Tab. 1,
the computed αEA of both methods are compared to the measurements for each
individual patient. According to the acceptance criteria defined above, αEA was
matched for 11 patients using our regional approach and only for 10 patients
using the global approach. As a conclusion, the proposed regional approach can
significantly improve EP model personalization over state-of-the-art global meth-
ods in terms of goodness of fit between measured and simulated ECG features.
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Table 1. Measured and computed electrical axis (in degrees) using our approach
(”Regional”) and a state-of-the-art approach (”Global”), see text for details. Values
that are outside of the acceptance ranges are highlighted in bold print.

Patient Measured Regional Global Patient Measured Regional Global

1 -99 -63 -99 8 57 57 56
2 -3 -6 -3 9 90 89 -172
3 -40 -42 -40 10 -17 22 24
4 112 112 112 11 21 21 19
5 -15 -15 -15 12 45 45 26
6 32 -31 -39 13 60 60 -9
7 -12 -12 -12 14 -12 -16 -16

Predictive Power. After fitting the model to preoperative data using the pro-
posed regional approach on the one hand, and the global approach on the other
hand, CRT lead placement and programming were mimicked in silico for an LV
and an RV pacing scenario on the employed model in order to evaluate its pre-
dictive power. The experiments were conducted on one CRT patient (Patient 14,
Tab. 1), for whom pre- and postoperative ECG data were available. The out-
come was compared to the postoperative measurements (ΔQRS,post, αEA,post):
(149ms,−13◦) and (176ms,−40◦) for LV and RV pacing, respectively. Results
show that while QRS prediction performs similarly well for both personaliza-
tion methods and both pacing scenarios, for LV pacing the regional method
(147ms,−25◦) predicted the change in electrical axis better, meeting the defined
acceptance criteria, while the global method (149ms,−54◦) failed. RV pacing
predictions were similar for both personalized models, as only the left ventricle
is affected by the block estimation with little impact in RV pacing scenarios. The
regional method predicted (177ms,−52◦) and the global method (175ms,−50◦),
both well within the defined acceptance ranges. This preliminary CRT study
suggests that our personalization framework could improve the ability of the
model to predict CRT outcomes, which is an important result towards clinical
applicability of computational cardiac models.

4 Discussion and Conclusion

This work presents a novel method to estimate regional electrical diffusivity
from dynamic cardiac images and 12-lead ECG. The underlying assumption is
that abnormalities in mechanical activation time are related to conduction sys-
tem failure. Thus, we incorporated that knowledge in a gradient-free estimation
framework. It can be used with any electrophysiology model or solver. Further-
more, our approach relies on data that is acquired non-invasively and is widely
available, in contrast to other state-of-the-art methods. Results on 14 DCM
patients showed that our approach achieves promising goodness of fit between
measured and calculated ECG features. However, the personalization fails on 3
cases due to mismatched electrical axis. This could be caused by imprecise ECG
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lead positioning or the presence of complex pathologies which the model is not
capable to capture. Hence, the next step will be to include further regionality in
the personalization to allow the model to adapt to a larger variety of patholo-
gies. Furthermore, the predictive power of the model will be evaluated more
extensively in the future as soon as additional CRT cases are at our disposal.
Moreover, fiber architecture can be modeled close to the real physiology once in
vivo diffusion tensor imaging (DTI) data are available.
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Abstract. Accurate and stable positioning of the ablation catheter tip
during the delivery of radiofrequency impulses in cardiac electrophysi-
ology remains a challenge due to the endocardium motion from multi-
ple sources (cardiac cycle and respiration) and inevitable slippage of the
catheter tip. This paper presents a novel ablation catheter guidance frame-
work during electrophysiology procedures. Catheter tip electrode position
readings from intraoperative electroanatomical data are used to decou-
ple tip motion from different motion sources as part of the pre-ablation
mapping. The resulting information is then used to determine if there is
relative slippage between the catheter tip and endocardial surface and is
shown as a probability map for online decision support of the ablation pro-
cess. The proposed decomposition method and the slippage assessment
were performed on a retrospective cohort of 19 patients treated for ven-
tricular tachycardia (13 cases) or atrial fibrillation (6 cases) and were also
validated on artificially generated signals.

1 Introduction

Cardiac rhythm disorders are a major cause of sudden death worldwide, with
atrial fibrillation and ventricular tachycardia being the most prevalent [1]. Glob-
ally, atrial fibrillation alone affects 33.5 million people and its related deaths
doubled between 1990 and 2010 [2]; nevertheless, many patients are treated
before the condition becomes critical.

One of the treatment options available is the ablation of the sources or paths
for ectopic impulses under guidance from the CARTO system (Biosense Web-
ster, Diamond Bar, CA, USA) which gives electroanatomical information from
reference and mapping/ablation catheters, triggered at sparse points in the car-
diac cycle. However, each patient still requires an average of 1.3 procedures
with a 70 % success rate [3], among the causes being the lack of patient-specific
dynamic guidance for both the scar development during ablation and the cardiac
wall motion at the desired ablation point [4]. The motion of the cardiac wall,
as well as the blood flow in the endocardium near the vessel wall, can cause

c© Springer International Publishing Switzerland 2015
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slippage of the ablation catheter tip which can be over 12 mm in 2.5 s (Fig. 1a),
as measured from electroanatomical data used in this work. Such slippage may
result in ablation lesions not originally planned by the interventional cardiol-
ogist and in repeated procedures for the patient. Although there are certain
procedures where sliding along the endocardium is desired during ablation, the
present study assumes focused ablation of an endocardial point.

Fig. 1. (a) The cardiac chambers (RA – right atrium, RV – right ventricle, LA – left
atrium, LV – left ventricle) with the catheter placed in the RV. Absolute catheter tip
motion can be as high as 12 mm. The red catheter shapes indicate the motion range and
the green curve is the trajectory of the ablation catheter tip. (b) Spatial distribution
of the mapping and ablation (MA) catheter sensor and electrodes.

Several approaches have been investigated to estimate the motion of the
catheter tip intraoperatively. Principal Component Analysis (PCA) has been
applied on the reference catheter shape vectors extracted from fluoroscopy images
[5]. Other image-based approaches proposed include 2D tracking of the inter-
ventional reference catheters [6], which was also extended to 3D under epipolar
constraints [7]. While these methods are able to track the motion, they depend
on X-ray fluoroscopy, whose use is avoided due to radiation exposure.

The respiratory and cardiac motions have also been estimated from 3D elec-
troanatomical mapping datasets. Roujol et al. [8] simplified the motion model by
removing the two signals from fixed frequency bands after analysing the catheter
tip position in the Fourier domain. Another recent approach fitted a model of
motion to the catheter tip by instantiating a bilinear atlas of patient-specific
shapes and deformations [9]. These methods, however, need a good spread of
the recorded points on the endocardium in order for the instantiation to have a
small error.

This paper proposes a method for online assessment of ablation catheter tip
contact with the endocardium based on recordings of catheter tip position. A
probabilistic slippage map of the catheter tip with respect to the endocardium
is provided for online guidance of the ablation catheter, allowing the operator to
adjust the catheter, should slippage occur. Validation of the proposed method
was performed on 19 data sets from patients treated for ventricular tachycardia
and atrial fibrillation, as well as on artificially generated mixed signals.
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2 Methods

2.1 Data Acquisition

Simulated Data with Known Ground Truth. Artificial data sets of 3D
signals with their first order derivatives were generated in order to simulate 29
respiratory frequencies, (12...40) min−1, and 96 different starting points of the
recording relative to the respiratory cycle length, i.e. 96 different phase shifts,
(0...95) %. It was assumed that the cardiac and respiratory components follow
phase-shifted sine waves with amplitudes of 5 and 20 mm, respectively. A linear
drift of 2 mm/s, accounting for a slip of 5 mm in 2.5 s, was added to the 3D
signal. No noise was added, as the real signals were smoothed with an average
filter in the preprocessing step of the decomposition method.

Patient Studies. For the patient studies, data from a Navistar MA catheter
were used (Fig. 1b). The sensor at the tip records the electrocardiogram (ECG)
as well as the 3D position. Additionally, the 3D positions of the other four elec-
trodes on the MA catheter and the first order derivatives of all signals were used
for motion decoupling. All signals were linearly interpolated to generate 2500
time stamps. The intraoperative data comprised 19 studies from 13 ventricular
tachycardia and 6 atrial fibrillation patients, each with a different number of
mapping points. The ECG recordings were used to remove the mapping points
acquired during arrhythmic episodes, i.e. cardiac period under 600 ms, as it was
assumed that the ablation will be performed during episodes of normal heart
beat so that the contact with the wall is more easily maintained. The number
of normal sinus mapping points per study ranged from 10 to 63.

2.2 Motion Decoupling

Multivariate empirical mode decomposition (MEMD) [11] was used to decouple
the three-dimensional position signals of the MA catheter sensor and electrodes.
The method sorts the zero-mean components, called intrinsic mode functions
(IMF), in descending order of their number of local extrema, which in the case
of periodic events, such as cardiac and respiratory displacement, is equivalent to
sorting them by the signal frequency (amplitude and frequency modulation of
the mixed input signal).

In the original empirical mode decomposition (EMD) [10], the IMFs have a
physical meaning in the original mixed EEG signal. Analogously, the component
with the least number of local extrema showing the general trend in the signal
must have a physical correspondence in the relative slippage. The next in peri-
odicity was identified as the respiration, followed by the cardiac motion. Eq. (1)
shows the composition of the mixed signal assumed by the MEMD algorithm,
with x, y, and z being the original signals from the sensor and the four electrodes
over 2.5 s, M the number of decomposed IMFs, am,k the amplitude value which
modulates the oscillation vector Ψm of the m-th IMF at time stamp k, and r
the residual trend vector for each channel.
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⎡
⎣xk

yk

zk

⎤
⎦ =

M∑
m=1

am,kΨm,k + rk, k = 1..2500 (1)

The simultaneous decomposition with MEMD as compared to the single-
channel EMD ensures not only the same number M of independent IMFs in all
channels, but also their alignment in the frequency domain. EMD, the single-
channel decomposition method, for a variable x can be summarised in the fol-
lowing steps [10,12]:

1. Find the local extrema of x.
2. Perform spline interpolation between the local minima and local maxima,

respectively, thus generating two envelope signals.
3. Calculate the mean m(t) of the two envelopes.
4. Subtract m(t) from x(t) to obtain a candidate for IMF. d(t) = x(t)−m(t) is

an IMF if it has a zero mean and the number of zero crossings and extrema
are equal or differ by one.

5. If d(t) does not satisfy these two criteria, x(t) = d(t) and reinitialise the
algorithm.

6. If d(t) is a valid IMF, x(t) = x(t) − d(t) and restart the algorithm.
7. Run the algorithm until x(t) (the residual) becomes a monotonic function.

The multivariate extension computes the mean in the multidimensional space
by first generating a Hammersley sequence for projecting the 30-dimensional
sequence (one sensor and four electrodes, each with three dimensions and their
derivatives) onto certain directions. The means are calculated for the projection
signals and then subtracted as in the one-dimensional algorithm [11].

2.3 Probabilistic Model

A Dynamic Bayesian Network was used to model the conditional dependency
of the ablation catheter tip (Tip) on the cardiac motion (C), respiration (R),
and slippage (S), in a probabilistic framework (Fig. 2). In a single step, Tip was
the observed variable as measured by the electromagnetic position sensors, while
the other variables were extracted using MEMD. P (S|Tip,C,R) in an intercausal
reasoning approach and the interstate dependencies P (R’|S,R) and P (C’|S,C)
were computed from a Gaussian Mixture Model trained on the slippage and the
MA catheter tip position.

3 Results

Simulated Data with Known Ground Truth. Results from the artificial
data sets are shown in Fig. 3. Both amplitude and frequency can be recovered
in the respiratory signal with an error of under 10 % in the case of a respiratory
rate between 12 and 30 min−1, which is the normal respiratory rate in adults.
The starting point of the recording interval relative to the respiratory cycle does
not influence the recovery. The cardiac signal extraction for these cases yielded
a mean amplitude error of 9.33 % and a mean frequency error of 11.73 %.
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Fig. 2. Conditional dependency of the ablation catheter tip (Tip) on the cardiac motion
(C), the respiration (R), and the slippage (S). Squared variables are observed, circled
variables are unknowns. P (S|Tip,C,R) is sought.

Fig. 3. MEMD respiration recovery using simulated data with known ground truth.
The jagged contours indicate that there are some combinations of phase shift and
respiratory rate for which the decomposition is either slightly better or worse than the
trend.

Patient Studies. MEMD was applied to each sinus mapping point of the 19
studies. Fig. 4 shows the original catheter tip position recording, followed by the
relative slippage and the respiratory and cardiac components for each axis and for
four different points around a mapped right ventricle. The slippage accounted for
the biggest motion of the catheter tip, exhibiting as a constant drift in the least
periodic IMF. The second component was the respiratory motion, identified as
the IMF next in frequency. Finally, the third factor was classified as the cardiac
component due to its periodicity compared to the ECG. The relative error in
the estimated heart rate (HR) was assessed (Fig. 5).

A Gaussian Mixture Model was trained on each set of mapping points, giving
the conditional dependency P (S|Tip,C,R) as a normal distribution. Fig. 5 gives
an overview of several study-specific values, including the maximum absolute
slip in mm and the probability of this maximal relative slip. The heart rate error
was higher for faster ECGs, at the arrhythmic border of the 600 ms period. In
addition, two other probabilities were computed from the conditional dynamic
network, estimating the recovery of the cardiac and respiratory motion after a
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Fig. 4. Components extracted from 4 mapping points in one ventricle and the location
of the points within the anatomy

Fig. 5. (a) Relative heart rate error of the recovered cardiac motion compared to ECG,
(b) Mean relative tip motion with respect to the endocardium, (c) Probability of slip-
page given the tip position, the cardiac motion and the respiration, (d) Probabilities
of recovering the cardiac and respiratory components after slippage from the old endo-
cardium point with a C-R motion to a new endocardium point C’-R’

slip of the catheter tip to a new endocardial point moving on different cardiac
(C’) and respiratory (R’) waves.

Finally, Fig. 6 shows a visual indication of the probability of slippage at the
mapping points in contact with the catheter tip when the electrode position and
the cardiac and respiratory components are known. Additionally, the maximal
expected slippage is shown. This combined information is able to provide the
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Fig. 6. Example of probabilistic maps of slippage with the radius of the sphere showing
the maximum slippage computed over 2.5 s. The sphere is a real-size expectancy of
relative slippage which may occur with the probability coded in the colour.

operator with online decision support of the ablation process and may influ-
ence the adjustment of the ablation point, force, or the use of robotic catheter
stabilisation.

4 Discussion and Conclusion

MEMD provides an initial solution to the source decomposition problem in a sim-
plified scenario of intracardial motion due to its suitability to decouple periodic
signals from monotonic drifting trends. However, because of the short acquisi-
tion time of 2.5 s for each mapping point, the MEMD algorithm failed to decom-
pose the signal into three clear physiological components when the respiratory
sequence was a monotonic function. In this case, the method added the respi-
ratory motion in the observed time interval to the monotonic relative slippage.
Out of 517 sinus mapping points analysed with the decomposition method, in
183 cases the respiration could not be decoupled from the relative slippage. The
outcome can be potentially improved with respiratory gating or by adding a
full-period respiratory sequence as an additional channel to the algorithm.

Nevertheless, the source separation provided a good starting point for the
novel probabilistic guidance. With an average of 27 mapping points per study,
the trained Gaussian Mixture Model computed a reliable distribution of condi-
tional dependencies. Significant information could be gained from the intercausal
inference based on the known cardiac motion and respiration, i.e. P (S|Tip,C,R).

In conclusion, a new method for the assessment of intracardiac ablation
catheter motion by incorporating probabilistic estimation of the relative slip-
page from the moving endocardium was proposed. The method also provides a
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new intraoperative visualisation tool to guide the surgeon during the ablation, to
facilitate the stabilisation of the catheter tip in a robotic framework, and finally
to select the optimal ablation point with a lower probability of drift over the
planned ablation period.
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Abstract. Atrial fibrillation (AF) is the most common cardiac arrhyth-
mia. Pulmonary vein isolation (PVI) by catheter ablation is a corner-
stone treatment of paroxysmal AF. Low success rates are mainly due to
reconnecting tissue. Local myocardial wall-thickness (WT) information
is missing; lesion transmurality is impossible to estimate. WT informa-
tion can be obtained from pencil beam high-resolution MRI, a time-
consuming protocol. To reduce scan time, automatic selection of regions
of interest is proposed. We developed a left atrial target probability model
for paroxysmal AF ablation, based on intraprocedural ablation targeting
data of fifteen patients, to support the selection of these regions. A com-
mon mesh serves as a reference for registration of the electroanatomical
meshes and ablation targets using landmark registration and the Iterative
Closest Points algorithm. This is followed by projection of the ablation
targets onto the mean mesh model, closure of isolated ablation voids on
the surface and Gaussian smoothing of the probability distribution.

The final probability distribution clearly shows PVI contours as sug-
gested in the consensus statement by European associations. The right
inferior pulmonary vein (RIPV) shows a lower ablation probability, which
may be due to limited maneuverability of the ablation catheter and the
proximity of the RIPV ostium and the transseptal puncture, where the
catheter enters the left atrium.

Keywords: Atrial fibrillation · Left atrium · Catheter ablation · Pul-
monary vein isolation · Statistical modeling

1 Introduction

Atrial fibrillation (AF) is the most common cardiac arrhythmia causing chaotic
contraction of the atrium. AF becomes more prevalent with age [1], is frequently
associated with atrial remodeling and fibrosis, and causes loss of atrial muscle
mass, the severity of which reflects the duration of preexisting AF [2].
c© Springer International Publishing Switzerland 2015
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AF is classified based on the presentation and duration. Five types can be
distinguished [3]. First diagnosed AF refers to patients who are first diagnosed
with AF, irrespective of the duration. Paroxysmal AF is self-terminating, usually
within 48 hours. Persistent and longstanding persistent AF refer to AF which
lasts longer than 7 days and a year respectively. Finally, permanent AF refers to
AF the patient has accepted and without pursued rhythm control interventions.

Catheter ablation is considered an established therapeutic alternative to
antiarrhythmic medications for paroxysmal and persistent AF patients. Abla-
tion of isolated points or small regions with fractionated potentials has been
shown to be effective in both paroxysmal and chronic AF [4]. Since no single
ablation technique is optimal for any AF mechanism, many elements of all tech-
niques are often incorporated ad-hoc. However, depending on the type of AF,
different lesion sets are devised; paroxysmal AF is commonly treated by pul-
monary vein isolation (PVI), the creation of circumferential lesions around the
PV ostia [5]. Clinical success rate of PVI at 5-year follow-up as low as 46% for
single procedure intervention has been reported, which increases to 79% after at
most three interventions [6]. Recovered PV conduction was found in 66 – 94%.

The success rate of PVI is dependent on accurate lesion placement, knowl-
edge about the substrate and local wall-thickness. Intervention guidance systems
include atrial anatomical information to improve lesion placement accuracy [7],
while knowledge about the substrate can be obtained from fibrosis mapping [8].
Local atrial wall-thickness information is still missing. Therefore, it is impossible
to know whether a placed lesion is transmural and electrically contiguous other
than by continuing ablation until electrical blockage has been achieved. Whether
this blockage is permanent or temporary is hard to tell immediately. Despite
efforts to create contiguous transmural lesions, gaps are common [9]. Tissue
recovering from temporal electrical block causes recurrences. Transient circum-
ferential PVI may be caused by edema and inflammation induced by ablation,
temporarily closing dormant conduction gaps [6]. Recurrences generally occur
due to reconnecting tissue at PV ostia [10].

Motivations for creating an ablation probability model for paroxysmal AF
are:

– for use in biophysical modeling of AF to predict likelihood of reconnection and
to predict successful ablation strategies;

– to support region of interest (ROI) selection in pencil beam wall thickness
imaging with MRI [11];

– to separate fibrotic lesions due to ablation from those due to AF;
– to support patient-specific ablation strategy planning and annotation;
– to study variations in ablation patterns between different centers;
– to drive robot-based ablation [12].

For biophysical modeling of AF knowledge of the local wall-thickness is
crucial.
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To assess atrial wall-thickness, segmentation of both endo- and epicardial walls
are required. Pfeifer et al. proposed a combination of an AAM for blood pool seg-
mentation and a morphological thresholding operation for the epicardium, based
on MRI data [13]. Alternatively, an active contour approach was presented based
on zoomed CT reconstruction [14]. However, the intrinsic contrast between muscle
and fat tissue – which characterizes the epicardial atrial border for a large part – is
very weak in CT. Since MRI is known for its superior soft-tissue contrast and the
atrial wall thickness may vary between 1 and 4 mm [15,16], a high resolution MRI
sequence has been developed recently [11]. Due to pencil beam imaging, this is a
time-consuming protocol; therefore only a few smaller regions of interest (ROIs)
can be imaged. To support the selection of these ROIs, we propose to build an
ablation targeting atlas. Such an atrial surface model indicates where ablation is
performed most, based on a database of PVI cases. The most ablated regions indi-
cate the best ROIs to be imaged at high resolution. Furthermore, this model can
help in separating fibrotic lesions due to ablation from those due to AF. Finally,
strategy planning can benefit from statistical knowledge regarding ablation of sim-
ilar types of AF.

The rest of this paper is organized as follows. Section 2 introduces the
proposed method and implementation details. Section 3 presents the obtained
results. The discussion and conclusions are presented in Section 4 together with
a brief description of expected future work.

2 Method

The presented model is based only on patients with paroxysmal atrial fibrilla-
tion. We used an LA mean model mesh as a common reference for mapping and
projecting ablation targets from all study cases. This was achieved using land-
mark registration (LM) and Iterative Closest Point (ICP) affine transformation
[17]. The projected ablation targets were used to calculate target density. Hence,
an ablation target probability density function is deduced to model PVI lesion
sets, visualized on the LA mean mesh as a color encoded ablation map.

2.1 Left Atrial Mean Model

The left atrial mean model was obtained from an updated version of the whole
heart segmentation framework by Peters et al. [18]. This framework includes an
anatomical mesh model of the heart, including the four chambers and the trunks
of the aorta, pulmonary artery and pulmonary veins. The original segmentation
framework comprises a mean mesh and a number of deformation constraints
and rules to localize myocardial borders in MRI images. From this whole heart
mean mesh the left atrium was extracted to use in our ablation target probabil-
ity model. The atrial mean mesh consisted of 5265 vertices combined in 10422
triangles. Attached to the atrial mesh are the PV antra, which are approximately
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14 mm in length and 12 mm in diameter. It also includes the LA appendage, the
length of which is approximately 15 mm from the LA body.

2.2 Landmark Registration and ICP Affine Transformation

The patient-specific LA mesh (originating from an electrical mapping suite) was
registered to the mean LA mesh in two stages. In the first stage, landmark reg-
istration was employed to obtain an approximate registration. To achieve this,
corresponding landmarks were manually selected for the ostium of each pul-
monary vein and for the appendage, both on the patient mesh and on the mean
LA model. A rigid-body registration was computed minimizing errors between
corresponding landmarks in a least squares sense. In the second stage, an Iter-
ative Closest Point (ICP) algorithm [17] was used to match individual vertices
of the patient-specific LA shapes and the mean model. In this algorithm, each
vertex on one surface is matched to the closest surface point on the other mesh
(in a least squares sense) and an affine transformation is applied. This is iter-
ated to get optimal convergence of the two surfaces. Using point correspondences
established from landmark and ICP registrations, the ablation targets are then
mapped to the LA mesh as follows.

2.3 Ablation Targets Probability Density Function

Mapping Ablation Targets to Patient-Specific and Mean Model Mesh.
In the electroanatomical 3D space, individual ablation targets are transferred to
the patient-specific mesh by mapping them to the nearest vertex on this elec-
troanatomical mesh. After landmark registration and ICP, the individual abla-
tion targets defined in the 3D electroanatomical space have been transformed
to the LA mean segmentation mesh space. In this stage, each ablation target
is mapped to the closest mean mesh vertex, establishing point correspondence
between the different patient-specific ablation target sets. After mapping of the
ablation targets, those which are displaced by more than 10 mm (twice the abla-
tion catheter tip width) in both mapping stages together have been discarded.

Estimation of Ablation Probability Density. After mapping the ablation
target points to the mean mesh, certain vertices have received “votes” from the
mapped ablation targets. Due to the inherent uncertainty in the target location
both before and after mapping, every vote is copied to each of the neighbors
– up the 4th level – of the vote-receiving vertex. The average distance between
a vertex in the mean model mesh and its 4th level neighbor is comparable to
twice the width of the ablation catheter tip (approx. 10 mm). Subsequently, the
number of votes ni each vertex i has received is converted to a probability pi by
normalizing with the total number of votes.
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follow-up: 665 days follow-up: 532 days follow-up: 525 days

follow-up: 525 days follow-up: 499 days follow-up: 498 days

follow-up: 457 days follow-up: 623 days follow-up: 462 days
repeat procedure repeat procedure

follow-up: 267 days follow-up: 1563 days follow-up: 1648 days
recurrence off drugs only

follow-up: 370 days follow-up: 158 days follow-up: 983 days
repeat procedure

Fig. 1. All 15 cases in the dataset, either originating from the EnSite
TM

NavX
TM

(top
three rows) or from the CartoR© (Biosense Webster) (bottom two rows) electroanatom-
ical mapping systems. Red dots indicate the locations targeted by ablation. Green
dots show the mitral valve annulus and the location of the transseptal puncture where
the catheter goes from the right to the left atrium. Three cases on rows 3 & 5 had a
repeat ablation procedure. The last case on row 4 showed a recurrence when this patient
came off medication only, the others were considered cured or AF was suppressed using
antiarrhythmic drugs.
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Fig. 2. (left) Ablation targets before mapping. (right) Ablation targets after mapping
to the mean model surface. The size of the red dots is an indication of the number of
votes that particular vertex has received.

In the resulting probability density map, gaps may exist. Gaps are vertices
with zero probability surrounded only by vertices with a nonzero probability.
These are post-processed with a 2D median filter, replacing the zero probability
with the median probability value of all its 1st level neighbors.

Finally, the probability distribution resulting from the previous steps is
smoothed by convolution with a Gaussian kernel. Each vertex is considered a
signal point source, described by δ(x). This means the point source at vertex i
at position xi and with probability pi can be described as pi δ(x − xi). Conse-
quently, a global probability density function P (x) can be generated by summing
all local smooth probability density functions around the mesh

P (x) =
∑
i

pi δ(x − xi) ∗ 1
(σ

√
2π)3

e− x2

2σ2 .

By sampling P (x) at all vertices of the mean model mesh, a global smooth
probability distribution can be projected onto this very mesh.

3 Experiments and Results

Our ablation probability model was built from electroanatomical models and
ablation target points from fifteen paroxysmal atrial fibrillation patients; nine
originating from an EnSite

TM
NavX

TM
system and six additional cases from a

Carto R© mapping system. Of these fifteen patients, three (20%) had a repeat pro-
cedure, one (6.7%) showed a recurrence when (s)he came off medication only;
the other eleven (73.3%) did not show recurrences, meaning they were cured
or AF was suppressed using antiarrhythmic drugs. Median follow-up period was
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Fig. 3. Mapping error distributions. Mapping ablation targets from their original posi-
tion to the electroanatomical mesh (left), from the electroanatomical mesh to the mean
LA model mesh (middle) and the cumulative error (right). All points that showed a
cumulative error above 10 mm have been discarded for probability distribution calcu-
lations, and from the error distribution calculations.

1.44 years (interquartile range was 1.26 – 1.76 years; total range was 0.43 – 4.51
years). For more details on all the training data, see fig. 1.

Both mapping operations, first mapping the ablation targets from their orig-
inal positions to the respective electroanatomical meshes (NavX

TM
and Carto R©)

(see fig. 1), and second, mapping electroanatomical mesh vertices to the mean
LA model mesh by ICP (see fig. 2) introduce errors. Both error sources have
been analyzed separately and combined. The resulting error distributions are
shown in fig. 3. All points showing a cumulative error >10 mm have been dis-
carded during probability distribution calculations, and in the error distribution
calculations.

The probability distributions resulting from calculating a mapping density
only are shown in fig. 4, top row. Furthermore, the distribution resulting from fill-
ing gaps – characterized by a zero mapping density surrounded by only nonzero
mapping density mesh vertices – with the median value of the first level mesh
neighbors can been seen in fig. 4, second row. The probability distribution
resulting from propagation of the probability after the filling step along the
surface with a Gaussian kernel with σ = 0.5 mm is shown in the bottom row of
fig. 4.
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anterior view left PV view posterior view right PV view

Fig. 4. Probability distributions projected on the LA mean model mesh. Resulting
from ablation target mapping density only (top row); resulting from filling gaps in
the projected mapping by means of the median value of their neighbors (middle row);
resulting from propagation of the probability in the middle row along the surface with
a Gaussian kernel with σ = 0.5 mm.

4 Discussion and Conclusion

We have presented an ablation probability density model for the cardiac left
atrium built from the ablative treatment data from paroxysmal atrial fibrillation
patients. Ablation target data were collected from Carto R© (Biosense Webster)
and EnSite

TM
NavX

TM
(St. Jude Medical) electroanatomical mapping suites.

The resulting probability distribution clearly shows PVI contours as sug-
gested for paroxysmal AF treatment [5]. The right inferior pulmonary vein
(RIPV) shows a lower overall ablation probability than the other PVs. This
may be due to the fact that the RIPV is harder to reach with the ablation
catheter, which enters the LA through a transseptal puncture right below the
RIPV. To maximize maneuverability of the catheter in the LA in the context of
robot-based ablation, Jayender et al. [19] investigated optimal transseptal punc-
ture placement. In the future this model may also be used to drive robot-based
ablation.
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The ablation probability model can be of additional value in biophysical
modeling of AF to predict likelihood of reconnection and to predict successful
ablation strategies, to study variations in ablation patterns between different
medical centers, and to support ROI selection in pencil beam MRI wall thick-
ness imaging. Furthermore, during post-operative assessment of lesion formation,
fibrotic lesions due to ablation can be separated from those due to AF.

In future work, more patient data should be obtained to make the model
more representative of paroxysmal atrial fibrillation treatment strategies. Thus
different ablation patterns may emerge for different medical centres reflecting
their different strategies. Moreover, novel additional ablation lesion sets may be
identified, and different lesion sets may be compared by their clinical outcome.
Finally, nonrigid registration of the ablation target sets may reduce mapping
errors as shown in fig. 3, and yield even sharper ablation patterns.
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Abstract. Changes in cardiac deformation patterns are correlated with
cardiac pathologies. Deformation can be extracted from tagging Mag-
netic Resonance Imaging (tMRI) using Optical Flow (OF) techniques.
For applications of OF in a clinical setting it is important to assess
to what extent the performance of a particular OF method is stable
across different clinical acquisition artifacts. This paper presents a sta-
tistical validation framework, based on ANOVA, to assess the motion
and appearance factors that have the largest influence on OF accuracy
drop. In order to validate this framework, we created a database of sim-
ulated tMRI data including the most common artifacts of MRI and test
three different OF methods, including HARP.

Keywords: Optical flow · Performance evaluation · Synthetic database ·
ANOVA · Tagging magnetic resonance imaging

1 Introduction

Tagging MRI (tMRI) is an important imaging technique that enables detailed
motion analysis of the cardiac left ventricle (LV) [1]. Tagging MR images can be
obtained by spatially modulating the MR magnetization field [2] so that images
have a characteristic stripe or grid pattern that deforms along with cardiac tissue.
This makes it possible to track information about motion and deformation over
time, alterations of which are known to correlate with pathology [3–5].

A well-known technique to obtain motion information from image sequences
is optical flow (OF), which results in a dense motion field by minimizing an
energy functional that combines a data and a smoothness term [6]. OF techniques
have two main types of error sources: model assumptions and numerics. Model
assumption errors arise when images do not meet the expected appearance or
motion patterns, such as the brightness constancy violated by signal decay, or
c© Springer International Publishing Switzerland 2015
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flow field irregularity. Numerical errors arise from the propagation of errors in
the input data to errors in the output, e.g. signal decay or noise. Although it is
impossible to avoid these errors, as they are inherent to any real world problem,
some model assumptions, such as brightness constancy, can be modelled in the
case of tMRI by using the harmonic phase of the original signal, which is constant
over time [7–12]. Variable brightness OF has been studied in [13], where the
signal decay was modelled by including decay terms in the OF equations. Still,
resulting flow vectors can not be made error free.

Much work has been done on OF for tMRI [14–16]. However, signal decay and
noise (among others) will always influence its accuracy [17]. In order to correctly
interpret results it is, therefore, important to provide a quantitative estimate of
the impact of the most influencing factors in OF accuracy. A qualitative com-
parison of four different algorithms for automatic motion analysis of the heart
was carried out in [17]. The performance was assessed by a visual comparison
of the box-plots as a function of SNR. From that paper, one can discern that
the most stable method is the one working in the frequency domain. Still, it is
worth noting that the extent to which the methods are stable in the presence of
artifacts needs to be quantified.

In order to do so, as well as to be able to infer the OF accuracy range in
the absence of ground truth (real images), we present in this paper a valida-
tion framework using Analysis of Variance (ANOVA [18]). This tool usually
detects differences in performance, and evaluates the impact of different factors
or assumptions across methodologies used for new diagnostic scores [19]. In this
paper we do a step forward in the use of this statistical tool. We assess the per-
formance of different algorithms against several factors using a 2-way ANOVA.
In particular, we use ANOVA to evaluate the impact of clinical acquisition condi-
tions (noise, signal decay, tagging acquisition), motion patterns and the influence
on the results of the regularization built into some OF methods. The performance
has been evaluated on three OF algorithms, two Harmonic Phase Flow (HPF)
[11] implementations and HARP [7]. Our framework, presented in Section 2,
is applied to a database of synthetic tagged MR images (subsection 2.1). This
database contains realistic tagging images, which are either line tagged or grid
tagged and with several motion patterns based on a cardiac motion simulator by
Arts et al. [20]. Section 3 presents the experiments and section 4 the conclusions.

2 ANOVA Assessment of Influential Factors

The OF method best suited for a clinical application should be the one presenting
the most stable performance across the artifacts arising in that particular clinical
setting. In the context of cardiac deformation tracking, clinical settings prone
to affect OF performance include, among others, variability in image acquisition
conditions, radiological noise distorting image appearance and distorted motion
patterns due to cardiac pathologies.
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We propose to use Analysis of Variance (ANOVA) to compare the perfor-
mance of multiple OF methods and explore the impact of specific clinical con-
ditions. ANOVA’s [18] are powerful statistical tools for detecting differences in
performance across methodologies, as well as the impact of different factors or
assumptions. We can apply ANOVA in case our data consists of one or several
categorical explanatory variables (called factors) and a quantitative response of
the variable. The variability analysis is defined as soon as the ANOVA quantita-
tive score, different factors and methods are determined. The quantitative score
taken from a sampling (individuals) of the clinical data is grouped according
to such factors and differences among a quantitative response group mean are
computed. ANOVA provides a statistical way to assess if such differences are
significant with a given confidence level α.

In order to assess the impact of a given clinical setting on the performance
of several OF methods, we propose to use a 2-way ANOVA with factors given
by the OF method (denoted OF) and the clinical source of error (denoted CSE)
whose influence on OF we want to assess. The ANOVA individuals should be
defined as a random sampling of consecutive frames taken from a representative
set of sequences. The quantitative ANOVA variable should be a measure of OF
performance computed for each of the sampled frames. Such a measure could
be the pixel-based OF error summarized for the whole frame or the error in a
clinical functional score calculated from OF motion (such as strain or rotation).

The desired result of the 2-ANOVA test would be a significance in the meth-
ods factor, possibly a significance across CSE and, most important, no significant
interaction. In case of significant interaction (p−val < α), a 1-way ANOVA with
the combined OF-CSE factor should be used to detect the sources of bias. Oth-
erwise, the significance of each ANOVA factor can be correctly interpreted using
its associated p-value. In case of significant differences (p − val < α), we can
compare group factors using a multiple comparison test with Tukey correction
[21] to detect those groups that are significantly worse. In this paper we have
considered 3 different types of CSE:

– CSE1: Acquisition impact. The typical tMRI acquisition can produce
either two sequences with complementary stripes or a single sequence com-
bining both magnetic fields into a single grid pattern. The two patterns
define the CSE groups.

– CSE2: Radiological noise impact. The influence of the radiological noise
should be assessed by considering sequences with decreasing SNR. The dif-
ferent SNRS define the ANOVA groups of the CSE factor.

– CSE3: Motion impact. Finally, several kinds of pathologies should be
considered in order to assess if OF methods are biased due to regularity
assumptions or a priori models of motion. The different motion patterns
define CSE factor groups.

As a first step towards a full validation of CSE influence using clinical data,
we have simulated the above conditions using the model of cardiac deformation
and SPAMM acquisition described in what follows:
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Fig. 1. Line (L1 and L2) and grid (G) tagging images (frames 1, 5 and 12) from the
3rd slice of the set with 2D cardiac motion. Clean data is shown above and data with
noise and decay below. Arrows illustrate a sample of the ground truth.

2.1 Synthetic Image Database Construction

To test the framework described above, it is necessary to have images with a
ground truth motion field. For this purpose we defined a database of synthetic
MR images (Fig. 1), by making use of the cardiac motion simulator by Arts and
Waks [20,22]. The heart motion was modelled using their 13-parameter model
which includes radially-dependent compression, torsion, ellipticallization, shear,
rotation and translation.

The initial shape of the left ventricle was modelled as a prolate sphere. A total
number of 6.300 material points was sampled on the model and the deformation
of the initial shape is computed using a time-dependent parametric model. We
adapted the full 3D model by eliminating longitudinal motion to prevent out-of-
plane motion. Different image datasets were created restricting motion to either
rotation around the z-axis or radially-dependent contraction.

Although the model allows for slices with any orientation, we created datasets
consisting of five short axis slices sampled across the prolate sphere. Every slice
had 50 × 50 isotropic pixels and started with the longitudinal axis in the center
of the image. For construction of the images from a set of points of transformed
material coordinates with intensities, a linear interpolation approach was used.
The cardiac cycle was split into 16 frames, but this can be further sub-sampled
to account for low temporal resolution.

The datasets contained three sinusoidal SPAMM (spatial modulation of mag-
netization) [2] tagging sequences, two stripe tagging sequences (horizontal and
vertical) and a grid sequence, that were modelled with signal decay according
to [22].

The spatial period of the tagging patterns was set to 6.6 pixels. Rician noise
was added with a constant SNR of 25 over time, defined as SNR = μ

σ with μ the
mean signal and σ the standard deviation of the noise [23]. Two data variants
have been generated: images with noise and decay and clean data without noise
and decay.
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3 Experiments

In this study, we choose motion estimation errors given by OF End-point-Error1

(EE) [24] to define the ANOVA variable. Given that EE is computed for each
pixel, the ANOVA variable is the EE average: μ(EE) := 1

N

∑
EEi, with EEi

the error for each pixel and N the number of pixels. In order to account for
non-normality in the data, μ(EE) was transformed to the logarithmic scale [18].
ANOVA tests were performed at a significance level α = 0.05.

Concerning ANOVA individuals and groups, we defined them using the dataset
described in section 2.1. The CSE factor groups are given as:

– CSE1. We used the sequences without noise and decay (SNR100) and with
the full 2D motion grouped according to their tag pattern, which denoted as
grid and striped. The ANOVA individuals were taken from a random sam-
pling of 7 frames of sequences at basal, mid and apical levels. This ANOVA
should assess the impact of the grid pattern under the best possible setting
and it selects the pattern for the remaining experiments.

– CSE2. The impact of radiological noise was assessed by taking sequences
without noise and without decay, denoted by SNR100, and with decay and
the constant Rician noise added, denoted by SNR25 − D. As before, the
full 2D motion sequences with grid pattern at basal, mid and apical levels
randomly sampled define the ANOVA individuals.

– CSE3. Finally, the impact of motion bias in OF assumptions is checked
by considering 2D motion, noted by 2DF , and its decoupling into rotation,
denoted R, and contraction, denoted C, as CSE groups. Sequences were
considered with Rician noise and decay to account for conditions as realistic
as possible. This ANOVA should detect the impact of regularity assumptions
in OF computation.

The OF factor groups are three methods working on the frequency domain
and with different regularity assumptions for a fair assessment of CSE3:

– Full HPF (HPF ). Implementation of the algorithm described by Garcia
et al. in [11]. The data term is computed using the phase images of each
tagging pattern and is combined with the smoothness term using variable
weights given by the amplitudes of the Gabor filter responses.

– Constant HPF (HPFC). Adaptation of [11] with constant weights set to
0.5.

– HARP (HARP ). In-house implementation of the algorithm described by
Osman et al. in [7].

In order to avoid introducing a bias in the results, we computed harmonic phase
images for all of the input images, as described in [7]. These images were then
used as input for all OF methods.

1 EE :=
√

(U − u)2 + (V − v)2 for (U, V ) the ground truth flow field, and (u, v) the
flow field computed using a given OF to be tested.
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Table 1. ANOVA results

CSE1 CSE2 CSE3

p − OF p − CSE p − int p − OF p − CSE p − int p − OF p − CSE p − int

� 10−16 0.239 0.657 � 10−16 0.058 0.251 � 10−16 0.852 0.874

Table 1 reports the 2-ANOVA p-values for the CSE experiments: p-OF for the
OF factors, p-CSE for CSE factors, and p-int for interaction. For all experiments,
there is no evidence of significant interaction (p − int > 0.05), but there are
significant differences in OF performance (p−OF � 10−16). It follows that, OF
performance ranking is independent of the considered CSE conditions and the
most suitable OF method can be selected. Concerning the CSE factor there are
no significant differences (p − CSE > 0.05), so that all OF methods are robust
against the clinical settings considered. However, it is worth noticing that the
presence of noise causes p-values to drop so a further decrease in SNR could
affect OF performance.

In order to further explore group differences and, in the particular case of OF
significant differences, discard the worse methods, we have applied the pairwise
comparison with Tukey correction shown in Figure 2. For each factor, Figure 2
shows group mean differences represented as horizontal lines centred at the mean
(in logarithmic scale) and vertically distributed according to the factor group.
Group differences being in logarithmic scale, the more negative mean values are,
the smaller the OF error is. We observe that, for all CSE conditions, the best
OF method is HPF and the worst one HARP . Regarding the impact of CSE
conditions, although there is not enough evidence of differences, plots reveal

CSE1. Acquisition Impact CSE2. Appearance Impact CSE3. Motion Impact

Fig. 2. Pairwise comparison with Tukey correction. Results on the EE group mean
shown in logarithmic scale in the horizontal axis.
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some interesting tendencies. First, we observed that considering two sequences
with stripe lines has smaller error in OF computations. Second, OF methods
performance is better without noise and decay, as expected. Finally, there is no
difference across different motions, so that OF motion assumptions do not bias
computations.

4 Conclusions

We presented a validation framework that uses ANOVA to detect significant dif-
ferences in OF performance according to different clinical factors prone to have
a large influence in OF accuracy. Our framework has been applied to quanti-
tatively test the performance of three OF methods working on the frequency
domain (HARP , HPF and HPFC).

On the one hand, the presented experiments show that a method (HPF ) that
applies the regularity term only at areas where phase is not reliable performs
better than the one using a global regularity constraint (HPFC). Experiments
also show the need for the regularity term to reduce HARP sensitivity to noise.

On the other hand, experiments show that there is no bias due to CSE.
First of all, using as input image stripes or a grid pattern does not affect OF
performance significantly. Regarding the SNR25 − D versus SNR100 sequences,
although there are no significant differences, we observe that OF performance
is better for clean sequences. Finally, motion assumptions do not bias computa-
tions. Summarizing, the chosen OF methods are robust against CSE artifacts.

This preliminary study encourages the use of the presented framework to
explore OF performance in new settings. In the future we aim to apply it to the
clinical sequences that were made available in the 2011 STACOM motion tracking
challenge to assess the impact of tMRI features on the computation of scores of
potential diagnostic value. This will also enable the comparison with other meth-
ods previously tested on this dataset. Although the framework was applied on two
dimensional sequences in this study, it should be noted that the framework can be
applied to three dimensional data as well.
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Abstract. Computational models of the mitral valve (MV) exhibit sig-
nificant potential for patient-specific surgical planning. Recently, these
models have been advanced by incorporating MV tissue structure, non-
linear material properties, and more realistic chordae tendineae architec-
ture. Despite advances, only limited ground-truth data exists to validate
their ability to accurately simulate MV closure and function. The val-
idation of the underlying models will enhance modeling accuracy and
confidence in the simulated results. A necessity towards this aim is to
develop an integrated pipeline based on a comprehensive in-vitro flow
loop setup including echocardiography techniques (Echo) and micro-
computed tomography. Building on [1] we improved the acquisition pro-
tocol of the proposed experimental setup for in-vitro Echo imaging, which
enables the extraction of more reproducible and accurate geometrical
models, using state-of-the art image processing and geometric model-
ing techniques. Based on the geometrical parameters from the Echo MV
models captured during diastole, a bio-mechanical model is derived to
estimate MV closure geometry. We illustrate the framework on two data
sets and show the improvements obtained from the novel Echo acquisi-
tion protocol and improved bio-mechanical model.

1 Introduction

Cardiovascular Disease causes approximately 30% of deaths worldwide among
which heart failure is one of the most frequent causes [2,3]. One of the main
contributors to heart failure is mitral valve (MV) disease, especially MV regur-
gitation (MR) where the MV closure is impaired causing regurgitant back-flow of
blood from the left ventricle to the left atrium. Treatment of MR often requires
MV replacement or repair surgery to sustain or improve heart function. In recent
c© Springer International Publishing Switzerland 2015
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years, MV repair procedures, where the valve is surgically altered in order to
restore its proper hemodynamic function, are being substituted for classical
valve replacements [4–6], showing improved outcomes by demonstrating lower
operative mortality, improved long-term survival, and preserved left ventricular
function. As the procedures are technically challenging, they require an expe-
rienced surgical team to achieve optimal results [5], since the deformation of
complex valve anatomy during the intervention, where the heart is stopped, has
to be predicted and associated with post-operative implications regarding valve
anatomy and function. Having a framework to explore different surgical repair
strategies for an individual patient and virtually compute their immediate out-
comes would be a desired tool in current clinical practice. It would enable the
surgeon to plan the surgical intervention with respect to the direct outcome.

Driven by the widespread prevalence of MV diseases, researchers are devel-
oping methods to assess MV anatomy from multiple imaging modalities and
simulate its physiology using biomechanical models [7,8]. However, they do not
enable patient-specific personalization of the geometric model, or this process
requires tedious manual interactions which limits their clinical applicability.

In recent years, methods have been proposed to personalize the geometric
model of the MV using semi-manual or advanced automated algorithms [9].
Using these models, biomechanical computations can be performed based on a
personalized patient-specific geometry as in [10]. However, these models rely on
a simplified geometrical model, mainly due to the limitations of in-vivo Echo
imaging. In order to apply such methods in clinical practice, the first step is
to validate the predictive capabilities of simplified models extracted from Echo
against ideal models extracted from micro-computed tomography data (μCT) in
a controlled in-vitro environment.

Wepropose a validation framework for both geometric andbiomechanicalmod-
els extracted from non-invasive modalities. A new controlled experimental setup
was developed for MV in-vitro imaging to acquire functional Echo data and high-
resolution μCT images of the MV. Building on [1], we developed a new Echo imag-
ing protocol which significantly improved the image quality. We utilize novel image
processing and geometric modeling techniques to extract reproducible geometri-
cal models from both modalities. From the Echo geometrical model during diastole
we derive a biomechanical model to estimate MV closure geometry. Compared to
the biomechanical model used in [1] we are able to personalize the chordae tree
by applying chordae specific rest length parameters. As the in-vitro Echo imaging
is similar to routinely acquired transesophageal echocardiogram (TEE) in clini-
cal practice, our framework could be easily transferred to the clinical setting. We
illustrate the framework on two in-vitro data sets.

2 In-Vitro Setup

2.1 Mitral Valve Selection and Preparation

Ovine hearts were obtained through a local farmers market and the MVs excised
preserving their annular and subvalvular structures. The valve was then mounted
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Fig. 1. Schematic of the Georgia Tech Left Heart Simulator (GTLHS) with components
identified

to the annulus plate and mechanical PM positioning system (rods) of the exten-
sively studied Georgia Tech Left Heart Simulator (GTLHS) (Fig. 1) [11,12].

While suturing the MV to the simulator’s annulus, normal annular-leaflet
geometric relationships were respected (anterior leaflet occupying 1/3rd of annu-
lar circumference, and commissures in the 2 and 10 oclock positions).

2.2 Establish Healthy Mitral Valve Geometry and Function
In-Vitro

In establishing healthy MV geometry and function, the papillary muscles of the
MV were carefully adjusted to positions apically of their respective commissures
using previously published techniques [13]. The simulator was tuned to pulsatile
human left heart hemodynamics (120 mmHg peak LVP, 5.0 L/min cardiac out-
put, 70 beats/min). Fine adjustments were made to achieve ≈6-8 mm coaptation
height at the A2-P2 diameter, minimal leaflet tenting (<1 mm), and the ante-
rior leaflet consuming 2/3rd of the septal-lateral annular diameter [11]. Upon
reaching a healthy control state, the hemodynamics of each valve was recorded
over 15 consecutive cardiac cycles. The established healthy control geometry of
each valve was held constant over each testing procedure.

2.3 In-Vitro Echocardiography

An novel acoustic window (Fig. 2) was developed for the GTLHS to be used
in the new imaging protocol. The acoustic window installed in the posterior of
the left ventricle allowed for higher quality acquisition of Rt3DE images com-
pared to the atrial acquisition protocol used in [1]. The window provided a
direct echocardiographic view of the chordae and chordal insertions on both the
leaflet and the papillary muscles. This view was also closer to the MV leaflets



242 S. Grbic et al.

Fig. 2. New left heart chamber for the GTLHS with a smaller size and cylindrical shape
for CT scanning, and acoustic window for echocardiography from the left ventricle
perspective

and annulus, allowing the use of a smaller pyramid volume to maximize frame
rate. Three-dimensional echocardiography imaging of MVs mounted within the
GTLHS was performed using an ie33 Matrix ultrasound system and x7-2 probe
(Philips Healthcare; Andover, MA). Zoomed 3D images of the entire mitral com-
plex, including annulus, leaflets, chordae, and papillary muscles were acquired.
Acquisition was repeated multiple times from different viewpoints (atrial and
ventricular) for optimal image selection. DICOM images were exported for valve
segmentation and model generation.

2.4 In-Vitro Micro-computed Tomography

Following echocardiography, the GTLHS was drained of saline and loaded into
the new, state-of-the-art Inveon micro-computed tomography scanner (Siemens
Medical Solutions USA, Inc.; Malvern, PA). The left heart chamber (LHC) was
modified to a smaller size with a cylindrical shape (Fig. 2), which allowed it to
fit inside the machine without LHC disassembly. This, in turn, ensured consis-
tent valve geometry (PM positioning) between CT and Rt3DE data sets. The
dataset contained the entire mitral valve and was composed of 43.29 μm isotropic
voxels. The scan was conducted in air with parameters optimized for soft tis-
sue (80 kV energy, 500 μA intensity, 500-650 ms integration time). Scans were
performed under two MV configurations: open-leaflets (ambient pressure, ≈0
mmHg), and closed-leaflets (≈120 mmHg left ventricular pressure). Acquisitions
took under 7 minutes each, leading to minimal tissue dehydration as compared to
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Fig. 3. Left: Echo scan of mitral valve (MV) within the in-vitro setting, right: extracted
geometric model of the MV. A parachute model of the marginal chordae tendineae are
shown in yellow.

previous studies. The μCT data was exported from the scanners computer and
then converted to DICOMs using Siemens Inveon Research Workplace. The
DICOMs were then used for computational modeling.

3 Computational Modeling

3.1 Extraction of MV Geometric Model from In-Vitro Echo

We use the anatomical point distribution model of the MV and its subvalvular
components from [9,14] estimated from 3D Echo. The model is hierarchically
parametrized containing nine landmarks on the coarse level and two parametric
surfaces on the finer scale. The nine landmarks (two trigones, two commissures,
one posterior annulus mid-point, two leaflet tips, and two papillary tips) are
representing key anatomical landmarks and are capable of capturing a broad
spectrum of morphological and physiological variations of the MV physiology.
On the finest scale, the model is comprised of the MV annulus, the anterior and
posterior leaflets represented as dense surface models.

As the Echo in the in-vitro environment deviates significantly compared to
the human TEE scan we adapted our software to manually initialize the geo-
metric model in the in-vitro Echo images. The geometric MV model is further
manually refined to match the images. Fig. 3 depicts the extracted model based
on the Echo image.

3.2 Biomechanical Model of the Mitral Valve from Echo

We use an extension of the model proposed in [10] to compute the MV closure
based on the Echo anatomy. Hereby, the dynamics system Mü + Cu̇ + Ku =
f t + fp + f c is solved, where M is the diagonal mass matrix calculated from
the mass density ρ = 1040 g/L, C is the Rayleigh damping matrix with coeffi-
cients 1e4 s−1 and 0.1 s for the mass and stiffness matrix respectively, K is the
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Fig. 4. Left: µCT scan of mitral valve (MV) within the in-vitro setting, right: extracted
geometric model of the MV

stiffness matrix, f t is the force created by the chords on the leaflets, fp the
pressure force, f c the contact forces and u the displacement. We rely on trans-
verse isotropic linear tissue elasticity, motivated by findings in [15], implemented
using a co-rotational finite elements method (FEM) to cope with large deforma-
tions. Poisson ratio is set as ν = 0.488 for both leaflets, fiber Young’s modulus is
EAL = 6.23MPa and EPL = 2.09MPa for the anterior and posterior leaflets,
cross-fiber Young’s modulus is EAL = 2.35MPa and EPL = 1.88MPa, and
shear modulus is 1.37MPa. The MV annulus and PMs are fixed. Chordae are
modeled as described in [10]: twenty-eight marginal chordae are evenly attached
at the free-edges of the leaflets and four chordae are tethered at the base of
the leaflets, following an exponential law. The model in [10] was extended to
allow personalization of the chordae rest length for each chordae. Self collisions
are modeled with collision stiffness of 100 kPa and friction coefficient of 0.1. We
used the SOFA framework1 to implement our MV biomechanical model.

Model Personalization. Marginal chordae are personalized in a coarse-to-fine
approach such that the coaptation line matches accurately. Basal chordae and
tissue stiffness are adjusted such that leaflet bellowing is captured.

3.3 Extraction of Geometric Model from In-Vitro Micro-computed
Tomography

We propose a semi-automated segmentation to extract geometric models of the
MV from μCT images (see Fig. 4), where the final model consists of the MV
papillary muscles, chordae tree and MV anterior and posterior leaflets. In the
first phase the papillary muscles are segmented by placing manually positive seed
points within the anterior and posterior papillary muscles. The Random Walker
algorithm [16] is used to delineate the papillary muscle geometry. Next, the MV
leaflets are segmented by manually carving the areas of the MV geometric model
1 http://www.sofa-framework.org/
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Fig. 5. Validation workflow

which does not belong to the leaflets. After 4-8 manual iterations the anterior
and posterior leaflets are delineated (see red color in Fig. 4). Finally, to extract
the final geometric measurements a simplified model (as described in subsection
3.1) is fitted to the extracted model. This model can also be manually refined if
necessary.

4 Results

Our framework was utilized on two ovine valves to compare the geometric config-
uration between the model constructed from Echo and μCT (considered ground
truth) during systole (MV closed). Next, we compute the MV geometry at systole
from an end-diastolic (MV open) Echo image and compare it to the ground-truth
geometrical configuration obtained from the μCT image. As the geometric con-
figuration of the MV in the unpressurized μCT does not correspond with the
geometry in Echo during diastole, we only use the closed μCT image data in our
experiments. The reason for this is without a pressure gradient, the suspension
in fluid, and flow, the MV leaflets scrunch and become thicker. In addition, the
chordae tendineae bunch and it is not possible to delineate the full MV chordae
tendineae topology. However, with applied air pressure the leaflet fibers expand
to the same geometric configuration as seen in Echo. The complete validation
workflow is shown in Fig. 5.

4.1 Geometric Comparison

Based on the geometric models extracted during systole (MV closed) from Echo
and μCT, we measured clinically relevant parameters for short term mitral valve
repair (MR) outcome (coaptation length and coaptation area, see Fig. 7, left)
in order to quantitatively compare geometric differences between the two mod-
els (see Fig. 7, right). Results suggest that the simplified MV geometric model
derived from Echo, similar to routinely acquired clinical data, can approximate
important clinical measurements for MR within clinically relevant ranges when
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Fig. 6. Comparison of the improved Echo image quality and extracted geometric MV
models from the new ventricular imaging protocol (a,b) compared to the atrial protocol
used in [1] (c,d)

compared with the idealized geometric model from μCT. Due to the improved
Echo imaging quality (ventricular view) in the new in-vitro setup, we can derive
more accurate geometric models of the MV (see Fig. 6 and Fig. 7).

4.2 MV Closure Computation

We computed MV closure using the biomechanical model (described in
Sec. 3.2) starting from the end-diastolic Echo MV model (last frame where the
MV is seen open). A generic pressure profile is applied varying from 0 mmHg to
120 mmHg [10] and a time step of 10 ms.

3

Coaptation Length [mm]

Echo Echo µCT simEcho
atrial ventricular

Data Set 1 1.55 2.00 1.92 2.05

Data Set 2 1.46 2.25 2.12 2.32

Coaptation Area [mm2]

Echo Echo µCT simEcho
atrial ventricular

Data Set 1 37.93 50.07 48.23 51.47

Data Set 2 39.48 56.17 53.17 58.07

Fig. 7. Geometric comparison of clinical measurements derived from the mitral valve
(MV) model at systole from µCT, old (atrial) Echo acquisition, new (ventricular)
Echo acquisition and simulated closure model derived from new (ventricular) Echo
acquisition protocol

The chord rest length are manually personalized in a coarse-to-fine approach
such that the coaptation line matches the Echo data. Finally, to capture the
fast dynamics and correctly account for collisions and inertia, pressure increase
duration was scaled to last 10 s and 1000 iterations were calculated.
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Fig. 8. Qualitative comparison of MV geometry from simulated Echo closure (Sim
Echo) and ventricular Echo compared to the ground-truth µCT model

Fig. 8 illustrates the geometric distance between the simulated Echo closure
(Sim Echo) model, the atrial Echo model, and the ventricular Echo model com-
pared to the ground-truth μCT model. These results confirm that simplified
models from Echo can be utilized to build biomechanical models and compute
MV closure geometry in respect to relevant clinical parameters.

5 Conclusion

We extended the framework in [1] for validating geometrical and functional mod-
els of the mitral valve (MV) by utilizing a controlled in-vitro setup. We improved
the Echo imaging protocol resulting in more accurate and reproducible MV mod-
els. In addition, we advanced the bio-mechanical model, allowing for a hierar-
chical personalization of the marginal and basal chordae rest length parameters.
We evaluated our framework by using two ovine data sets. First results are
promising, suggesting that the biomechanical model derived from Echo could be
accurate enough to model basic clinical biomarkers of MV function. Validation
on a larger cohort is under-way.
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Abstract. Mitral valve (MV) diseases, one of the most common valvular dis-
eases, often require surgical repair to reduce mitral regurgitation and improve 
cardiac pump function. These procedures however are very complex and re-
quire careful planning. In particular, chordae replacement or sub-valvular repair 
demands a precise assessment of the relative position of the papillary muscles 
with respect to the leaflets in the beating heart. This can be achieved only be-
fore opening the chest through imaging like computerized tomography or trans-
esophageal echocardiography (TEE). Yet, quantitative analysis of the MV 
structure and dynamics, in particular the papillaries, is still tedious and prone  
to user variability. This manuscript presents a novel approach to automatically 
detect and track papillary muscle tips in 4D TEE. The proposed data-driven 
method combines the Marginal Space Learning method with Random Sample 
Consensus and Belief Propagation cope with varying image quality and signal 
drop-offs. Experiments on 30 randomly-selected volumes show that the accura-
cy of our algorithm falls within inter-rater variability (5.58mm out of 6.94mm 
for the anterior tip and 5.75mm out of 7.06mm for the posterior tip), while  
being extremely fast (under 3 seconds). The proposed method could therefore 
provide the surgeon with quantitative MV evaluation for optimal therapy  
planning. 

Keywords: Mitral Valve · Papillary Muscles · 4D TEE · Machine-Learning · 
Detection 

1 Introduction 

The mitral valve (MV), which ensures the unidirectional flow from the left atrium to 
the left ventricle, is often affected by heart failure or degenerative diseases. In particu-
lar, MV prolapse, when the leaflets billow inside the atrium during systole, is the most 
common source of MV regurgitation and is present in about 2% of the general popu-
lation [1]. While its etiology can be diverse (e.g. chord rupture, degenerated leaflet 
tissues or papillary muscle displacement due to heart failure), MV prolapse is often 
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treated surgically through leaflet tissue resection, chord repair/replacement or papil-
lary muscle displacement. For all these procedures, the geometry of the valve during 
the heartbeat must be quantified, in particular the relative position of the MV with 
respect to the papillary tips [2]. As this cannot be achieved during the open-heart sur-
gery, preoperative assessment is performed using 4D trans-esophageal echocardiog-
raphy (TEE). Yet, in current clinical practice this process is time consuming and 
prone to rater variability. More especially, automatic and robust detection of the pa-
pillary tips is challenging due to variations in image quality and the large dynamics of 
the organ (Fig. 1). 

 

Fig. 1. Anterior (AP) and posterior (PP) papillary muscles in different cardiac phases and 
views. Note the variation in appearance, texture and SNR. 

Methods to segment the MV and papillaries have been proposed. A first category 
of approaches requires user interaction to identify the landmark of interest on one 
frame of the cardiac sequence and then propagated automatically by using various 
tracking algorithms. For instance, in [6], the users identify the papillary tips on 3D 
TEE images according to 2D planes rotating around the mitral annulus center. In [7], 
the authors leverage the high spatial resolution of computed tomography (CT) to au-
tomatically segment the papillary muscles from the ventricular wall. However that 
method is static only and heavily relies on the details visible on the high-resolution 
CT to achieve correct segmentation, which is not applicable to 4D TEE. Fully auto-
matic approaches have been pursued recently. In [3], the authors developed a method 
based on Marginal Space Learning to segment both aortic and mitral valves. Papillary 
muscles were not considered though in that work. A similar approach was introduced 
in [5], adding biomechanical constraints to the detection algorithm for robust leaflet 
tracking. Papillary tips were modeled as well, but on a frame-by-frame basis and 
therefore not robust to image variation and signal drop-offs.  

This paper presents a novel method for robust and temporally consistent papillary 
tip detection and tracking from 4D TEE. Temporal boosting methods have been ex-
plored in the computer vision community [4]. Yet, because of the specificities of ul-
trasound imaging it is not clear how they would perform for papillary detection, in 
particular due to the varying image quality and the large cardiac motion, a different 
setup than object tracking in video. Instead, and as detailed in Section 2, we adapt the 
Marginal Space Learning framework presented in [3], which is particularly suited for 



 Robust Detection of Mitral Papillary Muscle from 4D 251 

 

medical images, to the papillary tips characteristics and add spatial and temporal con-
straints using Random Sample Consensus and Belief Propagation. Combined with the 
algorithm described in [3], the end result of our algorithm is a complete 4D represen-
tation of the whole MV sub-anatomy (Fig. 2).  Experiments on 30 volumes show that 
the accuracy of the proposed method is within inter-user variability (Section 3). Sec-
tion 4 concludes the manuscript. 

 
Fig. 2. Processing pipeline of the proposed algorithm: 1) MV Location & Motion estimation 
with MSL & RANSAC 2) Search range prediction using learned spatial coordinate mapping 
from MV box 3) Candidate locations estimated within search ranges 3) Final result obtained by 
applying spatio-temporal constraints using belief propagation 

2 Method 

Fig. 2 illustrates the different steps of our approach. First, an accurate and robust box 
is detected in the volume to identify the MV location. This is achieved using Marginal 
Space Learning (MSL) [8], which enables to detect the position, orientation and scale 
of the MV box in a 3D volume using Haar features and Probabilistic Boosting Trees 
[9]. In order to ensure temporal consistency throughout the sequence, in particular 
with large cardiac motion, the MSL is extended by using the RANSAC algorithm 
(RANdom SAmple Consensus) [10]. More precisely, the bounding box detection is 
run on a random subset of frames from the entire dynamic sequence. By running 
RANSAC over the resulting candidates, a best fitting box is derived for the whole 
subset. Specifically box candidate samples as previously estimated via MSL are in-
crementally clustered creating possible box hypotheses for each frame. For a finite 
number of 40 RANSAC iterations one box hypothesis is randomly drawn out of all 
frames. Subsequently distance to all remaining hypotheses is computed using a com-
pound distance based on the valve box center and it’s scaled axes. Distances that are 
smaller than an empirical threshold of 7mm are considered as inliers. As a result, any 
potential detection outliers due to signal drop-off or noise are avoided, and the overall 
detection method is more robust.  

Once the MV box is identified, the next step consists in determining the search 
ranges of the papillary muscle landmarks with respect to the MV box. To achieve this, 
during the training phase, the expert annotations are gathered and principal compo-
nent analysis (PCA) is performed on 3D landmark positions. By using all the instanc-
es of annotated muscle landmarks as input for PCA, a best fitting model is obtained, 
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in the form of a 3D box encompassing all the positions and forming a search range. 
This search range is used as input to a Probabilistic Boosting Tree [9] classifier that 
leverages Haar features to identify the position of the landmark within the PCA-based 
search range. 

Despite the previous spatio-temporal constraints, variations in image quality may 
lead to landmark candidates that are not clustered within the search range. This type of 
candidate distribution, spread throughout the search range makes the selection of the 
optimal candidates harder. In those cases, the target position is not well-defined as it 
would have been in the case where the majority of candidates are clustered around a 
single position. We cope with that limitation as follows. First, we select the 60 candi-
dates with highest probability (number defined empirically). Then, other landmarks 
identified during the Mitral Valve detection process are used as reference. The anterior 
commissure is used for the anterior papillary muscle and the posterior commissure  
for the posterior papillary muscle. These landmarks are detected through similar  
mechanisms and thanks to more specific image features, their position is more easily 
identified. Based on the Euclidian distance between the candidates and these anchors, a 
selection is done as by excluding candidates that are not within 10mm and 30mm for 
the anterior tip and not within 15mm and 40mm for the posterior tip. The values were 
determined empirically in order to avoid detector responses on the valve leaflets or 
inside the ventricular wall for instance and the thresholds have been determined based 
on anatomical knowledge and analysis of available data (normal and pathological). For 
increased robustness, we further rely on temporal information from multiple frames of 
the TEE. The main objective is to find the most probable position of the papillary tips 
by gathering information from all previous frames. All the candidates that have been 
detected so far are organized in the form of a graphical model [11]. A small scale rep-
resentation of this model is illustrated in Fig. 3. The idea is to select the appropriate 
candidate in each frame that minimizes the cost needed to traverse the graph. 

 

Fig. 3. Graphical model used as a basis for Belief Propagation. See text for details 

Let V be the set of graph nodes and E the set of edges. We also define x v  as the 
random variable associated with graph node v and φ xv  as the unary cost represented 
by the candidate’s associated probability as returned by the MSL position detection. 
The pair-wise cost of each edge, φ xu,xv , is defined by the Euclidian distance be-
tween the candidates at either end of the edge. Therefore each graph node is charac-
terized by two values: the unary cost used to rank between candidates on the same 
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frame, and the pair-wise cost, used to rank the distances to candidates on the neigh-
boring frame. The joint probability distribution of all the variables in the graph is 
expressed as a pair-wise Markov Random Field:  , ,,  

To find the best combination of candidates from the above described graph, max-
product belief propagation is used. In this algorithm, messages are defined between 
neighboring nodes as a method of ranking the path taken through the graph. Let 

  be the max-product message from the node u to the node v at as a func-
tion of xv while also taking into account previous iterations. 

 max , , Г \  

Let µv xv  be the estimated belief at node xv and defined by the max-marginal of xv:  max| , , … ,  

which can be approximated as:  Г  

Given these max-marginals, the MAP (maximum a posteriori estimation) estimation 
is computed such that argmax  , , … , . Based on this result, the most 
efficient path through the graph is obtained, as highlighted in Fig. 3, effectively 
providing a temporal refinement to the candidate selection process. This method is 
applied to all detected candidates available from the previous stages of the detection 
pipeline and provides the desired result, choosing the candidate in the current frame 
that has the closest Euclidian distance to similar candidates in neighboring frames. 

3 Experiments and Results 

3.1 Protocol 

150 TEE volumes with variable spatial and temporal resolution were used in our ex-
periments. Among them, 120 were randomly selected as training-set; the remaining 
30 volumes were used for testing. This testing set included 5 ischemic Mitral Valve 
cases, 10 Mitral Valve prolapsed cases as well as 15 normal anatomies. An expert 
manually annotated the papillary tips in all images. For 11 volumes out of the 30 test-
sets (random selection), two additional experts annotated the papillary tips for inter-
rater variability assessment.  
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3.2 Qualitative Evaluation 

Fig. 4 illustrates the detected papillary tips in one typical case. Using only a position 
detector yielded a large number of candidates, and for both landmarks it can be ob-
served that further refinement is required to obtain accurate results. Due to the low 
level of clustering observed in the upper part of the figure concerning the anterior 
papillary tip, the spatial optimizations play a key role in refining the input used for the 
belief propagation algorithm in the final temporal optimization phase. This latter stage 
is crucial in obtaining accurate position estimation. As can be observed form all pan-
els from Fig. 4 the final selected landmark is always within a small distance of the 
expert annotated position. The actual quantization of this accuracy can be found in 
section 3.3. 

 

Fig. 4. Results in different examples. Landmark position candidates (green) for anterior (top 
row) and posterior (bottom row) papillary tip. Final estimation result obtained via temporal 
optimization using belief propagation are overlaid (orange / cyan for anterior and posterior 
papillary tip respectively) together with expert ground truth (black) 

3.3 Quantitative Evaluation 

Table 1 reports the results of the quantitative evaluation on the 30 test volumes.  
The Euclidean distance was used to assess the accuracy of the detected papillary tip 
position with respect to the annotated ground truth. As one can see, our proposed 
approach yielded significantly better results than if position detectors only were used 
(almost a 2-fold improvement). To further assess the obtained level of accuracy,  
we investigated the inter-rater variability in terms of papillary tip identification in  
11 images. In these experiments, the proposed algorithm felt within rater variability 
(Table 1). 
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Abstract. Statistical shape models have been widely employed in car-
diac image segmentation. In practice, however, the construction of the
models is faced with several challenges, in particular the need for a suffi-
ciently large training database and a detailed delineation of the training
images. Moreover, for pathologies that induce severe shape remodeling
such as for pulmonary hypertension (PH), a statistical model is rarely
capable of encoding the significant and complex variability of the class.
This work presents a new approach for the segmentation of abnormal
hearts by reusing statistical shape models built from normal population.
To this end, a normalization of the pathological image data is first per-
formed towards the space of the normal shape model, which is then used
to guide the segmentation process. Subsequently, the model recovered in
the space of normal anatomies is propagated back to the pathological
images space. Detailed validation with PH image data shows that the
method is both accurate and consistent in its segmentation of highly
remodeled hearts.

1 Introduction

Automatic segmentation of severely abnormal hearts is an important yet chal-
lenging research topic in cardiac image analysis. Of the existing potential solu-
tions, statistical models of shape have attracted significant attention due to their
ability to encode the space of plausible segmentation from a training population.
On the other hand, the literature on cardiac shape models in particular based
on active shape models (ASMs) is mostly limited to samples of normal or mildly
abnormal hearts [1–4]. Such models are known to have limited accuracy when
dealing with highly remodeled ventricles. A potential solution would consist of
having multiple statistical shape models for different cardiac pathologies but this
is unrealistic in practice due the challenges of each model construction, which
requires the collection of a sufficiently large and representative training data
c© Springer International Publishing Switzerland 2015
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set, as well as a detailed delineation of the ventricles with point correspondence.
In this paper, we propose a method to segment severely abnormal hearts by
re-using a statistical model previously constructed from a normal population.

To illustrate the potential of the proposed technique, we choose pulmonary
hypertension (PH) as the exemplar application in this paper. PH describes a
group of rapidly progressive conditions defined by a mean pulmonary arterial
pressure greater than or equal to 25 mmHg which results in a progressive increase
in pulmonary vascular resistance [5], in turn leading to complex shape remodeling
of both the left and right ventricles (see Fig. 1). In a healthy heart, the RV
generally has a crescent-like shape and is smaller than the more circular LV.
In contrast, in a patient with PH, the RV becomes very dilated and remodeled,
pushing onto the LV, which deforms and loses its roundness [6]. Such severe shape
remodeling means the application of statistical shape models is challenging for
PH datasets.

In this paper, we present a method for accurate segmentation of severely
abnormal hearts using ASMs. More specifically, instead of segmenting directly the
patient image data, we first perform a transformation of the input image data onto
a reference template representing a normal heart. This allows the subsequent use
of a reference point distribution model (PDM) built from a normal population for
the segmentation of the abnormal case without the necessity to train and use a sta-
tistical model specifically for the pathology in question. After ASM search in the
normal space, back propagation of the segmentation result onto the original image
space is carried out. While conceptually simple, the proposed technique increases
the re-usability of cardiac shape models and the applicability of ASMs in clinical
cardiac imaging. An experimental study is also presented based on a sample of
deformed hearts corresponding to 20 PH cases, with detailed comparison to the
direct use of normal and pathological statistical models.

N
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Fig. 1. Short axis MR images from non-PH (top) and PH (bottom) patients
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2 Materials andMethods

The aim of this work is to automatically segment severely abnormal hearts using
a statistical shape modeling approach combined with an image normalization. In
this paper, we choose cases of PH as the exemplar application due to the great
magnitude of the shape remodeling induced by this pathology as illustrated in
Fig. 1. The proposed method is a modification of the well-known ASM tech-
nique [7], such that a standard reference PDM can be used to segment such
severely abnormal shapes.

2.1 Datasets

Two sets of data are used in this study to illustrate the benefits of the pro-
posed technique. First, we use a database that includes 20 MR datasets cor-
responding to 20 patients all affected with pulmonary hypertension (PH). MR
imaging was performed on a 1.5T whole body scanner GE HDx (GE Health-
care, Milwaukee, USA), and comprise stacks of short axis images obtained using
a bSSFP sequence (20 frames per cycle, FOV 48, matrix 256 × 256, bandwidth
125 KHz/pixel, TR/TE 3.7/1.6ms). Slice thickness was 8 mm, with a pixel spacing
of 0.9375 × 0.9375 mm.

Furthermore, the aim of this work is to demonstrate that even the most
severely abnormal hearts can be segmented with the proposed technique by using
a unique normal PDM without the need for re-training with a group a patho-
logical scans. To this end, we collect 20 MR datasets of healthy volunteers (with
normal cardiac parameters such as ejection fraction). They were acquired using a
1.5T Philips Achieva System (Philips Healthcare, Best, The Netherlands), com-
prise stacks of short axis images obtained using a cine SSFP sequence (TR/TE
2.9/1.5ms, flip angle 40◦, matrix 256 × 256). Slice thickness was 8mm, with pixel
spacing of 1.42 × 1.42 mm.

2.2 Normal and Abnormal Shape Models

Two statistical models of shape (using the two samples) were constructed in this
work to evaluate the relative strength of the proposed technique, namely one from
the normal population and one from the pathological population. Both PDMs
were built using the same standard approach as introduced by Cootes et al. [7].

For both PDMs, it is important to extract the training shapes with point corre-
spondence before the building of the models. The main stages of the shape extrac-
tion include the labeling of the MRI slices (LV endocardium, RV endocardium,
epicardium), thus obtaining binary masks, the derivation of volumetric meshes
from the binary images using the Marching Cubes algorithm and, finally, the
extraction of the surface meshes. We used the projection method in [8] to establish
point correspondence across the training shapes.
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Fig. 2. Schematic workflow of the proposed method

2.3 Proposed Technique: ASMs with Image Transformation

ASMs have been widely employed in medical image segmentation. However, they
rely on a (preferably large) set of training data representative of the images to be
segmented. For pathological cases, both data set size and representability become
increasingly difficult to achieve due to the higher and more complex variability
within the class of shapes to be modeled. Furthermore, re-training of statistical
models to accommodate for the new shape variability is tedious as it requires the
collection and detailed delineation of a new training set.

The aim of the work is to achieve an accurate segmentation of the myocardial
walls by reusing already built models and while eliminating the necessity of the
cardiac model to be tailored to specific pathology and/or severity. Fig. 2 shows
schematically how this is achieved. First, the image to be segmented is trans-
formed so that the embedded shape becomes sufficiently normal (it falls within
the PDM’s permitted shape space). Then the transformed image is segmented
and, subsequently, transformed back to match the original image.

In what follows, we describe the details of the proposed algorithm. Let us
denote IPH the new pathological scan that we want segment using ASMs and a
normal PDM as previously constructed (with a mean shape x̄ and a matrix of
eigenvectors P). A standard ASM segmentation of cardiac images starts with an
initialization, typically by defining key anatomical landmarks such as the apex,
valve points and some landmarks on the mid-ventricular slice. Let us denote these
initial points as y = (y1, ...ym)T . In this work, we used m = 9 landmarks to ini-
tialize each ventricle (four on the base, four on the mid-ventricular slice, one the
apex). Subsequently, in a standard image search, these points are used to place
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the mean shape in the new image IPH , before the application of the ASM algo-
rithm [7].

The problem with this approach is that the image IPH deviates highly from the
allowable shape domain as defined by the reference PDM of normality. To address
this issue, the fundamental idea behind the proposed method is to apply a trans-
formation T of IPH onto the space of normality such that the reference PDM can
then be used to guide the segmentation of the transformed image:

Inew = T (IPH). (1)

The estimation of T is critical in the proposed work. The simplest solution
would be to perform a nonrigid image registration between IPH and a reference
image Iref of a normal subject. Such method, however, is computationally expen-
sive and is likely to introduce localized errors due to the significant and complex
shape differences between the pathological and normal image scans. Consequently,
it is not guaranteed that the deformed image will lie necessary in the space of the
normal PDM.

A faster and more robust approach is used in this paper, by taking advantage
of the ASM initialization, more specifically of the initial points y = (y1, ...ym)T ,
to calculate a landmark-based transformation from IPH to the space of normality.
To achieve this, the initial points are also defined on the mean normal shape x̄ and
we obtain the points ȳ = (ȳ1, ...ȳm)T . Then, we apply a thin plate spline (TPS)
model [9] between the two sets of points y and ¯̄y, and we obtain:

T = TPS(y, ȳ). (2)

We choose TPS in this paper as it is both smooth and invertible, which are
necessary properties for the proposed technique.

As shown in Fig. 2, this approach enables to transform the image volume from
a severely abnormal case to a pseudo-normal image scan. However, due to the use
of only a few initial points to calculate the TPS, only a rough initial matching is
obtained between the new image Inew and the mean shape. An ASM segmentation
is therefore necessary to fit locally and accurately the shape model to the deformed
image data. In this paper, we use a modified version of the SPASM method by van
Assen et al. [10] for cardiac image segmentation as it can deal with sparse multi-
slice MRI data. We obtain a segmented shape xnew in the deformed image Inew.

Finally, this result is propagated back to the original pathological image space
based on the transformation T , i.e., we obtain:

xPH = T−1(xnew). (3)

3 Evaluation

In this study, we report the results of segmenting the 20 PH cases described in
Sect. 2.1 using three different methods: 1) ASMs with a PDM of normal cases, 2)
ASMs with a PDM of PH cases (leave-one-out basis), and 3) the proposed method
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Table 1. Point-to-surface error statistics using the three segmentation approaches

Mean SD Max Min

Normal PDM 3.44 0.82 4.87 2.66

Abnormal PDM 3.01 0.50 4.04 2.38

Proposed technique 2.63 0.35 3.12 1.89

SD=Standard Deviation; Distances expressed in mm

(normal PDM combined with image normalization). For a fair comparison, the
same anatomical landmarks are used in the three methods to initialize the method.
To validate the resulting segmentation using the different approaches, the agree-
ment between manual and automatic data analysis was assessed on epicardial and
endocardial contours for LV and RV.

The segmentation errors for the 20 datasets are summarized in Table 1. It
shows that the proposed method has greater accuracy (mean P2S error well below
3mm; max below 3.2mm) and consistency (P2S error SD below 0.5mm) than
either of the other two approaches (maximal errors of 4.87 mm and 4.04 mm for
the normal and PH PDMs, respectively).

The results on a per-case basis are displayed in Fig. 3, showing that the pro-
posed technique outperforms the ASM with abnormal training data in 90% of the
cases, with minimal differences in the remaining two cases (1 and 17). As expected,
the normal PDM on its own generally lacks the flexibility required to segment the
highly remodeled PH hearts, performing worst in 85% of the cases. It is worth not-
ing that there are cases in which the normal PDM performs better than the PH

Fig. 3. Comparison of the point-to-surface (P2S) errors (in mm) between the segmen-
tations using normal PDM (white), abnormal PDM (gray), and the proposed technique
(black)
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Fig. 4. Three examples showing endocardial segmentations using (a) a normal PDM,
(b) an abnormal PDM, and (c) the proposed technique

PDM (cases 2, 12 and 14), illustrating the difficulty of obtaining a representative
set of pathological cases for optimal model construction.

To illustrate the strength of the proposed ASM approach, visual examples are
displayed in Fig. 4. The two first examples correspond to severely abnormal hearts
(RV much bigger than the LV, LV very deformed), while the third example has a
less pronounced abnormality. It can be seen that the proposed approach is more
accurate in its segmentation of both ventricles for all the examples. For the two
severe cases (6 and 18), the normal PDM naturally fails due to the change in rela-
tive ventricle size. We can also observe that the lost of roundness of the LV is not
valid according to the normal PDM, resulting in an error in the LV septal wall. The
abnormal PDM has a better performance but localized errors at the RV show the
difficulty to correctly capture the huge RV variability in PH in a single PDM. The
proposed technique, on the other hand, is accurate in all regions of the ventricles.

For the mildly abnormal case, the normal PDM performs better than the
abnormal PDM due to the fact that the shape deformations are not as severe as
those captured from the PH training sample. In particular, the RV is not very
dilated in this case and falls instead in the acceptable range of the normal PDM.
The proposed method still performs well in such example.
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4 Conclusions

In this paper, we have presented a method that enables accurate and consistent
LV-RV myocardial segmentation in MRI for abnormally-shaped hearts. The focal
point of the study is the use of point distribution models of a normal population in
the segmentation of images in the presence of pathology and related remodeling.
While demonstrated on PH cases, the method can be applied to other cardiac
pathologies such as hypertrophic cardiomyopathy (HCM).
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Abstract. Recently, there has been increased interest in using magnetic
resonance imaging (MRI) to guide interventional procedures due to its
excellent soft tissue contrast and lack of ionizing radiation. One of the
applications is the use of MRI to guide radio-frequency (RF) ablations
for the treatment of cardiac arrhythmia. However, MRI is challenging as
there exists significant tradeoffs between the imaging quality and acquisi-
tion time. High quality, pre-operative 3D MR images can be acquired with
excellent spatial resolution at the expense of long acquisitions. Alterna-
tively, 2D real-time MR imaging during the intervention sacrifices image
quality for the ability to visualize dynamic motion of the heart. Therefore,
to improve the MRI guidance capabilities for cardiac interventions, we
propose a novel registration method to align the real-time and prior imag-
ing data, which corrects for motion errors between the two datasets. The
proposed method uses a hybrid metric within a multi-resolution registra-
tion framework to achieve the desired clinical accuracy for cardiac inter-
ventions. Registration experiments were performed with in vivo human
images, and the mean alignment error between real-time and prior images
after registration was 3.91 ± 1.52 mm.

Keywords: Cardiac MRI · Image guided therapy · Image registration ·
Motion correction

1 Introduction

Although death rates from heart disease and stroke have steadily declined in recent
years, cardiovascular complications remain among the most common causes of
death [8].One of the sources of cardiac death is ventricular tachycardia (VT),which
can be triggered by structural heart disease due to previous myocardial infarctions.
Currently, the curative treatment of susceptibility to VT involves radio frequency
(RF) ablation of anatomical substrates inside the heart. This is a challenging task
due to the small size of the anatomical substrate, and the fact that the heart is

c© Springer International Publishing Switzerland 2015
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in constant motion. Therefore, an effective visual guidance protocol for this pro-
cedure has not been established and is the focus of a number of research studies
[2,6,11,14].

In current clinical practice, electrophysiologists use x-ray fluoroscopy and elec-
troanatomical mapping (EAM) to guide the interventional catheter towards the
anatomical substrate. However, magnetic resonance imaging (MRI) has been pro-
posed recently as an alternative interventional guidance tool, due to its superior
soft tissue contrast and lack of ionizing radiation [6,14]. Previously, authors in
[2,7,14] have shown promising feasibility results through the use of high quality
pre-procedural 3D MR images to guide cardiac interventions. However, this is not
ideal, as the heart is a mobile organ that moves during the procedure due to cardiac
and respiratory motions. Alternatively, other studies have relied on 2D real-time
(RT) intra-procedural MR images for guiding cardiac interventions [1,5,6]. Higher
acquisition frame rates of RT images enable visualization of the heart motions in
real-time, at the expense of reduced image quality, and restriction to imaging a
single 2D plane [5]. Ideally, one should combine the advantages of RT imaging and
high image resolution from pre-procedural images by registering the two datasets
together. To this extent, a pre-clinical study [13] demonstrated the feasibility of
intra-modality registration between real-time 2D MR images and pre-procedural
3D MR images. In their optimal setting, the capture range of the algorithm was
reported for up to 10 mm of initial mis-alignment. Although promising, this could
be a limitation in human studies, where the heart can potentially move by more
than 10 mm due to respiratory motion [12]. Therefore, in this study, we chose to
extend the work of [13] for intra-modality registration of MR images for humans.
In particular, we evaluated a novel multi-resolution registration approach using a
hybrid combination of distance metrics, and assessed the feasibility of registering
prior 3D roadmaps to 2D real-time data for MRI-based cardiac interventions.

2 Methods

2.1 Image Acquisition

Prior roadmap image: The cardiac images for the experiments described in this
study were acquired from four volunteers on a 1.5T MRI scanner (GE Healthcare,
Waukesha, WI). For the pre-procedural roadmap images, multi-slice 3D volumes
were acquired at end expiration breath-hold and during the end-diastolic cardiac
phase. Each volume consists of a stack of short-axis (SAX) slices of the heart. The
electrocardiogram (ECG) gated, GE FIESTA pulse sequence was used to obtain
resolution of 1.37×1.37×8 mm3 with a field of view (FOV) = 350 mm.

Real-time images: A fast spiral balanced-stead state free precision sequence was
used to acquire the real-time images. The obtained resolution was 2.3×2.3×8 mm3

with a frame rate of 8 Hz and FOV = 350 mm. The geometrical locations of the real-
time slice prescriptions were equivalent to the slice locations in the pre-procedural
scans, and the acquisitionswere alsoperformedat end-expirationbreath-hold.This
stack of 2D RT imaging slices was also cardiac gated to end-diastole and is thus
optimally aligned with the multi-slice images in the 3D pre-procedural volume.
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2.2 Multi-resolution Registration Framework

In general, solving a registration problem between a template image T and a ref-
erence image R amounts to finding an optimal transformation w that is applied to
T , such that the difference between the transformed image T [w] and the reference
image R would be minimized. Mathematically, this task can be formulated as an
optimization problem as follows:

arg min
w

{
D(T [w], R)

}
, (1)

where D measures the difference between the two images. In this study, R corre-
sponds to a single 2D RT image, whereas T corresponds to an imaging slice from
the 3D prior roadmap volume. Specifically, the 2D RT image intersects the 3D
prior roadmap image at a known slice location given by the physical MR scanner
coordinates, and the difference is measured between these two overlapping slice
images. As we apply transformations w to the 3D prior image, the intersecting slice
is updated correspondingly, and a difference measure is computed between the 2D
RT and the updated intersecting slice image from the 3D prior. The search space
of w is constrained to 3D rigid body transformations because the acquired RT and
prior images are both ECG gated to the same cardiac phase. The minimization pro-
cedure in the registration framework was implemented using the simplex algorithm
[10]. Furthermore, the optimization problem is solved in a multi-resolution frame-
work. This is demonstrated in Fig. 1, where the original images are down-sampled
and registered at 3 resolution levels in a coarse-to-fine manner.

2.3 DistanceMeasures

The choice of distance measure is critical to the success of the optimization in (1).
Hence, a number of different metrics were evaluated for the purpose of this study.
One of the commonly used metrics described in registration literature [9] is sum of
squared differences (SSD). SSD is computationally inexpensive, and is excellent for
mono-modality datasets where it assumes the registered images differ by Gaussian
noise. Another prevalent registration metric, MI [15], is derived from information
theory. MI is a robust metric, which only assumes that a probabilistic relationship
between voxel intensities is maximized at optimal registration. More recently, nor-
malized gradient fields (NGF) [4], has been proposed as an alternative to mutual
information, and is defined as:

NGF =
1
2

∫
Ω

〈n(T,x),n(R,x)〉2,

n(I,x) :=
∇I(x)

‖∇I(x)‖ε
. (2)

where 〈·, ·〉 denotes the inner product, and n represents the normalized gradient of

the image. For x ∈ R
d, ‖x‖ε =

√∑d
l=1 x2

l + ε2 and ∇I := (∂1I, · · · , ∂dI). The
edge parameter ε distinguishes between edges from noise and is empirically set to
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Fig. 1. Multi-resolution registration framework. Original input images are down-
sampled and registered iteratively in a coarse-to-fine manner, wherew0 andwN represent
the first and final estimate respectively.

10 for our experiments. The concept behind NGF is derived from the observation
that if two images are similar, then many intensity changes should occur at the
same locations, leading to a large value for the inner product between the two image
gradients.

Note that for image registration, the reference and template images are well
aligned when the value for SSD is low, or when values for MI or NGF are high.
Therefore, we wish to minimize SSD, or negative MI and negative NGF to ensure
a consistent minimization framework for the image registration experiments.

2.4 Hybrid Registration

Typically, intensity based multi-resolution registrations are performed with the
same distance measure at every resolution level [9,13]. However, in this study, we
propose a hybrid metric approach, which uses a combination of metrics and takes
advantage of their individual properties as assessed by the cost function profiles
in Fig. 2. These profiles were obtained by translating or rotating a pair of aligned
real-time andprior imageswith respect to each other along the (x, y, z) axes respec-
tively. It is observed that the overall SSD cost function is generally smooth, which
allows the optimizer to converge to a global optimum. However, for the transla-
tional cost function profiles, the global optima did not correspond to the correct
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image alignment, which should occur at the zero crossings. In contrast, for the MI
andNGFdistancemetrics, sharp optimal peaks are detectednear the expected zero
crossings of the cost function (Fig. 2 b-c), which is a desirable property. However,
the disadvantage of these metrics is that the overall landscape of the cost function
consists of many local optimums. Therefore, when the initial misalignment is large,
the optimizer can converge to a non-optimal local solution. Hence, in the hybrid
registration approach, we propose to use SSD as the distance metric at coarse reso-
lutions, and use MI or NGF at the finest resolution level to achieve the optimal reg-
istration results. The proposed method was evaluated against registrations using
a single distance measure across all resolutions.

2.5 Experimental Setting

To quantitatively evaluate the performance of the registration algorithm, a con-
trolled experiment was carried out in this study. For each subject, a 3D pre-
procedural volume and 2D RT slices were acquired within the same scan session
using the image acquisition protocols described in Sect. 2.1. In this experiment, the
RT and prior imaging slices were gated to the same cardiac and respiratory phase
cycles. Therefore, the two imaging datasets are optimally aligned, and provides us
with the ground truth for registration. To test the registration algorithm, land-
marks within the heart (e.g. LV apex, papillary muscles, and aortic valve annulus)
were manually selected in the 3D pre-procedural dataset by an expert, and their
corresponding (x, y, z) coordinates were recorded. Next, a known distance trans-
formation ω consisting of rotations and translations ω := (θx, θy, θz, tx, ty, tz)
along the 3 axes was applied to move the 3D prior volume out of alignment with
the 2D RT slices. For each distance transformation ω, the rotation and translation
parameters were randomly generated with independent and identically distributed
distributions. Moreover, each transformation would cause a mean displacement d
of the selected landmarks.Wegenerated 100 transformations for eachdisplacement
d = 5, 10, 15, and 20 mm for every volunteer dataset. Thus, a total of 400 registra-
tion trials were performed for each dataset. After the transformation is applied, the
proposed registration framework is used to register mis-aligned datasets, and the
objective is to recover the original optimal alignment. The target registration error
(TRE) was assessed by measuring the final displacement, in units of mm, from the
original landmarks after registration recovery.

3 Results

For each of the volunteer studies, a number of distance measures were evaluated
in the registration framework described in Sect. 2.2. In three approaches, registra-
tion was performed with a single metric across all resolution levels. The three met-
rics were SSD, MI, and NGF. Alternatively, a hybrid metric approach is employed,
which uses SSD as the registration similarity metric at coarse resolution levels, and
MI (SSD-MI) or NGF (SSD-NGF) at the finest resolution level.
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(c)

(a)

(b)

Fig. 2. Cost function analysis was performed for real-time and prior images that were
aligned in the same cardiac and respiratory phase. Known translations and rotations
along the x, y, and z axes were applied to the prior image and the resulting cost func-
tions were mapped for different metrics: (a) SSD, (b) MI, and (c) NGF.
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Fig. 3. Mean target registration errors and standard deviations are shown for all 4 initial
displacement distances after registration. The mean values are grouped together based
on the similarity metric used and are visualized within the group from left to right in
ascending order, representing 5, 10, 15, 20 mm initial displacements respectively.

From Fig. 3, we observe that for the single metric approaches, registration using
MI or NGF both outperformed registration with SSD when the initial misalign-
ment is low (d = 5 mm). However, as the initial misalignment increased, the target
registration errors for SSD stayed consistent, whereas the TREs for MI and NGF
were markedly increased. Alternatively, the hybrid metric approach with SSD-MI
achieved comparable results to registration with MI at d = 5 mm, and lower TREs
than all the other metrics for d > 5 mm. A paired t-test was used to assess the
statistical significance between the mean TREs in a pairwise manner between each
metric and SSD-MI at the 1% significance level. It was determined that registration
with SSD-MI achieved the lowest overall TRE (3.91 ± 1.52 mm) compared to reg-
istrations with SSD, MI, NGF, and SSD-NGF ( p < 0.01 ). A typical registration
example using SSD-MI in a controlled experiment is shown in Fig. 4.

4 Discussions andConclusions

In this study, we evaluated a number of metrics in the context of registration for
real-time and prior MR images and showed that each metric has its own advan-
tages and disadvantages. Evaluation of the distance measures in the controlled
experiment demonstrated that registration using the SSDdistancemetric achieved
robust target registration errors of approximately 6 mm (Fig. 3), regardless of the
initial magnitude of misalignment. Although this is a desirable property, the opti-
mal target registration error was not achieved. This correlates well to the fact that
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a) b) c)

d) e) f)

Fig. 4.Registration example using the hybrid approach is illustrated, where the contours
indicate the region of interest. a) Extracted 2D slice from a 3D pre-procedural volume. b)
Real-time image. c) Difference image between a) and b) before registration. d) Extracted
2D slice from the same 3D pre-procedural volume after registration. e) Real-time image.
f) Difference image between d) and e) after registration.

the SSD cost function is relatively smooth, but did not have an accurate global
optimum as seen in Fig. 2. A number of factors could have contributed to this phe-
nomenon. The assumption that the voxel intensities in the RT and prior images
are only different by Gaussian noise, implicit to registrations using the SSD met-
ric, is not true for the acquiredMR images. It is known that the noise characteristics
of the MR magnitude images obey a Rician distribution[3]. Moreover, due to the
use of different acquisition schemes for the RT and prior images, the imaging arti-
facts and signal-to-noise ratios also differ for the respective datasets. Nevertheless,
registration using the SSD metric demonstrated good robustness, and showed it
can converge to the near vicinity of the desired optimum. On the other hand, the
use of MI and NGF metrics demonstrates good registration accuracy when the ini-
tial misalignment is low (i.e. d = 5 mm), but appears to converge to wrong local
optimums as the magnitude of initial misalignment increases (Fig. 3). This is also
reflected in the cost function profiles (Fig. 2), where the global optima are closer
to the expected zero-crossings, but contains many local optima in the respective
cost functions. In particular, the NGF cost function appears to have many local
optima in the through-plane direction (i.e. Z-Shift) as illustrated inFig. 2(c), which
may explain the higher observed TREs for registrations with NGF compared to MI
(Fig. 3).Theundesirable local optima shown in the thorough-plane translationmay
be due to interpolation artifacts and poor resolution along that direction. Specifi-
cally, through-plane displacements that result in non-integer slice thickness shifts
require interpolation in the correspondingdirectionbefore calculationof the associ-
ated distance measure. The image blurring introduced by interpolation inherently
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reduces the value of the NGF measure, which negatively impacts the smoothness
of the cost function profile.

In conclusion, after considering the different characteristics of the various
registration metrics, we presented a hybrid registration approach in a multi-
resolution framework for aligning real-time and pre-procedural MR images for the
purpose of guiding cardiac interventions. In the proposed approach, we used SSD
as the registration metric at coarse resolution levels and subsequently switched to
MI at the original image resolution to achieve the best overall registration results
(SSD-MI in Fig. 3). The motivation behind this strategy was to take advantage
of distinct characteristics belonging to different registration metrics. Notably, the
robustness of the SSD metric and the accuracy of the MI metric. Experiments
using in vivo volunteer data demonstrated that the hybrid approach (SSD-MI)
was able to achieve a mean target registration error of 3.91 ±1.52 mm for ini-
tial mis-alignments in the range of 5-20 mm. Therefore, the feasibility of fusion of
motion corrected pre-procedural datasets and real-time interventional images has
been evaluated. This could potentially lead to better ablation targeting outcomes
in future clinical practice.
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Abstract. Cardiac Atlases are promising tools for the interpretation of function-
al and anatomical structures of the heart. Myocardial viability is reflected  
by both global and regional contractile abnormalities. Atlases incorporating 
contractility information of a population can assist the diagnosis of myocardial 
disease and myocardial infarction. For the analysis of myocardial contractility 
phase-contrast MRI (PC-MRI) is emerging as a valuable clinical tool. The my-
ocardial velocity distribution depicted by PC-MRI provides important insights 
into the intrinsic mechanics of the heart. As with many imaging techniques, 
there is an inherent trade-off between imaging resolution and noise. The main 
purpose of this study is to reduce the noise exhibited in phase-contrast MRI by 
applying a total variation restoration algorithm. The restoration algorithm has 
been evaluated on a spiral phase-contrast MRI sequence from a group of normal 
subjects. The results have shown that the proposed method is able to restore the 
myocardial velocity distribution whilst preserving the fidelity of the underlying 
contractile behavior.   

Keywords: Restoration · Total Variation · Contractor Atlas · Cardiac Atlas · 
Phase Contrast MRI · Myocardial Contractility 

1 Introduction 

Quantitative analysis of the deformation of the left ventricle (LV) enables the  
assessment of cardiac contractility, which is associated with symptoms such as cardi-
omyopathies, myocardial ischemia and myocardial infarction [1]. The introduction of 
statistical cardiac atlases as population reference templates opens new doors to the 
automatic and reliable diagnosis of myocardial disease [2]. In this context statistical 
atlases of heart anatomy [3-5] and myocardial motion were introduced [6-8]. Howev-
er the work on cardiac atlases for the assessment of myocardial contractility has been 
limited. 

Among the established Cardiovascular MRI techniques [9] PC-MRI has shown 
significant promise for myocardial contractility assessment. The high spatial and tem-
poral resolution velocity images acquired with this technique can be used directly or 
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constitute the basis for a number of contractility assessment and visualization ap-
proaches including myocardial virtual tagging [10] and strain rate mapping [11]. The 
majority of such studies involve spatial differentiation or integration of PC-MRI ve-
locities for the generation of regional myocardial strain rates or displacement and 
strain tensors respectively. The integration and differentiation processes are particu-
larly sensitive to noise and, in addition, the PC-MRI technique is itself prone to mo-
tion artifacts and other distortions. Therefore, effective restoration of the underlying 
noise-free velocity data is necessary. 

The key requirement for PC-MRI restoration is the preservation of detailed con-
tractile patterns of myocardial motion [12], which are formed by the complex struc-
ture of the myocardium and the mechanism of cardiac conduction. The anisotropic 
discontinuities of myocardial contraction can be interpreted by the “myocardial band 
model” [13] and the organization of cardiac muscle fibers [14], as well as the discon-
tinuous propagation of action potentials across the cardiac muscle [15]. Due to struc-
ture and electric conduction properties of the heart, neighboring myocardial regions 
which belong to different fiber bundles are likely to contract in different directions 
and time phases, forming velocity field boundaries in between them. Unlike linear 
filtering, which blurs edges, non-linear filtering methods and particularly Total Varia-
tion (TV) restoration seem promising for the maintenance of fidelity of this complex 
underlying myocardial motion. 

The basis for TV restoration is Laplace’s L1 estimation algorithms. The TV resto-
ration algorithm for scalar images was first introduced by Rudin et al. [16] and was 
extended for vector-valued images by Blomgren and Chan [17] who then developed a 
version of this multidimensional restoration algorithm for non-flat images [18], as 
well as CB and HSV images [19], and proposed a digital TV filter [20]. The direc-
tional TV version was developed and first applied to CMR data by Ng and Yang for 
the restoration of blood flow [21]. In [22] Huntbach presents a maximum a posteriori 
restoration technique that relies on Bayes theory.  

The present work is for the construction of a statistical cardiac contractility atlas of 
the LV based on PC-MR velocity images and addresses the pre-processing stage of 
this procedure, which is the restoration of training data. To this end, it presents a ro-
bust restoration method based on the Digital TV filter with reduced complexities. The 
method is evaluated on both simulated and in vivo data with detailed analysis of its 
robustness and fidelity. 

2 Methods 

Myocardial Contractility Analysis: In the process of constructing a cardiac contrac-
tility atlas, the following main stages are involved, which include restoration of  
PC-MR images of the LV, registration, and statistical analysis. Because of their size, 
position, shape and time variations, all multi-subject and intra-subject images require 
spatiotemporal alignment to a common reference template. The restored data undergo 
statistical analysis for the construction of the atlas. Efficient restoration of the initial 
PC-MRI data can facilitate and improve the registration process, as well as increase 
the fidelity of the constructed statistical cardiac atlas. In this paper, we focus on the 
restoration process.  
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PC-MRI Restoration: The objective of a TV restoration algorithm is to minimize the 
total variation of velocity fields based on prior information on noise level, which is 
expressed by its variance. Let  denote the noisy version of a clean underlying 
image  corrupted by white Gaussian noise , i.e., 

 (1)where x, y  is the set of pixels. The TV Restoration approach indicates the 
minimization of the L1 norm of the total variation  

 | |     (2) 

over the image, under the constraint 

| |    (3) 

where σ2 is the variance of noise n and | | the number of pixels on the image.  
The discrete solution to the above minimization problem given in [20] is ∑ ~ ; ;   (4) 

where  denotes the calculated value of the restored image on t iteration on pixel  
α. In the above equation, b denotes the neighboring pixels of pixel α, excluding the 
pixel α. The coefficients hab and haa are calculated by the formulae: ; ;∑ ~ ;    and  ; ∑ ~ ;     (5) 

where wαγ is the weight indicating the level of likeness of the pixels a and γ compared 
to their neighbors [20].       

Regularization Parameter λ: For consistent results, the choice of regularization 
parameter λ is critical. The amount of smoothing and preservation of the initial value 
of a pixel are controlled by the coefficients hab and haa respectively and, hence, by the 
“fitting” parameter λ. This parameter incorporates the prior noise information into the 
restoration algorithm, and therefore its value is essential for convergence to the real 
underlying image. In this study, a constant value of  1/√   , the optimum value 
of λ, is used. The noise variance σ2 is estimated from a uniform small area whose 
velocity is regarded constant. In this study a 25 x 25 pixel region located on the chest 
wall was chosen for this purpose. 

 
Evaluation: For the assessment of the suggested restoration algorithm, the following 
estimation criteria are introduced: Mode of Removed Noise (MRN), Modified-MRN 
(MMRN) and Percentage Variance Reduction (PVR). 
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The MRN criterion is denoted as the mode of the distribution of the PRN measure, 
which expresses the Percentage Removed Noise (PRN) on each pixel a. 100 (%) (6) 

The MRN criterion requires knowledge of the underlying image and, therefore, it can 
be applied only to synthetic images of known noise. For the evaluation of the algo-
rithm on real data, PRN is replaced by its estimation, the MMRN criterion, which is 
denoted as the mode of the distribution of the Modified-PRN measure (MPRN). 100 %   (7) 

The MMRN criterion is applied to a uniform area of an image, where it can be as-
sumed that  , and therefore, the values of the underlying area 
can be replaced by the mean value of the restored area without significant loss of 
accuracy. 

The PVR criterion expresses the percentage reduction of variance and it is defined 
as 100  (%)    (8) 

where  and  denote the noise variances of the noisy and restored images respec-
tively, as they are estimated from the selected uniform area. PVR applies both to trial 
and real images. 

The optimum value for all criteria is 100. For MRN and MMRN, a value over 100 
indicates under-denoising whereas a value under 100 over-denoising. PVR ranges 
from 0 to 100. 
 
Data: To evaluate the proposed restoration algorithm, the method was first applied to 
a synthetic RGB image corrupted with white Gaussian noise of known variance. For 
in vivo validation, images from 10 healthy volunteers were analyzed for this study. 
Each subject was scanned with the spiral PC-MRI sequence described in [23]. For 
each subject, 11 short axis slices were acquired with 1.7 x 1.7mm spatial resolution 
(reconstructed to 0.85 x 0.85 mm) on a Siemens 3 Tesla scanner (MAGNETOM 
Skyra, Siemens AG Healthcare Sector, Germany). For one subject, the proposed res-
toration approach was applied to an entire ventricular stack. For each of the 10 sub-
jects, a single mid-ventricular slice consisting of 50 image frames over a full cardiac 
cycle was restored. 

3 Results  

Figure 1 shows the proposed restoration technique applied to a synthetic RGB image. 
The original image was augmented with Gaussian white noise with a variance of 0.01. 
The suggested TV restoration technique was then used to restore the original image. 
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Fig. 4. MMRN and PRN crite
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Abstract. In this work we apply manifold learning to biophysical mod-
eling of cardiac contraction with the aim of estimating material param-
eters characterizing myocardial stiffness and contractility. The set of
cardiac cycle simulations spanning the parameter space of myocardial
stiffness and contractility is used to create a manifold structure based
on the motion pattern of the left ventricle endocardial surfaces. First,
we assess the proposed method by using synthetic data generated by
the model specifically to test our approach with the known ground truth
parameter values. Then, we apply the method on cardiac magnetic reso-
nance imaging (MRI) data of two healthy volunteers. The post-processed
cine MRI for each volunteer were embedded into the manifold together
with the simulated samples and the global parameters of contractility and
stiffness for the whole myocardium were estimated. Then, we used these
parameters as an initialization into an estimator of regional contractili-
ties based on a reduced order unscented Kalman filter. The global values
of stiffness and contractility obtained by manifold learning corrected the
model in comparison to a standard model calibration by generic parame-
ters, and a significantly more accurate estimation of regional contractili-
ties was reached when using the initialization given by manifold learning.

1 Introduction

Biophysical modeling is becoming a valuable approach in clinical applications
such as in computer assisted therapy planning [18] and diagnosis. Within this
methodology, parameter estimation provides a way of coupling between a model
and measured data to increase the model predictivity [7,11,21–23]. However,
patient-specific modeling is also associated with a significant computational cost.
In addition to the time required for heavy computations, there is a substantial
effort necessary for setting up the model, pre-calibrating and performing the
parameter estimation to obtain a quantity of clinical interest. Depending on the
type of model and data used, this process can currently take many days to weeks.

Manifold learning (ML) – a type of machine learning methods allowing non-
linear reduction of dimensionality of a high-dimensional problem (see for example

c© Springer International Publishing Switzerland 2015
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[1] and references therein) – may be of help addressing this issue. First, ML can
directly provide diagnostically relevant information usable for instance in strati-
fying of patients in therapy. Secondly, ML can be applied prior performing a very
detailed modeling and has the potential to suggest the most appropriate type of
biophysical model that should be employed to enrich our knowledge about the
state of a given patient. Finally, ML can be used to initialize a complex data
assimilation technique (in a way as also some reduced-order biophysical mod-
els can be applied [5]) in order to achieve a faster convergence and successful
parameter estimation. This will be explored in the presented work.

In this study we are estimating material parameters reflecting myocardial
stiffness and contractility in a biophysical model of cardiac cycle. In [7], the
tissue contractility was successfully estimated by using a biophysical model and
cine MRI of a real subject. Our goal is now to extend this approach. Prior estima-
tion of the local contractility values in LV myocardium subdivided into several
regions, we perform ML to obtain an initial guess of the tissue parameters. While
cine MRI is used for the model creation and parameterization, the accuracy of
the resulting model is assessed both by using cine and 3D tagged MRI.

In Section 2 we describe the type of image data, simulation setup and the
creation of the manifold on a set of cardiac cycle simulations. In Section 3 we
assess the proposed ML method using synthetic data generated by the model.
Then, we embed the post-processed real cine MRI for each volunteer into the
manifold together with the simulated (synthetic) samples and estimate the global
parameters of contractility and stiffness. These values are finally used as an
initialization to a sequential data assimilation to capture the local variations of
contractility, which we compare with the estimation initialized by generic values.
We discuss the obtained results in Section 4 prior to our concluding comments.

2 Methods

2.1 Image Data

The acquisition of cardiac MRI datasets of 2 healthy volunteers is performed on
1.5 T Philips Achieva system and the following data were used in this work:

– Short axis cine MRI stack covering the heart ventricles in retrospective ECG gating
capturing the whole cardiac cycle with the following parameters: bSSFP, parallel
imaging factor SENSE 2, FOV 350x350 mm, acquired spatial resolution ∼2x2x8mm
and temporal resolution ∼20 ms (40 time frames). A severe inter-slice misregis-
tration due to non-reproducible breath-holds was avoided by using a diaphragm
navigator prior the cine sequence was launched.

– 3D tagged MRI of LV using the sequence described in [15] acquired during 3
breath-holds – each for the whole 3D volume and one orientation of the tag lines –
in prospective ECG triggering, FOV 100x100x100 mm, acquired spatial resolution
3.4x7.7x7.7 mm which were merged into one resulting 3D tagged image interpolated
to 1x1x1 mm voxel size, temporal resolution ∼30 ms.
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The image processing is based on the image registration toolkit IRTK1 [14,
17]. First, the inter-slice misregistration of the short axis cine stack is performed
by allowing a 2D rigid registration for each cine slice and using the 3D tagged
MRI as a template. Secondly, the cine series is tracked using the non-rigid image
registration described in [19]. The resulting motion field obtained from the anal-
ysis of cine data is applied on the LV endo- and epicardial surface meshes, which
were extracted from the myocardial volume mesh. Finally, the full tissue dis-
placements are extracted from the 3D tagged MRI and interpolated into the
internal nodes of the LV mesh by using the IRTK library (B-splines).

2.2 Model

The model used in this work is described in [8,16]. It consists of a chemically-
controlled constitutive law of cardiac myofiber mechanics based on Huxley’s
model (Bestel-Clément-Sorine) with a key parameter of active contractility σ0

representing an asymptotic active stress along the myocardial fibers developed by
sarcomere. The passive part is formed by Hill-Maxwell rheological model in large
strains, with passive visco-hyperelasticity. The hyperelastic potential is given by
W ref

e = κ1(J1−3)+κ2(J2−3)+κ(J −1− ln J) (Ciarlet-Geymonat), with J1, J2

and J being reduced invariants of the strain tensor. The parameters κ1, κ2 and
κ represent the reference stiffness parameters with the values κ1 = 5, 000 Pa,
κ2 = 33 Pa and κ = 300, 000 Pa which were used in previous physiologically
and clinically oriented cardiac modeling works [6,18]. The hyperelastic potential
applied in the presented work is the reference potential W ref

e multiplied by a
factor K, We = K ·W ref

e ,K ∈ [0.8, 3.0]. This allows a variation of passive tissue
properties from soft to rather stiff, with keeping a nearly incompressibility. In the
following, we will associate the multiplication factor K with the tissue stiffness.

We use a simplified analytically prescribed but physiologically justified elec-
trical activation. The propagation is initiated on the endocardial side of apex
from which it propagates quickly on the endocardial surfaces (along the geodesics
curves) and slowly through the working myocardium. The velocities are set to
4000 m/s and 500 m/s, for the fast and slow propagation, respectively, in accor-
dance with the physiological velocities along the Purkinje fibers and through
the working myocardium. Such an activation gives a physiological propagation
pattern with the QRS duration of 60–70 ms, as is presented in Figure 1.

Visco-elastic boundary conditions [12] are applied on the base of the heart –
replacing atria and large vessels – and on the anterior wall and apex – to represent
the contact between epicardium and thoracic cage, diaphragm, respectively. A
2-element Windkessel models replace the pulmonary and systemic circulations.

The geometrical model is created from the end-diastolic time frame of the
short axis cine MRI, which was selected as a reference configuration. The manual
segmentation in the Cardioviz3D software [20] is followed by regularization of

1 http://www.doc.ic.ac.uk/∼dr/software
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(a) 30 ms (b) 40 ms (c) 50 ms (d) 60 ms (e) 70 ms (f) 320 ms

Fig. 1. Simulation of cardiac contraction of physiological heart of Volunteer 1

surface meshes and creating the tetrahedral mesh using the Yams and Ghs3D2

meshing tools [9]. The final bi-ventricular meshes consist of ∼ 50, 000 tetrahedra.

2.3 Simulations

The model described in Section 2.2 is pre-calibrated manually using the cine
MR images. This includes adjusting of the action potential duration to achieve
the observed duration of contraction, tuning of Windkessel parameters to obtain
the measured maximum systolic pressure under a physiological contractility. We
vary the elevation angle of the synthetic myocardial fibers between –45 and 60◦

from LV epicardium to endocardium, –30 and 50◦ for RV, respectively. Such a
fiber orientation allows a level of twist as observed in the tagged MRI, for the
geometry and mesh size used. The stiffnesses of vico-elastic boundary conditions
are adjusted to prevent the epicardial surface from extensive non-physiological
movements. A physiological atrial pressure during diastole is prescribed.

We run the model for the stiffness and contractility values spanning the
feasible range obtaining normokinetic as well as hypo- and hyperkinetic heart
contractions (stiffness multiplication factor K varying between 0.8 and 3.0 with
a step 0.1, contractility σ0 between 100 kPa and 600 kPa with a step 50 kPa).
Prior running the simulations, the inverse problem as described in [12] is solved to
find an unloaded reference configuration of the myocardium for each myocardial
stiffness used.

2.4 Manifold Learning Method

Manifold learning (ML) is a method of nonlinear dimensionality reduction which
transforms high-dimensional data into a low-dimensional space, within which
Euclidean (linear) distances are meaningful, thus simplifying tasks such as regres-
sion and classification [4,24,26]. From the set of simulations with varying tissue
stiffness and contractility as described in Section 2.3, we aim to determine these
parameters for real subjects. For each of the simulated cycles, signed LV endocar-
dial distances from the initial surface location are evaluated point-wise (for each

2 http://www.ann.jussieu.fr/frey/software.html; Ghs3D is available in Cubit
meshing toolkit (https://cubit.sandia.gov)
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node of LV endocardial surface mesh) throughout the cardiac cycle. Similarly,
the LV endocardial distances are measured for each real subject from the tracked
surfaces in cine MRI. For each simulation, these signed distances of ∼1000 LV
endocardial points across time are used to represent a single data point in the
ML algorithm. We use Laplacian Eigenmaps [3] which has previously been shown
to be useful in cardiac image analysis [4,13]. On the resulting set of manifold
co-ordinates – obtained by applying the nonlinear ML transformation – we sub-
sequently apply linear regression on the parameter space to estimate the stiffness
and contractility of the volunteers based on their clinical MRI data.

2.5 Sequential Estimation of Tissue Contractility

After obtaining the optimal values of tissue stiffness and contractility using
our ML technique, we input these values as an initialization for the nonlinear
model-based sequential parameter estimation technique [7] (using reduced order
unscented Kalman filter) to estimate the contractility in 6 radial regions of LV.
We compare the performance of the filter by using a nominal stiffness value 1
and contractility 200 kPa – the values providing sufficient pre-calibration of the
model – and with the initialization suggested by the result of ML.

3 Results

3.1 Embedding of Synthetic Data

To test if the manifold can accurately represent a population with varying
stiffness and contractility parameters, we first construct the manifold using the
synthetic data generated by all the simulations (of which the combinations of
contractility and stiffness parameters – ground truth – are known). A leave-one-
out regression analysis is then performed on all these synthetic data points. The
manifold will characterize the most dominant feature in the data. In order to esti-
mate the contractility we found that the first half of the cycle is most accurate,
giving a mean absolute error of 18 kPa (±16 kPa). In contrast, for estimating the
stiffness we found that the second half of the cycle contains the most useful infor-
mation, with a mean absolute error of 0.05 (±0.12). From our cross-validation
tests on these synthetic data it was found that a manifold dimension of 10 gives
good results without overfitting for both cases.

3.2 Embedding of Real Data

Using the parts of cardiac cycles and the manifold parameters determined from
the synthetic data tests (Section 3.1), for each subject we construct two manifolds
(for stiffness and contractility). These manifolds contain all the simulated cycles
and also the subject dataset. The parameters of stiffness and contractility are
then estimated using linear regression on the manifolds obtained by mapping
each 3D+t simulation to a single point, see table in Figure 2(a). Figures 2(b-c)
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Contractility Stiffness multiplication factor

Volunteer 1 190 kPa 2.2
Volunteer 2 204 kPa 2.26

(a) Estimated values by using manifold learning
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(b) Contractility estimation embedding
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(c) Stiffness estimation embedding

Fig. 2. Embedding of real data. Note that (b) and (c) are separate embeddings and
therefore the plots cannot overlap.

Volunteer 1 Volunteer2

end-systole diastole end-systole diastole

Fig. 3. Mid-cavity slices showing the segmented contours (observations, in green) and
contours of model given by a generic pre-calibration (light blue) and with the material
parameters obtained by ML (red). Note a slower relaxation for the generic case in the
beginning of diastole while the ML initialized model follows the data more accurately.

show for illustration the motion state embeddings for Volunteer 1, where the
manifolds are constructed using the LV endocardial distances (as described in
Section 2.4) at each data sampling time frame as a separate data point. These
1D plots demonstrate how the embedding of the real data clusters with data
with similar parameters. Figure 3 shows a visible improvement of the contours
if the model is parameterized by ML.

Figure 4 shows that the locally estimated parameters bring the model closer
to the image contours both with and without the ML initialization. However, we
can see that by using the generic initialization the lateral wall undergoes some
unphysiological thinning at end-systole. In the values of estimated parameters we
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can see that the compensation is achieved by a massive decrease of contractility in
the antero-lateral region. If ML is used for the initialization, the final correction
is given by an increase of contractility in the septal regions and the contractility
of the lateral wall drops less. Finally, the bar plots in Fig. 4(c) demonstrate the
relative improvement of the data-model errors. Those are assessed by summing
up the discrepancies of simulated vs. real endo- and epicardial surfaces (“cine
error”) or discrepancies of the nodal displacement magnitudes (“3D tag error”)
over all the LV endocardium (inner nodes, respectively) and all time points.

(a) Generic material
parameters initialization

(b) ML pre-calibration

Vol1 cine error Vol1 3D tag error Vol2 cine error Vol2 3D tag error
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manifold learning
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(c) Relative errors (sum over
all nodes and time points)

Fig. 4. A mid-cavity slice of Volunteer 1 at end-systole showing the contours of models
with uniform material parameters (light blue and red) used as an initialization for the
regional contractility estimation. The results of these estimations are displayed in the
bull’s eye plots and the corresponding corrected models are in purple and yellow.

4 Discussion and Conclusion

The methodology of dimensionality reduction and linear regression of material
parameters used in the presented paper has similarities with the methodologies
proposed in [10,25]. In comparison to [10], in addition to the technical differences
(e.g. type of estimated parameters, metrics used for- and type of dimensionality
reduction), the main difference in our approach is that after performing an initial
synthetic data study we applied the method on real clinical datasets. Succeeding
in such a step strongly supports the idea of compatibility between the methods
based on machine learning and biophysical modeling.

In [25], machine learning was linked to an electrophysiological model and
the whole method was then finally preliminarily tested using patient ECG data.
The achieved result was compared using the same metrics as the one used in the
machine learning step (QRS duration and electrical axis of the heart). Although a
ground truth is often inaccessible in such in vivo works, a drop in error measured
on independently acquired and processed 3D tagged MRI data (Figure 4(c)) is a
promising sign of a correction towards the true solution, and provides additional
support for our framework in comparison to assessing the error by using only
the LV contours of cine MRI, on which the parameter estimation was based.
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Separating the manifolds for estimating the contractility and stiffness
improves the predictive accuracy as it eliminates confounding motions. The man-
ifold produced characterizes the data in terms of the most dominant underlying
features of the data. Using different parts of the cycle therefore produces differ-
ent manifolds depending on the dominant cause of motion captured during that
time period. During our synthetic data tests (Section 3.1) we found that the
stiffness is estimated using only the second half of the cycle to reduce the con-
founding effects of the contraction present during the early cycle. Similarly, the
contractility is only estimated using the first half of the cycle in order to exclude
excess data where contractility has no role. However, we emphasize that for
both our parameters the manifolds jointly contain the contractility and stiffness
information, and the statistical method then provides the best possible estimates
within the ML method. Those are subsequently used to initialize the nonlinear
biophysical model-based estimation, in which the two material properties are
completely coupled in a physical sense.

From a qualitative assessment, the synthetic data curves may seem not to
accurately embed the clinical data (Fig. 2(c)) and the initial LV contours of
model seem to be quite far from the segmented contours of cine MRI (Fig. 3).
It is certain that a manual pre-calibration – of which the level of necessary
accuracy is a non-trivial question within the modeling and data assimilation
framework – will always be involved. However, we proved that even with such
a level of discrepancy we are able to estimate the meaningful values. The addi-
tional ML pre-initialization leads to physiologically more plausible results and
possibly reduces the ill-posedness of the inverse problem. Both these compo-
nents are topics of our further research. In addition, we need to emphasize that
the image observations obtained automatically by tracking of LV endo- and epi-
cardial surfaces from cine MRI using the IRTK library – although introducing
some image processing error – allow parameter estimation combining ML and a
complex biophysical model.

The real data within our manifold learning step could have been implemented
as an out-of-sample extension. However, it is often more accurate to embed all
data simultaneously and since there is significantly more training data than test
data, this does not affect the shape of the manifold. Furthermore, since training
is fast, there is little computational gain from using an out-of-sample extension.

In the regional estimations, only the contractility was estimated. This is given
by our intention to follow [7] – where the contractility estimation (and not the
stiffness) was performed on real cine MRI. For the same reason, we did not use
the “richer” information from the 3D tagged MRI. Adding a level of complexity
and estimating both the regionalized contractility and stiffness using real cine
and in addition tagged MRI will be addressed in our future works.

There are various perspectives of ML within the modeling framework. If
considering a new estimated parameter, we would similarly first identify from
synthetic data the part of the cardiac cycle within which the new parameter is the
most observable. Secondly, a valuable step will be to create a single “population-
wide” manifold, which would require running the hundreds of cardiac cycles



292 R. Chabiniok et al.

only for a limited number of subjects and the method would then provide a fast
clustering for new subjects. In such an extension we would practically consider
subjects of a similar pathology and the spatial alignment could be performed
using some techniques from [2]. We should mention that in this case, the pressure
indicator (at least peak aortic pressure) will need to be incorporated within the
ML to give an absolute sense to the estimated material parameters.

The other possibility is to span the parameter space by “cheap” simulations
(for a given subject) for instance on a very reduced mesh size. This could sug-
gest some parameter initializations – though of a limited accuracy – useful in
a detailed regional estimation. The confidence intervals for manifold sampling
might even suggest parameter covariances for the sequential parameter estima-
tion.

To conclude, we managed to put the manifold learning into a framework
of biophysical modeling. The preliminary results obtained on estimating the
tissue stiffness and contractility, as well as connecting the approach with the
established parameter estimation techniques in cardiac modeling are promising
and will trigger our further efforts.
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