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Abstract Automatic plant identification via computer vision techniques has been 
greatly important for a number of professionals, such as environmental protec-
tors, land managers, and foresters. In this chapter, we propose two learning-based 
leaf image recognition frameworks for automatic plant identification and conduct 
a comparative study between them with existing approaches. First, we propose 
to learn sparse representation for leaf image recognition. In order to model leaf 
images, we learn an over-complete dictionary for sparsely representing the train-
ing images of each leaf species. Each dictionary is learned using a set of descrip-
tors extracted from the training images in such a way that each descriptor is 
represented by linear combination of a small number of dictionary atoms. Second, 
we also propose a general bag-of-words (BoW) model-based recognition system 
for leaf images, mainly used for comparison. We experimentally compare the two 
learning-based approaches and show unique characteristics of our sparse represen-
tation-based framework. As a result, efficient leaf recognition can be achieved on 
public leaf image dataset based on the two proposed methods. We also show that 
the proposed sparse representation-based framework can outperform our BoW-
based one and state-of-the-art approaches, conducted on the same dataset.
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1  Introduction

Recently, with global warming, rapid urban development, biodiversity loss, and 
environmental damage, there has been great demand for applying advanced com-
puter vision techniques to broaden botanical knowledge. Automatic plant identi-
fication technique is one of them, which is of great importance for a number of 
professionals, such as environmental protectors, land managers, foresters, agrono-
mists, and amateur gardeners [1].

Plant identification is a fairly difficult task even for experienced botanists, con-
sidering the huge number of species existing in the world [2], as examples shown 
in Fig. 1. The task is generally based on the observation of the morphological 
characteristics of a plant, such as stems, roots, flowers, and leaves. Most impor-
tant information about the taxonomic identity for a plant is usually contained in its 
leaves [2], as examples shown in Fig. 2. Therefore, similar to most existing image-
based plant identification [1–15] or retrieval [16–18] approaches, the proposed 
framework focuses on the recognition of leaf images which can be further applied 
to plant identification.

To achieve leaf image recognition, the first step is to extract feature(s) from leaf 
images to be recognized. Similar to feature extraction from general images, a leaf 
image can be characterized by extracting its color [13, 17], texture [1, 2, 13, 17],  

Fig. 1  Examples of number of plant species

Fig. 2  Examples of number of leaf species
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and shape [1–18] features. Nevertheless, the color of a leaf may vary with the 
 seasons and climatic conditions, while most species of leaves have similar colors. 
Hence, only shape and texture features are shown to be applicable in leaf image 
recognition or retrieval in the literature.

On the other hand, to achieve recognition of leaf images, it is usually required 
to train a classifier in advance using some training leaf images. Most recently 
developed plant identification frameworks rely on content-based image retrieval 
techniques (usually with k-nearest neighbor, i.e., k-NN, classification) [1–8], while 
several ones are based on neural network-based classification [9, 10]. Moreover, a 
novel classification method, called move median centers (MMC) hypersphere clas-
sifier was proposed in [11], and another similar one called moving center hyper-
sphere (MCH) classifier was also proposed in [12].

In this chapter, we propose two learning-based leaf image recognition frame-
works for automatic plant identification and conduct a comparative study between 
them with existing approaches. First, we propose to formulate leaf image recogni-
tion as a sparse representation problem. Sparse representation (or sparse coding) 
techniques have been shown to be efficient in solving several computer vision 
problems, such as face recognition, action recognition, image denoising and 
enhancement [19–28]. For the proposed sparse representation-based leaf recogni-
tion method, in the learning stage, we learn a dictionary for sparely representing 
the training leaf images in each plant species. In the recognition stage, we calcu-
late the sparse representations of a test image with respect to each learned diction-
ary of species to find the leaf category with the largest correlation between them.

Moreover, we also present a general bag-of-words (BoW) model-based recog-
nition system for leaf images, mainly used for comparison. BoW model has been 
also widely applied in the applications of image recognition, classification, and 
retrieval [29–32]. In the learning stage of our BoW-based framework, we train a 
codebook consisting of a number of representative codewords for representing the 
training leaf images in each plant species. Then, we train a support vector machine 
(SVM) [33] classifier for leaf image classification. In the recognition stage of our 
BoW-based framework, we quantitatively represent each test leaf image based on 
the trained codebook, followed by recognizing the image with the trained SVM 
classifier.

The main contribution of this work is three-fold: (i) to the best of our knowl-
edge, we are among the first to propose a sparse representation framework for leaf 
image recognition; (ii) the proposed framework is adapted to newly added leaf 
species without retraining classifiers and suitable to be highly parallelized as well 
as integrated with any leaf image descriptors/features; and (iii) benefited from the 
property of sparse representation, the proposed method would be robust to inac-
curate feature extraction of leaf images, while providing more compact and richer 
representation for leaf images.

The rest of this chapter is organized as follows. In Sect. 2, we briefly review 
the concepts of sparse representation and dictionary learning techniques, which 
form the basis of our sparse representation framework for leaf image recogni-
tion. Section 3 presents the proposed leaf image recognition framework via sparse 
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representation. Section 4 introduces the proposed BoW model-based recognition 
system for leaf images, used for comparison. In Sect. 5, experimental results are 
demonstrated. Finally, Sect. 6 concludes this chapter.

2  Sparse Representation and Dictionary Learning

As an example shown in Fig. 3, sparse coding (SC) [27, 28] is a technique of finding 
a sparse representation for a signal by solving a small number of nonzero or signifi-
cant coefficients corresponding to the atoms in a dictionary. To learn a dictionary for 
sparsely representing each signal, such as a feature vector or an image patch extracted 
from an image, we collect a set of training exemplars, yj, j = 1, 2, …, P, to learn a dic-
tionary D sparsifying yj by solving the following optimization problem [25, 26]:

where xj denotes the sparse coefficient vector of yj with respect to D and λ is a 
regularization parameter. Equation (1) can be efficiently solved by performing 
a dictionary learning algorithm, such as the online dictionary learning [25] or 
K-singular value decomposition (K-SVD) [26] algorithms.

After obtaining the dictionary D, for each signal Qj to be sparsely represented 
with respect to D, its sparse coefficient θj can be obtained by solving the following 
optimization problem [25, 26]:

(1)min
D, xj
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P
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Fig. 3  An example of illustrating the sparse representation of image patches (blocks) based on a 
given dictionary
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That is, θj is a sparse coefficient vector for sparsely representing Qj with respect to 
D, and Qj can be approximately recovered via Dθj.

In this study, we propose to apply dictionary learning to learn a dictionary for 
representing each category of leaf images. Then, the recognition of an input leaf 
image can be achieved by analyzing the correlation between the input image and 
each leaf class, derived from calculating the sparse representation of the input 
image with respect to the learned dictionary of each class. The detailed method of 
our first leaf image recognition framework (sparse representation-based) will be 
elaborated in Sect. 3.

3  Proposed Leaf Image Recognition Framework  
via Sparse Representation

In this section, we first introduce the problem formulation of our first framework 
in this chapter, followed by presenting the proposed leaf image recognition frame-
work via sparse representation (or sparse coding), consisting of the learning and 
recognition stages.

3.1  Problem Formulation of Our First Framework

In our first framework of this study, we consider total C species of leaves, where 
we learn the dictionary Di for sparsely representing the i-th class of leaf images, 
i = 1, 2, …, C. To recognize a test leaf image I, we formulate the problem as 
a sparse representation problem and solving it by calculating the histogram hIi  
derived from the sparse representation of I with respect to each Di, and identify 
the one with the largest correlation between hIi  and Di, i = 1, 2, …, C. The detailed 
method shall be elaborated below.

3.2  Learning Stage of Proposed First Framework

As illustrated in Fig. 4, in the learning stage of the proposed first framework, for 
each class Li (the ith class) of leaf images, we select a number of training images to 
learn a dictionary Di for representing this class. We extract a set of Pi descriptors (or 
feature vectors) 

{

yij ∈ Rn
}Pi
j=1

 from all training images in each Li, i = 1, 2, …, C, 
where any shape, texture, or hybrid image features can be used here, such as scale-
invariant feature transform (SIFT) [34]. For learning the dictionary Di ∈ Rn×m for 
compactly representing Li, we apply dictionary learning to minimize [25]:

(2)min
θj

(
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where xij denotes the sparse coefficients of yij with respect to Di and λ is a regu-
larization parameter. After obtaining Di, we calculate the histogram hi associated 

with the sparse coefficients 
{

xij ∈ Rm
}Pi
j=1

 of 
{

yij
}Pi
j=1

 as:

As an example, for the ith class, the learning stage is summarized in Fig. 5. 
Then, for each class Li, we store its dictionary Di and histogram hi for leaf image 
recognition task described in Sect. 3.3.

3.3  Recognition Stage of Proposed First Framework

As illustrated in Fig. 6, for a test leaf image I to be recognized, we first extract 
its set of descriptors (image feature vectors) 

{

Qj ∈ Rn
}q

j=1
 and the corresponding 

(3)min
Di∈R

n×m , xij∈Rm

1
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Fig. 4  The learning stage of the proposed first leaf image recognition framework via sparse rep-
resentation
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Fig. 5  Summarization of the learning stage of the proposed leaf image recognition framework 
via sparse representation

Fig. 6  The recognition stage 
of the proposed leaf image 
recognition framework via 
sparse representation
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sparse coefficients 
{

θji ∈ Rm
}q

j=1
 with respect to Di, i = 1, 2, …, C, to find the 

sparse representation of I with respect to each class Li as:

where 
(

θji
)∗

 denotes the solution minimizing (5). We then calculate the histogram 
hIi  of I associated with its sparse coefficients 

{

θji
}q

j=1
 with respect to each Di as:

Then, the class that the image I belongs to can be decided as:

That is, the class associated with the maximum correlation derived from (7) with 
the input image will be decided to be the class that the input image belongs to.

4  Proposed BoW Model-Based Leaf Image Recognition 
Framework Used for Comparison

To evaluate the performance of the proposed first framework via sparse 
representation, we present another framework based on well-known bag-of-
words (BoW) image model. As illustrated in Fig. 7, in the learning stage of our 
BoW-based framework, we first extract a set of descriptors (or feature vectors) 
from all training leaf images of C classes for training a codebook consisting of 
K representative codewords. Based on the BoW image model [29], we apply the 

(5)
(

θji
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= arg min
θji∈R

m
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q
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(7)Estimated class(I) = arg
max

i ∈ 1, 2, . . . ,C
=

(

hIi

)T

hi.

Fig. 7  An illustrated example of the learning stage in the proposed BoW-based leaf image rec-
ognition framework
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K-means clustering algorithm [35] to cluster all of the descriptors into K clusters 
with a cluster center for each cluster to form a codebook of K codewords. After 
obtaining the codebook, we quantize each training descriptor into its closest 
codeword in the codebook. Then, for each training image, we calculate a BoW 
histogram by counting the frequencies that each codeword is used. That is, each 
training image has been converted into a histogram. Then, we train a SVM 
classifier with C classes of leaf images.

As illustrated in Fig. 8, in the recognition stage of our BoW-based framework, 
for each test leaf image to be recognized, we first extract a set of descriptors and 
quantize each descriptor to its closest codeword in the codebook. Then, we can 
obtain the BoW histogram of this image. Finally, based on the trained SVM classi-
fier, recognition of the image can be achieved. Comparisons between the proposed 
sparse representation-based approach and the proposed BoW-based approach in 
detail will be presented in Sect. 5.

5  Experimental Results

5.1  Experiment Settings

In this work, the two proposed recognition methods were implemented in 
MATLAB® R2013a (64 bits version) on a personal computer equipped with 
Intel® Core™ i5-2410M processor and 4 GB DDR2 memory. Moreover, the 
Matlab implementation of the employed K-SVD dictionary learning tool is avail-
able online from [26], while the Matlab interface implementation of the employed 
SVM classifier is also available online from [33].

Fig. 8  An illustrated example of the recognition stage in the proposed BoW-based leaf image 
recognition framework
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To evaluate the performances of the proposed leaf image recognition 
frameworks via sparse coding (denoted by Proposed-SC) and BoW (denoted by 
Proposed-BoW), respectively, we used the leaf image dataset, “Flavia leaf image 
dataset,” released by Wu et al. [9] which has been a popular leaf image dataset 
for research purpose. The dataset consists of 32 classes of leaf images (C = 32), 
where each class contains 40–60 images, as illustrated in Fig. 9.

In the learning stage of our framework via SC, we randomly selected 30 
images per class for dictionary learning, while the rest images were used for test-
ing. For simplicity, the feature used was SIFT [34] with length n = 128 for each 
descriptor (or feature vector), which can be replaced by any shape, texture, or 
hybrid features. Moreover, for each learned dictionary Di, we evaluated the four 
sizes (number of atoms) of 128, 256, 512, and 1,024 atoms (m = 128, 256, 512, 
1,024), respectively. The sparsity and the number of training iterations used in the 
employed K-SVD dictionary learning algorithm [26] are empirically set to 12 and 
100, respectively, to achieve the best tradeoff between recognition performance 
and computational complexity based on our experiments.

On the other hand, to fairly compare the proposed SC-based framework and 
our BoW-based framework described in Sect. 4, the evaluated codebook sizes for 
BoW are also set to 128, 256, 512, and 1,024, respectively, obtained by using the 
K-Means clustering algorithm [35] with 100 iterations based on the same training 
images and the SIFT feature [34]. The comparison of recognition performances 
between Proposed-SC and Proposed-BoW is shown in Fig. 10, where each data 
point was obtained by averaging the results of five runs.

Moreover, we also compare our method with the probabilistic neural net-
work-based approach proposed in [9] (denoted by PNN), move median centers 

(a) (b) (c)

(d) (e) (f)

Fig. 9  Examples of leaf images in the dataset released by Wu et al. [9]: a, b Liriodendron chin-
ense (Hemsl.) Sarg. (Chinese tulip tree); c, d Populus x canadensis Moench (Canadian poplar); 
and e, f Acer buergerianum Miq. (trident maple)



87Learning-Based Leaf Image Recognition Frameworks

(MMC)-based approach proposed in [11] (denoted by MMC), hybrid feature with 
PNN-based approach proposed in [13] (denoted by HPNN), and combinatorial 
shape feature-based approach proposed in [14] (denoted by CShape), conducted 
on the same leaf image dataset.

6  Results

Table 1 lists the recognition rates obtained by PNN [9], MMC [11], Proposed-
BoW, and Proposed-SC, respectively. In Table 1, the recognition rates obtained by 
Wu et al. [9] and Du et al. [11] were reported in [9], while those of Proposed-BoW 
and Proposed-SC were their respective best ones from Fig. 10 (the dictionary/
codebook size is set to 256).

It can be observed from Fig. 10 that the proposed method via SC outperforms 
the proposed method via BoW used for comparison conducted on the evaluated 

Fig. 10  Performance comparisons between Proposed-SC and Proposed-BoW methods

Table 1  Recognition rates  
of leaf images

Method Rate (%)

PNN [9] 90.31

MMC [11] 91

HPNN [13] 93.75

CShape [14] 94.62

Proposed-BoW 94.38

Proposed-SC 95.47
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dataset [9]. Compared with the BoW-based approach, the main advantage of our 
SC-based approach is that it is not required to re-train classifiers with newly leaf 
image class added, while in the BoW-based approach, both the codebook and the 
SVM classifier are required to be re-trained.

It can be also observed from Table 1 that both the proposed methods via SC 
and BoW outperform (or are comparable with) the four existing approaches used 
for comparisons (PNN [9], MMC [11], HPNN [13], and CShape [14]). Moreover, 
our methods only used 960 training images, while the PNN method [9] used 1,800 
training images for neural network training. On the other hand, only single feature 
(SIFT [34]) is currently used in our methods to achieve these performances. More 
complex leaf image features may be properly integrated with our frameworks to 
achieve better performances.

In addition, to investigate some erroneous recognition cases, we illustrate an 
example in Fig. 11, where the two leaf images (Figs. 11a, b) of different species are 
identified as the same class. The main reason should be that only single feature was 
employed in this study without enough distinguishability. To cope this problem, hybrid 
features (e.g., integration of several shape and texture features) would be a solution.

6.1  Discussions

In this section, we discuss the main reason that the proposed sparse coding-based 
approach can outperform the proposed BoW-based approach, in terms of the 
inherent respective properties of the two image models. In the BoW-based frame-
work, as depicted in Fig. 12a, each input image descriptor will be quantized into 
its closest codeword in the pre-trained codebook, which can be viewed as a special 
case of sparse representation, i.e., extremely sparse. That is, using the terminol-
ogy of sparse coding, only one atom (with corresponding nonzero/significant coef-
ficient of value “1”) in the pre-learned dictionary is used to represent the input 

Fig. 11  An illustrated 
example of erroneous 
recognition: a the leaf species 
of Indigofera tinctoria L; 
and b the leaf species of 
Lagerstroemia indica (L.) 
Pers

(a) (b)

Fig. 12  An illustrated 
example of: a BoW-based; 
and b sparse coding-based 
frameworks



89Learning-Based Leaf Image Recognition Frameworks

descriptor. On the other hand, as depicted in Fig. 12b, each input image descriptor 
will be represented by a few numbers of atoms (with corresponding nonzero/sig-
nificant coefficients) in the pre-learned dictionary. Therefore, the sparse coding-
based framework can provide richer representation for each image descriptor than 
the BoW-based framework, resulting in better recognition performance. To further 
achieve better performance with sparse coding, more constraints (e.g., locality 
[36] or group sparsity [37] conditions) may be incorporate into the regulation term 
to ensure that similar input image descriptors will have similar sparse representa-
tions based on a given dictionary.

7  Conclusions

In this chapter, we have proposed two leaf image recognition frameworks via 
sparse representation and BoW image model, respectively, and conducted the com-
parative studies between them. By learning dictionary for sparsely representing 
each species of leaf images, accurate recognition can be achieved. Besides better 
recognition performance obtained by our sparse representation-based framework, 
several unique characteristics benefited from the sparse coding theory include:  
(i) the proposed framework is adapted to newly added leaf species without retrain-
ing classifiers and suitable to be highly parallelized as well as integrated with any 
leaf image descriptors/features; and (ii) the proposed method would be robust to 
inaccurate feature extraction of leaf images, while providing more compact and 
richer representation for leaf images. For future works, we will integrate more 
advanced image features with our sparse representation-based framework and 
implement our system as a mobile application to achieve mobile visual search (e.g., 
[7, 8], as illustrated in Fig. 13). The proposed framework via sparse coding can be 
also extended to the applications of recognizing other types of images/videos.

Fig. 13  An example of mobile visual leaf image recognition/retrieval applications



90 J.-K. Hsiao et al.

References

 1. Mzoughi, O., Yahiaoui, I., Boujemaa, N., Zagrouba, E.: Advanced tree species identification 
using multiple leaf parts image queries. In: Proceedings of IEEE International Conference on 
Image Processing, pp. 3967–3971, Melbourne, Sept 2013

 2. Mouine, O., Yahiaoui, I., Verroust-Blondet, A.: Advanced shape context for plant species 
identification using leaf image retrieval. In: Proceedings of ACM International Conference on 
Multimedia Retrieval, June 2012

 3. Mzoughi, O., Yahiaoui, I., Boujemaa, N.: Petiole shape detection for advanced leaf identifica-
tion. In: Proceedings of IEEE International Conference on Image Processing, pp. 1033–1036, 
Orlando, FL, USA, Sept 2012

 4. Yahiaoui, I., Mzoughi, O., Boujemaa, N.: Leaf shape descriptor for tree species identifica-
tion. In: Proceedings of IEEE International Conference on Multimedia and Expo, pp. 254–
259, Melbourne, July 2012

 5. Mouine, S., Yahiaoui, I., Verroust-Blondet, A.: A shape-based approach for leaf classification 
using multiscale triangular representation. In: Proceedings of ACM International Conference 
on Multimedia Retrieval, pp. 127–134, Dallas, Texas, USA, Apr 2013

 6. Caballero, C., Aranda, M.C.: Plant species identification using leaf image retrieval. In: 
Proceedings of ACM International Conference on Image and Video Retrieval, pp. 327–334, 
July 2010

 7. Kumar, N., Belhumeur, P.N., Biswas, A., Jacobs, D.W., Kress, W.J., Lopez, I.C., Soares, 
J.V.B.: Leafsnap: a computer vision system for automatic plant species identification. In: 
Proceedings of European Conference on Computer Vision, pp. 502–516, Florence, Italy, Oct 
2012

 8. Mouine, S., Yahiaoui, I., Verroust-Blondet, A., Joyeux, L., Selmi, S., Goëau, H.: An android 
application for leaf-based plant identification. In: Proceedings of ACM International 
Conference on Multimedia Retrieval, Dallas, Texas, USA, Apr 2013

 9. Wu, S.G., Bao, F.S., Xu, E.Y., Wang, Y.-X., Chang, Y.-F., Xiang, Q.-L.: A leaf recognition 
algorithm for plant classification using probabilistic neural network. In: Proceedings of IEEE 
International Symposium on Signal Processing and Information Technology, pp. 11–16, 
Giza, Egypt (the leaf image dataset available from http://sourceforge.net/projects/flavia/
files/), Dec 2007

 10. Hossain, J., Amin, M.A.: Leaf shape identification based plant biometrics. In: Proceedings 
of IEEE International Conference on Computer and Information Technology, pp. 458–463, 
Dhaka, Dec 2010

 11. Du, J.-X., Wang, X.-F., Zhang, G.-J.: Leaf shape based plant species recognition. Appl. Math. 
Comput. 185(2), 883–893 (2007)

 12. Wang, X., Huang, D.-S., Du, J.-X., Xu, H., Heutte, L.: Classification of plant leaf images 
with complicated background. Appl. Math. Comput. 205(2), 916–926 (2008)

 13. Kadir, A., Nugroho, L.E., Susanto, A., Santosa, P.I.: Leaf classification using shape, color, 
and texture features. Int. J. Comput. Trends Technol. 1(3), 225–230 (2011)

 14. Sari, C., Akgul, C.B., Sankur, B.: Combination of gross shape features, fourier descrip-
tors and multiscale distance matrix for leaf recognition. In: Proceedings of International 
Symposium on ELMAR, pp. 23–26, Zadar, Croatia, Sept 2013

 15. Du, J.-X., Zhai, C.-M., Wang, Q.-P.: Recognition of plant leaf image based on fractal dimen-
sion features. Neurocomputing 116, 150–156 (2013)

 16. Wang, Z., Chi, Z., Feng, D.: Shape based leaf image retrieval. IEEE Proc. Vis. Image Sig. 
Process. 150(1), 34–43 (2003)

 17. Kebapci, H., Yanikoglu, B., Unal, G.: Plant image retrieval using color, shape and texture fea-
tures. Comput. J. 54(9), 1475–1490 (2011)

 18. Fotopoulou, F., Laskaris, N., Economou, G., Fotopoulos, S.: Advanced leaf image retrieval 
via multidimensional embedding sequence similarity (MESS) method. Pattern Anal. Appl. 
16(3), 381–392 (2013)

http://sourceforge.net/projects/flavia/files/
http://sourceforge.net/projects/flavia/files/


91Learning-Based Leaf Image Recognition Frameworks

 19. Wagner, A., Wright, J., Ganesh, A., Zhou, Z., Mobahi, H., Ma, Y.: Toward a practical face 
recognition system: robust alignment and illumination by sparse representation. IEEE Trans. 
Pattern Anal. Mach. Intell. 34(2), 372–386 (2012)

 20. Guha, T., Ward, R.K.: Learning sparse representations for human action recognition. IEEE 
Trans. Pattern Anal. Mach. Intell. 34(8), 1576–1588 (2012)

 21. Huang, D.-A., Kang, L.-W., Wang, Y.-C.F., Lin, C.-W.: Self-learning based image decom-
position with applications to single image denoising. IEEE Trans. Multimedia 16(1), 83–93 
(2014)

 22. Chen, D.-Y., Chen, C.-C., Kang, L.-W.: Visual depth guided color image rain streaks removal 
using sparse coding. IEEE Trans. Circuits Syst. Video Technol. 24(8), 1430–1455 (2014)

 23. Kang, L.-W., Lin, C.-W., Fu, Y.-H.: Automatic single-image-based rain streaks removal via 
image decomposition. IEEE Trans. Image Process. 21(4), 1742–1755 (2012)

 24. Yeh, C.-H., Kang, L.-W., Chiou, Y.-W., Lin, C.-W., Fan Jiang, S.-J.: Self-learning-based post-
processing for image/video deblocking via sparse representation. J. Vis. Comm. Image Rep. 
25(5), 891–903 (2014)

 25. Mairal, J., Bach, F., Ponce, J., Sapiro, G.: Online learning for matrix factorization and sparse 
coding. J. Mach. Learn. Res 11, 19–60 (2010)

 26. Aharon, M., Elad, M., Bruckstein, A.M.: The K-SVD: an algorithm for designing of over-
complete dictionaries for sparse representation. IEEE Trans. Sig. Process. 54(11), 4311–4322 
(Matlab source code available from http://www.cs.technion.ac.il/~ronrubin/software.html) 
(2006)

 27. Bruckstein, A.M., Donoho, D.L., Elad, M.: From sparse solutions of systems of equations to 
sparse modeling of signals and images. SIAM Rev. 51(1), 34–81 (2009)

 28. Olshausen, B.A., Field, D.J.: Emergence of simple-cell receptive field properties by learning 
a sparse code for natural images. Nature 381(13), 607–609 (1996)

 29. Csurka, G., Dance, C.R., Fan, L., Willamowski, J., Bray, C.: Visual categorization with bags 
of keypoints. In: Proceedings of ECCV International Workshop on Statistical Learning in 
Computer Vision, Prague (2004)

 30. Lazebnik, S., Schmid, C., Ponce, J.: Beyond bags of features: spatial pyramid matching for 
recognizing natural scene categories. In: Proceedings of IEEE Conference on Computer 
Vision Pattern Recognition, pp. 2169–2178 (2006)

 31. Yang, J., Jiang, Y.-G., Hauptmann, A.G., Ngo, C.-W.: Evaluating bag-of-visual-words repre-
sentations in scene classification. In: Proceedings of ACM Multimedia Information Retrieval, 
pp. 197–206 (2007)

 32. Hsu, C.-Y., Kang, L.-W., Liao, H.-Y.M.: Cross-camera vehicle tracking via affine invari-
ant object matching for video forensics applications. In: Proceedings of IEEE International 
Conference on Multimedia and Expo, San Jose, CA, USA, July 2013

 33. Chang, C.-C., Lin, C.-J.: LIBSVM: a library for support vector machines. ACM Trans. Intell. 
Syst. Technol. 2(3), article no. 27 (Matlab interface source code available from http://www.cs
ie.ntu.edu.tw/~cjlin/libsvm/), Apr 2011

 34. Lowe, D.G.: Distinctive image features from scale-invariant keypoints. Int. J. Comput. Vis 
60(2), 91–110 (2004)

 35. Hartigan, J.A., Wong, M.A.: A k-means clustering algorithm. Appl. Stat. 28(1), 100–108 
(1979)

 36. Wang, J., Yang, J., Yu, K., Lv, F., Huang, T., Gong, Y.: Locality-constrained linear coding 
for image classification. In: Proceedings of IEEE Conference on Computer Vision Pattern 
Recognition, pp. 3360–3367, San Francisco, CA, USA, June 2010

 37. Tsai, C.-Y., Huang, D.-A., Yang, M.-C., Kang, L.-W., Wang, Y.-C.F.: Context-aware sin-
gle image super-resolution using locality-constrained group sparse representation. In: 
Proceedings of IEEE Visual Communications and Image Processing Conference, San Diego, 
CA, USA, Nov 2012

http://www.cs.technion.ac.il/~ronrubin/software.html
http://www.csie.ntu.edu.tw/~cjlin/libsvm/
http://www.csie.ntu.edu.tw/~cjlin/libsvm/

	Learning-Based Leaf Image Recognition Frameworks 
	Abstract 
	1 Introduction
	2 Sparse Representation and Dictionary Learning
	3 Proposed Leaf Image Recognition Framework via Sparse Representation
	3.1 Problem Formulation of Our First Framework
	3.2 Learning Stage of Proposed First Framework
	3.3 Recognition Stage of Proposed First Framework

	4 Proposed BoW Model-Based Leaf Image Recognition Framework Used for Comparison
	5 Experimental Results
	5.1 Experiment Settings

	6 Results
	6.1 Discussions

	7 Conclusions
	References


