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Abstract Quantifying the impact of energy saving measures on a given space 
requires representative models that can describe how energy is consumed in that 
space with dependence on known input variables. For this purpose, it is commonly 
accepted that linear regressions can be used to define those models, named energy 
consumption baselines. In this paper, we want to assess the performance of linear 
regressions to model electricity consumption compared to other modeling tech-
niques that can capture nonlinear dynamics like fuzzy and neural networks models 
in three experimental places in a Portuguese University campus: a set of offices in 
a department, a classroom amphitheater and the library. Five input variables were 
defined for the study: day type, occupation, day length, solar radiation and heating 
and cooling degree days. The novelty of this paper is the comparative assessment 
between these different modeling techniques, which are usually addressed individ-
ually in the literature. From the results obtained in this research, we can outline 
the importance of selecting representative input variables, study their inter rela-
tion, fine tuning the models, and analyze the different models when being trained 
and tested. We generally conclude that neural networks have the best performance 
values, fuzzy models increase their performances when trained with varying 
epochs (with the exception of the amphitheater, where the model over fits and so 
as the testing performance) and linear regressions present the lowest performance. 
Hereupon, we discuss the encouragement of applying non-linear models such as 
the presented ones rather than traditionally used linear regression models, when 
evaluating consumption baseline to determine energy savings.
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1  Introduction

Energy modeling is a research field that has increasing for the last years, standing as an 
essential step towards the increase of efficiency in the energy systems value chain [1].

The building sector is responsible ca. 40 % of the final energy worldwide, 
which means that this is the largest energy consumer worldwide [2]. With the 
increase in urbanization mainly in the poorest countries, it is expected that build-
ings continue to have a high impact in the worldwide consumed energy. For the 
EU, the increase of energy efficiency in 20 % is one of the three targets for 2020 
[3], especially in the building sector, which has the highest energy saving and 
energy efficiency potential [4].

Increasing energy efficiency in buildings requires planning and implementing 
energy efficiency measures. Quantifying the impact of a given measure—the energy 
savings—requires modeling how energy evolves with the surrounding variables. A 
complete methodology for quantifying energy efficiency measures can be found in 
the International Performance and Verification Protocol (IPMVP), further adapted 
to the eeMeasure for the application in European Commission funded projects [5]. 
In these standards, the application of linear regression is suggested, as it can be eas-
ily implemented using spread sheets. However, these models do not capture more 
complex nonlinear dynamics that can be found in office buildings like the university 
campus. Thus, in the literature, modeling tools that can capture nonlinear dynamics, 
as fuzzy set models or neural networks are suggested as alternative methods.

We could not find a quantitative comparison between the most well accepted 
model by the IPMVP (linear regression) with other nonlinear and under development 
models, which have been increasingly implemented in energy modeling: fuzzy set 
theory and neural networks. This is one of the main purposes of this paper: to under-
stand how the accuracy is increased at the expenses of using much more complex 
models that are difficult to develop and implement without specific software tools.

This paper addresses the implementation of three models (linear regression, 
fuzzy set theory and neural networks) in three experimental spaces each (a class 
amphitheater, a library and an set of offices), assessing the development of the 
models and their performance.

Section 2 explains the theoretical fundamentals of the three models, enlighten-
ing their applications in the energy field. Section 3 describes the methodological 
approach on the data treatment and the development and performance evaluation 
of the models. Section 4 presents the results from the models and their discussion. 
Finally, this paper finishes with general remarks and future work to be developed.

2  Energy Consumption Models

Several references can be found in the bibliography tackling energy modeling in 
buildings. This section describes the methods used in this paper.
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2.1  Linear Models

Linear regressions can determine the degree of similarity between two datasets 
by measuring the quadratic error between each point. It gives a linear model with 
coefficients that try to explain those relations. The usual performance index that is 
used is the squared error: R2 [10].

The linear regression models are quite well accepted in the definition of the 
baseline, namely according to the IPMVP standards. However, a linear model has 
a limited capacity as there are variables can only be explained with non-linear cor-
relations [11].

A system can be considered linear if the relation between inputs and outputs 
can be described by linear equations, i.e. if the outputs can be explained by aggre-
gating the inputs, each being multiplied by a corresponding coefficient. The prin-
ciple of superposition in an important theorem that can explain the properties of 
a linear system, which states that the influence of all the inputs acting simultane-
ously in the system output is the same as the sum of the influence of the sum of 
each input acting alone [6].

A linear system can be computed through linear regressions. Conceptually, a lin-
ear regression wishes to minimize the total sum of squares (SST), which is equal 
to the addition of the error of sum of squares (SSE) with the regression sum of 
squares (SSR).

A linear model has the advantage that both the performance and the statistical sig-
nificance can be easily studied with the coefficient of determination R2 and the 
p-value, respectively. R2 is the result of:

R2 varies from [0; 1], corresponding 1 to the higher correlation. The p-value is 
a factor that has to be equal or lower than α, which we have defined as 0.05. If 
p is higher than 0.05, then we cannot reject the null hypothesis, which means that 
we cannot guarantee that the results were not generated by chance. This, however, 
is a reflection of statistical confidence and, even choosing a model with param-
eters higher than α, other studies can be undertaken to see if the model is actually 
adequate or not. As an example, we can check if the model is bias, i.e. if the model 
tends to underestimate or overestimate the output, by calculating the median of the 
generated outputs.

(1)c1x1 + c2x2 = c1y1 + c2y2

(2)

n∑

i=1

(yi − y)2 =

n∑

i=1

(yi − ŷi)
2 +

n∑

i=1

SST = SSE + SSR

(3)R2 =
Explained variation of y

Total variation of y
=

SSR

SST



296 H. Pombeiro and C. Silva

2.2  Fuzzy Set Theory

We find in the literature the application of Fuzzy models in the Energy field for 
the development of optimization problems and also for the development of energy 
models. Fuzzy models are adequate when trying to model systems where conven-
tional models are not precise enough, when there is a high degree of uncertainty, or 
there is a strong non-linear behavior or even when there is time varying character-
istics [11]. Fuzzy logic can be described as an approximation of human classifica-
tion and reasoning, which gives a high interpretability of this type of models [12].

Dounis and Caraiscos [13] undertook a literature review in the energy system 
analyzes and energy demand modeling. Namely, they have identified the appli-
cation of hybrid uncertainty models that use hybrid fuzzy stochastic models for 
regional energy systems planning and management.

Modeling regional energy systems is an important issue especially for design-
ing regional policy. Beyond this, we can find the application of fuzzy models in 
energy modeling at a lower scale. Zhibin and Jiuping [14] applied fuzzy set the-
ory to deal with uncertainty for the cost optimization in the application of a com-
bined heat and power model. Babuska [12] also found very important applications 
of fuzzy set theory in modeling energy and comfort in a building environment. 
Moradi et al. [15] developed interesting applications of building energy modeling 
through fuzzy set theory. Finally, [12, 15] found that applying fuzzy modeling 
together with neural networks results in neuro-fuzzy modeling, robust self-learn-
ing models could be developed. Overall, fuzzy set theory can be considered impor-
tant and feasible for the implementation of a more efficient and adequate building 
energy management system [16, 17].

Fuzzy set theory has been developed in the past years, belonging to a com-
putational philosophy named soft computing, aiming at dealing with complex 
intelligent systems. On opposition to a crisp data set, a fuzzy set adds a member-
ship degree of a given input to a given set. Taking a simple example of having 
two glasses of a transparent liquid: on one glass we have a label depicting that the 
probability of that liquid is deadly poison is 0.1, and on the other glass the label 
depicts that the liquid has a deadly poison membership of 0.9. While we have 90 % 
of chances to survive if drinking from the first glass, we know that we will not die 
if we drink from the second one, since the liquid does not belong 100 % to the 
deadly poison membership; so we would have a stomach pain but not a deadly one.

From the previous example, we understand that fuzzy modeling applies a 
degree of gradual transitions between sets, which can be very helpful when we 
want to design an intelligent decision above predetermined antecedent parameters.

A fuzzy system is processed from the inputs (antecedents) to the outputs (con-
sequents). In order to develop such a system, there is a very important step which 
is also in common for the development of any model (e.g., linear or neural net-
work): the inputs generation. In fact, the quality of the inputs that we feed the 
model are crucial for the model to be accurate. From the inner quality of the meas-
ured data (e.g. accuracy of the device, data gaps, outliers, etc.) to the clustering 
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and relevance of the inputs; this step involves the comprehension of what we are 
modeling and if we find the input data relevant for the exercise, and also if the 
variables have any relation between themselves.

Having a treated input data, we have to determine which set of variables and 
the universe of discourse that will be used to model the problem. On this issue, 
we have to define which data will be used for training and which for testing the 
model. Usually, a 60/40 % or a 50/50 % ratios are used. In this paper, the second 
one has been chosen.

A further step in building a fuzzy system is the fuzzification, which includes 
the definition of the membership functions and the fuzzy rules for the rule base. 
Membership functions are usually built with clustering algorithms. In this paper, 
we have used fuzzy c-means (FCM) to generate the membership functions used 
in the inference engine of the fuzzy models. FCM are partition data algorithms 
forming overlapping sets based on pattern similarities. A generalization of hard 
c-means is given by the following equations [7, 8].

Given the following data set:

The fuzzy partition matrix (having the membership functions for the objects x) and 
the cluster centers are found.

The process undergoes by repeating the following processes, either by initializing 
U or V, assuming the partition matrix is fixed:

Then the distances from the cluster centers are calculated and the partition matrix 
is updated, assuming that the cluster centers are fixed.

The process finalizes when the stopping criteria is satisfied, which can be:

(4)xk = [X1k ,X2k , . . . ,Xnk]
T ∈ IRn, k = 1, . . . ,N

(5)U =




µ11 · · · µ1N

· · · · · · · · ·

µc1 · · · µcN



,µij ∈ [0, 1]

(6)V = V1, . . . ,Vc,Vi ∈ IRn

(7)Vi =

∑k=1
N µm

ikXk∑N
k=1 µ

m
ik

(8)d2ik = (Xk − Vi)
T (Xk − Vi)

(9)
µik =

1
∑C

j=1(
d2ik
d2jk

)1/(m−1)

(10)‖δU‖ < ǫ
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The fuzzy rules for the rule base are fired at this point. By combining the differ-
ent inputs throughout their membership degree in each adjudicated membership 
function, the model then applies the inference operators to choose the decisions 
that compose the outputs. Common inference operators are Kleene-Dienes, 
Lukasiewicz, Mamdani or Sugeno (or Tagaki-Sugeno). For this paper, Sugeno 
type inference system was chosen.

While a Mamdani-type fuzzy inference systems (FIS) computes the output con-
sequence with a membership function as the rule strength, followed by a defuzzi-
fication process to reach for a membership degree, a Sugeno FIS gives a crisp or a 
linear equation as an output [7, 8]. The overall output is a weighted average of the 
individual rule outputs and given by:

The development of a fuzzy model finishes with its fine tuning. If the general 
output does not have a satisfactory performance, the parameters can be adjusted, 
such as the number of clusters, a new selection of variables (leaving some aside or 
including other that were not previously chosen) or training the model varying the 
number of epochs (iterations).

2.3  Neural Networks

Neural networks (NN) try to apply the human physiological brain reasoning in the 
development of models. They model the human brain as a continuous-time non-
linear dynamic system. With different weights that can be applied to the artificial 
neurons, adaptive models can be developed [7].

Babuska [12], Moradi et al. [15] have also performed a detailed review on the 
application of several energy models with artificial networks, with particular rel-
evance for the ability of self-learning that NN can provide. Further, Kalogirou [18] 
has developed artificial NN to predict energy consumption in a building and they 
proved faster convergences than simulated dynamic programs.

NN to mimic how the human brain reasons, simulating neurons connected 
between themselves (through “synapses”), iteratively learning the best combina-
tion of weights to be given at each input in order to outcome the most fitted output. 
NNs are a powerful instrument for dealing with complex systems such as percep-
tion, pattern recognition, ability to learn from examples and adaptability and fault 
tolerance [8].

Given the above features, NN are generally used when input and/or output are 
multidimensional, when the mathematical structure of the system is unknown and, 
at the same time, when the interpretability of the model is not required. In fact, 
NN act as a “black box”, reasoning through several iterations across the nodes 
(functionally representing neurons in the human brain), giving weights to each 
variable under a structure that is not understood by the developer [7].

(11)ŷ =

∑n
k=1 wkyk∑n
k=1 wk
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In this paper, we present the application of an adaptive NN with a feedforward 
architecture, as represented in Fig. 1.

Jang [7] described in a very complete way how a NN is designed. As depicted 
in Fig. 1, an adaptive network is a structure composed by nodes which are con-
nected by directional vectors, being each node a processing point and the connec-
tor the causal relationship between them. The output from each node depends on 
the input parameters, conferring them, in this way, adaptiveness skills. The way the 
model output is compared with the real output is called learning rule, which is rep-
resented by a mathematical expression. We can define the error measure as the sum 
of squared errors between the training and the desired for the pth output as:

where dK is the kth component of the the pth real output and xL,K is the modeled 
output.

The basic learning rule of adaptive NN is the steepest descent method, which 
was used by Rumelhart et al. in [9], naming backpropagation learning rule to this 
procedure.

Figure 1 gives us the understanding that a feedforward backpropagation net-
work has a unidirectional relationship between inputs and outputs, in contrast to 
the other possible architecture: recurrent NN. Having the configuration of param-
eters and the learning rule that was chosen, the model will try to minimize the 
distance between its outputs with the real ones. The modeler will try different con-
figurations of the NN in order to have the most desirable performance, changing 
the number of hidden layers, the number of nodes (neurons), the learning rule and, 
as in any other model, changing the input variables.

3  Methodology

Underpinning the general goal of developing the most adequate model that can 
describe how electricity consumption varies with given inputs in three experimen-
tal places, this section describes the methodology undertaken in this work.

(12)Ep =

k=1∑

N(L)

(dk − xL,K )
2

Fig. 1  Representation of a 
feedforward adaptive network 
with two hidden layers 
(adapted from [7])
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3.1  Data Treatment

Three experimental spaces are addressed in this paper: a class amphitheater, a 
library and a set of offices composed by 11 offices, In a University building in 
Lisbon, Portugal. The electricity consumption of both has been monitored and so 
it was possible to gather consumption data for the following periods:

•	 Class amphitheater: 25-02-2013 to 20-06-2013
•	 Library: 18-03-2013 to 05-09-2013
•	 Offices: 26-03-2013 to 04-09-2013

The amphitheater has a fixed class schedule from Mondays to Fridays. The exams 
period begins in May 25th, which is a period with no classes and therefore with no 
consumption. With no occupation and null consumption values, a high correlation 
between occupation and consumption would be achieved with such a data set. In 
order to eliminate the weekends and holidays effect in the model, in which there 
is no consumption and so this would bias the model, these days were also elimi-
nated. This space has no direct access to the exterior. It has an exterior wall, two 
interior walls and an interior wall that points to a common lobby of the building.

No data was eliminated in holidays, weekends and exams periods for the 
library data set as this space is operating with occupation of students and so there 
is still variable consumption in those days, although two rooms of the library are 
closed in those days and also from 18h00 to 09h00 from Mondays to Fridays. 
However, after the post-exam period, August 2th, the library presented very low 
consumption values because the whole building was closed for two weeks.

The offices are occupied by research staff, gathering PhD students, administra-
tive staff, teachers, researches and management. With the exception of the admin-
istrative staff, the remainders benefit from a certain schedule freedom, which gives 
a non-routine occupation pattern.

Seven input variables were considered for the development of the mod-
els: day type, occupation, day length, average temperature, solar radiation, and 
HDD/CDD with a fixed temperature at 15 °C.

Day type is a variable that was defined by the authors. This reflects the expected 
usage intensity of the spaces. Regarding the class amphitheater, this variable is the 
reflection of the class schedule that is predetermined in before the semesters begin. 
The days are normalized from [0; 1], respectively from the day with the lowest to 
the highest number of classes:

where x̂ is the normalized output, x the real output, min the minimum value for the 
outputs and max the maximum one. All variables were normalized in this way.

The measured consumption data regards the power plugs, illumination and ven-
tilation. Heating and air conditioning for those rooms is provided by a chiller and 
Air Treatment Units, which were not considered for this study.

(13)x̂ =
x − min

max − min
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3.2  Models

In this paper, we have applied a modeling methodology that comprises the data 
treatment, parameters definition and fine tuning of the model (corresponding to 
iteratively change the input parameters of the models).

We have applied multivariate linear regressions, trying all possible combina-
tions of inputs and choosing the model with the highest correlation factors and 
statistical significance. The fuzzy models are the Sugeno-type, with variation of 
inputs and fine tuning it by choosing the number of clusters and training the mod-
els with different epochs. The NN models have the feedforward backpropagation 
architecture, varying the number of hidden layers (0–2) and number of neurons 
in each (1–5). Each model was trained with 50 % of the data set, in an alternated 
order, and tested with the remaining 50 %. The overall performance of the models 
was quantified with:

Mean absolute error (MAE) is used to quantify the mean error between the mod-
eled (fi) and real (yi) outputs across all entries of the model (n) given by:

Mean squared error (MSE) is the quadratic loss between the modeled and the 
real outputs, accounting for the estimator variance and, thus, its bias.

Median gives an extra perception on bias. If different from zero (positive or nega-
tive), it depicts that the model is bias (overestimation or underestimation, respec-
tively). Median is any real number that satisfies the following:

Absolute error (AE) gives the absolute information that MAE gives, providing 
the total error across the modeled period.

Variance accounted for (VAF) describes the similarity between two data sets (in 
this case, the output from the model and the real one).

(14)MAE =
1

n

n∑

i=1

|fi − yi| =
1

n

n∑

i=1

|ei|

(15)MSE =
1

n

n∑

i=1

(fi − yi)
2

(16)P(≤ m) ≥
1

2
and P(X ≥ m) ≥

1

2

(17)AE = n ∗MSE = n

n∑

i=1

|fi − yi|

(18)VAFi = (1−
var(yi − ŷi)

var(yi)
) ∗ 100 %
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4  Results and Discussion

This section addresses the main results from the application of the different mod-
els to the experimental places. Table 1 depicts the input parameters which were 
used to fine tune the models, thus with highest performances.

Consumption in the three spaces is better explained without all inputs, having a 
performance decrease when adding the remaining inputs. Day type and occupancy 
are the common inputs, with the exception of linear regression in the classroom 
since the p-value is above 0.05, thus we cannot reject the null hypothesis. The 
class amphitheater is an underground space, thus it does not have access to natural 
light and is well insulated from the external temperature. The library has little use 
of natural light as well.

Analyzing the linear regression models (Eqs. 18–20), we can assess that day 
type has the highest weight, therefore the most important one, followed by occu-
pation and, for the offices, average temperature and day length.

Training the Sugeno-type fuzzy models in the library and offices improved its 
performance, as depicted in Table 2, with the highest levels for 5 and 15 epochs, 
respectively. Finally, the feedforward backpropagation NN models had the highest 
performances when using two hidden layers, each having 5, 10 and again 5 neu-
rons respectively for each space.

(19)kWhamphitheater = 0.21+ 0.66Day_t

(20)kWhlibrary = 0.12+ 0.71Day_t + 0.12Occp

(21)kWhoffices = 0.33+ 0.37Day_t + 0.23Occp− 0.12Day_l − 0.18T̂

Table 1  Models parameters: input variables (Day_t—day type; Occp—Occupation/h; Day_l—
Day length [h]; T̂—Average T [°C]), Eps—epochs in the fuzzy models training, Hddn_lyr— 
hidden layers in the NN models, and Nrn—nr of neurons in each Hddn_lyr

Day_t Occp Day_l T̂ Eps Hddn_lyr Nrn

Amphitheater Linear regression x

Fuzzy x x

Trained fuzzy x x –

Neural network x x 2 5 + 5

Library Linear regression x x

Fuzzy x x

Trained fuzzy x x 5

Neural network x x 2 10 + 10

Offices Linear regression x x x x

Fuzzy x x x x

Trained fuzzy x x x x 15

Neural network x x x x 2 5 + 5



303Modeling Energy Consumption in a Educational Building …

Table 2 depicts the performance results of the best models for each space, out-
lining the values for models train and test. The results analysis can be undertaken 
together with Fig. 2, where we can see the consumption profiles generated by 
the highest performance models and the real consumption profiles for all spaces. 
Regarding the amphitheater, further training the fuzzy model varying the number 
of epochs provides a significant over fitting and, therefore, considerable lower per-
formances, even resulting in negative VAFs, which means that no similarity exists 
between the modeled and the real profiles.

The lowest performances are achieved in the amphitheater consumption mod-
els, with higher values in the training of the model for the linear regression and 
fuzzy models, but with higher performances for the test of the NN model. This 
may happen due to low relation between inputs and the output (electricity con-
sumption). In fact, the highest consumption types are concerned to illumination, 
a projector and the lecturer’s laptop, which may vary with the type of class (with 
different occupations) but occupation by itself has been seen to decrease the per-
formance of the model, which can also be explained by the normal usage of the 

Table 2  Performance indicators for the developed models (MAE, MSE, AE—absolute error, 
RE—relative error, median, VAF and R2) with respect to the experimental places (amphitheater, 
library, and offices)

MAE MSE AE RE (%) Med VAF (%) R2 (%)

Amphitheater Lin. 
regression

Train 1.73 4.14 53.7 15.9 −0.1 83.5 40.2

Test 1.90 6.37 58.8 16.1 −0.8 37.6 5.2

Fuzzy Train 1.75 4.14 54.1 16.0 −0.2 84.3 40.3

Test 1.91 6.41 59.1 16.2 −0.6 37.5 5.4

Trained 
Fuzzy

Train – – – – – – –

Test – – – – – – –

Neural 
network

Train 1.41 3.44 43.7 13.0 0.9 48.1 29.8

Test 1.59 3.91 49.3 13.5 0.3 69.1 20.7

Library Lin. 
regression

Train 13.36 350.0 1,135.2 8.9 −1.8 95.2 90.2

Test 14.11 417.7 1,199.4 9.4 −1.3 93.6 87.9

Fuzzy Train 13.36 348.3 1,135.9 9.0 −2.1 95.3 90.3

Test 14.36 428.6 1,220.3 9.5 −1.2 93.5 87.6

Trained 
fuzzy

Train 9.23 205.4 784.2 6.2 −0.1 96.6 94.3

Test 13.71 377.5 1,165.1 9.1 −1.3 94.5 89.2

Neural 
network

Train 10.17 258.6 864.1 6.8 −1.1 95.7 92.9

Test 12.71 322.1 1,080.2 8.4 −2.8 95.3 91.0

Offices Lin. 
regression

Train 2.96 14.04 240.0 15.1 −0.4 88.5 69.3

Test 3.06 14.54 247.7 15.8 0.4 87.4 66.0

Fuzzy Train 2.96 14.04 240.0 15.1 −0.4 88.5 69.3

Test 3.05 14.48 246.8 15.7 0.4 87.4 66.0

Trained 
fuzzy

Train 1.73 5.16 140.4 8.8 0.1 95.3 88.7

Test 2.76 11.77 223.9 14.3 0.2 90.0 73.8

Neural 
network

Train 2.11 8.05 170.9 10.8 −0.1 92.1 82.4

Test 2.41 9.30 195.0 12.4 0.0 91.5 78.5
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same illumination intensity regardless the class has 50 or 10 students. Hereupon, a 
randomness factor plays an important role in consumption behavior.

The highest performance levels are achieved in the library models, overpassing 
VAFs of 93 % and an R2 of 91.0 % with the feedforward backpropagation NN. 

Fig. 2  Graphical representation of the modeled and the real electricity consumption for the three 
experimental spaces, concerning all models
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Nevertheless, since this is a high intensive consumption space, the minimum kWh/
day of error that we could achieve was 12.71 kWh/day.

Regarding the offices, quite acceptable performance values have been reached, 
overcoming VAFs of 90 % for the training fuzzy model and the NN model, with 
corresponding R2 of 73.8 and 78.5 %.

All models seem to be just slightly bias, being those corresponding to the offices 
the lowest bias. Generally, we can argue that linear regression models are the ones 
which depict the lower performances for each parameter, being the feedforward back-
propagation NN models the ones with the highest performance, thus being consid-
ered the most adequate to tackle electricity consumption in this experimental space.

The relative errors decrease the most in the NN networks, which can also be 
related to the total kWh of error that decrease and also to monetary expenditure. 
Drawing a simple exercise, by considering a 0.10 €/kWh rate, NN models would 
confer a decrease of 0.03 €/day, 1.40 €/day and 0.65 €/day, respectively for the 
class amphitheater, library and offices. Arguing that the development of NN mod-
els require a higher level of expertise and access to higher level software such 
as Matlab® (which has been the main software used by the authors), maybe the 
investment in these modeling capabilities should have a return of investment for 
an intensive service building. At the end of the year, we can estimate that the total 
decreased error from linear regressions to NN models would be around 650 kWh 
only for these three experimental spaces.

This work is a development that has been undertaken from the one presented 
in [19], where there was not applied the training of the fuzzy models, data was 
not normalized in [0; 1], the offices had not been considered and the input vari-
able Day type had not been developed, which is in fact the most relevant for this 
experimental setup. We can see that results highly improved with these experimen-
tal steps, leading to models with considerable better performances, although the 
class amphitheater model is still far from what we desire but, as explained before, 
this may be related to consumption behavior randomness. With a higher relation 
between consumption and variables, e.g. illumination and occupancy, this means 
that the usage of the space is more efficient as the equipment is being used not at 
maximum intensity but according to the needs.

5  Conclusions and Future Work

This paper presented the research developments on modeling electricity consump-
tion in three experimental spaces in a Portuguese university building. A previous 
work presented in [19] serves as a preliminary study on how to model electricity 
consumption in this building. Results considerable improvements from that pre-
liminary approach, mainly due to the consideration of a variable Day type, which 
is a representation a priori of the expected occupancy of the experimental spaces, 
mainly taking into consideration the operating schedule of the room and the sea-
son (classes, exams or weekends and holidays).
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Energy modeling is a bursting research field and several references can be 
found that outline the performance of different models. However, we could not 
find a work that compares specifically linear regression, fuzzy and NN mod-
els under the same experimental setup. This paper undertook this challenge and 
we have identified that NN are the models to which better performance values 
are regarded, reaching VAFs of 69.1, 95.3 and 91.5 %, and R2 of 20.7, 91.0 and 
78.5 %, respectively for the amphitheater, library and the offices.

The models that were developed for the amphitheater still lack accuracy and 
this is explained by consumption behavior randomness. A deeper understanding 
has to be undertaken and, eventually, implement efficiency measures that encour-
age users to change their consumption patterns according to the studied variables.

We argue that the investment in modeling capabilities to decrease the modeling 
error may give a feasible return since the presented results can roughly correspond 
to an error decrease in kWh between linear regressions and NN models corre-
sponding to 650 €/year solely for the three presented spaces. Having developed 
more accurate models, we can now study the impact of the implementation of 
energy efficiency actions that have already been undertaken in these spaces after 
this experimental procedure.
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