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v

The Science and Information (SAI) Organization (www.thesai.org) is an international 
professional organization dedicated to promoting research, technology, and develop-
ment by providing multiple platforms for collaboration of professionals and researchers 
to share existing and generate new knowledge.

Each year, SAI is responsible for organizing its annual conference, Science and 
Information Conference. The conference brings together some of the most devoted 
minds in the industry to share ideas and showcase achievements. These confer-
ences are a place for researchers to promote and defend their work based on its 
merits. In addition to giving researchers a place to present their findings and data, 
these conferences are also used to help increase public engagement with science 
and community. The keynote talks are published on YouTube for the general popu-
lous to view in order to gain understanding of some of the advancements that are 
taking place.

SAI Conference 2014 was an overwhelming success, attracting 190+ delegates, 
speakers, and sponsors from 50 countries and provided great intellectual and social 
interaction for the participants. The inspiring keynote speeches and the state-of-
the-art lectures have deeply motivated attendees and envisioned future research 
directions.

The conference was held in London from August 27–29 in 2014. In this book, 
we have invited 25 of the main contributors to this conference in the domain of 
Intelligent Systems and Artificial Intelligence to expand on their presentations and 
represent their work as a book chapter. Selected papers were invited to extend and 
submit them for a complete new review process for consideration. The final deci-
sion for the inclusion in the special issue has been strictly based on the outcome of 
the review process. The objective of the special issue is to make available recent 
results and report in-progress research in the field of computational intelligence. 
We hope the reader interested in the field will find this book stimulating, leading 
to even more contributions to the next conference.

Preface

http://www.thesai.org


Prefacevi

We take this opportunity to thank authors, presenters, participants, keynote 
speakers, session chairs, organizing committee members, student volunteers, 
program committee members, steering committee members, and people in other 
various roles for their very valuable activity performed with great dedication and 
competence, adapting to several innovative procedures and reacting swiftly.

Kohei Arai
Supriya Kapoor

Rahul Bhatia
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Computer Input by Human Eyes  
Only and It’s Applications

Kohei Arai

© Springer International Publishing Switzerland 2015 
K. Arai et al. (eds.), Intelligent Systems in Science and Information 2014,  
Studies in Computational Intelligence 591, DOI 10.1007/978-3-319-14654-6_1

Abstract Computer input by human eyes only is proposed for disabled and 
elderly persons, in particular, together with its applications to communication 
aid, having meal aid, information collection aid, watching TV aid, listening to 
radio aid, phoning aid, Electric Wheel Chair: EWC control, service robot  control. 
Through experiments with disabled and normal persons including Alzheimer 
diseased persons, it is found that the proposed Eye Based Human Computer 
Interaction: EBHCI which includes computer input by human eyes only can be 
used for disabled and normal persons for a variety of applications.

Keywords Human computer interaction · Computer input by human eyes only

1  Introduction

The number of disabled persons is getting large. There are 3.7 million of disabled 
persons in Japan. 0.3 million of disabled persons out of 3.7 million of disabled 
persons are blind or having problem on their eye(s). Therefore, 3.4 million of 
disabled persons have difficulties on their body and can use their eye. Also, the 
number of elderly persons reached to 31 million persons in Japan and is increased 
remarkably. Such persons have difficulties on communications, having meals, 
information collections, watching TV, listening to radio, phoning, moving to 
somewhere with their Electric Wheel Chair: EWC, sightseeing, etc. The proposed 
Eye Based Human Computer Interaction: EBHCI is intended to provide such 
capabilities for disabled persons as well as elderly persons by using their eyes 
only.

K. Arai (*) 
Graduate School of Science and Engineering, Saga University,  
1 Honjo, Saga 840-8502, Japan
e-mail: arai@is.saga-u.ac.jp



2 K. Arai

Computer input by human eyes only has been proposed and developed. It 
allows users to key-in operation and mouse operation by their eyes only and also 
allows head movements. Conventional computer input by human eyes only has the 
following problems,

•	 Key-in success rate is poor,
•	 Influence due to illumination conditions,
•	 It requires a time consumable calibrations,
•	 Influence due to head movements, etc.

The computer input by human eyes only uses visible to camera to acquire human 
face. Eye is extracted from the acquired human face image. Then extract cor-
nea and sclera. Meantime, feature points (two ends of eyes, two ends of mouth, 
two ends of eyebrows, for instance) which allows estimation of head pose are 
extracted. Therefore, geometric relations among feature points extracted from 
human face images are important. In order to determine the geometric relations, 
calibration is required. During the calibration process, users have to look at the 
four corners and the center of the computer screen. It takes a couple of minutes to 
acquire human face images when they are looking at the five points on the screen. 
Sometime, the calibration has to be tried again when the geometric relations are 
changed a lot. Using the location of cornea center in the image and the geometric 
relations, line of sight vector (at where users are looking) is estimated. Sometime, 
the geometric relations cannot be estimated due to changes of illumination con-
ditions. There are influences due to shadow, shade, feature points missing due to 
occlusion, blocking cornea by eye muscular, and so on. Near Infrared: NIR cam-
eras with NIR light source (Light Emission Diode: LED) is effective to overcome 
the influences. On the other hand, cornea curvatures are different by human by 
human. Therefore, the calibration is required to adjust the geometric relation vari-
ations due to cornea curvature difference. Using double Purkinje images, cornea 
curvature can be estimated. Thus time consumable calibration is no longer needed 
when cornea curvature is estimated. More importantly, key-in success rate of the 
conventional computer input by human eyes only has to be improved. One of the 
reasons for poor key-in success rate of the conventional computer input by human 
eyes only is estimated gaze instability. Due to computational errors, the estimated 
location at which users are looking on the computer screen is varied during the 
time when users are key-in. Therefore, it is hard to determine the designated keys 
when the distance between adjacent keys is shorter than variance of the gaze esti-
mation results in poor key-in success rate. If the standard keyboard of key lay-
out is used for computer input by human eyes only, the distance between adjacent 
keys is around 1.5 cm on the 16 in. computer screen. It is not so easy to stabi-
lize the estimated gaze location within 1.5 cm. Therefore, some breakthrough is 
highly required. The proposed computer input by human eyes only introduced 
moving keyboard. Key layout can be simplified because keyboard can be moved 
to arbitrary locations. Therefore, all the keys on the keyboard can be selected and 
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determined by using enlarged five keys, left/right/top/bottom/center. The keyboard 
which is displayed in the back of the five keys moves to the left direction when 
user is looking at left key. That is the same thing for the other four keys. Thus 
the entire keys on the keyboard can be selected and determined by using the five 
enlarged keys for control of the keyboard movement. Five of enlarged keys can be 
selected and determined easily because these are displayed on the full computer 
screen with enough size. Thus key-in success rate becomes 100 %. Every 0.4 s, 
moving keyboard can be moved. Therefore, it takes less than 10 s even for 24 keys 
has to be travelled from the left to the right ends of the moving keyboard (key-
board consists of 24 by 6 keys) 1–22.

Computer input by human eyes only can be applied to a variety of fields,

•	 Mouse operations
•	 Electric Wheel Chair control
•	 Having meal aid
•	 Communication aid
•	 Information collection aid
•	 Service robot control
•	 e-learning system, etc.

It is possible to manipulate mouse by human eyes only. Only thing users have to do 
is just looking at pointer displayed on to computer screen. All the mouse operations, 
click, drug, drop, etc. can be done with human eyes only. Electric Wheel Chair: 
EWC can be controlled by human eyes only. EWC turn right when user looks at 
right direction while EWC goes forward when user looks at the center. Meanwhile, 
EWC turn left when user looks at the left direction. Robot arm equipped beside the 
patient bed can retrieve a food from the meal tray through controlling robot arm 
motion (the tip of the robot arm) by patient’s eyes. Using the proposed moving key-
board, sentences can be created by human eyes only. Then the sentences can be read 
by using software tool for type to talk. Thus the user can talk with other persons 
by human eyes only. Also, user can make phoning, search information through web 
sites, watching TV, listening to radio, search e-book, e-learning contents, etc. by 
human eyes only. Lecture can monitor the locations at which student is looking on 
the computer screen through lessons with e-learning contents by human eyes only. 
Students’ gaze locations can be monitored by lecturers when the student uses com-
puter input by human eyes only. Evaluation of students’ concentration to the e-learn-
ing contents at which lecturers would like students look can be done with computer 
input by human eyes only. Service robot can be controlled by human eyes only. 
Using image acquired with camera mounted on the service robot, patient lay down 
on bed can control service robot movement. Also, patient can create sentences with 
computer input by human eyes only. Therefore, patient can enjoy conversation with 
the other peoples through service robot and also can ask something to the other peo-
ples. The paper proposes the computer input system by human eyes only together 
with the aforementioned applications of the system.
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2  Proposed Eye Based Human Computer  
Interaction: EBHCI

2.1  Eye Based Human Computer Interaction: EBHCI  
with Moving Keyboard

In order to improve key-in success rate of the conventional computer input by 
human eyes only, Eye Based Human Computer Interaction: EBHCI with moving 
keyboard is proposed. Figure 1 shows how accuracy is affected by gaze instability 
and key size.

There are the parameters which are affecting EBHCI in regard to accuracy as 
(1) instability of gaze, (2) size of keys and number of keys, and (3) position of keys 
(“zero position” has maximum accuracy because it seems ideal for the eye). The 
gaze targeting the key could hit the wrong spot if gaze instability is larger than key 
size. Gaze instability could be caused by poor camera image resolutions, noise, and 
environmental disturbances such as external light source. As a result, the method 
for detecting eye performance has become somewhat unreliable. In addition to the 
aforementioned factors, distance between eye and target display have also played a 
part. Accuracy decreases with distance of subject from key and increases when sub-
ject gets closer. This phenomenon is a result of the flicker of the camera influencing 
the calculation of eye gaze, and accuracy is proportional to distance from the key. 
The relationship between instability and distance is depicted in Fig. 2.

Fig. 1  Accuracy affected by 
gaze instability and key size

Fig. 2  Instability affected by 
distance of user-target
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It shows that the instability is proportional with distance formatted as follow,

where i and d are instability and distance respectively. Although gaze instability 
could be minimized, making it become perfect is difficult due to external distur-
bances. If we assume that key size is S and the instability of gaze result is SD, the 
accuracy can be expressed as follows,

The two formulas above explain the condition when the instability is greater 
than or equal to key size. In such case, accuracy is proportional to key size and is 
inversely proportional to instability. If instability is lower than key size, accuracy 
could theoretically achieve 100 %. A real situation of such phenomenon is depicted 
in Fig. 3 which shows a condition when instability is greater than key size.

It shows the user selecting the “Q” character, yet the result has probability hit 
the area outside the “Q” range, hitting either “A” or “W” instead (Fig. 4).

The relation between the position key and distance between “zero position” and 
a key d can be formulated as inversely relation,

When the gaze direction is orthogonal with the target display, it means no eye 
movement has occurred, 100 % accuracy could be achieved if the camera could 
capture the best eye position. An ideal image of any deformed shape of eye 

(1)
i1

i2
=

d1

d2

(2)A ≈
S

SD
× 100%, if SD ≥ S

(3)A ≈ 100%, if SD < S

(4)A ≈
100%

d

Fig. 3  The typing error 
caused by instability

Fig. 4  Relation between eye 
and the keys aligned on the 
computer screen
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could be captured. By using such eye image, the estimation of eye gaze and also 
 blinking detection could be estimated with maximum accuracy. This happens 
because the components of the eye such as pupil, iris, two corners of the eye, 
sclera, and so on, clearly visible. Disturbance such as eyelashes covering half of 
pupil or an occluded eye caused by an eye moving to the side edge are not  visible. 
On other hand, when the eye is moving to the edge of the eye, the accuracy 
becomes minimal because the disturbance affects both the gaze estimation and 
blinking detection. The accuracy decreases as result of the movement from eye to 
edge (the length from zero position until eye position).

In order to overcome such situation, an innovative keyboard for EBHCI by 
utilizing the moving keyboard is proposed. We propose the moving keyboard 
for improving the accuracy by maintaining relation between S, SD, and d (Size 
of Key, Standard Deviation of Instability, and key position) with ideal condition 
(SD < S and d = 0). We improve the accuracy by increasing the key size without 
expanding of keyboard size. The 616 by 232 pixels keyboard size is used on 800 
by 600 resolution of display, but with our innovation, we could increase the key 
size without changing of keyboard size.

The proposed keyboard consists of the moving keyboard (main layout) itself and 
five zoom-in transparent keys. The main layout is moveable, but the zoom-in trans-
parent keys fixed. The main layout is moveable and controlled by the gaze. The 
Omni direction of main layout movement is controlled by user looking at the four 
zoom-in transparent keys surrounding the center point. If the user is looking at the 
key situated on left, then the main layout shifts to the right (opposite direction). The 
same thing also happens for right, up, and down. The function of transparent zoom-
in keys is for helping users know the candidate key to be selected when controlling 
the keyboard. The transparent keys show the candidate of selected key.

2.2  Proposed Keyboard

In line with our explanations above, we improved accuracy by maintaining rela-
tion among S, SD, and d value into ideal condition requiring SD must be less than 
S and d equal to zero. It means that we could improve accuracy by increasing 
the key size (increase S) and keeping key position in the center (d equal to zero).  
A new keyboard is shown in Fig. 5. Basically, our keyboard is controlled by user 
looking at the five increased keys. When users want to select “A” character, users 
have to look at increased key on left.

As result of user looking at left, moving keyboard moves to right until users return 
looking at the center. Also, when users want to select “M” character, users have to 
look at increased key on right for three steps (assume the initial position is on G 
character), and continue to look at increased key on bottom for one step. As result of 
these, moving keyboard moves to left three steps and moves to upward one step.

The increasing key is only applied on the center key. We keep other keys for 
maintaining the keyboard size. The increased keys placed on center, left, right, 
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up, down, and center. These increased keys are used for helping users know the 
selected key while they are controlling the keyboard. The situation when users are 
controlling the keyboard, users only could look at one point (only could focus on 
one point). It means that when user is looking at the “A” character for instance, 
user could not see the other characters. In this case, when users want to select “A” 
character, firstly users find where the “A” position is. After users know the posi-
tion of “A”, users control the keyboard by looking at the one of increased key. 
For instance, if the position of “A” is on left, users look at increased key on left 
until “A” character moves to center. While “A” character moves to center, users 
still have to hold the gaze. In this situation (waiting the desired character moves to 
center and the holding gaze is required), users also have to know what the charac-
ter on center is. To help users know the character on center while controlling the 
keyboard, the character on center is shown in four increased key on left, right, up, 
and down.

2.3  Implementation

The moving keyboard is realized on EBHCI by using single infrared camera 
(NetCowBow DC-NCR 131) and a Head Mounted Display (HMD) mounted on 
glasses. We use Optiplex 755 dell computer with Core 2 Quad 2.66 GHz CPU 
and 2G RAM. The infrared camera could maintain the lighting condition and we 
placed it on glasses for improving the resolution. The HMD mounted on glasses 
could maintain the distance between user and display. This hardware is shown in 
Fig. 6. The process for creating teu enlarged key is shown in Fig. 7.

Firstly, we crop the key on center and continue to increase the size. The 
increased key is pasted on the center replacing the previous key (normal size). 

ESC F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12

` 1 2 3 4 5 6 7 8 9 0 DEL INS
Ho
me

BCK

Q W E R Y U I O @ [ ]

A S D F H J K L :

T

G

P

;

TAB

Z X C V N M , . \B /

LOCK

SHIFT
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Fig. 5  The proposed keyboard
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To avoid covering main layout with new key size, we use the transparent paste 
method and show the both keys. Besides pasting on center, we also paste the new 
key on four places for controlling keyboard (left, right, up, and down).

All the software required for the proposed EBHCI with moving keyboard was 
developed by using C++ Visual Studio 2005 and OpenCV, an image process-
ing library, downloaded free from the website. Figure 8a, b shows an example of 
screen shot image of the computer screen of the proposed EBHCI with fixed key-
board and that of moving keyboard, respectively.

At the bottom left of Fig. 8a, acquired user’s face image is shown. The extracted 
corneas are marked with white circles in the face image. The enlarged eye image is 
also shown at just above the face image. He is trying to type “sagauniversity” using 
his eyes only. He initiated program of EBHCI program. Then he opens his win-
dow of word processing which is shown in near the center and typing the characters 
with fixed keyboard which is shown at near the top of the image by his eyes only. 
On the other hand, the extracted eye image is shown at the bottom right of Fig. 8b 
while the extracted ellipsoidal shape of cornea is shown on the left of the extracted 
eye image. Five enlarged keys (left/right/top/bottom/center) are shown in the center 
of the Fig. 8b. At this moment, user is looking at the key of “G”. Therefore, the five 

Fig. 6  The used hardware (Head Mount Display: HMD for left eye and NIR camera with NIR 
light source for right eye)
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Fig. 7  The process of increasing key
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keys are indicating “G”. “H” is appears when user looks at right direction of “G” 
0.4 s after. That is the same thing for the other keys. “G” is selected and determined 
when user looks at the center key, “G” for 0.7 s. This is the principle of the EBHCI 
with moving keyboard.

2.4  Experimental Results

The experimental discussed below tested the performance of the proposed 
 keyboard. We measure accuracy, time required for typing of the proposed method, 
and compare the accuracy between our proposed keyboard and an existing one 
(fixed keyboard type).

Fig. 8  Example of screen shot image of the computer screen of the proposed EBHCI. a Fixed 
keyboard. b Moving keyboard
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The experiment was conducted by user types “sagauniversity” using EBHCI 
with our proposed keyboard. After calibration step, user selected character on key-
board by controlling the keyboard using their eye. The experiment was conducted 
for four times. The key-in success rate and the time required is shown in Tables 1 
and 2, respectively.

As shown in Tables 1 and 2, the key-in success rate is improved through experi-
ences. Also, it is found that the proposed EBHCI with moving keyboard is supe-
rior to the EBHCI with fixed keyboard for both success rate and the time required 
for key-in.

Using EEG sensor, frequency component analysis is made for the proposed 
EBHCI with moving keyboard and that with fixed keyboard (Fig. 9 and Table 3).

The results shows that alpha frequency component of EEG signals is domi-
nant when the users use the proposed EBHCI with moving keyboard while beta 
frequency component is dominant when the users use that with fixed keyboard. 
Therefore, it may say that users’ stress when users use the proposed EBHCI with 
moving keyboard is smaller than that with fixed keyboard because alpha frequency 
is dominant when the users are in relax status. Psychological status changed from 
sympathetic to parasympathetic when the users use the proposed EBHCI with 
moving window. Therefore, users’ tiredness when users use the proposed EBHCI 
with moving window is much less than that for the fixed keyboard.

Table 1  Result of  
accuracy

User Expertise Moving  
keyboard (%)

Fixed  
keyboard (%)

1 Expert 100.00 92.86

2 Expert 100.00 76.19

3 Beginner 82.14 71.43

4 Expert 100.00 85.71

5 Beginner 71.43 78.57

6 Expert 100.00 66.67

Average 92.26 78.57

Table 2  Required times  
for typing a word

User Expertise Moving 
keyboard(s)

Fixed 
keyboard(s)

1 Expert 117.50 154.00

2 Expert 138.67 195.33

3 Beginner 180.50 275.00

4 Expert 101.00 197.33

5 Beginner 161.50 213.00

6 Expert 109.00 227.00

Average 134.69 210.28



11Computer Input by Human Eyes Only and It’s Applications

Fig. 9  Results from frequency component analysis of EEG signals when users use EBHCI.  
a Moving keyboard. b Fixed keyboard

Table 3  Peak alpha 
frequency component  
of EEG signals when users 
use EBHCI

No. Nationality Moving Fixed Comparison

1 Indonesian 4.93E+05 3.55E+05 27.99

2 Sri Lankan 1.91E+06 6.26E+05 67.23

3 Vietnamese 9.13E+05 3.05E+05 66.59

4 Thailand 1.95E+06 5.01E+05 74.31

5 Thailand 5.74E+05 3.23E+05 43.76

6 Japanese 1.52E+05 1.13E+05 25.46
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3  Applications of Eye Based Human Computer 
Interaction: EBHCI with Moving Keyboard

3.1  Mouse Operations

Mouse operation can be done with the proposed EBHCI. Figure 10 shows example 
of the screen shot image of mouse operations. Cursor can be manipulated by human 
eyes only. Clicking icons can also be possible by human eyes only. Drag and drop 
operations can be done by human eyes only. Even for Ctl-Alt-Del operation is capa-
ble by human eyes only because gaze location can be detected by EBHCI.

3.2  Electric Wheel Chair: EWC Control

EWC control can be done with the proposed EBHCI. Figure 11 shows outlook 
of the EWC control by human eyes only. User wears HMD and NIR camera with 
NIR light source.

Fig. 10  Camera mouse

Fig. 11  EWC control by human eyes only
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The EBHCI with tree keys (turn left, go straight ahead, turn right) is installed 
in the netbook PC. Information of selected and determined keys is transferred to 
microprocessor which allows control the EWC. Thus user sitting on the EWC can 
move forward, turn left and right by human eyes only. EWC is stopped when user 
looks the top and bottom column, other than middle column of left/right/center 
for safety reason. Users look down when they find obstacles while users look up 
when they are surprised. Therefore, EWC would better to stop in such cases. Move 
backward is obviously dangerous.

3.3  Having Meal Aid

Patients who lie down on the bed can retrieve their desired food on the meal tray 
by human eyes only. Figure 12a shows schematic view of the proposed having 
meal aid system with robot arm equipped beside their bed. Magic hand is attached 

Fig. 12  The robot arm for having meal aid. a Schematic view. b Outlook of the robot arm for 
having meal aid
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to the tip of the robot arm together with NIR camera and NIR light source. 
Figure 12b shows outlook of the robot arm for having meal aid.

Acquired image by the NIR camera mounted on the tip of the robot arm can be 
seen by user. User can control robot arm using the acquired image and navigate 
the tip of robot arm to the desired food. Thus user retrieve any food on the meal 
tray by magic hand.

3.4  Communication Aid

The proposed EBHCI allows communication aid. Figure 13 shows schematic view 
of the communication aid with the proposed EBHCI.

Using computer input by human eyes only, sentences can be created with the 
simplified keys shown in Fig. 13. This is just an example of Japanese language 
communication aid system. These 9 keys are enough to create any sentences. 
Under the 9 characters, there are 5 character candidates. Therefore, 45 of funda-
mental Japanese character sounds can be selected and determined. After creation 
of sentences, type to talk software tool allows pronunciation.

3.5  Information Collection Aid

Information collection can be done with the proposed EBHCI with the main menu 
shown in Fig. 14. There are six menus. When user select web browser, then web 

Read
Soft-
ware
Type 
to 

Talk

Computer 
Input by Sight

Fig. 13  Schematic view of the communication aid with the proposed EBHCI

Fig. 14  Main menu of 
the proposed information 
correction aid system
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browser and EBHCI with moving keyboard for keyword input is appeared as 
shown in Fig. 15.

Watching TV, listening radio, phoning, reading e-book, and learning with the 
accessed e-learning contents are also available for users as shown in Fig. 16.

During watching TV, screen shot can be done and the required information 
for purchasing something (price, name of the product, phone number, address, 
etc.) can be extract when user select extract key by human eyes only. Radio sta-
tion can be selected with human eyes only. Therefore, user can turn desired radio 
station with desired volume. Phoning is available by the proposed EBHCI with 
the menu shown in Fig. 16c. In the middle column, there are 10 keys from 0 to 
9. Using left and right key, user can select and determine the desired phone num-
ber. After that user can call someone when user select call key situated the top 
center. Reading e-book can also be available. After download the e-book con-
tents through the search engine, contents can be displayed together with forward/
backward of the page can also be done with human eyes only. Figure 16e shows 
outlook of the information collection aid system. In Fig. 16e, user is reading 
e-comic content.

ESC F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12

Tsk
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G G

G
Centralized Zoom-in Key

(fixed)

Transparent Keys
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Fig. 15  Web browser and EBHCI with moving keyboard for keyword input
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3.6  Service Robot Control

Figure 17 shows schematic diagram of the proposed service robot. Also, Fig. 18a 
shows outlook of the service robot while Fig. 18b shows acquired image by the 
service robot.

Using the proposed EBHCI, user can look at the scenery which acquired by the 
NIR camera which is mounted at the tip of the service robot. User’s eye image is 
acquired with another NIR camera mounted on the user’s glass. Therefore, EBHCI 
is fully functional. Service robot can be controlled by user’s eye. Service robot 
turns left when user looks left direction while the robot turns right when user 

(a) (b)

(c)
(d)

(e)

Fig. 16  Information collection aid with the proposed EBHCI. a Watching TV. b Listening 
radio. c Phoning. d Reading e-book. e Outlook of the information collection aid system (reading 
e-comic)



17Computer Input by Human Eyes Only and It’s Applications

looks right direction. Meanwhile, the robot goes straight ahead when user looks 
ahead (middle center). Communication aid is also available for the service robot. 
Therefore, user can enjoy conversations with the other persons in front of the ser-
vice robot, even if the other persons are far from the user. Figure 18b shows the 
acquired image by service robot. At the bottom right, acquired image by me is also 
shown in Fig. 18b.

3.7  e-Learning System

During lessons with e-learning content, the gaze location at which students is 
looking is important. Leaning efficiency is improved when students is looking at 
an appropriate location. Also, leaning efficiency is improved when students con-
centrate to the e-learning content. By using the proposed EBHCI, gaze location 
and students’ concentration can be monitored by lecturer in synchronized learn-
ing mode. Lecturer can notify students when they are not concentrated and they 
are looking at inappropriate portion of the e-learning content. Figure 19 shows 
the difference between the gaze location and the location at which lecturer would 
like students to look, blinking, and Peak Alpha Frequency: PAF amplitude (alpha 
frequency component at peak frequency of EEG signals). PAF amplitude goes 
down when the difference is increased while students blink when the difference is 

Fig. 17  Schematic diagram of the proposed service robot

Fig. 18  Service robot. a Outlook. b Acquired image by service robot
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getting large. The experiment is carried out when Japanese students have a lesson 
with e-learning content of English reading which is shown in Fig. 20. In the text, 
black circle shows the location at which lecturer would like students to look.

Another example of the application of the proposed EBHCI to e-learning 
lessons is shown in Fig. 21. It is just a screen shot of the e-learning content of 
“Kabuki Lesson”. This content can be divided into four parts, (1) Lecturer’s face, 
(2) Moving picture, (3) Keywords and descriptions, (4) others. Just after the les-
son, students have to have an achievement test. The score of the achievement test 
and correlation between the location at which students are looking and their score 
are shown in Table 4.

The result is obvious. The score of the students who are looking at (1) portion 
mostly is not so good while the score of the students who read the keywords and 
descriptions, (2) mostly is pretty good. Meanwhile, the score of the students who 
look at (3) or (4) mostly is relatively bad.

Fig. 19  Relation among PAF amplitude, blink timing and the difference between the gaze loca-
tion and the location at which lecturer would like students are looking
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3.8  Wearable Computer

Configuration of the proposed wearable computing system is shown in Fig. 22.
Users wear the Head Mount Display: HMD mounted glass. The glass also car-

ries backward looking camera. The backward looking camera looks users’ eye. 
Users’ line of sight can be estimated with the acquired images of the backward 
looking camera.

The required processes for estimation of the position at which users is look-
ing on the display screen of the HMD through line of sight estimation are done 
in the Tablet PC. Also gathered data of the user’s location and accelerometer data 

Fig. 20  e-learning content of English reading lesson used for the experiment

Fig. 21  Screen shot of the e-learning content for “Kabuki Lesson”
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are handled in the mobile terminals or Tablet PC. Therefore, user’s location can 
be known with the GPS receiver data. Even if the user is situated indoor, WiFi 
capability allows estimation of the user’s location by using signal lengths from the 
nearest three WiFi access points.

Wearable computing with Input-Output devices Base on Eye-Based Human 
Computer Interaction: EBHCI which allows web services, location/attitude/
health condition monitoring is proposed. Through implementation of the proposed 
wearable computing system, all the functionality is confirmed. It is also found 
that the system does work well. It can be used easily and also is not expensive. 
Experimental results for EBHCI show excellent performance in terms of key-in 
accuracy as well as input speed. It is accessible to internet, obviously, and has 
search engine capability.

4  Conclusion

Computer input by human eyes only is proposed for disabled and elderly persons, 
in particular, together with its applications to communication aid, having meal aid, 
information collection aid, watching TV aid, listening to radio aid, phoning aid, 
Electric Wheel Chair: EWC control, service robot control. Through experiments 

Table 4  Score of the 
achievement test and 
correlation between score and 
the location at which students 
are looking

Score 1 2 3 4

11 4 10 3 2

10 4 9 5 1

10 5 9 3 2

8 5 8 4 2

8 6 7 3 3

8 5 7 6 1

7 6 6 5 2

6 6 5 4 4

6 4 6 5 4

4 6 3 4 6

Correlation −0.57844 0.980581 −0.28022 −0.81132

Fig. 22  Configuration 
of the proposed wearable 
computing system
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with disabled and normal persons including Alzheimer diseased persons, it is 
found that the proposed Eye Based Human Computer Interaction: EBHCI which 
includes computer input by human eyes only can be used for disabled and normal 
persons for a variety of applications.
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1  Introduction

This paper describes a relatively simple way of allowing a brain model to self-
organise its concept patterns through nested structures. For a simulation, time 
reduction is helpful and it would be able to show how patterns may form and then 
fire in sequence, as part of a search or thought process. The equation that is tested 
is possibly a simplified version of existing ones ([13] Eq. 1, for example) which 
would also consider the synaptic connections in detail. This model is very much 
generalised and considers the pattern firing properties only. As such, it would be a 
quicker algorithm to use and so it may allow for more economic test runs that are 
concerned with this aspect in particular. The algorithm is attractive because it is 
still mostly mechanical and therefore can be added as an automatic process to any 
simulator. The process can also be used as a basic scheduling or counting mecha-
nism and so it might be possible to add more mathematical operations to a brain-
like model, without changing the basic components too much.

The pattern model that is suggested is based on one of the most commonly occur-
ring structures in the real world and so it is clearly understood and could be added 
to a computer program relatively easily. It is however a generalised high-level idea, 
without exact cell workings or synapse connections, for example. After the model 
and the reasons for suggesting it are described, some tests based on a relatively sim-
ple equation will be presented, to show the correctness of the idea. It will then be 
shown how the ensemble patterns can fit in with the current cognitive model and 
some other new ideas will be presented, along the lines of self-organisation and 
regulation.

The rest of this paper is organised as follows: Sect. 2 describes some related 
work. Section 3 describes the main ideas of the new model. Section 4 describes 
some tests and results that confirm the main idea. Section 5 integrates the ensembles 
with the current cognitive model, while Sect. 6 gives some conclusions on the work.

2  Related Work

This section is more biologically-oriented, where the author is not particularly 
expert, but the papers might make some relevant points. The aim is to show that 
the proposed structure is at least practical. The paper [13] is quite closely related 
and includes a number of important statements. It gives one example of an equa-
tion for the firing rate that includes the whole range of inputs, including external 
sensory and other neurons’ excitatory/inhibitory input. It states that for the fir-
ing to be sustained, that is, to be relevant, requires sufficient feedback from the 
firing neurons, to maintain the level of excitation. Once the process starts how-
ever, this can then excite and bring in other neurons, when inhibitory inputs also 
need to fire, to stop the process from saturating. A weighted equation is given to 
describe how the process can self-stabilise if ‘enough’ inhibitory inputs fire and 
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a comparison with the equation is given in Sect. 4. The paper [10] also studies 
the real biological brain and in particular, the chemospecific steering and aligning 
process for synaptic connections. It notes that there are different types of neuron, 
synaptic growth and also theories about the processes. While current theory sug-
gests that growth is driven by the neuron itself, that paper would require it to be 
driven almost completely by the charged ‘signal’. Current theory also suggests that 
the neuron is required first, before the synapses can grow to it. However, they do 
note a pairwise chemospecific signalling process, as opposed to something that is 
just random and they also note that their result is consistent with the known prefer-
ences of different types of ‘interneurons’ to form synapses on specific domains of 
nearby neurons.

The paper [14] also describes how neurons can change states and start firing 
at different rates. The paper [11] describes that there are both positive and nega-
tive regulators. The positive regulators can give rise to the growth of new synap-
tic connections and this can also form memories. There are also memory 
suppressors, to ensure that only salient features are learned. Long-term memory 
endures by virtue of the growth of new synaptic connections, a structural change 
that parallels the duration of the behavioural memory. As the memory fades, the 
connections retract over time. So, there appears to be constructive synaptic pro-
cesses and these can form memory structures. The paper [12] is more computer-
based and describes tests that show how varying the refractory (neuron 
dynamics) time with relation to link time delays (signal) can vary the transition 
states. They note that it is required to only change the properties of a small num-
ber of driver nodes, which have more input connections than others. These nodes 
can control synchronization locally and they note that depending on the time 
scale of the nodes, some links are dynamically pruned, leading to a new effec-
tive topology with altered synchronization patterns. The structures tested are 
larger control loops, but it is interesting that the tests use very definite circular 
pattern shapes. The work of Santiago Ramón y Cajal1 has been suggested as rel-
evant, in particular, with relation to pacemaker cells. This is definitely interest-
ing and will be discussed in later sections. However, while Cajal appears to 
classify neurons, based on location defining their function, this paper does not 
consider different neuron types. It is only interested in location for allowing 
them to operate as part of a thinking process.

The author has proposed neural network or cognitive models previously [4–7] and 
it is hoped that this paper does not contradict that work. The aim has been to build a 
computer model that copies the brain processes as closely as possible, so as to real-
ise a better or more realistic AI model. In particular, this paper might be considered 
an extension of [4]. It is still a computer program however and a close inspection of 
how the biological components work has only tentatively been introduced. The goal 
is to try and make the underlying processes as mechanical, or automatic, as possible, 
so that the minimum amount of additional intelligence is required for them to work. 

1 http://www.scholarpedia.org/article/Santiago_Ramón_y_Cajal.

http://www.scholarpedia.org/article/Santiago_Ramón_y_Cajal
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Earlier themes included dynamic or more chaotic linking, time-based events, pattern 
formation with state changes, clustering and even hierarchical structures with termi-
nating states or nodes. This paper is associated with some of the earlier work, includ-
ing the more chaotic neural network structures [4, 5], or the pattern forming levels of 
the cognitive model [6, 7].

3  Reasons for the Firing Patterns Model

It is important to remember that an energy supply is required to cause the neu-
rons to fire. It is probably correct to think that the brain must receive a constant 
supply of energy to work. If a neuron fires, this would necessarily use up some 
of the energy, which is why the supply must be refreshed. If thinking about the 
single neuron, it is thought that ion channels cause the neuron activation, 
where pressure or force is not the main mechanism.2 A neuron itself does not 
have the intelligence to fire, in the sense that it is reactive and not proactive. 
The fact that inhibitors are used to suppress the firing rate shows that the neu-
rons cannot decide this for themselves. They also need an automatic mecha-
nism to switch off. The activation might be traced back to the external 
stimulus, which is a continuous energy source, although pressure would be 
another one [15]. Note also that the brain would be expected to give feedback, 
which in turn might change the input, and so on. Therefore, if considering the 
energy used by the system, it would make sense to nest sub-concepts, based on 
the idea of distance alone.

3.1  Sub-concepts

When thinking about brain firing patterns, it appears to be very random and com-
plex. Pictures or scans of activity however usually show distinct brain areas that are 
active, where this in itself is interesting. If the firing activity was completely random, 
then specific areas should possibly not be present, as synapses would travel in any 
direction to other neurons. So there is an indication here that the firing activity is 
contained. This then means that it could be inwards, or inside the originally activated 
area. This can sometimes be almost the whole brain, however. A simple example 
might also illustrate something. Thinking about a coffee cup, the cup itself can be 
imagined, sitting by itself. To expand the scenario, possibly a kettle is imagined, fill-
ing the cup with water. A specific action would also be invoked here. But is it the 
case that when the kettle is imagined, the whole kitchen scenario is retrieved? Even 

2 Pressure is not very relevant for this paper, but was used as part of an earlier argument 4 to 
help the synaptic structures to grow and re-balance.
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if this is done sub-consciously, it would put the scenario into a familiar context, when 
the kettle and subsequent actions are then easy. This is therefore interesting, because 
it suggests that the larger activity areas could be these larger concepts that then con-
tain lots of smaller ones inside of them. The kitchen can contain a kettle and a cup, 
for example. If firing is restricted to the kitchen scenario, it is easy to imagine that it 
might activate the other smaller kitchen-related concepts. This is also a part of how 
we try to model the real world, mathematically or formally, in our processes or dia-
grams, for example.

Further, a single concept can be imagined by itself and even without a back-
ground. But the addition of context, invoked by an action or other object, forces 
the relevant background, even if it is relatively weak. So is the coffee cup and kettle 
driving the activation and triggering the kitchen that lives somewhere else, or is the 
span or area of activation now wide enough to activate part of the parent kitchen 
concept? If the firing was always inwards then activating a larger concept would 
be difficult, so at least some lateral or outwards positive activation is required. But 
then again, a coffee cup or kettle might be terminal states that are accessed directly 
(see possibly the θ value of Eq. 1 in [13]). As separate pattern groups also need to 
link, lateral signals could excite a general area between them as well. An action 
might even originate in a different brain region, bringing all of the connected areas 
into play. Figure 1 is a schematic of the general idea. There is a larger pattern with 
nested ones and some excitatory and some inhibitory signals. Traversing the larger 
area would bring in more of the background patterns or images. 

So the currently firing pattern is what defines the brain state. If there is no other 
way of controlling this, the ability to switch off the other areas in an automatic 
manner is required. If the parent provider encapsulates the new or most active next 
state, then this activity could be through a relatively simple and easy to under-
stand process. The inhibitors will naturally send more negative feedback to their 
neighbouring environment, thereby weakening the parent signal compared to the 
new firing pattern. If new areas inside of them then become active, the process can 
repeat again. The most obvious catch is the fact that lateral linking and activation 
is always required and also from other brain regions that perform other functions. 
It is however, still a natural way to self-organise.

Fig. 1  Example of nested 
concepts in a brain area
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3.2  Mathematical Processes

Another interesting use of the nested patterns is not to retrieve sub-concepts, but 
to implement a basic timer, counter or even battery, that could be part of more 
mathematical processes. The idea of a battery, counter or timer here, refers to con-
trolling the energy supply to a particular group of neurons. A more general sup-
ply is converted into one that can schedule something, or run for a pre-determined 
amount of time. It might be part of a whole cycle of pattern activations as fol-
lows: Some pattern activates another pattern that is the on-switch to a timer or bat-
tery. The on-switch activates the outer-most pattern of the nested group that makes 
up the new structure. This cycles inwards as described, until the inner-most pat-
tern is activated. This might be 3 nested patterns, for example. Each nested pat-
tern, when activated, might send a signal somewhere, but the inner-most one also 
sends a signal to the off-switch pattern that is beside the on-switch. The off-switch 
sends inhibitors to the on-switch, asking it to turn off. This then removes the signal 
inducer to the new structure and the whole cycle can stop.

As this is only an idea, an alternative and possibly better mechanism would be to 
slowly increase both the excitatory and inhibitory signals. The first activation phase 
from the outer-most pattern to the first nested one might not activate all neurons 
one level in. This also means however that they would not all send inhibitory sig-
nals back. So the outer-most pattern might be able to send several phases of signal 
before it receives an overwhelming inhibitory signal. The same situation can occur 
between any of the nested pattern sets. Continual activation signals can switch on 
more neurons the next level in, but then they also send more inhibitory signals 
back. If the excitatory signal is mostly inwards and the inhibitory one mostly out-
wards, this should result in the whole region eventually switching itself off.

Slightly more doubtful: if the inhibitory signal only affects active neurons, then 
they can possibly fire in any direction, because the inner patterns will receive less 
than the outer ones, based on time events and so the outer ones will switch off first. 
Signal strength might also be a factor, if the excitatory signal is stronger than the 
inhibitory one. In that case, the inhibitory signal sent forwards to the nested patterns 
might not be strong enough to deter their activation; but the inhibitory signal sent 
back to the parent would then need to be from multiple nested or enclosed patterns, 
not just the immediate one. If signal strength is a factor, this would actually make the 
equation of Sect. 4.1 even better and might also work better within a hierarchy set-
ting, where signal is sent back to any ‘upper’ level, not just an ‘enclosing’ level. Also 
implicit then is the fact that there is a difference in how the excitatory and the inhibi-
tory signals are created, where the excitatory ones have more direction.

So there would still be the desired and gradual build-up of signal and shut-down 
afterwards, even if the inter-relations between the basic components are slightly 
different. Note that these cases are started by a constant, external energy supply, 
which then gets shut-down or ignored. It would also be helpful if inhibitors could 
change a neuron state without switching it off completely and ideas of localised 
firing already exist [12]. The schematic of Fig. 2 tries to describe the most general 
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case. Some area of the brain excites and starts the outer-most pattern firing. This 
is the ‘on’ switch with a signal to the outer-most circle. The pattern cycles through 
to the inner-most one that can then ask for the provider to switch off. This is the 
‘off’ switch. Each nested pattern can also send a signal somewhere else, which 
would implement the counting mechanism. The paper [13] notes another model 
that already exists called Synfire chains. Synfire chains fire in a definite outwards 
direction and offer some degree of control through firing stages at different lev-
els. This then leads to problems of explosion from a sustained input and requires 
noise or other to control the firing rates. So the main question for the model of 
this paper is whether it can actually occur naturally, as other formations appear to 
be outward facing. It is worth remembering that clear pattern boundaries get cre-
ated however and an inward firing process might be replaced by a hierarchical one, 
without changing anything else. See Sect. 5.2.

As well as deciding to fire, this paper would require the neuron to intelli-
gently control direction. Why would the neurons prefer to fire inwards instead 
of any direction? The theory of this paper however allows that intelligence to 
be replaced with an economic reason, based on the conservation of energy. If 
thinking about stigmergic systems, [2] for example, the ant colony selects the 
most economic path unintentionally and neurons equally influence each other. 
The idea of grouping more closely, neurons that fire at the same time, is also 
the well-known doctrine of Hebb [9]. The search process would also conceiv-
ably converge on terminal states [4], where Fig. 3 could help to describe the eco-
nomic argument. The idea of ‘neurons that fire together wire together’ requires 
a link between the two or more groups involved. If search occurs from a broad 
group to a smaller terminal state; then if that search is outwards, as in Fig. 3a, 
the distance between the terminal states and the nodes in general is greater than 
if it is inwards, as in Fig. 3b. Note in particular the case where the terminal 

Fig. 2  Example of a timer, 
counter or battery

Fig. 3  The two search 
process that ends with closer 
terminal states b is more 
economic

(a) (b)
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states join to complete a circuit. Also, exactly as with stigmergy, if both pattern 
sets receive the same amount of energy, Fig. 3b will reinforce more, because the 
signal can take a shorter route. That might just provide a reason why it is easier 
for the inward pointing search to then connect with another related search area, 
than the outward pointing one. Therefore, even by chance, a random process 
might prefer the inward facing groups.

4  Testing and Results

Testing of the theory can be carried out by implementing some basic reinforce-
ment algorithms and updating specific node values, to simulate the different 
timings of the node pattern activations. The traditional increment/decrement rein-
forcement algorithm worked well enough to give the desired result. With that, the 
node value is incremented with excitatory input and decremented with inhibitory 
input. The decrement value can be weighted to be only a fraction of the increment. 
Some assumptions are made with regards to the neurons, which helps to simplify 
the problem further:

•	 Each neuron has only one excitatory output and one inhibitory output.
•	 The excitatory output goes only to the other neurons firing in the same pattern.
•	 The inhibitory output goes only to any other neuron that is in any parent pattern.
•	 Neurons are in the same pattern if they fire at the same time. This is measured 

by time increments t1 … tn.

4.1  Test Conditions

Equation 1 for firing rate networks in [13] is probably a complete version of the 
equation that might be used. These tests only consider the excitatory/inhibitory 
part, to measure how the patterns will switch on and off through their interactions. 
The firing interactions are further restricted by the aforementioned assumptions. 
The resulting test equation for this paper could therefore be written as follows:

where y ≠ t and i ∈ Pi and not j ∈ Pi and

Xit = total input signal for neuron i at time t.
Ep = total excitatory input signal for neuron p in pattern P.
Hjy = total inhibitory input signal for neuron j at time y.
δ = weights inhibitory signal.
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t = time interval for firing neuron.
y = time interval for any other neuron.
n = total number of neurons.
m = total number of time intervals.
l = total number of active patterns.
Pi = pattern for neuron i.
P = total number of patterns.

In words, the tests measure how the total signal input to each neuron pattern 
changes. All neurons in the same pattern fire at the same time and send each other 
their positive signal. Any active neuron also receives a negative signal from any 
other nested pattern neuron. If two nested patterns are active, for example, the 
inner-most sends inhibitory signals to both the outer-most pattern and the first 
nested one. The first nested pattern sends inhibitory signals to just the outer-most 
one. Over time, neurons continue to fire based on—total pattern firing strength 
minus total inhibitory firing strength from all other nested patterns.

Table 1  Relative pattern 
strengths after firing 
sequences

Neurons t = 3 t = 4 t = 5

1 7.5 5.0 0.0

2 7.5 5.0 0.0

3 7.5 5.0 0.0

4 7.5 5.0 0.0

5 7.5 5.0 0.0

6 7.5 7.5 5.0

7 7.5 7.5 5.0

8 7.5 7.5 5.0

9 7.5 7.5 5.0

10 7.5 7.5 5.0

11 5.0 7.5 7.5

12 5.0 7.5 7.5

13 5.0 7.5 7.5

14 5.0 7.5 7.5

15 5.0 7.5 7.5

16 0.0 5.0 7.5

17 0.0 5.0 7.5

18 0.0 5.0 7.5

19 0.0 5.0 7.5

20 0.0 5.0 7.5

21 0.0 0.0 5.0

22 0.0 0.0 5.0

23 0.0 0.0 5.0

24 0.0 0.0 5.0

25 0.0 0.0 5.0
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4.2  Test Results

The test results are quite straightforward and show the desired set of relative counts 
or signal strengths. Just the traditional increment/decrement algorithm is shown in 
Table 1. There are 25 neurons in total and 5 in each nested pattern. The inhibitory 
signal is set to be half that of an excitatory one, but if a pattern only contains 5 
neurons, that leaves a possible 20 other neurons that might send inhibitory signals. 
Each firing cycle activates a new nested pattern, until all patterns are active. After 
that, each firing cycle would update signals from all patterns. The inhibitory signal 
is sent from the inner pattern to its outer ones only, so the inner-most one does not 
receive inhibitory signals. When all patterns are active, the inhibitory signal builds 
up to overwhelm the excitatory signal. This of course, depends on the pre-set rela-
tive strengths and numbers of excitatory and inhibitory signals.

Neurons 1–5 are the outer-most pattern. Neurons 6–10 are the first nested pat-
tern and so on, until neurons 21–25 are the inner-most nested pattern. At time t1, 
the first pattern only fires (neurons 1–5). At time t2 pattern 1, then pattern 2 fires. 
At time t3, pattern 1, then pattern 2, then pattern 3 fire, and so on. The outer pat-
terns have more excitatory input to start with, but as the other patterns switch on 
and send negative feedback, eventually they will switch off the outer patterns. This 
would then actually starve the inner patterns of input, until they switch off as well.

5  Cognitive Model

It turns out that the nested ensembles can fit into the current cognitive model, 
described in [5–7] and most recently in [4]. All of the elements mentioned in ear-
lier papers are still relevant and so the model can be refined further. While it may 
not be 100 % correct biologically, it is becoming quite detailed and still consistent 
over the main ideas.

5.1  Hierarchical Nesting

The first thing to think about again is the regions, or nested regions, of pattern 
ensembles. As the individual elements are likely to be located randomly, duplica-
tion can help. For example, if the concepts in question are duplicated they can occur 
in different locations and collections, but the permanent ensemble will probably be 
formed where they are located closest to each other. It is noted that duplication also 
occurs because different parts of the brain store the same concept for different rea-
sons. The most economic group might complete the connections first, satisfy the 
input requirements and reinforce the most, as in stigmergy. Therefore, duplication 
makes it more likely that any ensemble can form, or if the neuron is missing, does it 
just get created? It is also noted that neurons are created from some sort of chemical 
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reaction and are not required to grow at the end of a synapse, or anything like that. 
So the stimulus itself can create new neurons as needed.

If looking at the neural network model of [7] again—trying to justify every-
thing is silly, but a similar situation that favours a unique set of closer grouped 
entities might be relevant. It was also shown in the neural network that noisy input 
could be filtered out more easily, which might also be a helpful feature for the 
nested ensembles. The noise would be filtered out more easily because it might not 
be consistently the same in each group, whereas each specific concept would be. 
Keeping the individual groups separate does not allow random noise to form into 
more common clusters. The ensembles are then connected through the hierarchy. 
It has also been suggested that the physical space and the logical space are differ-
ent. Neurons occupying the same regions can still belong to different hierarchy 
levels, for example. For a comparison with the neural network, the hidden layer(s) 
is a combination of the nodes in the level below. For a nested ensemble, this is 
simply the parent or enclosing region of the group in question. This can continue 
up to the outer-most region. That would be the largest region in size, but would 
represent the most global and general concept as well. So the hierarchy is from the 
smaller nested regions to the larger enclosing one. The idea of a trigger, as shown 
in the earlier figures [4, 6], is also appropriate and is even represented in Fig. 1 of 
this paper. It could be the lateral connecting synapse between the two inner circles 
that might be used to link-up different types of concept into logical sequences.

Also, can Fig. 3 of this paper be compared to the concept trees of other papers [4], 
Fig. 6, for example? It is shown again here in Fig. 4. Static knowledge also needs to 
be learned and base nodes at the bottom of trees might provide activation paths to the 

Fig. 4  Integration of elements into the cognitive model, also from 4
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groups or concepts at the leaves that then get arranged further through time, at the 
time-based events layer, for example. The dynamic time-based layer is maybe where 
tree groups are initially connected-up to form ensembles, but it is better to have 3 
concept groups there instead of 1 and have them link-up in another level if required. 
Maybe that way, the ensemble can still be a more abstract arrangement, while the 
structured process that builds the concept trees remains as well. So the ensembles are 
also somewhere along this first time-based line and then up through the whole hierar-
chy. Figure 3 of this paper maybe has the node structures 180° the wrong way round, 
where the broader regions should try to connect with each other, if they were part 
of the time-based events layer of Fig. 4. Figure 3 is just illustrating the point how-
ever, where it is easier to connect single nodes than multiple ones. The idea of a con-
struction process in one direction and a search in the opposite direction is also again 
consistent. We can guess that the construction process for the ensemble hierarchy is 
again from the static concept trees to the dynamic global concepts. If that is the case, 
we would in fact see small details first and then aggregate them into larger entities. 
This is good for another reason. There is then a direct path to these smaller concepts 
that gets added during their formation and would allow them to be accessed directly, 
as in memory retrieval. We then perform a search in the opposite direction, from our 
general impression to the finer details. We find the general region first and then search 
‘inside’ of that for specific information. Or maybe if the search is unclear, a larger 
area must be activated first, as in browsing. If these end with concept tree-like struc-
tures, then the small ensembles can even trace down to the single terminating base 
nodes that may allow a common connection with other brain regions.

Looking at the actual human brain, the search probably starts in the neocortex [8] 
which is the thin upper layer that envelops most of the rest of the brain. So that is OK 
and is a top-down cognitive search. This means that the initial learning process must 
be more bottom-up and possibly carried out more through observation than prediction 
or interpretation. But that is probably OK as well. The hippocampus is supposed to 
be where memories are stored, or at least, is critical to their formation. It is a separate 
structure to the neocortex, as the concept trees are to the ensemble hierarchy. Synfire 
chains [13] demonstrate a cascading activation process over a hierarchical struc-
ture that could represent a search process over the ensemble hierarchy. This has been 
pointed out earlier in Sect. 3.2 as opposite to the inward firing process assumed by 
the nested ensembles, but it may in fact be the same. The inward firing of this paper 
is from the outer region to the nested regions, which is the same as from the upper 
hierarchical level to the multiple lower levels. It is just the physical representation that 
can be confusing. One difference might be that while the outer-most region repre-
sents one basic concept, it might contain more neurons numerically. These then excite 
more concepts in the next level but they are each represented by smaller numbers of 
neurons. This is interesting in itself, if a neuron must represent something specific, or 
can it be purely functional? Are some neurons used simply to activate the next level 
upon request? It might be worth mentioning the pyramidal neurons found by Cajal, for 
Sect. 5.2 in particular. These have multiple inputs at the base and an output axon with 
synapses that span any area and so can flow in any direction. They would also be ideal 
as the base neurons of (concept tree) memory structures.
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5.2  Circuit Reinforcement and Balancing

It has been shown previously [2, 3] how ant or termite colonies can collectively 
determine an optimal route through a basic reinforcement mechanism, without 
any prior or global knowledge about the route. Each insect leaves a trace that is 
read by the other insects and it is only that process which determines the optimal 
route. Figure 3 of his paper shows how a similar process will encourage the closer 
sets of neurons to form together first, as the overall distances are less. This is also 
based on local information only and with no prior knowledge. As these insects 
are believed to work through a nervous system and not a brain as humans have, 
it is reasonable to apply a similar type of process for the pattern constructions. 
Research has already shown how firing neuron activity can saturate ([1, 3], for 
example), but this does not mean a free energy supply. It must also be considered 
that if a signal is sent from a neuron to more than one place, then it can only be at 
a fraction of the single signal strength and so it might require a faster firing rate 
to maintain the same strength to multiple places. Inhibitors probably help to self-
regulate the firing rate. The more that feeder neurons activate an area, the more it 
will send out inhibitors that in turn might slow down the feeder activation signals, 
until some happy medium is met.

Distance is also important along a single route and must be considered along 
with the energy consumption and the neuron threshold value. More energy would 
be required to force a signal along a longer path, where repeated firing by the 
feeder neurons would probably be required to maintain the signal flow. The paper 
[4] includes very basic equations that consider disruption of the signal over some 
distance. There does not have to be a forceful disruption for this aspect, only the 
natural impedances, but similar types of equation can be applied. These will be 
described in quite abstract and general terms, so it is the idea of them and not 
exact values that is important. For a signal to be maintained therefore, we need to 
consider how much energy might be lost over a particular distance. For example:

•	 Let Tm be the threshold for the neuron that is to be activated.
•	 Let Is be the input signal from the feeder neuron. Consider a single line or path, 

with just one feeder neuron to the next neuron.
•	 Let d be the distance from the feeder neuron to the activation neuron.
•	 Let α be the amount of signal that is lost per unit distance.

Then, even if a neuron can eject the same amount of output that is received as 
input, the output signal required by the feeder neuron might be:

Or an excess of (d × α) is required to cover the distance of the signal to the next 
neuron.

As a neuron can act as a capacitor, this can mean that multiple signals are sent 
and stored, until the cumulative result fires the activation neuron. If the activation 
neuron is then required to activate another neuron further along, it faces the same 

Isn + (d × α).
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problem. Thinking again in very abstract terms, the additional required signal 
becomes a multiple of the requirements of each individual neuron along the path. 
For example, if neuron 1 needs to fire twice to send enough signal to activate neu-
ron 2 and neuron 2 needs to fire twice to send enough signal to activate neuron 3; 
then neuron 1 needs to fire 4 times to allow neuron 3 to fire. As far as balancing 
the neurons’ organisation inside of any ensemble is concerned, this is actually a 
good result. Consider a line of these neurons that span a particular region, where 
the distances between them varies as follows:

When clustering, it can be a bit localised, where typically the closest distance 
between any two points is measured. If the neurons N1–N7 represent the points 
along a line, then neuron N3 would typically be considered to be at the centre of a 
cluster. If a region spans the whole area from N1 to N7 however, we would prefer 
any new neurons that get added to be evenly spaced and not to amass around neu-
ron N3, being related with the closest local distances. If we use a cumulative mul-
tiplication of the required signal amount across the whole line, then the centre is 
determined by the distance over the whole region only and not between individual 
neurons. In the example, if each numerical value is the additional required signal to 
reach the next neuron, then a value of 2 is required to go from N3 to N4, for exam-
ple. But N4 then also needs 2 to go to N5, and so on. We are also trying to mini-
mise the amount of energy that is required and also allow synapses to travel in both 
directions from a single neuron output. With a cumulative multiplicative count, 
a cluster centre like N3 would travel to N1 in one direction and N7 in the other, 
requires (2 × 5) + (2 × 2 × 10 × 10) = 410 additional firings. Neuron N5 looks 
like it is at the edge of a cluster, but to span the same distance, it requires (5 × 2 × 
2 × 2) + (10 × 10) = 140 additional firings. The larger distances are prohibitive 
for neurons not located in the centre, distance-wise. So if this region was excited 
from the centre, which appears to be the most economic, it would prefer neuron N5 
over neuron N3. This might also help to space the creation of new neurons better, 
because the energy or stimulus is always located in the centre and not necessar-
ily in the densest region. There is also a stability or integrity reason why a central 
activation is better. If the activation path to the ensemble was at the edge and not at 
the centre, then it might be easier to change the ensemble concept by adding neu-
rons to the other side of the edge. If the activation path is to the centre, then even if 
something new gets added, the original concept can maintain its original meaning, 
where the change is an addition rather than a radical shift to something else.

5.3  One-Way System?

With clear input and output sets to neurons and the requirements to complete 
 circuits, it may be thought that most processes are one-way systems that are cyclic 
in nature. Although, recent brain models show fibrous or tree-like branching 

N1 5 N2 2 N3 2 N4 2 N5 10 N6 10 N7
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properties, at some level of granularity. Cyclic or circular completions are very 
easy to understand, but assume that the whole process is ‘as one’, where it might 
then be further assumed that the signals that flow need to be very similar. While 
they match with the known neuron functionality, there may be other problems. For 
one thing, there are definite regions in the brain and so signals would need to cross 
boundaries and even functionality type. Similarly, if the signal flows in one direc-
tion, for example, from the top of the hierarchy to the bottom in the neocortex (or 
the simulated neural network model), then to complete the cycle it needs to flow 
back up again, which is again possibly changing the functionality. It is noted that a 
cyclic completion can be more at the end of an activation chain than its full length 
and therefore another suggestion can also be made. An alternative way to complete 
a circuit is to have (at least) two halves that meet or join. This is attractive for a 
number of reasons. One is the distance reason again. It would be possible for any 
brain region to start sending a signal into the ‘middle area’ of the brain, for exam-
ple and have it travel anywhere else. It might then meet a matching signal from 
the receiving area. The two can join to reinforce and complete a slightly different 
mode of circuit. This could even be at the other side of the brain and so there does 
not have to be a long feedback loop to the original source. This also means that 
when a stimulus is set off, the neocortex or some other area can independently 
start working to satisfy it and different regions can work in parallel. It can run 
through its own structures to try to match the signal from other places. The sig-
nals that meet might then actually collide to join up, instead of flow in the same 
direction together, but they still complete the circuit and the interaction might even 
facilitate the essential ingredients of resonance [1, 4, 5], if the firing rates or sig-
nals strengths also match. The signals can maybe meet at the region boundaries, 
such as somewhere around the concept trees layer in the computer-based model.

It is still possible to build a similar system with the existing components that 
would incorporate the cyclic reinforcement more. The neurons can still have 
only one input and one output function, but some can face each other and then be 
joined by synapses that fuse with another set of neurons running sideways. The 
opposing signals induce the lateral activity that can flow through the sideways 
facing neurons and even re-connect to complete some type of circuit. Figure 5 
shows this schematically and might be compared with the ideas of pressure in [4]. 
Imagine that the two brain regions are at the top and bottom of this figure. They 
send signals (external activation) from their own directions to excite the top and 
bottom neurons respectively. These have joins or links in the form of a synapse 
junction that includes sideways or lateral connections. The signal is forced through 
the lateral connections to activate the sideways facing neurons. They might even 
loop back to reinforce the signal, but only very locally, or in the specific region 
that represents the desired search result and neural ensemble. There could be less 
force if the top-bottom facing neurons actually joined at the lateral neurons instead 
of at the junction, but their creation or initial meeting might be from a straight 
connection between them, which is an easier automatic join. So the whole area, 
including the lateral connections, might grow in a normal manner, with new neu-
rons or synapses being added to places that are more frequently used.
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6  Conclusions

The purpose of this paper is to show how nested, or more specific patterns, may 
become the main focus in a generally excited area. They might even be used as 
part of more complex mathematical thought processes. Rather than the exact 
details of how they might be created, or link to each other, etc., the paper describes 
how they might be useful as a simplified design. Simulation would be easier if the 
interaction between the patterns only was considered, using a general equation for 
their relative strengths and ignore exact synaptic connections. The mechanical pro-
cesses can work with a minimum of complexity and would allow these patterns to 
form and fire in sequence. It would also realise some level of natural order, which 
would be better than the very random and chaotic structures that appear to be pre-
sent. It is interesting that a self-organising process might naturally prefer a nested 
structure, certainly to one that faces outwards.

The second purpose of this paper is to integrate the new findings into the whole 
cognitive model. It appears that the nested ensembles fit-in almost seamlessly with 
the existing ideas and through studying them, other helpful information has been 
obtained. In particular, there are several examples of how the processes can nat-
urally regulate themselves and perform the type of functionality that you might 
think requires some level of intelligence. With respect to automatic processes, the 
nesting allows for the idea of terminal or end states, which can help with search 
processes. The act of searching into a smaller region as opposed to a larger region 
might also make the search process easier. Even just the signal strength can help 
with managing pattern transitions as part of an automatic process, so there is quite 
a lot that can be achieved with the basic components that are known about. As 
described in Sect. 5, the mechanism is still compatible with earlier work.

Fig. 5  Top and bottom 
neurons join and activate 
lateral ones through synapse 
junctions, to register 
enhanced signals
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The self-organisation can also space itself through automatic processes. This 
might allow new neurons to be added in a more even manner and could help to 
maintain the concept integrity. A link at creation-time, to the centre of the concept 
can also help with finding it directly, possibly as part of a memory structure. The 
idea of resonance being important is also enhanced, if some form of joining is to 
be preferred over the less violent reinforcement through cyclic links, or comple-
mentary with it. But then, each brain area can keep its own functionality and have 
a sort of interface. Also, the earlier ideas of the dynamic hierarchical network join-
ing with the static knowledge-based one is still central to the whole architecture 
and even small pieces of evidence from the real biological world can help to sup-
port the ideas, where established theories are not so clear.
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Abstract The article considers a new type of neural networks created by analogy 
with the neural network of the human brain and the theory of artificial intelligence 
which is based on these kind of networks. In this theory allocated three main func-
tional units of integrative activity of the “brain” of intelligent robots: sensory sys-
tems; modulatory systems; motor systems. Here we consider the human sensory 
visual system and its model in intelligent systems. In this article are considered 
hypothesis about transformation the recognizable images to the same size in the 
fovea and image recognition on a subconscious level. Hypothesis realized in a 
hardware neural sensory model of a human sensory organ of visual system. As 
well, one can find the results of recognition of damaged images. In conclusion 
considers the block diagram of intelligent computer (electronic brain), which is 
represented as homogeneous, multiply connected, multidimensional, associative, 
active, growing neural matrix environment.

Keywords Multiply connected neural-like growing networks · Multiply con-
nected multidimensional neural-like growing networks · Multiply connected 
receptor-effector neural-like growing network · Multiply connected multidimen-
sional receptor-effector neural-like growing network · The theory of artificial 
intelligence · Sensor system · A block diagram of intelligent computer

1  Introduction

Large human brain research projects aiming to develop its model are currently 
conducted around the globe. Back in 1990 we set ourselves a task of developing 
neural networks analogous to biological ones, i.e. human brain neural networks. 
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Such networks would allow an intellectual system or a robot to adapt to the sur-
rounding situation, acquire knowledge and make decisions leading to the objec-
tives fulfillment. In 1990–1995s, as a result of the functional analysis of semantic 
networks, artificial neural networks, biological neural networks and human brain 
structure a new type of neural networks was synthesized—multiply connected 
neural-like growing networks.

A number of pattern recognition models and a virtual model of the intellec-
tual robot VITROM were created on the basis of multiply connected neural-like 
growing networks in 1999. In 2000 this model was demonstrated at the CeBIT 
exhibition in Hannover, and in 2002 at the exhibition in Beijing (The 5th China 
Beijing International High-tech Expo). Further studies resulted in the crea-
tion of the artificial intelligence theory. Multiply connected multidimensional 
receptor-effector neural-like growing networks, which are traced back to their 
functional prototype—biological neural networks, are the base universal struc-
ture of the artificial intelligence theory. At present, a study of the structural and 
functional schemes of the hardware implementation of the new type intellectual 
systems with the functionality approaching that of the human brain has been 
carried out.

2  Multiply Connected Neural-like Growing Networks

The new type of neural networks comprise: multiply connected neural-like grow-
ing networks; multiply connected multidimensional neural-like growing networks; 
multiply connected receptor-effector neural-like growing networks; multiply con-
nected multidimensional receptor-effector neural-like growing networks [1–4]. Let 
us consider some of them. Neural-like growing networks are formally defined the 
following way.

2.1  Multiply Connected Neural-like (One-Dimensional) 
Growing Networks (mn-GN)

S = (R, A, D, M, P, N), where R = {ri}, i = 1, n is a finite set of receptors; 
A = {ai}, 1, k—finite set of neural-like elements; D = {di}, i = 1, e—finite set 
of arcs connecting receptors with the neural-like elements and the neural-like ele-
ments with each other; P = {Pi}, i = 1, k N = h, where P—excitation threshold 
of the node ai, P = f(mi) > P0 (P0—minimum allowed excitation threshold) pro-
vided that the set of arcs D, associated with the node ai, is correspondent to the set 
of weights M = {mi}, i = 1,w, and mi can take both positive and negative values 
(Fig. 1).



43Neural-like Growing Networks …

2.2  Multiply Connected Receptor-Effector Neural-like 
Growing Networks (mrenGN)

S = (R, Ar, Dr, Pr, Nr, E, Ae, De, Pe, Me, Ne), R = {ri}, i = 1, n—a finite set of 
receptors, A = {ai}, 1, k—a finite set of neural-like elements of the receptor area, 
Dr = {di}, i = 1, e—a finite set of arcs of the receptor area, E = {ei}, i = 1, e

—a finite set of effectors, Ae = {ai}, 1, k—a finite set of neural-like elements 
of the effector area, De = {di}, i = 1, e—a finite set of arcs of the effector area, 
Pr = {Pi}, P = {Pi}, i = 1, k, where Pi—excitation threshold of the node air, aie 
Pi = f(mi) provided that the set of arcs Dr, De, associated with the node air, aie, 
is correspondent to the set of weights Mr = {mi}, M = {mi}, i = 1,w, and mi 
can take both positive and negative values. Nr, Ne—connectivity variables of the 
receptor and effector areas.

2.3  Multiply Connected Multidimensional Neural-like 
Growing Networks (MmnGN)

S = (R, A, D, P, N), and R ⊃ Rl, Rr, Rv; A ⊃ Al, Ar, Av; D ⊃ Dl, Dr, Dv; P ⊃ Pl, 
Pr, Pv, where Rl, Rr, Rv is a finite subset of receptors; Al, Ar, Av—a finite subset 
of neural-like elements; Dl, Dr, Dv—a finite subset of arcs; Pl, Pr, Pv—a finite 
subset of excitatory thresholds of the neural-like elements belonging, for example, 
to the linguistic, speech or visual informational dimension; N—a finite set of con-
nectivity variables.

2.4  Multiply Connected Multidimensional Receptor-Effector 
Neural-like Growing Networks (mmrenGN)

S = (R, Ar, Dr, Pr, Mr, Nr, E, Ae, De, Pe, Me, Ne); where R ⊃ Rv, Rs, Rt; Ar ⊃ Av, 
As, At; Dr ⊃ Dv, Ds, Dt; Pr ⊃ Pv, Ps, Pt; Mr ⊃ Mv, Ms, Mt; Nr ⊃ Nv, Ns, Nt; 
E ⊃ Er, Ed, Ed; Ae ⊃ Ar, Ad1, Ad2; De ⊃ Dr, Dd1, Dd2; Pe ⊃ Pr, Pd1, Pd2; 
Me ⊃ Mr, Md1, Md2; Ne ⊃ Nr, Nd1, Nd2; here Rv, Rs, Rt is a finite subset of 

Fig. 1  Multi-connected 
neural-like growing network P
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receptors, Av, As, At—finite subset of neural-like elements, Dv, Ds, Dt—finite sub-
set of arcs, Pv, Ps, Pt—finite subset of excitatory thresholds of the neural-like ele-
ments of the receptor area belonging, for example, to the visual, acoustic or tactile 
informational dimensions, N—finite set of connectivity variables of the receptor 
area, Er, Ed1, Ed2—finite subset of effectors, Ar, Ad1, Ad2—finite subset of neu-
ral-like elements, Dr, Dd1, Dd2—finite subset of arcs of the effector area, Pr, Pd1, 
Pd2—finite set of excitatory thresholds of the neural-like elements of the effector 
area belonging, for example, to the speech informational dimension and the action 
dimension. N—finite set of connectivity variables in the effector area (Fig. 2).

Neural-like growing networks are a dynamic structure that changes depending 
on the value and the time the information gets to the receptors, as well as on the 
previous state of the network. The information about the objects is presented as the 
ensembles of excited nodes and the connections between them. Memorization of 
objects and situations descriptions is accompanied by the addition of new nodes 
and arcs to the network when a group of receptors and neural-like elements enter 
into a state of excitement. The excitation is distributed wavily around the network.

Receptor-effector neural-like growing networks are a dynamic structure, which 
changes depending on the external information coming into the receptor field and 
the information generated by the effector area and transferred to the outside world.

Memorization of the external information is accompanied by the addition of 
new nodes and arcs to the network in the receptor zone, while the generation of 
information and its transfer to the outside world is accompanied by the addition 
of new nodes and arcs to the network in the effector area. The formation of new 
nodes and arcs is accompanied by the transition of an ensemble of receptors or 
neural-like elements, or receptors and neural-like elements of the receptor area and 
an ensemble of effectors or neural-like elements, or effectors and neural-like ele-
ments of the effector area into an excited state. The excitation is distributed wavily 
around the network.

In mrenGN the information about the outside world, its objects, their states 
and situations describing the relationship between them, as well as the informa-
tion on the actions caused by these states is saved being reflected in the network 
structure, and the acquisition of the new information initiates the formation of new 
associative nodes and links and their redistribution between the nodes that have 
arisen earlier, the common parts of these descriptions and actions are generalized 

Fig. 2  Topological structure 
of multidimensional receptor-
effector neural-like growing 
network
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and classified automatically. Multiply multidimensional receptor-effector neural-
like growing networks are designed to memorize and process the descriptions of 
images of objects or situations in the problem area and to generate the control 
actions with the help of various informational spatial representations, such as tac-
tile, visual, acoustic, taste ones etc.

The general comparison of neural-like growing networks and neural networks 
is shown in Table 1.

3  Natural Intelligence Formation System

The core of human intelligence is the brain consisting of multiple neurons inter-
connected by synapses. Interacting with each other through these connections, 
neurons create complex electric impulses, which control the functioning of the 
whole organism and allow information recognition, learning, reasoning and struc-
turing through its analysis, classification, location of connections, patterns and 

Table 1  The general comparison of neural-like growing networks and neural networks

Neural-like growing networks Neural networks

Neural-like element. A computing device 
with memory

Neural element. Threshold element

An arbitrary input function is defined A non-linearly processed weighted sum of 
inputs is defined

The network architecture is formed with the 
information coming to receptors. The number 
of links corresponds to the number of features

The network architecture is defined by its type. 
The number of links is redundant. Special 
methods of links sifting are required

Connectivity variable. Allows you to control 
the ratio: number of links/number of nodes in 
the network

Connectivity variable. No

Reconfigurable structure Fixed structure

Multilevel structure. The number of levels 
(layers) is arbitrary, is generated automatically 
according to the input information

Up to 3 levels (layers) are used normally. 
Using more than 3 layers is not meaningful.  
Levels (layers) are used to increase the 
network capacity

Receptor fields, effector fields, receptor and 
effector areas. Yes

No

Various information spaces. Video, sound, 
etc.

No

Learning rate microseconds. Learning during 
the system life cycle

Learning rate from seconds to many hours 
depending on the amount of training set

Network capacity 100 % Network capacity 20–30 %

Parallelism. Calculations along the activity 
branches are performed simultaneously in all 
the neural-like elements. The relatively high 
network performance speed increases along 
with the increase of the amount of information

Parallelism. Calculations are performed for 
each neural element successively. The network 
performance speed decreases with the increase 
of the amount of information
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distinctions in it, associations with similar information pieces etc. The functional 
organization of the brain. In the works of physiologists P.K. Anohin, A.R. Luriya, 
E.N. Sokolov [5] and others the functional organization of the brain includes dif-
ferent systems and subsystems. The classical interpretation of the interactive activ-
ity of the brain can be represented by interactions of three basic functional units:

1. information input and processing unit—sensory systems (analyzers);
2. modulating, nervous system activating unit—modulatory systems (limbic-retic-

ular systems) of the brain;
3. programming, activating and behavioral acts controlling unit—motor systems 

(motion analyzer).

Due to the scope limitation of the present work we consider only the human intel-
ligence sensory system and its models for neural-like growing networks.

Brain sensory systems (analyzers). Sensory (afferent) system is activated when 
a certain event in the environment affects the receptor. Inside each receptor the 
physical factor affecting it (light, sound, heat, pressure) is converted into an action 
potential, nervous impulse. Analyzer is a hierarchically structured multidimen-
sional system. Receptor surface serves as a base of the analyzer, and cortex projec-
tion areas as its node. Each level is a set of cells, whose axons extend to the next 
level. Coordination between sequential layers of analyzers is organized based on 
divergence/convergence principle. It is known that 90 % of the perceived informa-
tion comes through the human visual system, and it is quite important for us to 
know how the natural intelligence (human brain) perceives and processes infor-
mation. Eye is a sensory organ of the human visual system, which consists of the 
eyeball and the optic nerve (Fig. 3).

The eyeball has a diameter of about 24 mm and is about the shape of a regular 
sphere but with a slightly convex front side. There are six muscles around each 
eyeball. The external and internal rectus muscles control the movement of the eye 

Fig. 3  Eye
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to the left and to the right; the superior and inferior rectus muscles—up and down; 
oblique muscles roll the eyeball. But the work of the extraocular muscles does not 
end here. Over 30 years of studies by W. Bates show that the eye rectus muscles 
can shorten the eyeball along the eye optic axis, thus bringing the eye lens to the 
retina and the oblique muscles can squeeze the eyeball and push the eye lens from 
the retina. Sclera is the outer layer of the eyeball. The front part of the sclera is 
continuous with the transparent circle, the cornea, which acts as a converging lens 
with a radius of curvature of 6.82 mm.

Iris is located between the cornea and the lens. Iris regulates the intensivity 
of the light in such a way that the amount of light the eye receptors get is almost 
constant (in bright light the iris expands narrowing the pupil, in low light con-
ditions it narrows and the pupil expands). An image is projected on the retina 
through the eye lens. Due to the accommodation—lens elasticity—and the eye 
muscles action the lens takes the shape that ensures a sharp image projection 
getting on the light-sensitive transducers (receptors) located in the retina. The 
focal length of the eye of an adult may vary from 18.7 to 20.7 mm, which ena-
bles focusing on both distant and near objects. Retina is composed of many indi-
vidual elements—receptors. There are two types of the light-sensitive elements 
in the human eye—rods and cones. Rods and cones are not evenly distributed 
in the retina. There is a part in the centre of the retina that contains only cones. 
This area is called fovea centralis or simply fovea (Latin. fovea—pit), it provides 
high visual acuity. Foveola (‘a small pit’—approx. 1° in diameter) located in the 
centre of fovea is a part with even better perception capability. The resolving 
power of the eye has its maximum value here, and the fovea cones are directly 
connected with the higher nerve centres, while the majority of the retina recep-
tors does not have a ‘direct’ connection to the brain. It can be assumed that the 
visual information extraction is done mainly by that part of the receptors that lie 
in the fovea in the middle of the retina.

Hypothesis on adjusting the images being recognized to the same size in the 
fovea. Given that the ‘human eye’ system contains a small area (the central pit, 
fovea) where the eye visual acuity is the highest and the fovea cones are directly 
connected to the higher nerve centres, it can be assumed that the object being rec-
ognized (the object in the focus of attention, being looked at), e.g. ‘k’ or ‘K’, is 
scanned by the eye movements carrying out a systematic selection of the informa-
tion about the shape, position and size of the object, is projected onto the fovea 
taking into account these parameters, and eventually the analysis, synthesis and 
comparison with the previously memorized objects on the level of excitation of 
neurons reflecting the attributes and properties of these objects is conducted in the 
higher brain divisions. This applies to objects of different sizes which are placed at 
the same distance from the eye. If the object is large and its projection goes 
beyond the fovea, the part exceeding the bounds of the fovea will not be clearly 
visible. This does not happen when the eye functions normally, thus the complete 
projection onto the fovea must be achieved by changing the focal length. And it 
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may be not the size of the objects projections onto the fovea area that determines 
their size but the level of excitation of the corresponding command neurons of eye 
muscles that control the shape of the lens,1 or, according to other sources, shape of 
the eyeball,2 which leads to a change in the focal length of the lens in the first case 
and to a change in the focal length of the eye system in the second one. The exist-
ence of the foveola enhances this function, especially for the formation of a uni-
fied view when looking at large objects, and perhaps sheds light on the 
phenomenon of speed reading and memorizing large amounts of information. In 
the cases of memorizing hundreds of pages of text in the process of turning the 
pages of the book the information may get to the fovea page by page at a con-
scious level and be stored, and the text recognition may occur at a subconscious 
level while scanning the information that was memorized by the foveola.

Hypothesis on the image recognition at a subconscious level. Given that the 
‘human eye’ system contains a small area (the central pit, fovea), and there is a part 
with even better perception capability in the centre of the fovea—foveola, it can be 
assumed that the foveola is used for a detailed scanning of the image projected onto 
the fovea, which is followed by its recognition at a subconscious level. The informa-
tion processing is conducted in the retina on six levels. In general, with some sim-
plifications, the role of each level is clear. The first and the second levels—pigment 
epithelium, rods and cones—receptors of video information perception. The third 
level—horizontal cells that stop signal scattering in the retina by lateral inhibition in 
the surrounding areas. It is important for the clear highlighting of the contrasting bor-
ders in the visual image. The fourth level—amacrine cells interconnected with bipo-
lar cells, ganglion cells and with each other. The number of these cells is particularly 
high in animals with high visual acuity, such as birds. The third and the fourth lev-
els are used to increase the sensitivity/detailization correlation. The more receptors 
are attached to one ganglion cell, the more sensitive the system is, i.e. the weaker 
light signals it can detect. The more receptors will be connected to a ganglion cell, the 
stronger the signal at the output of the cell (visual acuity) will be. It is obvious that 
the increase in sensitivity leads to the decrease in detailization. Thus, the third and the 
fourth levels are responsible for sensitivity, sharpness and contrast of the perceived 
image. The fifth level—bipolar cells are the cells of the retina intermediate layer that 
transmit nerve impulses from receptors to ganglion cells. The sixth level—ganglion 
cells are tightly packed in the retina, and their dendritic fields overlap. From one to 
one hundred bipolar neurons can converge to one ganglion cell. From a few to tens 
of thousands of photoreceptors (rods and cones) can be connected to one ganglion 
cell through the bipolar neurons. Ganglion cells complete the ‘three-neuron receptor-
conducting retina system’: photoreceptor—bipolar neuron—ganglion cell.

1 According to H. Helmholtz's theory, when looking at objects at different distances, the lens 
optical characteristics are changed by the ciliary muscle or, according to some ophthalmologists, 
by the intraocular fluid movement, which does not make any difference to us, as both result in the 
change in the focal length.
2 American ophthalmologist W. Bates at the turn of 19th and 20th centuries discovered that the 
image is constructed in the human eye by the adjustment of the length of the eye.
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4  Functional Organization of the Artificial Intelligence 
Systems

Functional organization of the artificial intelligence system can be also represented 
by the interaction of three functional blocks. A schematic representation of the 
‘brain’ of the artificial intelligence system shown in Fig. 4 consists of three func-
tional areas of the multidimensional ren-GN.

1-sensory systems (analyzers): sensory information reception and processing 
area. 2-modulatory systems: modulation and system activation area and 3-motor 
systems: behavioral acts activation and control area.

4.1  Hardware-Neural Model of Human Visual Sensory 
Organ

In the hardware-neural model of human visual sensory organ some functions (lev-
els 1–2) of the human visual system, as described in chapter “New Ideas for Brain 
Modelling 2”, are performed by the video cameras. Third–sixth (3–6) levels are 
modeled by the neural network. An object image obtained from a video camera is 
converted into a contour image, which significantly reduces the amount of infor-
mation required for classification.

In order to detect an image contour, similar to the human sensory system, infor-
mation processing is performed through a neural network. Such network consists 
of three types of cells, which are analogous to the horizontal 1, bipolar 2 and gan-
glion 3 cells (Figs. 5 and 6). In case of the hardware implementation of this method 
a parallel processing of information in all the network occurs. The expected result 
is the system performance speed increase by several orders of magnitude.

Fig. 4  Artificial intelligence 
system modeling scheme for 
multidimensional ren-GN
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Figure 6 shows a simplified scheme of a neural network of a sensor system 
model. Signals from a respective receptor or groups of receptors get to the den-
drites of bipolar and ganglion cells through horizontal cells (not shown in the 
scheme), are amplified by the positive weight of the central dendrite, and the sig-
nals corresponding to the neighboring image points are slowed down by the nega-
tive weights of the lateral dendrites. When signals enter the ganglion cell, they are 
multiplied by the corresponding weights, are summed up and are transferred to 
the output. At the output of the neural network there is a sequence of numbers 
that by a special rule correspond to the values of codes of colours of the input 
image points. Data obtained at the output are presented in the graph Fig. 6. The 
graph shows sharp differences in the obtained function coinciding with the sharp 
changes in colour. Having fixed these differences we compare them with the pre-
determined threshold of neuronal excitation. Exceeding the threshold value indi-
cates the presence of the point belonging to the image contour. Upon the scanning 
completion an internal representation—an image feature vector—is generated at 

Fig. 5  Model of human 
visual sensory organ
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the output. Thus, each point or group of points of an image perceived by an eye 
corresponds to one neuron (ganglion cell). Each such neuron has several dendrites, 
which are connected with the neighboring neurons through the bipolar cells with 
the use of the negative connections. The level of excitation of neurons actually 
corresponds to the quality of the contour.

The system has a flexible contour detection settings adjustment mechanism: 
weighting matrix resizing; sensitivity—detailization function adjustment (ana-
logue to the third and fourth levels of the human eye retina); flexible threshold 
value adjustment; different methods of image scanning combined; system settings 
saving.

The resulting contour is converted into an image feature vector. This stage is 
followed by the problem of image recognition and memorization. Pattern match-
ing is the most likely model of image recognition in the higher layers of the 
human brain. Unknown images are stored as patterns. Recognition is performed 
by comparing an external image with a set of internal patterns—image feature 
vectors.

Hypothesis on the mechanism of pattern recognition in the upper layers of 
the neocortex in the human brain. Pattern matching model is the mechanism of 
pattern recognition in the upper layers of the neocortex in the human brain. The 
advantage of this model is that an external image is compared with all the patterns 
simultaneously.

In the process of comparison some of the patterns get activated simulta-
neously and the one showing the most active reaction to the image is the target 
object. At the same time, the model has a significant drawback: the recognition 
will not occur in case of a change in lighting, orientation or size of the external 
image regarding the pattern. Pattern is the internal representation of an image of 
the object being recognised, previously stored in different positions.

Consequently, if to fit an image of an object to the standard lighting and size 
and precisely align it with the pattern, the model works perfectly. Taking into 
account that in the process of visual perception and focusing on an object the 
video information is projected onto the fovea and the image is fit to the standard 
lighting and standard size (fovea), and in addition, the image is scanned in order 
to identify the most informative areas and perhaps fix and compare the distances 
between them, we can be certain that the human visual system uses a pattern 
matching model.

Thus, in my opinion, a pattern matching method is actively used by the human 
visual system. The information processing in the layers of the neocortex is not 
limited just to the process of matching the object to the pattern, of course. This 
process is much more complicated. It comprises the information processing, anal-
ysis, synthesis and comparison at various levels of biological neural network, in 
our case at the level of the neural-like receptor-effector growing network.

The model of the human visual system sensory organ, together with the meth-
odology of data processing in receptor-effector neural-like growing networks, is 
taken as a basis for the virtual robot VITROM project design. VITROM has been 
in operation for many years and has proven the effectiveness of this approach. 
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The knowledge base of the robot contains more than 1,000 images including the 
images of faces from Yale FaceIMAGES_Data, Base Yale FaceIMAGES_NOTT, 
Indian Face Database, robot’s routes through the streets and various images of ani-
mals, numbers, letters, etc. (Fig. 7).

The structure of mmren-GN is made up of a homogeneous array of neural-like 
elements. This allows parallel information processing, as well as the new possi-
bilities of associative information search. Associativity of neural-like growing 
structures compares favorably with other types of technical devices due to the pos-
sibility of information recovery using any part of it. It largely determines the sur-
vivability of the systems created on the mren-GN basis, as in case of a breakdown 
of a considerable part of its elements it retains its objective functions.

Figure 8 shows the results of the corrupted images recognition, which corre-
sponds to 25, 50 and 75 % of the actual damage of the receptor field or area. The 
increase of the damaged area reduces the confidence of image recognition, and in 
case of 75 % of damage single recognition errors occur.

Thus, the neural-like growing structures provide high reliability and surviva-
bility of systems. Experiments carried out on models of intelligent systems show 
that a failure of a large number of neural-like growing network elements does not 
result in the entire structure breakdown.

Fig. 7  Images from the 
robot’s knowledge base
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5  Conclusion

Multiply connected multidimensional receptor-effector neural-like growing net-
works are used as a basic structure for the implementation of intelligent systems. 
The hardware implementation of mmrenGN is a multidimensional associative 
active (memory) structure, which consumes much less energy compared to the 
high-power computing systems used for the production of modern artificial intel-
ligence systems. New technologies will enable the creation of the structure of the 
human brain size. The intelligent computer created on the basis of such a struc-
ture will differ fundamentally from computers with the von Neumann architecture. 
This computer will have no arithmetic logic unit, address memory or software. A 
new generation of intelligent computers will not need an army of programmers. 
These computers will learn on their own or together with a user. A computer will 
be a powerful amplifier of human intelligence.

The structural scheme of the electronic brain of robots is a homogeneous, mul-
tiply connected, multidimensional, associative, active, neural-like growing matrix 
structure. It consists of information perception blocks (1); a set of homogene-
ous, multiply connected, multidimensional, associative, active, neural-like tem-
porary and long-term memory sensory matrices (2); modulation matrix (3); a set 
of homogeneous, multiply connected, multidimensional, associative, active, neu-
ral-like, activity memory motor matrices (4); actuators (5) (Fig. 9). The structure 

Fig. 8  Results of corrupted 
images recognition
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homogeneity and non-standard (non-von-Neumann) information processing are 
the strong point of neural-like growing networks. Information is processed, ana-
lyzed and stored not only in individual cells (neural-like elements) but also in 
the distribution of connections between them, in their power, so the state of each 
neural-like element is determined by the state of many other connected items. The 
loss of one or a few links does not have a significant influence on the result of the 
work of the whole system, which ensures its high reliability. High ‘natural’ inter-
ference immunity and functional reliability refer to both distorted (noisy) infor-
mation flows and individual elements failures. This ensures high efficiency and 
information processing reliability, and the ability to train and retrain as conditions 
change allows the timely adaption.

Thinking functions modeling based on neural-like growing networks gives 
a positive answer to the question whether the computer can ‘think’. It should be 
noted that the basis for the modeling of thinking in systems with artificial intelli-
gence is the knowledge describing the world in which these systems operate.

Considering the allegations of neurophysiologists regarding the reorganization of 
the child’s brain cell mass in the learning process, it is safe to say that multi-con-
nected neural-like growing networks with the network structure rebuilding and reor-
ganizing itself in the process of learning is the most adequate human brain model.

Moreover, unconditioned reflexes (system primary automatisms) providing 
constant contact with the environmental objects and conditioned reflexes (system 
secondary automatisms) capable of long-term preservation in the memory and 
having the ‘variability’ (adjustment) property according to the environment, are 
simulated successfully in the mmren-GN structure. These properties are the basis 
of individual experience, learning and knowledge acquisition.

The principle of conditioned reflex discovered by of I.P. Pavlov, which is the 
principal activity of the brain and which is eventually the basis for the higher nerv-
ous activity and nearly all the behavioral acts of a high-order organism, allowed the 
physiologists to study and gain a better understanding of the brain work. In addition, 
a study of the conditioned and unconditioned reflexes organizational mechanisms in 
the mmren-GN structure provide the prerequisites for the creation of intelligent sys-
tems and robots with the functional capabilities of high-order organisms.

The artificial intelligence theory that has been developed provides a new 
ground for the production of advanced thinking and self-learning computers, 
intelligent systems and robots. The latter may have a variety of applications in 
the civil and military fields, especially in unpredictable situations and hazardous 

Fig. 9  Structural scheme of 
the intelligent computer
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environments. The key provisions of the artificial intelligence theory were pre-
sented in the materials of International Science and Information (SAI) Conference 
2014 held in London. Complete information on the artificial intelligence theory 
can be found in the author’s monograph, Artificial Intelligence, published in 
Ukraine in 2013 in Russian language.
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Abstract In this paper, we propose an approach for detection of database privi-
lege abuse in Role Based Access Control (RBAC) administered database. The pro-
posed approach extracts the data dependencies among the attributes of relations 
of the database. Role based data dependency rule miner (RBDDRM) algorithm is 
used to mine role-wise data dependencies from database log. These data depend-
encies are considered as role profiles, which are used to detect the misuse of privi-
leges by database users.

Keywords Database security · Role based access control · Data mining · Data 
dependency · Database intrusion detection · Database privilege abuse

1  Introduction

In the era of Information Technology, data is a valuable asset for all organizations. 
Most of the data resides in Database Management System (DBMS). Sometimes 
such database is of worth millions of dollars and therefore companies are much 
conscious about controlling access to these data. Organizations which handle such 
individual’s data have to provide confidentiality to meet legal policies and regula-
tions. Recently, 22 million user IDs have been stolen from Yahoo Japan [1]. Such 
events affect the reputation of an organization and economic loss. Therefore, pro-
tection of database from insider and outsider threats is a non-trivial task.
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Malicious activity can be caused by outsider, insider or by the combined efforts 
of both. The outsider is one who gains the illegal access to the database and mis-
uses it. Misuse may be stealing of data and selling it to third parties or destroying 
the database. There are many proposed methods to protect against outsider attacks; 
one of them is Authentication. Insider is one who is authenticated to access the 
database. Insider is authorized to access whole or part of a database. Insider 
may misuse his authority of accessing the database by leaking it or selling it to 
competitors. Insider attacks are difficult to detect compared to outsider attacks, 
as an insider is within their access limits, but use data with malicious intention. 
Database breaches are increasing day by day and are threatening the privacy of 
individuals and organizations. According to Verizon 2010 data breach investiga-
tion report [2], 48 % of attacks involve insider. Recently, many have hypothesized 
that insider crime would rise due to financial strain imposed by global economic 
conditions [2]. According to this investigation report out of all attacks involving 
insiders, 90 % were deliberate and malicious. This shows that detection of mali-
cious insider attack in the database is of great concern.

There are many Intrusion detection systems in literature tailored to Operating 
System and Network attacks; however, they are insufficient to guard against data-
base attacks. Actions which are malicious for database management system may 
not be malicious for Network or Operating System. Without detecting malicious 
transactions, database damage assessment and recovery is not possible. Therefore 
intrusion detection approach tailored to guard against database attacks is needed.

In this paper, we propose an approach to detect transactions which possibly abuse 
database privileges. Our approach is based on mining role-wise data dependencies 
among attributes of relations of the database. Each role has different access patterns 
and thus has a different set of data dependencies than other roles. We use rule-based 
classification, and thus our approach generates data dependencies in the form of 
classification rules. Classification rules generated by our approach are treated as data 
dependency rules. These data dependency rules are later used to detect the possibil-
ity of database privilege abuse by new transaction from the user.

The rest of the paper is organized as follows: Sect. 2 gives an overview of 
related work in the area of database intrusion detection. Our approach is described 
in detail in Sect. 3. Section 4 shows experimental results and analysis of our 
approach with an existing approach proposed in [3]. Lastly conclusion and future 
scope are presented in Sect. 5.

2  Related Work

A complete solution to data security must meet the following Confidentiality, 
Integrity, and Authentication (CIA) requirements [4]

1. Confidentiality refers to the protection of data against unauthorized disclosure,
2. Integrity refers to the prevention of unauthorized and improper data 

 modification, and
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3. Availability refers to the prevention and recovery from hardware and software 
errors and from malicious data access denials, making the database system una-
vailable [4].

According to Bertino and Sandhu [4], various components of database 
 management system are used to ensure the database security. Access control 
mechanisms are used to restrict the user’s access to a subset of the database. 
Access control policies help in ensuring confidentiality. The access control mecha-
nism along with semantic integrity constraints are used to ensure data integrity. 
Whenever a user wants to modify data from a database, he must have rights to do 
that. Access control policies, checks whether the user has, such rights or not and 
semantic integrity constraints verifies that the updated data must be semantically 
correct. Semantic correctness of the modified data are checked by the set of condi-
tions, or set of predicates. Data availability is ensured by combining benefits from 
recovery subsystem and concurrency control mechanism. They ensure that data is 
available to the user even in the situations like hardware failure, software failure 
and access from multiple applications simultaneously.

Despite of effective authentication mechanisms and sophisticated access con-
trol mechanisms, there are chances of attacks on the database. Sometimes exter-
nal user bypasses the authentication mechanism and impersonates as some internal 
user. Many times legitimate user tries to misuse the authorization provided to him. 
Without crossing boundaries of the access granted to him; he tries to steal or mod-
ify data, such attacks are called internal attacks. Our focus is mainly on detecting 
the internal attacks, i.e. detection of database privilege abuse.

Many approaches have already been proposed in the field of intrusion 
 detection. But, most of them are tailored to detect intrusion at the level of operat-
ing system or network. Comparatively fewer approaches are found in literature for 
intrusion detection, which is tailored to detect database attacks. Javidi et al. [5] 
surveyed intrusion detection approaches tailored to database. Mainly two types of 
approaches have been proposed for database intrusion detection; one is the signa-
ture based approach and other is an anomaly based approach. To detect intrusion, 
signature based approaches keep records of signatures (fingerprints) of valid trans-
actions, while anomaly based approaches use mining techniques to extract user 
profiles from database log.

Chung et al. [6], proposed the system called DEtection of MIsuse in Database 
Systems (DEMIDS) in 1999. This approach is based on the data structure, integ-
rity constraints (encoded in the data dictionary) and user behavior reflected in the 
audit logs. DEMIDS defines notion of distance measure for mining frequent item-
sets from database log. These frequent item-sets are the profiles of users, which 
can later be used to detect database attacks. The major drawback of DEMIDS 
system is that it is totally theoretical concept and no experimental evidence has 
been presented. In 2000 Lee et al. [7], proposed database intrusion detection sys-
tem for real-time database systems. They exploited real-time properties of data 
for detecting intrusions. They keep track of update rates of data objects. If any 
data object is updated before time, then it is considered as an attack. They claim 
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that although their study focused on sensor transactions and temporal data objects, 
their approach can be generalized to be applicable to user transactions and non-
real-time secure data objects.

Lee et al. [8] in 2002 proposed fingerprint (signature) based approach in which they 
store the signature of legitimate transactions; when a new transaction is executed by a 
user, it is checked against previously stored fingerprints. If it matches any of previously 
stored signatures it is considered as valid transaction, otherwise it is considered as mali-
cious transaction. The main drawback of signature based approaches is that, they are 
only possible if there are fixed applications which can access database.

In 2004 Hu and Panda [3] proposed data mining approach to detect intrusions. They 
used rule based classification for their system. Classification rules are data dependency 
rules which reflect the existing data dependencies among attributes of relations of the 
database. The rules generated can be seen as the normal behavior of the users. If new 
transaction deviates from the normal behavior, then it is detected as malicious. Hu and 
Panda [3] emphasize only on malicious modification of data, while malicious read oper-
ation will not be detected by their approach. In this approach, each attribute is given 
equal importance and there is no concept of sensitivity of attribute.

Vieira and Madeira [9] proposed signature based mechanism called Database 
Malicious Transaction Detector (DBMTD) in 2005. They make profiles for each 
transaction that can be executed by any of the applications which are permit-
ted to access the database. They also maintain the list that which user is author-
ized to execute particular transaction. Authorized transactions are represented 
in the form of graphs, which are the signatures for the valid transactions. They 
have proposed manual profiling of transactions, which is not possible if the num-
ber of valid transactions by applications is too high. Each valid transaction must 
be uniquely identified by TID. Each time new transaction arrives, based on TID 
they select the transaction profile graph. A new transaction is now checked against 
the selected transaction profile graph, if the new transaction does not follow the 
graph, it is detected as malicious transaction otherwise it is considered to be legiti-
mate transacted. The drawback of their approach is that it is intended for small and 
fixed applications. If applications are high in number and are not fixed, then this 
approach cannot be applied.

Bertino et al. [10] proposed intrusion detection scheme for RBAC-administered 
database in 2005. They have used nave Bayes classifier for detecting intrusion. 
They have proposed three levels of triplets that can be used to represent queries 
from database log after pre-processing. Using the role information and triplets of 
all queries from the log, they form role profiles, which are nothing but the prob-
abilities calculated using the nave Bayes classifier. When new query is executed, 
using role profiles (probabilities) of each role, it is predicted that which role 
should have executed this query. If role obtained is different from the original rule 
which has executed this query then it is considered as an attack. Later in 2008 
Kamra et al. [11] improved their approach by using quiplets [11] in place of tri-
plets. In quiplets they maintain separate information about projected attributes and 
selected attributes. The drawback of their both approaches is that if the database is 
not RBAC-administered then they will have to maintain separate profiles for each 
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user, which will add large overhead in terms of memory required to store the pro-
files and execution time for classification.

Srivastava et al. [12] improved Data Dependency Rule Miner (DDRM) 
approach [3] and proposed Weighed Data Dependency Rule Miner (WDDRM) 
algorithm in 2006. In WDDRM weights are assigned to attributes based on their 
sensitivity before mining the database log. This helps in extracting sequences 
which contain more sensitive attributes and are very less frequent. One of the main 
problems with this approach is the selection of the appropriate value of support 
and confidence.

Mathew et al. [13] proposed data-centric approach to insider attack detection in 
database systems in 2010. This is a novel approach for detecting intrusion and is 
the first data-centric approach for detecting database intrusion. They modeled user 
access patterns by profiling the data points that users access, in contrast to analyz-
ing the query expressions in prior approaches.

Rao et al. [14] improved the approach of Bertino et al. [10] in 2010. They have 
used one triplet per transaction instead of one triplet per query. This one triplet per 
transaction exploits the inter-query dependencies. They used Naive Bayes classi-
fier for profile generation.

In 2013 Rao and Patel [15] proposed an effective database recovery mechanism 
that includes the domain specific knowledge with dependency relationships to 
decide the set of affected transactions. In the recovery phase, they considered only 
affected and malicious transactions for rollback and skipped the good transactions.

Kamra and Bertino [16] proposed an intrusion response system for relational 
database. They proposed an interactive Event-Condition-Action type response 
policy language that makes it very easy for the database security administrator to 
specify appropriate response actions for different circumstances depending upon 
the nature of the anomalous request. The two main issues that they address in 
context of such response policies are that of policy matching, and policy adminis-
tration. For the policy matching problem, they proposed two algorithms that effi-
ciently search the policy database for policies that match an anomalous request. 
The other issue that they address is that of administration of response policies to 
prevent malicious modifications to policy objects from legitimate users.

3  Our Contribution

We have proposed RBDDRM algorithm which uses a different form of 
 transaction representation after pre-processing to minimize the undesirable rule 
extraction. A conditional rule is proposed to detect the malicious read opera-
tions on the database and also a scheme (max disobeyed confidence) is proposed 
which uses confidence of rules to find the severity of the malicious activity. 
Now we will discuss our proposed transaction representation, conditional rules 
and max disobeyed confidence. And in the next section we will discuss the 
RBDDRM algorithm in detail.
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3.1  Transaction Representation

Hu and Panda [3] used database log as input to generate data dependency rules, 
they pre-process the transactions present in the database log for mining the log. 
Consider the following transaction containing two queries,

after pre-processing output is,

Here, r represents read operation or condition on attribute, while w represents 
write operation on attribute. Above output represents the sequence in which attrib-
utes are accessed or updated. But, when we consider updating of m_phy, m_chm 
and m_mat in a transaction they are updated together and not in sequence, i.e. 
sequence in which these attributes are updated is meaningless. Also, if there is a 
transaction which mentions the attributes in a different sequence than the result 
after pre-processing will be different, this should not be like that. For example, the 
same transaction is represented as follows:

after pre-processing output is,

Here, we can see that after pre-processing there are different representations of the 
same transaction. Also, if such transactions are frequent, this can lead to genera-
tion of rule like, immediately after updating m_phy there must be update operation 
on m_chm and subsequently on m_mat. As we all know such rules are not mean-
ingful as these update operations should not necessarily take effect in that strict 
sequence.

We can solve this type of problem by proposing the new representation style 
of transaction after pre-processing. We can better understand it by an example. 
Consider the same example of two queries in a transaction shown above.

according to our new proposed representation after pre-processing output should 
be in the form—

Sid = Select s_id from student where s_name = ‘abc’

Update marks set m_phy = 90, m_chm = 92, m_mat = 95 where m_id = Sid

〈r(s_name), r(s_id), r(m_id),w(m_phy),w(m_chm),w(m_mat)〉

Sid = Select s_id from student where s_name = “abc”

Update marks set m_mat = 95, m_chm = 92, m_phy = 90 where m_id = Sid

〈r(s_name), r(s_id), r(m_id),w(m_mat),w(m_chm),w(m_phy)〉

Sid = Select s_id from student where s_name = “abc”

Update marks set m_phy = 90,m_chm = 92,m_mat = 95 where m_id = Sid

〈r(s_name), r(s_id), r(m_id),w(m_phy,m_chm,m_mat)〉
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Here, w represents simultaneous write operations on set of attributes present in the 
parentheses after it; r represents simultaneous read operations on set of attributes 
present in the parentheses after it. This representation eliminates the possibility of 
meaningless rule extraction which is discussed above.

3.2  Conditional Rule

The approach proposed by Hu and Panda [3] is only concerned about malicious 
modifications to the database; it cannot detect the malicious read operations on the 
database. So, to detect the malicious read operation on the databases we have pro-
posed one more rule as conditional rule. Hu and Panda [3] is extracting two types 
of rules; read rule and write rule at the end of their Data Dependency Rule Miner 
(DDRM) algorithm. We can better understand those rules with the examples:

In the above represented two rules; Eq. 1 represents read rule while Eq. 2 
 represents write rule.

Read rule can be easily generated from read sequence like 〈r(b), r(c), r(d),w(a)〉
, and 〈r(b), r(e), r(c), r(f ), r(d),w(a)〉 by putting last operation on LHS and all 
other operations on RHS in the same sequence [3]. Read rule represents that 
transaction may need to perform all read operations on RHS in order before writ-
ing to attribute on LHS. For example—read rule in Eq. 1 conveys that before 
updating attribute a; there must be read operations on b, c and d attributes in the 
sequence. Sequence 〈r(b), r(c), r(d),w(a)〉 is following the read rule in Eq. 1. 
While sequence like 〈r(c), r(b), r(d),w(a)〉, 〈r(b), r(e), r(d),w(a)〉 are not follow-
ing the read rule in Eq. 1. Write rule can be easily generated from write sequence 
like 〈w(a),w(b),w(c),w(d)〉 and 〈w(a),w(e),w(b),w(c),w(f ),w(d)〉 by put-
ting first operation on LHS and all other operations on RHS in the same sequence 
[3]. Write rule represents that transaction may need to perform all write opera-
tions on RHS in order after writing to attribute on LHS. For example—write rule 
in Eq. 2 conveys that after updating attribute a; there must be updates on attrib-
utes b, c and d in the same sequence. Sequences like 〈w(a),w(b),w(c),w(d)〉 and 
〈w(a),w(e),w(b),w(c),w(f ),w(d)〉 are following the write rule in Eq. 2. While 
sequences like 〈w(a),w(c),w(b),w(d)〉 and 〈w(a),w(b),w(e),w(d)〉 are not follow-
ing the write rule in Eq. 2.

Here, we can observe that both rules are on write operations, means if any 
transaction has only read operations, then it does not need to follow any rule. So, 
if a malicious user steals the information from a database (within his access lim-
its), then it will not be detected by these rules. Hence, we have introduced new 
type of rule; which is based on read or writes operations on the attributes of 

(1)w(a) → �r(b), r(c), r(d)�

(2)w(a) → �w(b),w(c),w(d)�
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database. We call these rules as conditional rules. According to these rules, there 
must be condition, operation on a set of attributes immediately before reading or 
writing on any attribute. For example

Both rules are conditional rules. They are somewhat different from read and write 
rules in the sense that they can have only one condition operation on set of attrib-
utes on RHS; while in read, write rules there can be sequence of read and write 
operations respectively on RHS.

Conditional rule in Eq. 3 conveys that there must be condition operation on 
attributes b, c, d immediately before writing to attribute a. For example—

For this query representation after pre-processing would be like 〈c(b, c, d),w(a)〉 
follows the conditional rule in Eq. 3. While query—

for which representation after pre-processing would be like 〈c(b, d),w(a)〉 does not 
follow the conditional rule in Eq. 3.

Conditional rule in Eq. 4 conveys that there must be condition operation on 
attributes b, c, d immediately before reading to attribute a. This rule is similar to 
the conditional rule in Eq. 3. But the only difference is this rule is on read opera-
tion on attribute a. Thus, such rules help in detecting malicious read operations on 
the attributes of the database.

One thing to notice in these conditional rules is that condition operation on 
set of attributes should be immediately before the read or write operation. Hence, 
sequence like 〈c(b, c, d), r(e),w(a)〉 does not follow first rule. We discriminate 
read operation on attributes from conditions on attributes. If attributes are used 
for selecting the tuples from database, then we call condition operation on those 
attributes. Let us consider transaction of two queries:

Both the queries of a transaction shown above have condition operation on attrib-
utes c and d; first query has read operation on attributes a and b while second 
query has write operation on attributes a and b. Read, write and condition opera-
tions are represented by operation type along with unordered set of attributes on 
which operation is performed. Condition operation on attributes c and d is repre-
sented as c(c, d); while read and write operations on attributes a and b are repre-
sented as r(a, b) and w(a, b) respectively.

A transaction on database is represented as sequence of operations on 
 attributes of relations of database. An example transaction of two queries shown 

(3)w(a) → c(b, c, d)

(4)r(a) → c(b, c, d)

UPDATE table_name SET a = “xyz” where b = “xyz” and c = “xyz” and d = “xyz”

UPDATE table_name SET a = “xyz” where = “xyz” and d = “xyz”

select a, b from t_name where c = “pqr” and d = ”uvw”

update t_name set a = “xyz” and b = “xyz” where c = “pqr” and d = “uvw”
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in beginning of this section is represented as 〈c(c, d), r(a, b), c(c, d),w(a, b)〉. 
Condition operation has been shown before read or writes operations within same 
query; because tuples are selected first and then read or writes operation on some 
attributes of selected tuples is performed.

3.3  Max Disobeyed Confidence

We have proposed a scheme which uses confidence of rules to find the severity 
of the malicious activity. We simply use maximum function to obtain the high-
est confidence from confidences of disobeyed rules. This maximum confidence 
from disobeyed rules shows the severity of the malicious activity. It is very sim-
ple approach but this simple approach is based on the observation. If a transac-
tion disobeys rule with 80 % confidence means, that transaction might be one of 
the transactions from 20 % of transactions which have no confidence in that rule. 
Let say there is a rule r(a) → c(b) with 80 % confidence. This means out of all 
transactions reading attribute a, 80 % of transactions have conditional operation 
on attribute b immediately before reading attribute a. while 20 % of transaction 
which does not support this rule; does not have conditional operation on attribute b 
immediately before reading attribute a. so, transaction detected as malicious might 
be from these 20 % of transactions which are not malicious. But, if transaction 
disobeys rule with 100 % confidence then there are more chances of that transac-
tion being malicious

4  Role Based Data Dependency Rule Miner

Our work is based on relational database model [17] with RBAC access control 
mechanism [18]. We have used AproriAll algorithm [19] (except maximal phase) 
for extracting the sequences using normal definition of support. Then with the help 
of these generated sequences we are extracting read, write and conditional rules.

4.1  Terminologies

Definition 1 A sequence is an ordered list of operations. Sequence is represented 
as 〈o1, o2, . . . , on〉. Here oi represents read (r), write (w) or condition (c) operation 
on set of attributes. A sequences1 〈o11, o12, . . . , o1n〉 (except conditional sequence) 
is said to be contained in sequence s2 〈o21, o22, . . . , o2m〉 if there exist integers 
i1 < i2 < · · · < in such that o1k ⊆ o2ik and operations o1k and o2ik are same for 
1 ≤ k ≤ n [3].
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A conditional sequence 〈c11, r/w12〉 is said to be contained in sequence s 
〈o21, o22, . . . , o2n〉 if there exist integers i and j = i + 1, such that o2i is condition 
operation and o2j is same operation as o12; and also o11 ⊆ o2i and o12 ⊆ o2j.

Definition 2 A sequence in which last operation is write operation on exactly one 
attribute and all other operations are read operations on one or more attributes is 
Read sequence. Read rule can be easily generated from read sequence by put-
ting last operation on LHS and all other operations on RHS in the same sequence. 
Read rule represents that transaction may need to perform all read operations on 
RHS in order before writing to attribute on LHS. Read sequence set is collection 
of all read sequences [3, 12].

Definition 3 A sequence in which first operation is write operation on exactly one 
attribute and all other operations are write operations on one or more attributes is 
write sequence. Write rule can be easily generated from write sequence by put-
ting first operation on LHS and all other operations on RHS in the same sequence. 
Write rule represents that transaction may need to perform all write operations on 
RHS in order after writing to attribute on LHS. Write sequence set is collection of 
all write sequences [3, 12].

Definition 4 A sequence of two operations in which second operation is read or 
writes operation on exactly one attribute and first operation is condition opera-
tion on one or more attributes is called as conditional sequence. Conditional rule 
can be easily generated from condition sequence by putting last operation on LHS 
and first operation on RHS. Condition rule represents that transaction may need 
to perform condition operation on set of attributes on RHS before reading/writ-
ing to attribute on LHS. Conditional sequence set is collection of all conditional 
sequences.

Definition 5 Support for sequence s, is the count of all the transactions in the 
dataset that contains sequence s. A rule is represented as o1 → �o2, o3, o4, . . . ., on� 
where, o1 is operation on exactly one attribute. There are two sides of a rule, 
Left Hand Side (LHS) and Right Hand Side (RHS). o1 is on LHS and sequence 
〈o2, o3, o4, . . . ., on〉 is on RHS. A rule can be generated from each of read, write 
and condition sequence.

Definition 6 Confidence of a rule is the ratio of support of sequence from which 
rule is generated to the support of sequence on LHS (sequence of one operation) 
of the rule. A rule r1 is said to be contained in rule r2, if LHS of both the rules is 
same and sequence on RHS of r1 is contained in sequence on RHS of r2.

Definition 7 In RBAC users are not directly associated with permissions. In 
RBAC permissions are assigned to the roles, and roles are assigned to the users 
[18]. One user may be assigned more than one role too. So, RBAC-administered 
database has to manage two types of associations, one is the associations between 
user and roles and the other is the associations between roles and permissions. 
When the user’s job is changed, the administrator has to change the association 
of the user and roles [18]. And when the job function of any role is changed, the 
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administrator needs to change the associations only between role and permissions. 
In the absence of RBAC, there is the burden of changing permissions of all users 
with that role. When we use Data Dependency Miner algorithm [3] directly on 
the whole database log, we end up with many rules for the roles that frequently 
access the database, while less or no rules for roles who rarely access the database. 
If database is administered using RBAC then we can exploit role information to 
improve performance of data dependency miner.

4.2  System Architecture of Proposed IDS

As shown in Fig. 1, our approach works in two phases viz. learning phase and 
detection phase. During the learning phase, we have used the database log for 
mining role profiles. First of all, database transactions from database log will be 
pre-processed for extracting the useful features. During feature extraction, raw 
transactions are converted to useful representation which is applicable for our 
approach, as discussed in the previous section.

Once the pre-processing of all transactions from the database log has been 
completed, pre-processed transactions are fed to profile generation algorithm. The 
profile generation algorithm will extract the role-profiles from those pre-processed 
transactions. Each role will have its own role profile (association rules) at the end 
of the profile generation algorithm. These profiles are then stored on permanent 
storage for later use. Now, at the end of learning phase, we have a role profiles for 
each role, which represents the normal behavior of the role.

Fig. 1  Overview of our approach system architecture
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During the detection phase, we check the new user transaction for possibility of 
privilege abuse. Transaction from the user will be pre-processed first; useful fea-
tures will be extracted and will be converted to the same representation used dur-
ing the learning phase. Then this pre-processed transaction will be fed to detection 
engine which will consult role profiles and will check the transaction against all the 
association rules corresponding to the role of the user. If the transaction disobeys 
any rule, then an alarm is raised. Otherwise, if transaction follows all the rules then 
it is considered as normal transaction and no action is taken in such case.

5  The Algorithm

Our approach works in two phases viz. learning phase and detection phase.

5.1  Learning Phase

After feature extraction from database log, pre-processed transactions are fed to 
proposed profile generation algorithm Role Based Data Dependency Rule Miner 
(RBDDRM). At the end of RBDDRM algorithm, role wise profiles are generated, 
and they are stored on permanent storage. RBDDRM algorithm is given below. 
Terminologies used for explaining RBDDRM algorithm are as follows:

T set of all pre-processed database transactions from database log.
n total number of roles, in database application.
Tk set of pre-processed database transactions from database log executed by role k.
|Tk| number of transactions from database log executed by role k.
RSk set of read sequences mined, related to role k.
WSk set of write sequences mined, related to role k.
CSk set of conditional sequences mined, related to role k.
RRk set of read rules generated, related to role k.
WRks et of write rules generated, related to role k.
CRk set of conditional rules generated, related to role k.
X sequential patterns generated.
xi one of many sequential patterns generated.
|xi| length of sequential pattern xi.

Learning Phase Algorithm

 1. for each role k, 1 ≤ k ≤ n

 2. initialize Tk = {}
 3. for each transaction t in T
 4. insert t to Tk, where k is role who executed t
 5. for each role k, where |Tk| > 0
 6. initialize RSk = {}, WSk = {}, CSk = {}, RRk = {}, WRkk = {}, CRk = {}
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 7. generate sequential patterns X = {xi, | support (xi) > min support} by using 
AprioriAll algorithm. Using Tk as input to it.

 8. for each sequential pattern xi, where |xi| > 1
 9. if |xi| = 2
 10. if last operation in xi is read/write operation on one element and first operation 

in xi is conditional operation, then add xi to CSk

 11. if last operation in xi is write operation on one element and all other opera-
tions in xi are read operations, then add xi to RSk

 12. if first operation in xi is write operation on one element and all other opera-
tions in xi are also write operations, then add xi to WSk

 13. for each sequence s in CSk

 14. if confidence of conditional rule r generated from sequences > min confidence
 15. if no rule in CRk (with confidence equal to confidence of r) contains r
 16. add rule r to CRk

 17. delete all rules from CRk which has same confidence as r and are contained in r
 18. for each sequence s in RSk

 19. if confidence of read rule r generated from sequence s > min confidence
 20. if no rule in RRk (with confidence equal to confidence of r) contains r
 21. add rule r to RRk

 22. delete all rules from RRk which has same confidence as r and are contained in r
 23. for each sequence s in WSk

 24. if confidence of write rule r generated from sequence s > min confidence
 25. if no rule in WRk (with confidence equal to confidence of r) contains r
 26. add rule r to WRk

 27. delete all rules from WRk which has same confidence as r and are contained in r
 28. store RRk, WRk, CRk to permanent storage

In proposed RBDDRM algorithm, steps 1 to 4 divide the set of transactions into 
n subsets, each subset containing transactions executed by one role. Then steps 
5 to 28 generate and store dependency rules for each subset generated by steps 
1 to 4. In step 7 we use already existing AprioriAll algorithm [19], but we do not 
run maximal phase of that algorithm as we want all frequent sequences. Out of 
all sequences generated during step 7, steps 8 to 12 select useful read sequences, 
write sequences and conditional sequences. Steps 13 to 27 generate read, write 
and conditional rules from the sequences selected by steps 8 to 12. Steps 13 to 27 
select rules with confidence greater than minimum confidence and discards rules 
with confidence less than minimum confidence. Step 28 stores them in permanent 
storage from where rules will be used later during detection phase.

5.2  Detection Phase

During detection phase new transaction from user is first pre-processed, then pre-
processed transaction is fed to detection engine. Detection engine reads rules from 
permanent storage and check new transaction against dependency rules of related 
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role (role of user who has executed the transaction). If transaction satisfies the rules 
then it is normal and no action is taken otherwise it is considered as malicious and 
alarm is raised. Alarm is raised means entry is made to log of probable attacks. 
Detailed algorithm of detection engine of proposed approach is given below.

Detection Phase Algorithm

 1. for each role k
 2. initialize RRk = {}, WRk = {}, CRk = {}
 3. retrieve RRk, WRk, CRk from permanent storage to memory
 4. for each transaction t executed by role k, 1 ≤ k ≤ n
 5. max-disobeyed-confidence = 0
 6. for each read operation in t
 7. for each attribute a of read operation
 8. for each rule r for attribute a in CRk

 9. if r is disobeyed and max-disobeyed-confidence < confidence(r)
 10. max-disobeyed-confidence = confidence(r)
 11. for each write operation in t
 12. for each attribute a of write operation
 13. for each rule r for attribute a in CRk, RRk and WRk

 14. if r is disobeyed and max-disobeyed-confidence < confidence(r)
 15. max-disobeyed-confidence = confidence(r)
 16. if max-disobeyed-confidence ≠ 0
 17. add the entry to log of possible attacks along with max-disobeyed-confidence

In detection engine algorithm, steps 1 to 3 are used to retrieve rules of all roles 
to their respective sets from permanent storage. Steps 4 to 17 check each new 
transaction for possibility of it being malicious. Step 5 sets variable max-diso-
beyed-confidence to zero. Max-disobeyed-confidence is used to track the highest 
confidence among confidences of all rules disobeyed by new transaction. Steps 6 
to 10 check new transaction against conditional rules on attributes of read oper-
ations present in new transaction. Steps 11 to 15 check new transaction against 
read, write, conditional rules on attributes of write operations present in new trans-
action. Steps 16 and 17 check value of max-disobeyed-confidence, if it is zero new 
transaction is normal, otherwise entry is added in the log of possible attacks along 
with the value of max-disobeyed-confidence. Value of max-disobeyed-confidence 
can later be used by security personnel to guess the severity of attack. As the value 
of max-disobeyed-confidence is more, more is the possibility of attack.

6  RBDDRM Methodology

Learning phase and detection phase of RBDDRM algorithm can be better under-
stood by an example. Table 1 shows pre-processed transactions from database 
log which are executed by role k, i.e. Tk. We have shown how learning phase 
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for one role goes on (from step 6 to 28 of RBDDRM algorithm). Steps 1 to 5 of 
RBDDRM algorithm only divide the transactions from database log into subsets; 
one subset for each role. Table 2 shows one such subset generated after step 5.

AprioriAll algorithm [19] (except maximal phase) is applied on the above 
set of transactions. Several sequences are generated as a result. Steps 9 to 12 
of RBDDRM algorithm selects useful sequences from sequences generated 
by AprioriAll algorithm. After step 12, CSk, RSk and WSk have several useful 

Table 1  Example transactions

TID Transactions

T1 〈c(a, e), r(a, b), c(a, b),w(c), r(c, e),w(a, d)〉

T2 〈r(a, d),w(a)〉

T3 〈c(a),w(c),w(a)〉

T4 〈c(a, e), r(b), c(d),w(c), r(c, d, e),w(a, d)〉

T5 〈c(a, d, e), r(b), c(b, c),w(e)〉

Table 2  Example—sequence sets generated

SeqID Support Sequence Sequence set

S1 3 〈c(a), r(b)〉 Conditional sequence set (CSk)

S2 2 〈c(a), w(c)〉

S3 3 〈c(e), r(b)〉

S4 3 〈c(a,e), r(b)〉

S5 2 〈r(a), w(a)〉 Read sequence set (RSk)

S6 2 〈r(b), w(a)〉

S7 2 〈r(b), w(c)〉

S8 2 〈r(b), w(d)〉

S9 2 〈r(c), w(a)〉

S10 2 〈r(c), w(d)〉

S11 2 〈r(d), w(a)〉

S12 2 〈r(e), w(a)〉

S13 2 〈r(e), w(d)〉

S14 2 〈r(c, e), w(a)〉

S15 2 〈r(c, e), w(d)〉

S16 2 〈r(b), r(c), w(a)〉

S17 2 〈r(b), r(c), w(d)〉

S18 2 〈r(b), r(e), w(a)〉

S19 2 〈r(b), r(e), w(d)〉

S20 2 〈r(b), r(c, e), w(a)〉

S21 2 〈r(b), r(c, e), w(d)〉

S22 3 〈w(c), w(a)〉 Write sequence set (WSk)

S23 2 〈w(c), w(d)〉

S24 2 〈w(c), w(a, d)〉
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sequences which are shown in Table 2 (Minimum support value of 40 %, i.e. 2 
transactions has been considered). Steps 13 to 27 generate rules from selected 
sequences.

Table 3 shows rules generated from sequences shown in Table 2 (Minimum confi-
dence of 60 % is considered). At the end of step 27 of RBDDRM algorithm, we have 
several rules in conditional, read and write rule sets. These rules are stored on perma-
nent storage by step 28. We can easily observe comparing Tables 2 and 3 that no rules 
are generated for several sequences with Sequence IDs S5, S6, S9, S11, S12, S14, 
S16, S18 and S20. This is because rules generated by these sequences do not have 
minimum confidence, i.e. 60 %. For example rule generated by S5 is w(a) → r(a)

, its confidence can be calculated by taking the ratio of support (〈r(a),w(a)〉) to the 
support (〈w(a)〉). Support of (〈r(a),w(a)〉) is 2 as it is supported by only two transac-
tions T1 and T2. Support of (〈w(a)〉) is 4 as it is supported by only four transactions 
T1, T2, T3 and T4. So, confidence of rule w(a) → r(a) generated by S5 is 2/4, which 
is 50 % (less than minimum confidence, i.e. 60 %). So, this rule is not of our interest, 
and thus not present in read rule set.

Also rules represented by RID R1, R2, R6, R9–R14 in Table 3 are not 
 present in rule sets at the end of step 27. Because they are already contained 
in some other rule (in corresponding rule set) with same confidence. Now 
we will take new transactions and will try to classify it as normal or malicious 
transaction with the help of rules shown in Table 3. Let say new transaction 
is 〈c(a, e), r(a, b), c(a, b),w(c), r(c, e),w(a, d)〉. First operation in transaction is 
conditional operation, so there are no rules for it. Second operation is read opera-
tion on attributes a and b. One conditional rule R3 is present for read operation 
on b. This rule is obeyed by given transaction. Moving further, third operation is 

Table 3  Example transactions

RID Conf (%) Rule SeqID Rule set

R1 100 r(b) → c(a) S1 Conditional rule set 
(CRk)

R2 100 r(b) → c(e) S3

R3 100 r(b) → c(a, e) S4

R4 66 w(c) → c(a) S2

R5 100 w(c) → w(a) S22 Write rule set (WRk)

R6 66 w(c) → w(d) S23

R7 66 w(c) → w(a, d) S24

R8 66 w(c) → r(b) S7 Read rule set (RRk)

R9 100 w(d) → r(b) S8

R10 100 w(d) → r(c) S10

R11 100 w(d) → r(e) S13

R12 100 w(d) → r(c, e) S15

R13 100 w(d) → r(b), r(c) S17

R14 100 w(d) → r(b), r(e) S19

R15 100 w(d) → r(b), r(c, e) S21
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conditional operation so there are no rules for it. Fourth operation is write opera-
tion on attribute c. R4, R5, R7 and R8 are rules on write operation on c, all of 
which are obeyed by the given transaction.

Then there is read operation on attributes c and e, none of read on c or e have 
any rules. Last operation is write operation on attributes a and d. No rule is present 
for write on a, but there is rule R15 for write on attribute d. R15 is also obeyed 
by the transaction. As transaction obeys all the rules, it is considered as normal 
transaction.

Now, consider transaction 〈c(a),w(c),w(a, d)〉 as new transaction. First opera-
tion is conditional operation on attribute a, so no rule on conditional operation. 
Second operation is write operation on attribute c. R4, R5, R7 and R8 are rules on 
write operation on c. Rules R4, R5 and R7 are followed by new transaction. But 
rule R8 is not followed, so now transaction has been detected as malicious and 
max_disobeyed_confidence is equal to confidence of R8, which is equal to 66 %. 
Now last operation is write on attributes a and d; write on attribute a has no rules, 
but write on attribute d has one rule R15. R15 is not followed by new transaction, 
which has confidence equal to 100 % which is higher than max_disobeyed_confi-
dence. So max_disobeyed_confidence will be updated from 66 to 100 %.

7  Experimental Results

We have used TPC-C [20] (on-line transaction processing benchmark) database 
schema. We have manually generated 20 genuine transactions, executed by dif-
ferent roles. We then pre-processed those transactions, and represented them in 
appropriate format; required by our implementation. There are three roles in the 
system viz. administrator, customer and visitor.

We have used synthetic dataset for evaluating our performance. For each role 
synthetic dataset is generated from 20 genuine transactions of the correspond-
ing role, which were populated to 1,000 transactions randomly. While randomly 
populating transactions, we have considered frequency with which all three roles 
interact with the database. We have also taken into account the frequency of exe-
cution of any transaction by particular role. These transactions have been used by 
us to extract the dependency rules as well as to evaluate False Positives and True 
Negatives.

Attacks were generated by randomly changing few attributes in the operations 
of transaction by other attributes of the same relation (same relation of schema). 
We have generated 100 malicious transactions in this way. These malicious trans-
actions have been used by us to evaluate False Negatives and True Positives. We 
have compared our approach with existing DDRM algorithm proposed by Hu and 
Panda [3]. We have varied the minimum support value keeping minimum confi-
dence value fixed at 75 % for both the approaches.

From Figs. 2, 3, 4, and 5 we observe that as minimum support increases, false 
positives and true positives decreases, while true negative and false negative 
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Fig. 2  TN of DDRM [3] and 
RBDDRM

Fig. 3  TP of DDRM [3] and 
RBDDRM

Fig. 4  FP of DDRM [3] and 
RBDDRM

Fig. 5  FN of DDRM [3] and 
RBDDRM
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increases. As support increases, fewer rules are generated as there are fewer 
sequences with high support. So, if there are fewer rules there will be less posi-
tive results. With increase in minimum support, false positives are decreasing but 
it increases false negatives i.e. at higher minimum support very few normal trans-
actions are falsely predicted as malicious, but at the same time many malicious 
transactions passes undetected; while at lower minimum support very few mali-
cious transactions go undetected. At the same time many normal transactions are 
falsely predicted as malicious.

Figures 4 and 5 shows comparison of false positives and false negatives of both 
the approaches. It is observed from the graph that false positives of our approach 
are slightly more than existing DDRM [3] approach; but there is significant 
improvement in false negatives as false negatives in our approach are less than 
DDRM [3]. Improvement is not seen in false positives may be because of new 
conditional rule type introduced in our approach; many such conditional rules are 
generated leading to more false positives.

Figure 6 shows comparison of DDRM [3] and RBDDRM, considering recall 
as metric. It is observed that recall capacity of our approach is better than DDRM 
(i.e. our approach will detect more attacks as compared to DDRM [3]). As the 
minimum support increases, recall capacity of both approaches decreases. At 
higher minimum support fewer rules will be generated in both approaches leading 
to higher false negatives and thus lower recall value.

8  Conclusion

In this paper, we proposed data mining based approach i.e. Role Based Data 
Dependency Rules Miner (RBDDRM) to detect malicious transactions in RBAC-
administered database. Our approach concentrates on extracting role-wise data 
dependencies (role profiles). Data dependency rules (association rules) extracted 
by our approach are used as classification rules for detecting anomaly. The experi-
ment on synthetic dataset shows that our approach performs better than DDRM 
algorithm [3].

Fig. 6  Recall of DDRM [3] 
and RBDDRM
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Abstract Automatic plant identification via computer vision techniques has been 
greatly important for a number of professionals, such as environmental protec-
tors, land managers, and foresters. In this chapter, we propose two learning-based 
leaf image recognition frameworks for automatic plant identification and conduct 
a comparative study between them with existing approaches. First, we propose 
to learn sparse representation for leaf image recognition. In order to model leaf 
images, we learn an over-complete dictionary for sparsely representing the train-
ing images of each leaf species. Each dictionary is learned using a set of descrip-
tors extracted from the training images in such a way that each descriptor is 
represented by linear combination of a small number of dictionary atoms. Second, 
we also propose a general bag-of-words (BoW) model-based recognition system 
for leaf images, mainly used for comparison. We experimentally compare the two 
learning-based approaches and show unique characteristics of our sparse represen-
tation-based framework. As a result, efficient leaf recognition can be achieved on 
public leaf image dataset based on the two proposed methods. We also show that 
the proposed sparse representation-based framework can outperform our BoW-
based one and state-of-the-art approaches, conducted on the same dataset.
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1  Introduction

Recently, with global warming, rapid urban development, biodiversity loss, and 
environmental damage, there has been great demand for applying advanced com-
puter vision techniques to broaden botanical knowledge. Automatic plant identi-
fication technique is one of them, which is of great importance for a number of 
professionals, such as environmental protectors, land managers, foresters, agrono-
mists, and amateur gardeners [1].

Plant identification is a fairly difficult task even for experienced botanists, con-
sidering the huge number of species existing in the world [2], as examples shown 
in Fig. 1. The task is generally based on the observation of the morphological 
characteristics of a plant, such as stems, roots, flowers, and leaves. Most impor-
tant information about the taxonomic identity for a plant is usually contained in its 
leaves [2], as examples shown in Fig. 2. Therefore, similar to most existing image-
based plant identification [1–15] or retrieval [16–18] approaches, the proposed 
framework focuses on the recognition of leaf images which can be further applied 
to plant identification.

To achieve leaf image recognition, the first step is to extract feature(s) from leaf 
images to be recognized. Similar to feature extraction from general images, a leaf 
image can be characterized by extracting its color [13, 17], texture [1, 2, 13, 17],  

Fig. 1  Examples of number of plant species

Fig. 2  Examples of number of leaf species
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and shape [1–18] features. Nevertheless, the color of a leaf may vary with the 
 seasons and climatic conditions, while most species of leaves have similar colors. 
Hence, only shape and texture features are shown to be applicable in leaf image 
recognition or retrieval in the literature.

On the other hand, to achieve recognition of leaf images, it is usually required 
to train a classifier in advance using some training leaf images. Most recently 
developed plant identification frameworks rely on content-based image retrieval 
techniques (usually with k-nearest neighbor, i.e., k-NN, classification) [1–8], while 
several ones are based on neural network-based classification [9, 10]. Moreover, a 
novel classification method, called move median centers (MMC) hypersphere clas-
sifier was proposed in [11], and another similar one called moving center hyper-
sphere (MCH) classifier was also proposed in [12].

In this chapter, we propose two learning-based leaf image recognition frame-
works for automatic plant identification and conduct a comparative study between 
them with existing approaches. First, we propose to formulate leaf image recogni-
tion as a sparse representation problem. Sparse representation (or sparse coding) 
techniques have been shown to be efficient in solving several computer vision 
problems, such as face recognition, action recognition, image denoising and 
enhancement [19–28]. For the proposed sparse representation-based leaf recogni-
tion method, in the learning stage, we learn a dictionary for sparely representing 
the training leaf images in each plant species. In the recognition stage, we calcu-
late the sparse representations of a test image with respect to each learned diction-
ary of species to find the leaf category with the largest correlation between them.

Moreover, we also present a general bag-of-words (BoW) model-based recog-
nition system for leaf images, mainly used for comparison. BoW model has been 
also widely applied in the applications of image recognition, classification, and 
retrieval [29–32]. In the learning stage of our BoW-based framework, we train a 
codebook consisting of a number of representative codewords for representing the 
training leaf images in each plant species. Then, we train a support vector machine 
(SVM) [33] classifier for leaf image classification. In the recognition stage of our 
BoW-based framework, we quantitatively represent each test leaf image based on 
the trained codebook, followed by recognizing the image with the trained SVM 
classifier.

The main contribution of this work is three-fold: (i) to the best of our knowl-
edge, we are among the first to propose a sparse representation framework for leaf 
image recognition; (ii) the proposed framework is adapted to newly added leaf 
species without retraining classifiers and suitable to be highly parallelized as well 
as integrated with any leaf image descriptors/features; and (iii) benefited from the 
property of sparse representation, the proposed method would be robust to inac-
curate feature extraction of leaf images, while providing more compact and richer 
representation for leaf images.

The rest of this chapter is organized as follows. In Sect. 2, we briefly review 
the concepts of sparse representation and dictionary learning techniques, which 
form the basis of our sparse representation framework for leaf image recogni-
tion. Section 3 presents the proposed leaf image recognition framework via sparse 
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representation. Section 4 introduces the proposed BoW model-based recognition 
system for leaf images, used for comparison. In Sect. 5, experimental results are 
demonstrated. Finally, Sect. 6 concludes this chapter.

2  Sparse Representation and Dictionary Learning

As an example shown in Fig. 3, sparse coding (SC) [27, 28] is a technique of finding 
a sparse representation for a signal by solving a small number of nonzero or signifi-
cant coefficients corresponding to the atoms in a dictionary. To learn a dictionary for 
sparsely representing each signal, such as a feature vector or an image patch extracted 
from an image, we collect a set of training exemplars, yj, j = 1, 2, …, P, to learn a dic-
tionary D sparsifying yj by solving the following optimization problem [25, 26]:

where xj denotes the sparse coefficient vector of yj with respect to D and λ is a 
regularization parameter. Equation (1) can be efficiently solved by performing 
a dictionary learning algorithm, such as the online dictionary learning [25] or 
K-singular value decomposition (K-SVD) [26] algorithms.

After obtaining the dictionary D, for each signal Qj to be sparsely represented 
with respect to D, its sparse coefficient θj can be obtained by solving the following 
optimization problem [25, 26]:

(1)min
D, xj

1

P

P
∑

j=1

(

1

2

∥

∥yj − Dxj
∥

∥

2

2
+ �

∥

∥xj
∥

∥

1

)

,

Fig. 3  An example of illustrating the sparse representation of image patches (blocks) based on a 
given dictionary



81Learning-Based Leaf Image Recognition Frameworks

That is, θj is a sparse coefficient vector for sparsely representing Qj with respect to 
D, and Qj can be approximately recovered via Dθj.

In this study, we propose to apply dictionary learning to learn a dictionary for 
representing each category of leaf images. Then, the recognition of an input leaf 
image can be achieved by analyzing the correlation between the input image and 
each leaf class, derived from calculating the sparse representation of the input 
image with respect to the learned dictionary of each class. The detailed method of 
our first leaf image recognition framework (sparse representation-based) will be 
elaborated in Sect. 3.

3  Proposed Leaf Image Recognition Framework  
via Sparse Representation

In this section, we first introduce the problem formulation of our first framework 
in this chapter, followed by presenting the proposed leaf image recognition frame-
work via sparse representation (or sparse coding), consisting of the learning and 
recognition stages.

3.1  Problem Formulation of Our First Framework

In our first framework of this study, we consider total C species of leaves, where 
we learn the dictionary Di for sparsely representing the i-th class of leaf images, 
i = 1, 2, …, C. To recognize a test leaf image I, we formulate the problem as 
a sparse representation problem and solving it by calculating the histogram hIi  
derived from the sparse representation of I with respect to each Di, and identify 
the one with the largest correlation between hIi  and Di, i = 1, 2, …, C. The detailed 
method shall be elaborated below.

3.2  Learning Stage of Proposed First Framework

As illustrated in Fig. 4, in the learning stage of the proposed first framework, for 
each class Li (the ith class) of leaf images, we select a number of training images to 
learn a dictionary Di for representing this class. We extract a set of Pi descriptors (or 
feature vectors) 

{

yij ∈ Rn
}Pi
j=1

 from all training images in each Li, i = 1, 2, …, C, 
where any shape, texture, or hybrid image features can be used here, such as scale-
invariant feature transform (SIFT) [34]. For learning the dictionary Di ∈ Rn×m for 
compactly representing Li, we apply dictionary learning to minimize [25]:

(2)min
θj

(

1

2

∥

∥Qj − Dθj
∥

∥

2

2
+ �

∥

∥θj
∥

∥

1

)

.
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where xij denotes the sparse coefficients of yij with respect to Di and λ is a regu-
larization parameter. After obtaining Di, we calculate the histogram hi associated 

with the sparse coefficients 
{

xij ∈ Rm
}Pi
j=1

 of 
{

yij
}Pi
j=1

 as:

As an example, for the ith class, the learning stage is summarized in Fig. 5. 
Then, for each class Li, we store its dictionary Di and histogram hi for leaf image 
recognition task described in Sect. 3.3.

3.3  Recognition Stage of Proposed First Framework

As illustrated in Fig. 6, for a test leaf image I to be recognized, we first extract 
its set of descriptors (image feature vectors) 

{

Qj ∈ Rn
}q

j=1
 and the corresponding 

(3)min
Di∈R

n×m , xij∈Rm

1

Pi

Pi
∑

j=1

(

1

2

∥

∥yij − Dixij
∥

∥

2

2
+ �

∥

∥xij
∥

∥

1

)

,

(4)hi =
1

Pi

Pi
∑

j=1

xij.

Fig. 4  The learning stage of the proposed first leaf image recognition framework via sparse rep-
resentation
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Fig. 5  Summarization of the learning stage of the proposed leaf image recognition framework 
via sparse representation

Fig. 6  The recognition stage 
of the proposed leaf image 
recognition framework via 
sparse representation
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sparse coefficients 
{

θji ∈ Rm
}q

j=1
 with respect to Di, i = 1, 2, …, C, to find the 

sparse representation of I with respect to each class Li as:

where 
(

θji
)∗

 denotes the solution minimizing (5). We then calculate the histogram 
hIi  of I associated with its sparse coefficients 

{

θji
}q

j=1
 with respect to each Di as:

Then, the class that the image I belongs to can be decided as:

That is, the class associated with the maximum correlation derived from (7) with 
the input image will be decided to be the class that the input image belongs to.

4  Proposed BoW Model-Based Leaf Image Recognition 
Framework Used for Comparison

To evaluate the performance of the proposed first framework via sparse 
representation, we present another framework based on well-known bag-of-
words (BoW) image model. As illustrated in Fig. 7, in the learning stage of our 
BoW-based framework, we first extract a set of descriptors (or feature vectors) 
from all training leaf images of C classes for training a codebook consisting of 
K representative codewords. Based on the BoW image model [29], we apply the 

(5)
(

θji
)∗

= arg min
θji∈R

m

(

1

2

∥

∥Qj − Diθji
∥

∥

2

2
+ �

∥

∥θji
∥

∥

1

)

,

(6)hIi =
1

q

q
∑

j=1

θji.

(7)Estimated class(I) = arg
max

i ∈ 1, 2, . . . ,C
=

(

hIi

)T
hi.

Fig. 7  An illustrated example of the learning stage in the proposed BoW-based leaf image rec-
ognition framework
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K-means clustering algorithm [35] to cluster all of the descriptors into K clusters 
with a cluster center for each cluster to form a codebook of K codewords. After 
obtaining the codebook, we quantize each training descriptor into its closest 
codeword in the codebook. Then, for each training image, we calculate a BoW 
histogram by counting the frequencies that each codeword is used. That is, each 
training image has been converted into a histogram. Then, we train a SVM 
classifier with C classes of leaf images.

As illustrated in Fig. 8, in the recognition stage of our BoW-based framework, 
for each test leaf image to be recognized, we first extract a set of descriptors and 
quantize each descriptor to its closest codeword in the codebook. Then, we can 
obtain the BoW histogram of this image. Finally, based on the trained SVM classi-
fier, recognition of the image can be achieved. Comparisons between the proposed 
sparse representation-based approach and the proposed BoW-based approach in 
detail will be presented in Sect. 5.

5  Experimental Results

5.1  Experiment Settings

In this work, the two proposed recognition methods were implemented in 
MATLAB® R2013a (64 bits version) on a personal computer equipped with 
Intel® Core™ i5-2410M processor and 4 GB DDR2 memory. Moreover, the 
Matlab implementation of the employed K-SVD dictionary learning tool is avail-
able online from [26], while the Matlab interface implementation of the employed 
SVM classifier is also available online from [33].

Fig. 8  An illustrated example of the recognition stage in the proposed BoW-based leaf image 
recognition framework
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To evaluate the performances of the proposed leaf image recognition 
frameworks via sparse coding (denoted by Proposed-SC) and BoW (denoted by 
Proposed-BoW), respectively, we used the leaf image dataset, “Flavia leaf image 
dataset,” released by Wu et al. [9] which has been a popular leaf image dataset 
for research purpose. The dataset consists of 32 classes of leaf images (C = 32), 
where each class contains 40–60 images, as illustrated in Fig. 9.

In the learning stage of our framework via SC, we randomly selected 30 
images per class for dictionary learning, while the rest images were used for test-
ing. For simplicity, the feature used was SIFT [34] with length n = 128 for each 
descriptor (or feature vector), which can be replaced by any shape, texture, or 
hybrid features. Moreover, for each learned dictionary Di, we evaluated the four 
sizes (number of atoms) of 128, 256, 512, and 1,024 atoms (m = 128, 256, 512, 
1,024), respectively. The sparsity and the number of training iterations used in the 
employed K-SVD dictionary learning algorithm [26] are empirically set to 12 and 
100, respectively, to achieve the best tradeoff between recognition performance 
and computational complexity based on our experiments.

On the other hand, to fairly compare the proposed SC-based framework and 
our BoW-based framework described in Sect. 4, the evaluated codebook sizes for 
BoW are also set to 128, 256, 512, and 1,024, respectively, obtained by using the 
K-Means clustering algorithm [35] with 100 iterations based on the same training 
images and the SIFT feature [34]. The comparison of recognition performances 
between Proposed-SC and Proposed-BoW is shown in Fig. 10, where each data 
point was obtained by averaging the results of five runs.

Moreover, we also compare our method with the probabilistic neural net-
work-based approach proposed in [9] (denoted by PNN), move median centers 

(a) (b) (c)

(d) (e) (f)

Fig. 9  Examples of leaf images in the dataset released by Wu et al. [9]: a, b Liriodendron chin-
ense (Hemsl.) Sarg. (Chinese tulip tree); c, d Populus x canadensis Moench (Canadian poplar); 
and e, f Acer buergerianum Miq. (trident maple)
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(MMC)-based approach proposed in [11] (denoted by MMC), hybrid feature with 
PNN-based approach proposed in [13] (denoted by HPNN), and combinatorial 
shape feature-based approach proposed in [14] (denoted by CShape), conducted 
on the same leaf image dataset.

6  Results

Table 1 lists the recognition rates obtained by PNN [9], MMC [11], Proposed-
BoW, and Proposed-SC, respectively. In Table 1, the recognition rates obtained by 
Wu et al. [9] and Du et al. [11] were reported in [9], while those of Proposed-BoW 
and Proposed-SC were their respective best ones from Fig. 10 (the dictionary/
codebook size is set to 256).

It can be observed from Fig. 10 that the proposed method via SC outperforms 
the proposed method via BoW used for comparison conducted on the evaluated 

Fig. 10  Performance comparisons between Proposed-SC and Proposed-BoW methods

Table 1  Recognition rates  
of leaf images

Method Rate (%)

PNN [9] 90.31

MMC [11] 91

HPNN [13] 93.75

CShape [14] 94.62

Proposed-BoW 94.38

Proposed-SC 95.47
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dataset [9]. Compared with the BoW-based approach, the main advantage of our 
SC-based approach is that it is not required to re-train classifiers with newly leaf 
image class added, while in the BoW-based approach, both the codebook and the 
SVM classifier are required to be re-trained.

It can be also observed from Table 1 that both the proposed methods via SC 
and BoW outperform (or are comparable with) the four existing approaches used 
for comparisons (PNN [9], MMC [11], HPNN [13], and CShape [14]). Moreover, 
our methods only used 960 training images, while the PNN method [9] used 1,800 
training images for neural network training. On the other hand, only single feature 
(SIFT [34]) is currently used in our methods to achieve these performances. More 
complex leaf image features may be properly integrated with our frameworks to 
achieve better performances.

In addition, to investigate some erroneous recognition cases, we illustrate an 
example in Fig. 11, where the two leaf images (Figs. 11a, b) of different species are 
identified as the same class. The main reason should be that only single feature was 
employed in this study without enough distinguishability. To cope this problem, hybrid 
features (e.g., integration of several shape and texture features) would be a solution.

6.1  Discussions

In this section, we discuss the main reason that the proposed sparse coding-based 
approach can outperform the proposed BoW-based approach, in terms of the 
inherent respective properties of the two image models. In the BoW-based frame-
work, as depicted in Fig. 12a, each input image descriptor will be quantized into 
its closest codeword in the pre-trained codebook, which can be viewed as a special 
case of sparse representation, i.e., extremely sparse. That is, using the terminol-
ogy of sparse coding, only one atom (with corresponding nonzero/significant coef-
ficient of value “1”) in the pre-learned dictionary is used to represent the input 

Fig. 11  An illustrated 
example of erroneous 
recognition: a the leaf species 
of Indigofera tinctoria L; 
and b the leaf species of 
Lagerstroemia indica (L.) 
Pers

(a) (b)

Fig. 12  An illustrated 
example of: a BoW-based; 
and b sparse coding-based 
frameworks
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descriptor. On the other hand, as depicted in Fig. 12b, each input image descriptor 
will be represented by a few numbers of atoms (with corresponding nonzero/sig-
nificant coefficients) in the pre-learned dictionary. Therefore, the sparse coding-
based framework can provide richer representation for each image descriptor than 
the BoW-based framework, resulting in better recognition performance. To further 
achieve better performance with sparse coding, more constraints (e.g., locality 
[36] or group sparsity [37] conditions) may be incorporate into the regulation term 
to ensure that similar input image descriptors will have similar sparse representa-
tions based on a given dictionary.

7  Conclusions

In this chapter, we have proposed two leaf image recognition frameworks via 
sparse representation and BoW image model, respectively, and conducted the com-
parative studies between them. By learning dictionary for sparsely representing 
each species of leaf images, accurate recognition can be achieved. Besides better 
recognition performance obtained by our sparse representation-based framework, 
several unique characteristics benefited from the sparse coding theory include:  
(i) the proposed framework is adapted to newly added leaf species without retrain-
ing classifiers and suitable to be highly parallelized as well as integrated with any 
leaf image descriptors/features; and (ii) the proposed method would be robust to 
inaccurate feature extraction of leaf images, while providing more compact and 
richer representation for leaf images. For future works, we will integrate more 
advanced image features with our sparse representation-based framework and 
implement our system as a mobile application to achieve mobile visual search (e.g., 
[7, 8], as illustrated in Fig. 13). The proposed framework via sparse coding can be 
also extended to the applications of recognizing other types of images/videos.

Fig. 13  An example of mobile visual leaf image recognition/retrieval applications
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1  Introduction

Over the last two decades, the general rate of deaths to new cancer cases persists 
as high as 49 % overall. Thus, current bioinformatics efforts are focusing on bio-
marker discovery which is the key element of personalized medicine, where the 
genetic constitution is used to guide therapeutic approaches [1]. Therefore, the dis-
covery of more effective cancer biomarkers is urgently needed, since the develop-
ment and the effective use of biomarkers in clinical practice will certainly lead to 
tailor treatments for the disease in an individual [2].

The application of omics high-throughput technologies for cancer biomarker 
discovery is being rapidly expanded in current biomedical research, including 
DNA microarrays, Next Generation Sequencing (NGS) and MicroRNAs which are 
able to capture a substantial fraction of a cell state [3]. These technologies allow 
monitoring the expression levels of thousands of genes simultaneously in healthy 
and diseased cells, as well as are essential to biomarker discovery.

Gene expression data can effectively help to differentiate between cancer sub-
types and then serve as an effective tool for diagnostic purposes in clinical practice. 
However, the identification of the smallest possible set of genes that could be used as 
biomarkers is a crucial problem in bioinformatics and personalized medicine. These 
genes must be the most informative for cancer prediction through supervised classi-
fication models [4]. The identification is generally referred to as a feature selection 
problem which is desirable to provide the features that contribute most to both classifi-
cation and prediction [5]. It is a vital preprocessing step in data mining tasks, to reduce 
the effect of noise and improve the quality of data processing as well as considered to 
be one of current challenges in statistical machine learning for high-dimensional data.

A major challenge in the analysis of gene expression data is due to their sizes: a 
very small number of samples, of the order of tens, versus thousands of genes associ-
ated to all samples. This is commonly known as the “curse-of-dimensionality” which 
is also characterized by a large number of irrelevant, redundant and noisy genes that 
mislead or impede diagnosis efficiency [6]. Thus, only a fraction of genes contains 
useful biological interpretations and further gives a high accuracy for cancer diagnosis. 
Another challenge concerns the biological variations in real clinical tests which require 
the development of more stable feature selection methods [7]. In other words, selection 
of informative genes and an appropriate assessment of robustness, classification accu-
racy and biological meaning of the results are the most important matters in this field.

Ensemble-based learning is a robust and popular technique, due to the immense 
success of many ensemble methods in bioinformatics applications. It has the broad 
advantage of overcoming the curse-of-dimensionality in gene expression data, 
thereby offer higher accuracy and stability than conventional feature selection 
 algorithm can achieve. Therefore, the use of ensemble methods to feature selec-
tion problem has been one of the recent growing trends. It consists of performing 
 multiple diverse selectors with different subsamples, and then aggregates their results 
using a consensus function to obtain a final best subset of biomarkers [8]. Another 
 benefit of applying ensemble feature selection, that it is naturally susceptible to paral-
lelism, as well as we can easily undertake their parameters in parallel. The parallel 
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implementation of ensemble methods can certainly speedup the computational time 
of the selection and allow solving large-scale problems by involving multiprocessors 
to execute the different parts of the ensemble in parallel [9].

This chapter will focus on the different aspects of the application of ensem-
ble feature selection methods to biomarker discovery from gene expression data. 
Furthermore, we propose a massively parallel meta-ensemble based feature selec-
tion method that can select robust and accurate biomarkers from DNA-microarrays 
datasets and can be generalized to several genomics studies. Two types of filter-
based feature selection algorithms are investigated in this study: ReliefF and 
Information Gain. We also discuss the results in terms of robustness, classification 
power and the biological meaning of the selected signatures.

2  Application of Ensemble Feature Selection  
to Biomarker Discovery

In analogy with ensemble methods in supervised machine learning which com-
bine multiple learned models to achieve high classification accuracy such as bag-
ging and boosting [10]. Ensemble feature selection has received much attention 
recently. We mainly present here the different aspects to be considered in ensem-
ble-based feature selection for biomarker discovery in which can help research-
ers to classify any method of them. The main critical problems in this category 
of methods are both the construction of diverse local selectors and the consensus 
function used to combine the different subsets of features [7, 11]. Therefore, the 
first aspect to be examined is the diversity design within the ensemble. This crite-
rion divides ensemble feature selection methods into three classes:

•	 Ensemble based on data diversity: where we run the same selector with different 
subsamples generated from the original dataset [12, 13].

•	 Ensemble based on functional diversity: where different selectors are performed 
on the whole set of data (without sampling) [14].

•	 Ensemble based on data and functional diversity: here both data and functional 
diversity are combined in which multiple feature selection algorithms are per-
formed on different subsamples.

Another aspect to be considered in ensemble feature selection methods is the 
representation used by the different selectors, since the notation of the results is 
not the same in all feature selection algorithms. This has a great impact on the 
consensus function to be used to aggregate the results [12]. Typically, we can 
observe three types of representations:

•	 Feature subset representation: subset containing only selected features (gener-
ally with different size)

•	 Feature ranking representation: subset of ranked features (a threshold is necessary 
for the selection)

•	 Feature weighting representation: a subset of pairs feature/weight which can 
easily converted to feature ranking representation.
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Recent studies have focused on ensemble methods using wrapper-based selectors 
[15, 16]. It prompts us to consider the dependence of the selectors to any classifier 
as an important aspect in ensemble feature selection methods. This criterion influ-
ences the quality of solutions within the ensemble and the overall computational 
cost of the selection, as well as it divides ensemble feature selection methods into:

•	 Filter/ranking-based ensembles: they are simple, fast and independent of any 
classifier [14].

•	 Wrapper-based ensembles: they are very computationally intensive and have 
the risk of over-fitting due to high dimensionality of data as well as include the 
interaction between feature subset search and the mining algorithm. Moreover, 
they have the ability to take into account feature dependencies [17].

•	 Embedded-based ensembles: they use internal information of the classifier to 
perform selection and show a better computational complexity than wrapper 
methods [13].

•	 Hybrid-based ensembles: they are a combination of filter and wrapper methods 
which use the ranking information obtained using filters to guide the search in 
the optimization algorithms used by wrapper methods [16].

3  Massively Parallel Meta-Ensemble Feature Selection

Feature selection is an important preprocessing step in many machine learning 
applications including bioinformatics and computational biology, where it is 
generally used to find the smallest subset of features that extremely increases 
the performance of the classification model. In this section, we focus on ensem-
ble of ensembles learning techniques which work by aggregating the outcomes 
of different ensembles into a final agreed decision through one or more consen-
sus functions. The main objective is to attempt high performance of computer-
aided diagnosis (CAD), by selecting a few genes with high predictive power and 
high sensibility to variations in real clinical tests. The selected biomarkers will 
be directly used by the CAD system for cancer diagnosis or others predictive 
goals.

For this purposes, a new parallel framework of feature selection is explored 
(see Fig. 1). In analogy with meta-ensemble models for supervised learning 
[10], the proposed approach is designed as an ensemble of ensembles of differ-
ent selectors which perform selection in parallel through various ensembles and 
two consensus functions. In the following, we introduce our parallel framework 
for biomarker discovery in detail. We first, formulate both problem and representa-
tion of our solution under the proposed framework and then the general framework 
is explored including the parallel construction of the ranked lists as well as the 
related consensus functions.

Accordingly, biomarker discovery from gene expression is the problem of 
selecting subset of representative biomarkers from a large dataset. Given a set X of 
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K features with K very large, the problem consists in finding out the minimal subset 
X∗
s ⊂ X that contains the more relevant yet non redundant features. Ensemble fea-

ture selection is a promising technique for addressing these complex structures of 
data and alleviates the problems of small sample size and high dimensionality [18].

The use of an ensemble of ensembles of filters leads to several subsets. Let 
us denote by Xi

sj the subset j of selected features using filter i. Therefore, two 
matters need to be addressed. The first one is related to the importance of each 
feature and the second one is related to the way subsets are aggregated to lead 
to the final subset of features. In order to properly deal with these two issues, we 
propose a two stage approach that uses ranking and consensus functions. At a 
first step various subsets of ranked lists of features are constructed using several 
filters then aggregation of these subsets is performed at two levels to form ensem-
bles and then the meta-ensemble. More formally, the output of the first step can 
be represented as:

f kij  represents the rank of the feature k in the ensemble j using filter i. Its relevance 
is given by the weight wk

ij. The global weight of feature k within the ensemble j is 
denoted as wk

j . Three subsets of pairs of features and their weights are needed.

•	 The first is Lbestj that represents the local best features in each ensemble.

•	 This subset is the result of an aggregation process over Xi=1...N
sj  subsets.

(1)Xi
sj =

{(

f kij ,w
k
ij

)

where i, j = 1 . . . (N ,M) and k = 1 . . .K
}

(2)Lbestj =
{(

k,wk
j

)

where j = 1 . . .M and k = 1 . . .K
}
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Fig. 1  Parallel model of the MPME-FS
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•	 The second is Gbest. It represents the global best features over the meta-ensemble. 
It is the result of an aggregation process over Lbestj.

•	 The third is Fbest = X∗
s ⊂ X. It represents the final selected features given by 

MPME-FS method.

3.1  General Framework of MPME-FS  
for Biomarker Discovery

The general framework of MPME-FS consists of multiple ensembles of filters per-
formed in parallel each of which employs a robust consensus function to select the 
best subset within each ensemble. The next step is to aggregate the outcome of all 
ensembles using a second consensus function and finally select features with higher 
scores given by all filters from all ensembles as shown in Fig. 1. The selection pro-
cesses starts by the construction of M sub-samples Si = 1…M from the whole data-
set. Then, the parallel selection is initiated in all the M ensembles. At this stage, 
each ensemble j constructs N ranked lists Xi

sj by using filter i. To achieve the goal of 
both functional and data diversity when constructing the Xi

sj lists, we have used data 
partitioning with overlap allowing creating a reduced dataset to each filteri.

Data perturbation involves generating subsamples by removing instances from 
the original datasets randomly. Knowing that, the overlap represents the percent-
age of samples belonging to the original dataset [11]. Subsequently, a consen-
sus function within each ensemble is applied in order to aggregate these ranked 
lists Xi

sj and finally obtain the local best features in the ensemble j (Lbestj)  
(see Fig. 2). Note that the construction of the ranked lists within each ensemble 
can be performed in parallel and through different filters (Information Gain, Gain 
ratio, Fisher Ratio, Symmetric uncertainty, ReliefF).

The following step consists of the aggregation of all local best features over 
the meta-ensemble, to construct the global best subset (Gbest) of features using 
the consensus function 2 alongside with the accumulation of scores associated 

Fig. 2  Ensemble feature 
selection

Ranked list
1

Lbest

Original dataset

Filter NFilter iFilter 1
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i

Ranked list
n
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to these features. Finally, we select the best ranked features which constitute the 
subset Fbest, from the subset Gbest ranked based on features’ global weights

3.2  Consensus Functions

Recent work in biomarker identification has seen an increasing use of ensemble 
based feature selection due to their power to give higher accuracy and stability 
than a single algorithm can achieve. It can also dealing with small sample size 
and complex data structures. The key idea in ensemble methods is how to com-
bine subsets of different selectors to lead to the final subset of features. This 
problem has received considerable attention in recent years [19]. Aggregation 
methods depend on the representation of the outcome of selectors which can be 
divided in three types: feature subset, feature ranking and feature weighting-score 
[11]. Based on these representations there exist many consensus functions, some 
of them include weighted voting, mean aggregation and threshold based aggrega-
tion for both rank and weighting-score representations, and counting the most fre-
quently selected features for feature subset representation [12, 20].

Certainly, choosing the appropriate consensus function is a difficult task in 
ensemble methods. In our work, we use two consensus functions; the first one in 
the ensembles level and the second function is in the meta-ensemble level. Both 
are based on features ranking and their global weights which lead to a more robust 
and parsimonious final selection.

The first consensus function aggregates the ranked lists created by filters in the 
same ensemble. This function is inspired from both counting the most frequently 
selected features and weighted voting aggregation functions, but with hard selec-
tion by using the intersection over the entire ranked lists. For the intersection pur-
pose, we use a threshold denoted by TS1 in order to select only features belonging 
to TS1 first ranked ones. Afterward, the weights of all selected features over the 
entire ensemble j denoted by wk

i,j are accumulated in order to obtain the global 
weights of selected features wk

j  over all ensembles [18]. More formally, the con-
sensus function 1 can be described as follows:

By this way, we obtain the set Lbestj containing pairs of the best selected features 
with their global weights in the ensemble j {

(

k, wk
j

)

}. This latter will be the input 

of the second consensus function in the meta-ensemble level, to construct the sub-
set Gbest which contribute to the final selection.

The second consensus function consists primarily of aggregation the M subsets 
(Lbestj) generated in the parallel previous step. The Gbest subset represents pairs 
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of features and their accumulated weights belonging to the union of the M local 
best subsets of features, which can be calculated as follows:

Finally, we select the best TS2 ranked features from Gbest that represent the 
final selected features to be validated in the validation step. The pseudo-code of 
the whole process can be summarized as follows:
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4  Experiments and Discussions

In the following sections, the analysis of classification performances, robustness 
and biological interpretation of the MPME-FS method on large feature and small 
sample size microarrays are presented. First, the data sets and the experimental 
settings used in this analysis are briefly described. Second, we analyze the clas-
sification performances in terms of accuracy, sensitivity and specificity using dif-
ferent classifiers. After that, we study the robustness of the selected signatures. 
Finally, we perform a biological interpretation of the selected genes.

4.1  Datasets and Experiment Setting

All experiments were conducted using MATLAB®’s Parallel Computing Toolbox 
(PCT). The proposed MPME-FS was evaluated by means of five publicly available 
DNA microarray datasets which can be divided into binary and multiclass types. 
The binary datasets are the most prominent and can separate healthy patients from 
cancer patients, while multiclass datasets are used to differentiate the various types 
of cancers based on gene expressions. Therefore, the datasets were collected from 
both Kent Ridge bio-medical data repository1 and Gene Expression Model 
Selector, from Vanderbilt University2. The main datasets characteristics are shown 
in Table 1.

To assess the performances of our parallel meta-ensemble feature selection 
method, we use in the experiments two well-known and successful filters: infor-
mation gain and ReliefF. Based on an empirical evaluation using different set-
tings of the proposed method, the best parameters setting of MPME-FS which is 
adopted in this study is depicted in Table 2.

4.2  Classification Accuracy Analysis

The first experiment is devoted to assess the performance of the MPME-FS in 
terms of accuracy, sensitivity, specificity and the number of selected biomarkers 
using 10-fold cross validation technique. The latter is a common choice in the 
specialized literature [21], which splits the whole set of data into many subsets to 
evaluate the goodness of the selected signature.

To achieve high level evaluation of the classification ability of the selected 
genes, we first use different classifiers separately (SVM, KNN, ANN). Then we 
have employed an ensemble of different classifiers (SVM, KNN and ANN) with 

1 http://levis.tongji.edu.cn/gzli/data/mirror-kentridge.html.
2 http://www.gems-system.org.

http://levis.tongji.edu.cn/gzli/data/mirror-kentridge.html
http://www.gems-system.org
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majority voting as consensus function. Accordingly, the results indicated in Fig. 3 
represent the average accuracies of MPME-FS given by SVM, KNN, ANN and the 
ensemble of classifiers described above. For comparison reasons, we have used in 
this experiment both Information Gain and ReliefF filters to perform selection by 
the proposed approach. Form this figure we observe that the MPME-FS performs 
better using information Gain filter than ReliefF filter in the five datasets.

A second observation which can be made is that the ensemble of classifier gives 
higher accuracy than single classifiers in almost cases that are not surprising since 
it combines the efforts of the three classifiers. Furthermore, Fig. 4 shows boxplots 
of MPME-FS using SVM classifier over thirty runs for both Information Gain and 
ReliefF (Fig. 4a, b successively). As desired, the performance variance between 
runs reaches an almost completely stable result through the two filters (among 
0.001 and 0.04).

We also provide in Table 3 the average performance of MPME-FS using the 
different classifiers of both information Gain and ReliefF filters. In the last column 

Table 1  Characteristics  
of the different datasets  
used for evaluation

Dataset #Features #Classes #Samples

Ovarian 15,154 2 253

Leukemia 7,129 2 72

DLBCL 5,469 2 77

Colon 2,000 2 62

SRBCT 2,308 4 83

Table 2  MPME-FS 
parameters setting

Filters InfoGain, ReliefF

Ensemble size 10

Meta-ensemble size 100

TS1 150

TS2 30

Overlap 80

K value in ReliefF 10

Fig. 3  Average 10 cross-validation classification accuracy using: SVM, KNN, ANN and an 
ensemble of different classifiers over the five datasets
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the number of selected biomarkers on the five datasets is shown. We observe that 
both sensitivity and specificity of our selection are convergent among the different 
classifiers. The previous experiments were performed on 30 independent runs to 
have statistically meaningful conclusions as our approach is stochastic.

4.3  Robustness Analysis

We explore and discuss in the present study the robustness of the selected signa-
ture by the MPME-FS approach. Therefore, we assess the similarity between the 
outputs of different independent executions of our method. The global stability is 

Fig. 4  Boxplots of MPME-FS method on colon, leukemia, DLBCL, SRBCT and ovarian data-
sets across 30 runs. a Informain gain filter and b ReliefF filter

Table 3  Average classification results in terms of sensitivity (sensi), specificity (speci) and the number 
of selected biomarkers (# genes) of MPME-FS using both information gain and ReliefF filters over the 
five datasets

SVM KNN ANN Ensemble  
of classifiers

# 
genes

Sensi Speci Sensi Speci Sensi Speci Sensi Speci

InfoGain Colon 0.875 0.804 0.925 0.907 0.871 0.831 0.914 0.909 30

Leukemia 0.957 1 0.978 0.96 0.934 0.92 0.953 1 31

DLBCL 0.965 1 0.827 1 0.924 0.63 0.952 1 27

SRBCT 1 0.94 0.896 1 0.89 0.92 1 0.963 32

Ovarian 0.998 1 0.993 0.967 1 0.978 1 0.988 39

Average 0.959 0.948 0.923 0.966 0.923 0.855 0.963 0.972 31

ReliefF Colon 0.875 0.81 0.925 0.863 0.9 0.818 0.89 0.863 31

Leukemia 0.878 0.96 1 0.84 0.872 0.88 1 0.96 33

DLBCL 0.931 0.947 0.965 0.947 0.948 0.842 0.948 0.947 27

SRBCT 0.931 0.944 0.965 1 0.931 0.925 0.965 0.981 33

Ovarian 1 1 1 0.978 1 0.978 1 0.989 41

Average 0.923 0.932 0.971 0.925 0.9302 0.888 0.960 0.948 33
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defined as the average over all pairwise similarity comparisons between the differ-
ent feature selectors as follows [12]:

where fi represents the outcome of the feature selection method applied to subsam-
plei (1 ≤ i ≤ 20), and S(f

i
, fj) represents a similarity measure between fi and fj. 

Mainly, for feature subsets selection (as in our case), we use the Jaccard index (JI) 
which can be calculated as follows:

A set of experiment assess the overall stability of the selected signature on the 
five datasets using both Information Gain and ReliefF filters which is shown in the 
Fig. 5a. Results in term of Jaccard index show that the MPME-FS performed using 
information gain is generally more robust over the most datasets. To provide a bet-
ter robustness analysis, we assess the effect of data perturbation rate when creating 
subsamples on the stability of the signature. In this experiment we use Information 
Gain as filter over the five datasets of which the results can be seen in Fig. 5b, 
which indicates that the robustness decreases as the perturbation rate is decreased.

4.4  Biological Interpretation of the Results

In this section, we address biological analysis of the selected biomarkers. We 
focus in this experiment on the analysis of the selected biomarkers from Colon 
and Leukemia datasets which are widely studied in the literature. Accordingly, 
Tables 4 and 5 list and describe the top thirty ranked genes over 30 independent 

(3)Stot =
2
∑k

i=1

∑k
j=i + 1 S(fi, fj)

k(k − 1)

(4)S(fi, fj) =

∣

∣fi ∩ fj
∣

∣

∣

∣fi ∪ fj
∣

∣

Fig. 5  Average robustness results of the MPME-FS in term of Jaccard index over 20 independ-
ent runs on the five datasets. a Information Gain filter versus ReliefF filter b Jaccard index versus 
perturbation rate of subsampling between the independent runs (80, 90 and 100 %)
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Table 4  Description of the top thirty selected genes from colon dataset, with a complete frequency 
level (freq = 30) over 30 independent runs

Gene index Accession number Gene description

66 T71025 3′ UTR 1 84103 Human (HUMAN)

1423 J02854 Gene 1 “MYOSIN REGULATORY LIGHT CHAIN 2, SMOOTH 
MUSCLE ISOFORM (HUMAN); contains element TAR1 repetitive 
element”

1414 R64115 3′ UTR 2a 139618 ADENOSYLHOMOCYSTEINASE (Homo 
sapiens)

137 D25217 Gene 1 “Human mRNA (KIAA0027) for ORF, partial cds”

138 M26697 Gene 1 “Human nucleolar protein (B23) mRNA, complete cds”

241 M36981 Gene 1 “Human putative NDP kinase (nm23-H2S) mRNA,  
complete cds”

245 M76378 Gene 1 “Human cysteine-rich protein (CRP) gene, exons 5 and 6”

249 M63391 Gene 1 “Human desmin gene, complete cds”

267 M76378 Gene 1 “Human cysteine-rich protein (CRP) gene, exons 5 and 6”

1843 H06524 3′ UTR 1 44386 “GELSOLIN PRECURSOR, PLASMA 
(HUMAN)”

286 H64489 3′ UTR 2a 238846 LEUKOCYTE ANTIGEN CD37 (Homo 
sapiens)

365 X14958 Gene 1 Human hmgI mRNA for high mobility group protein Y

377 Z50753 Gene 1 H.sapiens mRNA for GCAP-II/uroguanylin precursor

1960 D59253 Gene 1 Human mRNA for NCBP interacting protein 1

493 R87126 3′ UTR 2a 197371 “MYOSIN HEAVY CHAIN, NONMUSCLE 
(Gallus gallus)”

513 M22382 Gene 1 MITOCHONDRIAL MATRIX PROTEIN P1 
PRECURSOR (HUMAN)

625 X12671 Gene 1 Human gene for heterogeneous nuclear ribonucleoprotein 
(hnRNP) core protein A1

739 X12369 Gene 1 “TROPOMYOSIN ALPHA CHAIN, SMOOTH MUSCLE 
(HUMAN)”

897 H43887 3′ UTR 2a 183264 COMPLEMENT FACTOR D PRECURSOR 
(Homo sapiens)

765 M76378 Gene 1 “Human cysteine-rich protein (CRP) gene, exons 5 and 6”

780 H40095 3′ UTR 1 175181 MACROPHAGE MIGRATION INHIBITORY 
FACTOR (HUMAN)

812 Z49269 Gene 1 H.sapiens gene for chemokine HCC-1

964 T86473 3′ UTR 1 114645 NUCLEOSIDE DIPHOSPHATE KINASE  
A (HUMAN)

1042 R36977 3′ UTR 1 26045 P03001 TRANSCRIPTION FACTOR IIIA

1411 H77597 3′ UTR 1 214162 H.sapiens mRNA for metallothionein 
(HUMAN)

1494 X86693 Gene 1 H.sapiens mRNA for hevin like protein

1582 X63629 Gene 1 H.sapiens mRNA for p cadherin

1635 M36634 Gene 1 “Human vasoactive intestinal peptide (VIP) mRNA, 
complete cds”

1771 J05032 Gene 1 “Human aspartyl-tRNA synthetase alpha-2 subunit  
mRNA, complete cds”

1263 T40454 3′ UTR 2a 60221 ANTIGENIC SURFACE DETERMINANT 
PROTEIN OA3 PRECURSOR (Homo sapiens)
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runs which have a complete frequency level (freq = 30) from Colon and Leukemia 
datasets successively. Furthermore, the selected genes are considered informa-
tive in most well-known methods in the literature. Specially, in Leukemia dataset 
which has been widely studied in this area.

As a result, genes selected from Leukemia dataset listed in boldface in Table 5, 
were also selected among the top 25 most relevant genes by Wu et al. [4] and 

Table 5  Description of the top thirty selected genes from Leukemia dataset, with a complete 
frequency level (freq = 30) over 30 independent runs

Gene index Accession number Gene description

758 D88270_at GB DEF = (lambda) DNA for immunoglobin light chain

760 D88422_at CYSTATIN A

1144 J05243_at SPTAN1 Spectrin, alpha, nan-erythrocytic 1 
(alpha-fodrin)

1630 L47738_at Inducible protein mRNA

1685 M11722_at Terminal transferase mRNA

1834 M23197_at CD33 CD33 antigen (differentiation antigen)

1882 M27891_at CST3 Cystatin C (amyloid angiopathy and cerebral 
hemorrhage)

1902 M29474_at Recombination activating protein (RAG-1) gene

2121 M63138_at CTSD Cathepsin D (lysosomal aspartyl protease)

2128 M63379_at CLU Clusterin (complement lysis inhibitor; testosterone-
repressed prostate message 2; apolipoprotein J)

2288 M76559_at Neuronal DHP-sensitive, voltage-dependent, calcium 
channel alpha-2b subunit mRNA

2354 M92287_at CCND3 Cyclin D3

2363 M93056_at LEUKOCYTE ELASTASE INHIBITOR

2402 M96326_rna1_at Azurocidin gene

2642 U05259_rna1_at MB-1 gene

3252 U46499_at GLUTATHIONE S-TRANSFERASE, MICROSOMAL

4107 X07743_at PLECKSTRIN

4196 X17042_at PRG1 Proteoglycan 1, secretory granule

4328 X59417_at PROTEASOME IOTA CHAIN

4366 X61587_at ARHG Ras homolog gene family, member G (rho G)

4377 U46499_at GLUTATHIONE S-TRANSFERASE, MICROSOMAL

4847 X95735_at Zyxin

5171 Z49194_at OBF-1 mRNA for octamer binding factor 1

5501 Z15115_at TOP2B Topoisomerase (DNA) II beta (180kD)

6041 L09209_s_at APLP2 Amyloid beta (A4) precursor-like protein 2

6281 M31211_s_at MYL1 Myosin light chain (alkali)

6855 M31523_at TCF3 Transcription factor 3 (E2A immunoglobulin 
enhancer binding factors E12/E47)

1909 M29696_at IL7R Interleukin 7 receptor

1953 M33195_at Fc-epsilon-receptor gamma-chain mRNA

2335 M89957_at IGB Immunoglobulin-associated beta (B29)
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they are considered useful to discriminate between the two class label AML and 
ALL. Moreover, eight out of these thirty top genes selected by our method, i.e., 
M23197_at, M27891_at, U05259_rna1_at, U46499_at, X95735_at, L09209_s_
at, M31523_at and M89957_at were deemed as relevant by Zhu et al. [21]. The 
selected genes can now be validated by biologists through clinical trials. We 
expect these discoveries may offer useful information for biologists and medical 
experts.

5  Conclusion

In summary, we considered in this chapter the application of ensemble feature 
selection methods to biomarker identification. Indeed, the most reviewed ensem-
ble feature selection methods attest that this technique is a promising direction 
for more stable and accurate selection in cancer gene identification. We have 
also proposed a massively parallel approach based on meta-ensemble of filters 
for biomarker discovery from high dimensional data. The MPME-FS is different 
from other ensemble feature selection methods since it performs a parallel selec-
tion in two steps: the first one within each ensemble by the aggregation of results 
of different selectors, the second step is the aggregation of the outcomes of all 
ensembles using a second consensus function. The final selected biomarkers are 
employed to construct a classification model that will be used as an effective tool 
to handle patients and diagnose cancer subclasses.

In addition, the proposed MPME-FS is very fast and is computationally effi-
cient as it is massively parallel and no learning algorithm is used in the selection 
process. Instead, we have employed filter model which is usually exploited when 
the number of features becomes very large especially for high dimensional data. 
Clearly, the MPME-FS can be performed using any ranking based feature selec-
tion algorithm and applied to any feature selection problem.

The experiments over five DNA microarrays datasets revealed that good results 
can be achieved through MPME-FS in terms of classification performance and 
robustness. Biological analysis of the results shows that MPME-FS provides the 
selection of highly informative genes which have biological meanings and are also 
selected by the other approaches.
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Abstract Relationship discovery is a challenging field, especially when handling 
with big graphs (tenths to hundreds vertices and edges). In this paper, we define a 
set of rules for relationship discovery. To evaluate them and find connections we 
implement these rules in Pregel Relationship Discovery (PRD) algorithm and also 
in our Graph Clutter Removal Tool (AGECRT). Our PRD algorithm is capable of 
navigation even through the opposite direction of edge, even without additional 
indexation. Graph visualization is important field in data overview creation. For 
visualization, we also propose a new edge coloring method based on hash codes 
obtained from vertices. When edges cross, not color but also a pen style can help 
to navigate edges. In this paper we join relationship discovery (represented by 
PRD) and graph visualization (with AGECRT). In order evaluate our rules and 
work we use PRD and AGECRT to present an experimental results from Freebase 
dataset.

1  Introduction

Many relations, which can be modeled by graphs are suitable for visualization. 
Social networks (e.g. co-citation graphs), traffic, internet connections and etc.  
In general, graphs are visualized in order to get kind of graph “overview”, to easily 
see, recognize vertices and edges and to see relations between vertices.

But graph visualization can often be problematic for large and complex graphs 
[1, 2]. Visualization of such graph can introduce significant information overhead 
or visual clutter, simply from displaying too much data on too small area of dis-
play [3] or vertices or edges overlapping and edges crossing [4, 5], which, aside 
from the clutter itself, can also lead to confusion or misunderstanding. Therefore 
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avoiding clutter and to increase the people’s understanding graphs is a challenge. 
Visual overhead or visual clutter is more defined by Kerren [6] and also Jusufi [5], 
who also talks about readability of the graph.

In order to address such problems and to provide a comfortable graph visu-
alization for user, various methods were proposed. While many of them share 
common properties, like the goal to visualize graph and reduce clutter, however 
there is not a rule, that every method can be used in every case (generalization). 
Therefore it is important to understand which method should be used on particular 
graph, regarding desired graph visualization.

We think that theme of graph coloring is not yet completely exhausted. Even 
despite the fact, that On modern displays we can display as much as 216 or even 
232 colors, we are unable to visually identify and recognize all of them. It is due 
to human visual system limitations [7, 8]. But still, assigning different colors to 
vertices of different types can help to navigate and visually perceive graph rela-
tions. For example the Author type can have blue color and Publication can be 
colored to orange. Vertex coloring is particularly useful in large graphs, where 
there are many vertices and is important to recognize vertice types. In addition, in 
case, when edge crossing can not be completely eliminated, edge coloring is very 
helpful in order to navigate and follow particular edge between vertices even when 
edges cross.

But how colors of edges or vertices are calculated? Are they defined by the 
user, or they can be obtained automatically. We would like to provide a new con-
cept of edge coloring. Instead of bounding edge colors with edges and storing 
edge colors inside a graph, edge colors should be calculated automatically on-the-
fly and should be dependent only on connected vertices (their values). This could 
allow automatic color change, upon the change of vertex value. The color of edge 
is bounded into vertices, which it connects. On the other side, when graph layout 
is changed, graph is redrawn, the color of edge would remain the same every time, 
since the value of vertex remain intact. In this paper we would like to provide new, 
comfortable and easy to implement method of edge coloring. The key element in 
this concept is (common) hash function, able to obtain numerical (integral) value 
of vertex (of its name or any other vertex value).

1.1  Distributed Graph Computing

When we want to process a large graph, which contains millions vertices and edges, 
or simply a graph, which is so big, that it could not be loaded into main memory 
of a single machine, distributed computing should be considered. The computing 
power and memory resources, which can not be provided by a single machine, are 
obtained by joining machines together. Here we would like to compare two well 
known paradigms of distributed computing, namely MapReduce and Pregel.

MapReduce is a framework for processing parallelizable problems across huge 
datasets using a large number of computers (nodes), collectively referred to as a 
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cluster (nodes inside network) or grid (nodes outside network). MapReduce can 
take advantage of locality of data, processing it on or near the storage assets in 
order to reduce the distance over which it must be transmitted. It can be applied 
to significantly larger datasets than “commodity” servers can handle a large 
server farm can use MapReduce to sort a petabyte of data in only a few hours [9]. 
MapReduce achieves reliability by parceling out a number of operations on the set 
of data to each node in the network. Each node is expected to report back periodi-
cally with completed work and status updates.

Although MapReduce is still rather popular framework for parallel processing, 
Pregel was shown to be more suitable for iterative graph computation [10, 11] and,  
according to [12], MapReduce can lead to suboptimal performance. Performance 
issues regarding parallel graph processing are well discussed in [13]. Pregel 
 computing model tries to address those issues and reduces the communication 
overhead (as can appear in MapReduce) by using computations consisting of a 
sequence of iterations, which are called supersteps. This concept is more suitable 
for iterative graph computation and, also for our relationship discovery goal, due 
to its vertex-centric paradigm. Also, an important advantage of Pregel is, that it 
does not transmit large amount of data (temporal results) during calculations, only 
small fractions—messages are transmitted. For further reading about Pregel, we 
refer to [12]. Despite the promising look of Pregel, existing work on Pregel algo-
rithms [11] is rather ad hoc, which looks more like a demonstration of how Pregel 
can be used to solve a number of graph problems, and lacks any analysis on the 
cost complexity. We would like to adapt on Pregel and, in this paper, propose a 
new graph relationship discovery method. First, our intention is to be able to navi-
gate even through the opposite edge direction. We would like to keep the graph 
structure intact, unchanged. We hold the idea, that in social network, the relation-
ship between vertices is present regardless of edge direction. And to be able to 
discover such relationship, edge direction should not present a problem. Thus, our 
solution will work for directed as well as undirected graphs. Here the vertex-cen-
tric paradigm of Pregel is well suitable for our needs. For our next contribution, 
we define a set of rules, we use to find the relationship between vertices. This con-
cept is rather new and we have found no use of it anywhere. One interesting prop-
erty of it is, that it can be used to create closed paths in graph (it would create no 
degree 1 vertice). Thus, a relation to other vertices is preferred.

The rest structure of this paper is as follows: In the Related work, we discuss 
actual state-of-art solutions of graph coloring and parallel distributed computing. 
Next section is definition of our rules of relationship discovery and, in this section, 
we provide a new method of edge coloring as well along with the definition of 
our algorithm for relationship discovery. We join graph clutter removal and rela-
tionship discovery with the same rules. Relationship discovery implemented in 
PRD is the same as in AGECRT for graph clutter removal. The experiment sec-
tion discuss about initial setting of environment, obtaining dataset, converting it in 
order to be usable. The section of results contains the results we obtained from our 
Pregel implementation of our rules. In order to see resulting relations, we use our 
Advanced Graph Clutter Removal Tool program (AGECRT). We provide charts 
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of progress during relations of vertices were calculated in Pregel implementation. 
Conclusion summarizes the results, discuss related solutions and offers new, pos-
sible heading for improvement in stated solutions.

2  Related Work

2.1  Graph Visualization

2.1.1  Coloring

From the actual well-known graph visualization and clutter removal methods, we 
can find graph coloring as the solution to identify edges or vertices [14, 15]. It 
is useful, when edge crossings cannot be completely eliminated, allowing still to 
identify and visually follow particular edge. From the psychological aspect, gestalt 
laws can be used to alleviate edges crossing problem in graph drawing [2]. The 
principles are based on the human visual perception and generally about our capa-
bility to achieve and keep informations in noisy environments. Herman [4] also 
see the edge crossings as the problem in his aesthetic criteria. But human visual 
system is not equally sensitive to all colors or level of contrast [7, 8]. Color graph 
visualizers are thus limited in the color palette, probably giving better results when 
combined other visualization methods, such as graph clustering [14, 16, 17], parti-
tioning [18] or combination of both [19].

2.1.2  Clustering

We can refer to clustering as the method, which uses structural information about 
the graph and generally group edges or vertices into separate clusters based on 
their properties. In visualization terms, clustering can be used to accomplish filter-
ing functions [4]. But Itoh et al. [16] also see the drawbacks in number of clus-
tered categories and in number of distinguishable colors. As a solution he suggests 
multidimensional visualization techniques, which, in advance can be found in 
[20–22].

2.1.3  Edge Bundling

Another choice is the edge bundling method, which reduces the amount of edges 
[23, 24]. Although edge bundling technique slightly lowers correlations, it can also 
significantly reduce edge crossings. But the limits of edge bundling can be incom-
patibility of edges or complexity in case of graphs with a large number of edges. 
Some specific edge bundling methods would require control meshes or hierarchy, 
thus their usage is limited to tree-like hierarchical structures. Burch, who combine 
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edge bundling with lens [25] use their Rapidly-Exploring Random Trees (RRTs) 
to bundle edges. It reduces the visual clutter, the general graph structure is not 
changed. But the graph structure is not taken into account and the view itself can 
distort the interconnections and lead to misinterpretations. Although he states, that 
their RRT method is independent from graph layout, Burch also argues, that their 
RRT works better for circular graph layout.

2.1.4  Lens

Lenses are the next visualization method. With the use of lens, a particular region 
is selected and then magnified (so-called focus + context approach), user can see 
vertices and edges in close detail, but still preserving the original structure of the 
graph intact and unchanged. Lens graph view methods are thus often independ-
ent from the graph layout. Fisheye views, as an application of well-known fish-
eye distortion technique, are used often [26–29], followed by Magic Lens [30] or 
Network Lens [5]. We can find combination of lens and edge bundling methods in 
[25]. Although lens are useful in visual clutter reduction, there are drawbacks like 
distortion, and misinterpretations, caused by the fact, that graph structure is not 
taken into account [25].

2.1.5  Graph Layout

In contrast to lens, which arrange vertices and edges temporarily, graph  layout 
algorithm arranges vertices and edges permanently. In order to map the  relational 
data into a geometrical plane (while drawing), the graph layout algorithms are 
used. Various approaches on layouts can be found in [18]. The graph  drawing 
algorithms can be found in [18, 31, 32]. Herman [4] suggests Reingold and 
Tildford layout algorithm [32], because he see it as the good example of  achieving 
his aesthetic goals. Graph layout algorithms are also the subject in [31]. We can 
recommend some graph visualizer implementations, such as JGraph or Jung. 
Users can benefit from their open-source availability and the fact, that they often 
tends, aside of visualization, to implement graph computing algorithms. For exam-
ple Jung implements Dijkstra shortest path algorithm

Our method, based on rules is similar to Chen and Hsieh [33] although it is not 
designed strictly for cliques, does not use thresholding (originally) and kernels.

2.2  Distributed Graph Computing

From the Pregel using solutions we can mention Bao and Suzumura [34]. They 
created X-Pregel, a graph processing system based on Google’s Computing  
Pregel model, by using the state-of-the-art PGAS programming language X10. 
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They introduce two new features that do not exists in the original model to opti-
mize the performance: (1) an optimization to reduce the number of messages 
which is exchanged among workers, (2) a dynamic re-partitioning scheme that 
effectively reassign vertices to different workers during the computation. The 
result is 2-times speed up on PageRank. Their system is also faster in compari-
son to Graph Processing System (GPS) or Graph. But they state, despite the 10× 
improvement on network IO just results only 1.5× runtime improvement, because 
there is only one worker at a time to process the re-partitioning then the decrease in 
network IO take places slowly.

The Generalized Iterative Matrix-Vector multiplication (GIM-V) [20] is known 
for its fast processing on large scale graph, but the model is difficult to program 
and is not flexible in comparison to Pregel.

Laclavík et al. [35] use MapReduce in order to find relationship in Enron Social 
Network of email archive. Their gSemSearch algorithm is designed to skip nodes 
with higher degree than other nodes in the stack. However, this approach can skip 
some relevant, higher number of neighbors containing nodes. As a graph database 
storage backend they use Simple Graph Database (SGDB). The key aspect here is, 
that due to use of SGDB [36], their solution, as is presented in their paper, is not 
scalable. They are unable to follow opposite direction of edge. Enron graph cor-
pus, which they use to evaluate their solution, contains 8.3 millions vertices and 
20 million edges, while we focus our solution to scale from hundred of millions 
vertices and above. Finally, their solution is unable to navigate through opposite 
direction of the edge.

There are solutions designed to store graph-like data structures and to perform 
queries above such data [36, 37], Neo4j, OWLIM, Shard, Jena or Sesame. But not 
all of them are designed for the use on distributed platform. We assume, that it 
is exactly distributed computing model, which can scale and use vertex-centric 
model (like Pregel). Messaging can be used as graph traversal and here, even navi-
gate through the opposite direction of an edge, as we show in this paper.

In this paper we would like to join two fields of Information visualization (with 
AGECRT and custom edge coloring) and parallel distributed graph processing 
(our PRD algorithm) into one solution. As we find important not only find relation, 
but also present results to the end user. We thus find graph visualization suitable to 
create overview of the data.

3  Vertex Relationship

For the relationship discovery we propose our solution based on closed paths. 
Basically, there are 2 types of vertices; interesting and normal. When a vertex is 
considered for the relationship, it is approved in the case, if, at least one more of 
its neighbors is already assigned in the set of approved vertices.

For the formal definition, let there be undirected graph, which is given by an 
ordered pair G = {V, E}. From all neighbours of given vertex v, count only those 
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neighbours, which are connected to at least 1 interesting vertex (other than v). 
Vertices, in our solution, can be either interesting or normal. Let S ⊆ V  be the sub-
set of all interesting vertices and I = V − S set of all normal vertices. Let there be 
function to get all neighbours of vertex x such as N(x) = {u|{x, u} ∈ E}

where: 

H set of interconnected neighbours
S set of all interesting vertices
I set of all normal vertices
M set of interesting neighbours of h

4  Algorithm

Based on the rules, we define in previous section, we have designed custom Pregel 
Relationship Discovery (PRD) algorithm for Pregel computing model. PRD is 
capable of navigation through the opposite direction of an edge.

Vertices in PRD can be of 2 types; interesting and normal (represented by their 
property). Interesting property is set before PRD starts and denotes the particular 
set, in which we want to search for relationships.

The key element in our traversal PRD is path length. Vertices are sending mes-
sages while they are active, which means, they either receive message, or return 
true from compute() method. In the first superstep, vertices send either PING or 
INTERESTING messages to their neighbors. Only vertices marked as interesting 
send INTERESTING messages. In subsequent supersteps, vertices spread those 
messages further until desired path length is reached. Upon each next step, when 
a message is received, its path length is incremented by 1 in order to keep distance 
monitored. In our experiment, we have set the value of path length to 2. Shorter 
paths are excluded and if message received has value of 2, it is not spread further.

For the messaging, there are conditions; do not send message back to original 
sender while spreading and the length of continuous spreading is limited by the 
path length. We also control maximum count of messages, generated by vertices, 
with variable maxMessagesPerStep, which is user defined. We experimentally ver-
ified, that for our case and hardware environment condition, the maximum is 18. 
Note, that this limit affects only vertices and not workers. So there can be more 
than 18 messages generated in one worker (2 vertices ūp to 18 × 2 messages). In 
PRD, all variables are either stored directly inside a given vertex (whether vertex 
is interesting, …) or they are stored in generated message (type of message, …). 
A new relationship is found, when normal vertex received at least two messages 
(at sum) from at least two (different) interesting vertices. The principle of PRD is 

(1)H = {u|∃v1, v2,∈ S : u ∈ I ∧ u ∈ N(v1) ∧ u ∈ N(v2)}

(2)h ∈ H : M = {u �= h|u ∈ N(h) ∧ u ∈ S}
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depicted in Fig. 1. Because the source code of PRD is rather long, we have created 
a separate document for it, which is available at http://jamo.wz.cz/PRD/source.txt.

5  Edge Coloring

In this section we present a new edge coloring technique, composed entirely on 
the values of connected vertices, which lie of the edge. We propose to use hash 
function h(x), where x is the value of vertex, to obtain numeric value of the fixed 
length and use it in order to refine the color of the edge. Hash function is used to 
obtain numeric value from of vertex value. Two hashes from two  (neighboring) 
vertices are summed and then potentially high brightness is reduced. Contrast is 
then calculated and, possibly enhanced. Again, brightness is measured or even 
reduced. Finally we obtain color value of edge. The source code of our color 
 calculation from hash code can be found in document online http://jamo.wz.cz/col
oring/hashcolor.txt.

During our experiments we have discovered, that pen style (dash, dot, not solid) 
in combination with coloring can considerably affect visual perception, especially 
when edges cross. This can be seen in Figs. 2 and 3.
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6  AGECRT

Advanced Graph Clutter Removal Tool (AGECRT) is our tool, which we use to 
visualize all graphs found in this paper. It implements our rules of relationship dis-
covery (section Vertex relationship) and is capable to reduce visual clutter in graph 
visualizations as shown in Fig. 4.

7  Experiment

7.1  Environment

We used 5 worker machines and 1 master machine, each equipped with 21  
CPU Intel Xeon, 2 GHz, 32 GB RAM and OS Ubuntu 12.04.5 LTS. PRD Was 
programmed on the basis of Sedge, a basic Pregel implementation in Java. PRD is  
our custom vertex compute() method is Sedge and is described in previous  section. 
Sedge is designed to work with graphs, whose vertices are numerically  identified. 
Freebase identifiers are URI-based. Thus conversions were needed. With the 
help of Jung graph library, which is an extensible graph storage and visualization 
 backend, we have created and used AGECRT program in order to visualize results. 
Here again, conversion was needed, because AGECRT accept graphs in different 
format (nor Freebase RDF, nor Sedge). First major conversions was to convert 
from freebase URI-based mid identifiers into integer-based numerical identifiers 

Fig. 3  Graph with dashed 
and solid edges
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compatible with Sedge. During this conversion we have excluded all object literal 
nodes and only object nodes matching the pattern

“<http://rdf\\.freebase\\.com\\/ns\\/(\\w\\..*?)>”

were included, all other object nodes were filtered out. After calculation in Sedge 
was finished, next major conversion was to convert Sedge output graph into 
AGECRT compatible format. In order to convert values in three major conversion 
successfully, minor conversions, consisting mainly of mapping key-value pairs, had 
to be launched as well. Freebase URI identifiers were mapped to Sedge  numerical 
identifiers. In the last phase, where Sedge graph was converted to AGECRT  
format, Freebase URI-based identification of vertices was not sufficient. In order 
to gain particular knowledge of semantic representation of vertices visualized in 
AGECRT, and to be able to run conversions to and from for many times during 
testing process, we have created 2 key-value maps. For Freebase URI subject and 
object MIDs we have obtained additional textual identifications (mainly based  
on predicate value/type/object/name), extracted from Freebase. We also created 
mapping to get type information, Freebase subject and object URI identifiers were 
also mapped to their types (mainly/type/object/type). Important vertices in PRD 
were all entries found in Table 1. All other vertices were set as normal.

Originally, Freebase contained 113 × 106 subjects and 2.7 × 108 edges. 
After conversion into Sedge format, with excluded literal object nodes there was 
36 × 106 subjects and 404 × 106 edges.

7.2  Results

Our experiment in Pregel started on 2014-Aug-21 at 15:05:55 and finished  
2014-Aug-31 01:27:00 (lasted 10 days). There were 207,382 supersteps. The pro-
gress of message generation and steps is shown on Fig. 5. After it finished, we 

Table 1  Two sets of entries used for AGECRT shortest path (many-to-many) and PRD 
 (important vertices)

Freebase MID Name Freebase MID Name

m.02xbw2 Gabrielle Union m.029_l Delroy Lindo

m.0147dk Will Smith m.012d40 Jackie Chan

m.0271y9f Jaden Smith m.05v_r84 Jackie Chan

m.01qg7c Barry Sonnenfeld m.01q_ph Owen Wilson

m.01vvzb1 DMX m.01xndd J.J. Abrams

m.0hqly Steven Seagal m.042xrr Anthony Anderson

m.0gy64rt Samuel Steven Seagal m.0bvb9mz Anthony Anderson

m.02633 g Martin Lawrence m.0451j Jet Li

m.01th95y Martin Lawrence m.05qg6 g Zoe Saldana

m.01hhx1l Willennium m.05jpsx Chi McBride

m.0b8xmc Robinne Lee m.029pnn Tom Arnold

m.07y925 Marsha Thomason m.05d79 k Bill Duke
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obtained 314,668 activated vertices, from which, each was activated at least 2 
times. Next step was to convert Sedge formatted output into AGECRT graph format 
in order to visualize resulting graph. After conversion, resulting graph was loaded 
into AGECRT. We have excluded some vertices from this graph, namely Gender, 
Male, Female, Place of Birth, Place of Death, because we were not interested in 
common properties. Graph contained 234,786 vertices and 262,279 edges. Because 
resulting graph was still very big to visualize, in AGECRT we have launched our 
altered Dijkstra shortest path (called many-to-many) to calculate shortest paths 
between 2 sets of vertices, which are found in Table 1. From the table we can see, 
that some entities, although clearly of the same name, have different MIDs (iden-
tifiers) in Freebase. This is a bit surprising for us and exact understanding prob-
ably requires deeper study of Freebase structure. For now, it is clear, that films 
referring to their actors not directly (film ⇒ actor), but there is some type of extra 
vertex with additional informations, like character name and etc. (film ⇒ extra ver-
tex ⇒ actor). Thus we had to search up to path length of 2, as those extra vertices 
are unique and each of them connects only one actor and one film.

After PRD’s output was converted back to Freebase MIDs based identifiers 
and we obtained name and type informations, we were able to convert results again 
into AGECRT graph format. After this, we were able to read semantic informa-
tion and results surprised us a bit. Instead of expected relationship of shared films 
between Jackie Chan and Owen Wilson, based on our settings, we have found 
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no connection between them. Also, Will Smith and Karate Kid are connected, 
but not so Jackie Chan. Instead, Jet Li is connected to Karate Kid through Chinese  
Martial arts. The reason is, that Will Smith activated Karate Kid not directly, but 
through several vertices (e.g. PG (USA), MID m.0kprc8), so Karate Kid was  activated 
from Will Smith. Jet Li activated Chinese martial arts. Both Karate Kid and Jet Li have 
connection to Chinese Martial arts. But Jackie Chan is connected through People’s 
Choice Award (in the Freebase original RDF graph), which has MID m.0dlskb3 and 
is shared only with Jackie Chan. Thus this vertex could not be activated for 2 times, as 
we have designed in our rules and thus was not included. This was the original reason 
we have set path length to 2. Perhaps, path length value could be further revised.

Further look at Fig. 6 could bring another question. Anthony Anderson, Tom 
Arnold, and Marsha Thomason are all connected to Actor. But why not so Will 
Smith or Jackie Chan? Aren’t they actors? The reason is that Marsha Thomason 
connects directly to Actor along with Will Smith. But Marsha Thomason did not 
activated Actor directly. Instead Marsha activated Scott Taylor (MID m.025zlv2) 
and he passed message to Actor. In Actor, path has been saved, source is Marsha 
Thomason and through is Scott Taylor. Here we have to say, that paths, where 
through was equal to activated vertex, were excluded from results. We did this 
because we were interested in connections, where through was not same as acti-
vated vertex. Among other interesting connections, there is connection of Steven 
Seagal, Jackie Chan and Jet Li through Martial Artist. The MID identifiers of 
names mentored above are all found in Table 1. In order to extract type informa-
tion (Actor/Martial artist, ...) from the record in Freebase, our parser returned 
the first type it found, despite there could be more than one type assigned to one 
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record. Thus extracted type information could be inaccurate. The parser can be 
further improved. Table 2 presents allocation of the data between workers as the 
result of graph split.

8  Conclusion

In this paper we have designed our rules for relationship discovery. To test and 
verify these rules, we have further implemented them in our Graph Clutter 
Removal Tool AGECRT. In graph visualization we have used them to reduce  
visual clutter (Fig. 4). We propose an edge coloring based on hash codes of 
 vertices. The color information is not stored, but dynamically calculated each  
time edge is drawn. Edge color remains the same each time a graph is drawn, 
while values of two connected vertices (their hash codes) remain the same. We 
recommend to use edge coloring along with different pen styles, because we can 
identify and follow edges more easily (Figs. 2, 3 and 6).

With our PRD, we have found relationship between set of vertices Table 1. 
Graph of these relations was loaded into AGECRT and then Dijkstra’s shortest 
path was calculated (again for sets from Table 1). The final result was visualized 
as shown in Fig. 6. Some relations were obvious, like Steven Seagan and Jet Li are 
connected through Martial Artist. But some of them were not found (Jackie Chan 
and The Karate Kid). The reason is PRD and its path length property of 2, shorter 
paths were eliminated. Also, final activated vertex must not have been the same as 
through vertex.

But we have proven that our PRD is capable of searching for relations (Will 
Smith and Jet Li). PRD is able to discover relationships regardless of edge’s 
 direction (in comparison with Laclavík et al. [35]), which we find important 
in RDF graphs, which are directed by nature. We see relation as an undirected  
edge, as it is not important, whether Bob knows Alice or it is Alice, which knows 
Bob. Also this advantage means, that we do not need additional index (to store 
backward edges). Because PRD is implemented in Sedge’s Pregel implementa-
tion, which is scalable, our solution is also scalable. The disadvantage of long last-
ing (10 days), while results are obtained, can be reduced by adding more worker 

Table 2  Freebase worker statistics

Max Maximum, Ngh Neighbors, Cnt Count found on worker, similarly Tot Total and Avg Average

Worker Subjects Cnt. Max. Ngh. Cnt. Tot. Ngh. Cnt. Avg. Ngh. 
Cnt.

w1 21 × 106 375 × 103 81 × 106 3.80

w2 19 × 106 3.6 × 106 80 × 106 4.21

w3 21 × 106 331 × 103 80 × 106 3.84

w4 21 × 106 382 × 103 80 × 106 3.80

w5 20 × 106 210 × 103 80 × 106 3.82
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machines. By using more machines, upper limit on messages count (in paper 18) 
can be set to higher values, resulting in faster completion.

For the future, we plan to improve PRD algorithm to address issues stated in 
this paper and create an architecture, where we join PRD, AGECRT and conver-
sion engines, in the background, into one solution. A web page is also considered 
as a front-end.
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Abstract As text-based authentication has had its critiques, non-textual tech-
niques have been suggested throughout the last two decades. However, it is only 
lately, with the wide-spread adoption of smartphones and tablet devices that they 
have found a compelling application. Non-textual authentication may be faster and 
more secure and it also introduces a new paradigm for the authentication decision. 
We present a three factor system based on facial recognition, gesture and device 
ID and we define a fuzzy matching engine to handle authentication. Preliminary 
results indicate that such an approach can be fast and user-friendly.

Keywords Fuzzy matching · Authentication · Biometric recognition · Gesture 
recognition · Multi-factor

1  Introduction

Passwords are a familiar, perhaps ubiquitous feature of everyday modern life. 
The conventional authentication paradigm invokes a username to identify and a 
password to authenticate an individual user. Typically, these two elements of the 
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authentication process are in a textual form. Much has been written about what 
constitutes a secure password and increasingly, users are advised, if not required, 
to provide ever longer and more complex passwords in the interest of maintaining 
security.

With the modern proliferation of both hardware and software that are designed 
to be largely operated without the use of a keyboard, the entering of traditional, 
textual passwords has become something of a chore, an inconvenience and, per-
haps, an anachronism. Non-textual methods of authentication have been suggested 
and, more recently, implemented. Well known examples include gesture recogni-
tion implemented on various smartphones and biometric systems such as Apple 
Inc. Touch ID and facial recognition as supported by Android based mobiles.

Non-textual authentication methods differ in a number of ways from the classi-
cal username-password approach. Key among these is that successful authentication 
follows not only from an exactly matching input, but from any one of the set of suf-
ficiently matching inputs. While the textual password must exactly match the stored 
prototype, the non-textual input need only be sufficiently similar to the stored proto-
type since the exact match is exceedingly unlikely. The requirement for a proximity 
based match suggests that a fuzzy approach is appropriate. In this paper we describe 
a three-factor authentication system employing fuzzy matching to determine the 
degree of matching between non-textual elements of authentication data.

2  Related Work

Fuzzy logic [1] has been widely used in matching techniques [2]. Various 
approaches are employed, such as fuzzy transforms [3, 4], relative distance [5–7] 
and similarity measure [8, 9]. Typical applications of fuzzy matching are text and 
signature recognition, due to the ability of characters to convey the same informa-
tion while taking on different graphical forms [10–14].

Since gestures cannot be repeated with precision, but can convey sufficient 
information to consider them almost equal to a stored prototype, fuzzy logic is 
a suitable technique to check for similarity. To recognize faces, an extraction of 
features can be performed using a biometric algorithm. Authentication based on 
a biometric factor is a widely used technique for mobile devices e.g. [15]. Fuzzy 
logic is also an established method for matching those features [16].

3  System Design and Development

3.1  System Description

The System developed implements a three-factor authentication service using bio-
metric, gesture and device id as the three factors. In usage, a user is presented with 
a camera view of himself and required to click the screen to freeze the image. The 
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user then draws a simple image, the gesture, on top of the frozen image. Example 
gestures may be a smile, a hat, a moustache, spectacles, etc., or perhaps something 
more abstract. If the user is registering a new account, this procedure must be 
repeated a certain number of times so that the system can confirm that the biomet-
rics and gestures are sufficiently similar. This is analogous to the repeat password 
prompt that is familiar in textual authentication systems. In addition, the system 
tests the new user’s biometric for absence of similarity to all previously registered 
biometrics and returns an error is a similar biometric is found. This is analogous to 
a user id already in use message in traditional systems. If the user has already reg-
istered and is returning to login, the process is performed once and authentication 
(or not) is determined based on the captured biometric and gesture. In practice, 
each user account is also tied to a specific device. The device is determined during 
the first registration and subsequent logins may only be authenticated for that user 
when using the same device. Therefore, the three factors of authentication in our 
system are biometric (who I am), gesture (what I know) and device (what I have).

3.2  Fuzzy Matching Engine

Since 1975, many engineering applications have been developed based on the use 
of fuzzy logic [17]. Fuzzy systems handle information closer to the human way, 
i.e., uncertain, vague or imprecise. In the model proposed by Takagi–Sugeno (TS) 
[18], the structure of antecedent describes fuzzy regions in the input space, and 
that of consequent presents non-fuzzy functions of the model inputs. The system 
may be described for each rule as follows:

Rj:
IF x1(k) is F1j, . . . , and xn(k) is Fnj,
THEN:
yj(k) = yj

where yj is a constant value X(k) = [x1(k)x2(k), . . . , xn(k)]
T is the input vector 

of the fuzzy system in the instant k, Fij is the fuzzy set respective to xi(k) on the 
rule j, yj(k) is the output of the model respect to the operating region associated 
with the rule. If µij(k) is the membership degree of xi(k) in the fuzzy set Fij and 
the number of implications or rules is L, the complete model can be described by

where

(1)y(k) =

L
∑

j=1

wj(k)yj

wj(k) =
µ̄j(k)

∑L
j=1 µ̄j(k)

, µ̄j(k) =

n
∏

i=1

µij(k)
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In this application we have used triangular membership functions, defined as:

or in a compact form,

where aj, bj and cj are parameters which define the triangular function, as shown in 
Fig. 1.

A position is composed of two numbers. The prototype will be composed of N 
points with the positions

A first prototype to be registered is built by the average of the position of several 
gestures given by the registration process. The FME will make an index using the 
degree of membership of each pattern point to the prototype point.

There will be a fuzzy number defined for each prototype coordinate:

The fuzzy number will be defined for the couple {b, d} where b is the representa-
tive crisp number of b̃ and d will be an adjusting parameter which defines the dis-
tance c − a. In order to simplify the application, we will set it up with the same 
value for all the fuzzy numbers, calling it the fuzziness parameter.

Using a rule like: IF xi IS x̃i THEN y = 1, the degree of membership µx̃i(xi) of 
the crisp number xi to the fuzzy number x̃i is obtained. Applying the rule to each 
coordinate gives a set of {µx̃i(xi), µỹi(yi)}. Taking into account the sequence order 
and calculating each degree of membership, the expression

(2)µij(k) =



















0 x < aj
xi(k)−aj
bj−aj

aj ≤ x ≤ bj
cj−xi(k)

cj−bj
bj < x < cj

0 x ≥ cj

(3)µij(k) = max

[

min

(

xi(k)− aj

bj − aj
,
cj − xi(k)

cj − bj

)

, 0

]

P = {(x1, y1), (x2, y2), . . . , (xN , yN )}

P̃ = {(x̃1, ỹ1), (x̃2, ỹ2), . . . , (x̃N , ỹN )}

(4)µ =

∑N
i=1 µx̃i(xi) · µỹi(yi)

N

Fig. 1  Triangular function

bjaj cj

1

ij
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yields a matching index for the gesture and feature vector. A threshold value can 
then be used to establish whether the index value represents a match or not. This 
parameter is referred to as the sensitivity.

3.3  Simulation Result Using the FME

Figures 2 and 3 show examples of matching (after adjusting fuzziness and sensi-
tivity) using the matching index (4).

Before applying the FME, the gesture is normalised to an image of the user’s 
face in terms of orientation and scale so that comparisons can be made. For 
instance, the vector formed by joining the center of the eyes is a good reference. 
Figure 4 show how the gesture is matched with different orientations and sizes.

3.4  Computation of a Biometric

There are many types of biometric indicators that could be used within a non-
textual authentication system. For example, fingerprint, palm print, iris, DNA, etc. 
However, facial recognition is a desirable choice because it requires only a cam-
era, which is now a fairly ubiquitous component of modern mobile, laptop and 
desktop devices. Therefore, facial recognition is a suitable component for a system 
that will be rolled out across a wide range of modern devices.

Since the FME prefers to work with a vector of numerical values, a simple bio-
metric that distils a face down to five numbers was chosen. Using OpenCV’s [19] 
object detection library and, specifically, cascade classifiers, four prominent features 
of the face are detected. These are namely, the nose, the mouth and the two eyes. 
Each is defined by the rectangular region that encloses it. By computing the distance 
between the centre of each of these rectangles, a vector of six values is obtained. By 
assuming one of these distances to be of unit length and normalising the other values 
against it, a biometric descriptor comprising five meaningful values remains.

Fig. 2  Example of matching. 
Dot line prototype; Thick 
solid line matched gesture
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3.5  Gesture Capture

A gesture can be described as a sequence of coordinate pairs and is captured 
while the user completes a drag operation using an available pointing device. On a 
mobile or tablet device, this will normally be accomplished by touching and drag-
ging on the screen while a desktop computer user may use a mouse or a trackball. 
On a laptop, perhaps all of these options may be available. In any case, after the 
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Fig. 3  Examples of matching. Dot line prototype; Thick solid line matched gesture



131A Fuzzy System for Three-Factor, Non-textual Authentication

drag operation is completed, a sequence of coordinate pairs will have been cap-
tured. In their raw form, these normally represent absolute pixel positions on the 
device and there may be very many or very few pairs depending upon whether the 
gesture was drawn slowly or quickly.

To make the gestures more easily comparable, they are first standardised. This 
simply involved adding extra points or removing extraneous points in order to 
achieve some predetermined number of coordinate pairs. It is important that the 
process of standardisation does not materially alter the overall shape of the ges-
ture. It is possible to use the FME to compare a gesture pattern to a stored proto-
type as long as both have been standardised to the same number of points.

The final step to ensure that gestures can be compared in a meaningful and 
repeatable manner is to normalise them to the biometric. In this system, a gesture 
will always be associated with a biometric descriptor. Normalisation takes the ges-
ture out of the device specific, pixel based coordinate system that it originates in 
and converts it to a space that is determined by the size, location and orientation 
of the biometric. For this purpose, the vector joining the centre of the eyes is used. 
This vector defines the unit length along the x-axis in the normalised coordinate 
space. This allows for the natural variations that will result from users presenting 
themselves to the camera inconsistently. Perhaps sometimes to one side or to the 
other, perhaps sometimes closer or farther away. The result is that the image of the 

Fig. 4  Example of matching 
after normalisation. Dot line 
prototype; Thick solid line 
matched gesture
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face—the part of the image that generates the biometric will often appear in differ-
ent parts of the overall camera frame and may take up differing proportions of it. 
Normalisation eliminates these differences, essentially ensuring that all biometric-
gesture pairs are meaningfully comparable. In simple terms, if you have a bigger 
head, you need to draw a bigger hat.

3.6  Parameterisation

It has been stated that the FME is controlled by simply two parameters, namely 
fuzziness and sensitivity. The former is applied to the individual differences between 
elements within a prototype-pattern pair while the latter applies to the aggregation of 
the scores determined from these differences. However, within this system, it is clear 
that the FME is used in a number of different contexts and that different fuzziness-
sensitivity parameter pairs may be needed for some of these various contexts.

Broadly speaking, the FME is used in two main roles, namely biometric recog-
nition and gesture recognition. However, these roles are performed in two distinct 
life-cycle phases of the system, namely registration and authentication. Arguably, 
the system may be more or less lenient depending on the life-cycle phase, thus 
requiring different parameter pairs for the two roles. Furthermore, as has been 
previously stated, during registration, the biometric is checked for similarity with 
other biometrics in the registration process. However, prior to this it is checked 
for uniqueness against other stored biometrics in the database. This introduces yet 
another context, which is distinct from all of the others in that it tests for unique-
ness (or, more correctly, absence of similarity) as opposed to similarity.

Thus, there are five distinct contexts in which the FME is used and for which 
an independent fuzziness-sensitivity parameter pair can be defined. Table 1 enu-
merates the ten possible parameter values and also shows the name ascribed to 
each parameter within the system. It can be seen from this table that each of the 
parameters is not independently variable within our system. Rather, the fuzziness 
for biometric matching, Fb is repeated across all biometric matching contexts. 

Table 1  Parameters for 
controlling behaviour of the 
fuzzy matching engine

Phase Object Comparison Parameter Name

1 Reg Biometric Similarity Fuzziness Fb

2 Reg Biometric Similarity Sensitivity S1

3 Reg Gesture Similarity Fuzziness Fg

4 Reg Gesture Similarity Sensitivity S2

5 Reg Biometric Uniqueness Fuzziness Fb

6 Reg Biometric Uniqueness Sensitivity S3

7 Auth Biometric Similarity Fuzziness Fb

8 Auth Biometric Similarity Sensitivity S4

9 Auth Gesture Similarity Fuzziness Fg

10 Auth Gesture Similarity Sensitivity S5
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Similarly, Fg, the fuzziness for gesture matching is a single value used in all ges-
ture matching contexts. In contrast, the sensitivities for the five FME contexts are 
independently variable. Therefore, our system uses a total of seven parameters to 
control fuzzy matching; two independent fuzziness parameters (Fb, Fg) and five 
independent sensitivity parameters (S1−5).

3.7  Gradual Migration of Prototype

By the very nature of the system, neither a biometric descriptor, nor a gesture will 
ever be an identical image of the stored prototype. It is expected that both kinds 
of pattern will differ from their prototype at all authentication attempts. However, 
an additional feature of our system allows for the gradual migration the prototype 
itself in response to the successfully authenticated patterns. A moving window 
retaining the previous n successfully logged in biometric descriptors and gestures 
is maintained. At each successful authentication, the newest pair of patterns is 
added to this window and the oldest is removed. From the window, a mean pat-
tern is computed for both biometric and gesture and this becomes the new pro-
totype that will be compared against during the next authentication attempt. This 
caters for the scenario that a user may register with a very carefully drawn ges-
ture but that over time, as they become accustomed to using the system, they may 
adopt a more casual approach to repeating the gesture. However, the system still 
retains the original prototype that was registered and it is possible to raise an alarm 
if a user’s biometric or gesture has crept too far from its original representation. 
Although we implement this functionality for both biometric and gesture, in prac-
tice, we expect that it is really only useful in the latter context.

3.8  Forgotten Gestures

Just as the user of a traditional textual authentication system may forget their 
secret password, it may occur that a user of our system forgets, or is unable to 
satisfactorily repeat their registered gesture. In this case, we offer the facility to 
reset the gesture component of the user’s login credentials. When this happens, 
the user is invited to provide a new gesture, which is analogous to providing a new 
password within a textual system. The process is similar to registration in that the 
gesture must be repeated three times on top of three different images. However, in 
this mode, the biometric is not stored as a prototype but rather compared for simi-
larity against the existing stored prototype. Similarly in this mode, the device id 
is also checked to confirm that it is the correct device. Therefore, only one of the 
three factors is reset while the other two serve as authentication during this pro-
cess. Additional security can be provided by, for example, ensuring that the ges-
ture reset must be performed within a certain duration after the reset is issued.
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In principle, it would be possible to apply this strategy to any of the three fac-
tors. A user may wish to move their account to a different device. In this case, a 
device reset could be issued, allowing the user to authenticate themselves using 
only biometric and gesture on a new device. Similarly, but perhaps less realisti-
cally, the biometric factor could be reset, allowing the user to register a new biom-
etric while authenticating themselves by gesture and device id.

4  Implementation and Results

The case studies for applying this research work are diverse, ranging from gaining 
local access on a native application to authenticating against cloud systems. We 
also need to consider usability and security constraints, for example whether facial 
detection takes place remotely or locally. Consequently, there are a number of dif-
ferent architectures that can be implemented around the core of the fuzzy match-
ing engine. To cover as many cases as possible we have implemented two separate 
architectures discussed below.

The first approach (Fig. 5) is a cloud based architecture. We used an HTML5 
client to capture the face and the gesture. The WebRTC [20] standard enables us 
to take a photo either by a single touch event or when a smile is detected. The user 
then draws their gesture, which is handled by mouse motion or touch events. Both 
the bitmap of the face and the array of co-ordinates for the gesture are then sent 
to the server with REST calls. The server uses the OpenCV library to extract the 
biometric data which, along with the gesture are passed to the fuzzy engine for 
authentication. The server is implemented using Java with the Spring Framework 
and runs on a Glassfish 4 Server, while data are stored in a CouchDB database.

The advantages of this architecture are firstly security, since authentication 
and data storage are performed remotely and secondly, flexibility deriving from a 
cloud-like deployment. On the other hand, it is dependent on network connectivity. 
The client-server architecture means that many unsuitable pictures may be sent to 
the server before a face is detected. This can means that until the user is familiar 

Fig. 5  Cloud implementation
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with the conditions under which successful recognition are likely, using the system 
can be slow.

The second implementation (Fig. 6) concerns a native application currently 
for Android devices. OpenCV is once again employed however, the biometric 
extraction happens in real time as every frame in the video stream is assessed. 
Preliminary results show that after a short period of self-training, the time required 
for a user to achieve a sufficient picture is much less than one second. The picture 
of the face is then frozen for the gesture to take place and similarly to the previous 
case, data are passed to the fuzzy engine. In this implementation, a SQlite database 
is used. The strong points of this method are speed and non-reliance on network 
connectivity. However, having the authentication data locally may be a security 
vulnerability.

We chose to work on these cases in order to produce a set of modules that could 
be used in a hybrid implementation in the future. For example, we could use the 
OpenCV on a native application which sends data to a remote server.

5  Case Study

A pilot study has been conducted for the HTML5 implementation having the main 
focus to engage with a cohort of people from age 18 to 65 and to observe their 
interaction with the user experience. All participants were furnished with a basic 
list of instructions and asked to complete a short online survey.

The pilot accommodated participants with a variety of devices to engage with 
the system, namely a laptop with external webcam, a tablet and a smart phone. 
During the course of this 3 day pilot, 19 participants successfully registered on the 

Fig. 6  Android implementation
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system. Of these, 17 participants experienced at least one successful login while 
2 participants failed to login. In observing the participants, problems arose when 
using the laptop and webcam, due primarily to the positioning of the webcam and 
the laptop touchpad. Eye contact with the system is limited in this scenario. Best 
results were observed when using a tablet and smart phones. Nine participants 
successfully completed the online survey, five participants did not complete the 
survey while five participants failed to engage with the survey at all.

The most obvious of these finding was the necessity to use a tablet or a smart 
phone. A laptop with external webcam connected will work but will require addi-
tional patience and attention to detail from the end user. Most participants agreed 
that their experience was a positive one. Most agreed that they could use such an 
access system when using their laptops, tablets, kindle, and smart phones. They 
were not so confident in using the system when under time constraints or in a sce-
nario when others are waiting to access the same device (an ATM for example).

6  Conclusion

We presented a system for multi-factor authentication based on a fuzzy matching 
engine. We applied fuzzy matching in two factors namely, biometric (facial recog-
nition) and knowledge (gesture). Non-textual authentication differs from the tra-
ditional username-password approach; there is no unique matching and moreover 
there is a weak dependency between the biometric and the knowledge part. We 
exploited the latter one by normalising the gesture over the face.

We also defined the parameters that influence the security of this fuzzy-based 
approach and we outlined its implementation both as a cloud-based or native 
application. While possible areas of application are limitless, for the foreseeable 
future we consider e-learning and people with special needs.

Future work involves developing a training system for automatically defining 
values for fuzziness and sensitivity given certain security constraints, the use of 
other biometric techniques (e.g. fingerprints) and incorporation within the core of 
operating systems.
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Abstract The emergence and increasing importance of digital society increased 
the role of software applications in smart environments. Associated with these 
paradigms are a multitude of applications that generate and require analysis of 
massive volumes of diverse, heterogeneous, complex, and distributed data. The 
problem of partitioning images into homogenous regions or semantic entities is 
a basic problem for identifying relevant objects. There is a wide range of com-
putational vision problems for 2D images that could use of segmented images. 
However the problems of 3D image segmentation and grouping remain great 
challenges for computer vision. Visual segmentation is related to some semantic 
concepts because certain parts of a scene are pre-attentively distinctive and have a 
greater significance than other parts. Many approaches aim to create large regions 
using simple homogeneity criteria based only on color or texture. However, 3D 
applications for such approaches are limited as they often fail to create mean-
ingful partitions due to the computation complexity. We are introducing new 
algorithm for spatial segmentation based on Virtual Tree-Hexagonal Structure 
constructed on the image voxels. Then the paper depicts a Spatial Segmentation 
Algorithm. Spatial Segmentation Algorithm contains many other algorithms but 
only Color-based segmentation algorithm is presented based on the limited space 
of paper. Then the paper describes the Computational Complexity Analysis of the 
 Color-Based Spatial Segmentation Algorithm.
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1  Introduction

The emergence and increasing importance of digital society, cyber-physical  systems, 
and semantic, pervasive, and mobile computing are expanding the role of software and 
applications in smart or intelligence environments. Associated with these paradigms 
are instruments, sensors, and a multitude of applications that generate and require 
analysis of massive volumes of diverse, heterogeneous, complex, and distributed data.

The problem of partitioning images into homogenous regions or semantic enti-
ties is a basic problem for identifying relevant objects. There is a wide range of 
computational vision problems for planar images that could use of segmented 
images. However the problems of volumetric image segmentation and group-
ing remain great challenges for computer vision. For instance intermediate-level 
vision problems motion estimation and tracking require determination of salient 
objects from frames. The major concept used in graph-based volumetric segmenta-
tion method is the concept of homogeneity of volumes and thus the edge weights 
are based on color distance.

Visual segmentation is related to some semantic concepts because certain 
parts of a scene are pre-attentively distinctive and have a greater significance than 
other parts. Many approaches aim to create large regions using simple homoge-
neity criteria based only on color or texture. However, spatial applications for 
such approaches are limited as they often fail to create meaningful partitions due 
to either the complexity of the scene or difficult lighting conditions. Higher-level 
problems such as object recognition and image indexing can also make use of seg-
mentation results in matching, to address problems such as figure-ground separa-
tion and recognition by parts. In both intermediate level and higher-level vision 
problems, contour detection of objects in real images is a fundamental problem.

For example, salient objects are defined as visually distinguishable image com-
pounds that can characterize visual properties of corresponding object classes and 
they have been proposed as an effective middle-level representation of image content. 
An important approach for salient object detection is segmentation for planar and 
volumetric images, and developing an accurate image segmentation technique which 
partitions image into salient visual objects is an important step toward salient object 
detection. As a consequence we consider that a volumetric segmentation method can 
detect visual objects from images if it can detect at least the most objects.

We are introducing new method for volumetric segmentation based on Virtual 
Tree-Hexagonal Structure constructed on the image voxels. We develop a visual 
feature-based method which uses a spatial graph constructed on cells of prisms 
with tree-hexagonal structure containing less than half of the image voxels in 
order to determine a forest of spanning trees for connected component represent-
ing visual objects. Thus the volumetric image segmentation is treated as a spatial 
graph partitioning problem.
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We determine the spatial segmentation of a color image in two distinct steps: a 
pre-segmentation step when only color information is used in order to determine 
an initial volumetric segmentation, and a syntactic-based segmentation step when 
we define a predicate for determining the set of nodes of connected components 
based both on the color distance and geometric properties of volumes representing 
visual objects.

The novelty of our contribution concerns: (a) the virtual cells of prisms with 
tree- hexagonal structure used in the unified framework for volumetric image 
segmentation, (b) the using of maximum spanning trees for determining the set 
of nodes representing the connected components in the pre-segmentation step, (c) 
a method to determine the thresholds used both in the pre-segmentation and in 
the spatial segmentation step, and (d) an automatic stopping criterion used in the 
 volumetric segmentation step.

In addition our volumetric segmentation algorithm produces good results from 
both from the perspective perceptual grouping, and from the perspective of deter-
mining homogeneous in the input images. We refer the term of perceptual group-
ing as a general expectation for volumetric segmentation algorithms to produce 
perceptually coherent segmentation of volumes at a level comparable to humans.

Of course into Volumetric Segmentation Method there are many other algo-
rithms but only Color-based segmentation algorithm and Syntactic segmentation 
algorithm are designed based on the space of paper. Based on number of the tree-
edges of the input spatial graph G = (V, E) of the color-based algorithm, and the 
number of the vertices of input graph we say and prove that the time of Volumetric 
Segmentation Algorithm is linear.

Our previous works for digital planar images are related to other works in the 
sense of pair-wise comparison of region similarity. The key to the whole algorithm 
of volumetric segmentation is the honeycomb cells. We present the original and 
efficient algorithm of volumetric segmentation methods and honeycomb used is 
the first run into Segmentation Volumetric Method.

1.1  Related Work

In this section we briefly consider some of the related works that are most relevant 
related to our approach.

Someone determined the normalized weight of an edge by using the smallest 
weight incident on the vertices touching that edge [1]. Other methods for planar 
images [2, 3] use adaptive criterion that depends on local properties rather than 
global ones. In contrast with the simple graph-based methods, cut-criterion meth-
ods capture the non-local cuts in a graph are designed to minimize the similar-
ity between pixels that are being split [4, 5]. The normalized cut criterion [5] 
takes into consideration self similarity of regions. An alternative to the graph 
cut approach is to look for cycles in a graph embedded in the image plane. In  
[6, 7] the quality of each cycle is normalized in a way that is closely related to the 
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normalized cuts approaches. Other approaches to digital planar image segmenta-
tion consist of splitting and merging regions according to how well each region 
fulfills some uniformity criterion. Such methods [8] use a measure of uniformity 
of a region. In contrast [2, 3] use a pair-wise region comparison rather than apply-
ing a uniformity criterion to each individual region. Complex organizing phenom-
ena can emerge from simple computation on these local cues [9]. A number of 
approaches to segmentation are based on finding compact regions in some feature 
space [10]. Recent techniques for planar digital images using feature space regions 
[11, 12] first transform the data by smoothing it in a way that preserves boundaries 
between regions. We use different measures for internal contrast of a connected 
component and for external contrast between two connected components than the 
measures used in [13].

Our previous works [11, 14–16] are related to the works in [2, 3] in the sense of 
pair-wise comparison of region similarity. In these papers we extend our previous 
work by adding a new step in the spatial segmentation algorithm that allows us to 
determine regions closer to it.

The internal contrast of a component C represents the maximum weight of 
edges connecting vertices from C, and the external contrast between two com-
ponents represents the maximum weight of edges connecting vertices from these 
two components. These measures are in our opinion closer to the human percep-
tion. We use maximum spanning tree instead of minimum spanning tree in the 
pre-segmentation step in order to manage external contrast between connected 
components.

2  Constructing a Virtual Tree-Hexagonal Structure

The low-level system for spatial image segmentation and boundary extraction of 
visual objects described in this section can be designed to be integrated in a gen-
eral framework of indexing and semantic image processing. The framework uses 
color and geometric features of image volumes in order to: (a) determine visual 
objects and their spatial surface, and also (b) to extract specific color and geo-
metric information from these objects to be further used into a higher-level image 
 processing system.

The pre-processing module is used mainly to blur the initial RGB spatial image 
in order to reduce the image noise by applying a spatial Gaussian kernel [17]. 
Then the segmentation module creates virtual cells of prisms with tree-hexagonal 
structure defined on the set of the image voxels of the input spatial image and a 
spatial grid graph having tree-hexagons as cells of vertices. In order to allow a 
unitary processing for the multi-level system at this level we store, for each deter-
mined component C, the set of the tree-hexagons contained in the region associ-
ated to C and the set of tree-hexagons located at the boundary of the component. 
In addition for each component the dominant color of the region is extracted. 
This color will be further used in the post-processing module if any. The surface 
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extraction module determines for each segment of the image its boundary. The 
boundaries of the de determined visual objects are closed surfaces represented by 
a sequence of adjacent tree-hexagons. At this level a linked list of voxels repre-
senting the surface is added to each determined component. The post-processing 
module (if any) extracts representative information for the above determined vis-
ual objects and their surfaces in order to create an efficient index for a semantic 
image processing system.

A volumetric image processing task contains mainly three important compo-
nents: acquisition, processing and visualization. After the acquisition stage an 
image is sampled at each point on a three dimensional grid storing intensity or 
color information and implicit location information for each sample. We do not use 
a hexagonal lattice model because of the additional actions involving the double 
conversion between square and tree-hexagonal voxels. However we intent to use 
some of the advantages of the tree-hexagonal grid such as uniform connectivity. 
This implies that there will be less ambiguity in defining spatial surface and vol-
umes [18]. As a consequence we construct a virtual tree-hexagonal structure over 
the voxels of an input image, as presented in Fig. 1. This virtual tree-hexagonal grid 
is not a tree-hexagonal lattice because the constructed hexagons are not regular.

Let I be an initial volumetric image having the dimension h × w × z (e.g. a 
matrix having h rows, w columns and z deep of matrix voxels). In order to construct 
a tree-hexagonal grid on these voxels we retain an eventually smaller image with:

(1)

h′ = h− (h− 1) mod 2,

w′
= w− w mod 4,

z′ = z.

Fig. 1  Virtual tree-hexagonal structure constructed on the image voxels
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In the reduced image at most the last line of voxels and at most the last three 
columns and deep of matrix of voxels are lost, assuming that for the initial 
image h > 3 and w > 4 and z ≥ 1, that is a convenient restriction for input 
images.

Each tree-hexagon from the tree-hexagonal grid contains 16 voxels: such 12 
voxels from the frontier and four interior frontiers of voxels. Because tree-hexa-
gons voxels from an image have integer values as coordinates we select always 
the left up voxel from the four interior voxels to represent with approximation the 
gravity center of the tree-hexagon, denoted by the pseudo-gravity center.

We use a simple scheme of addressing for the tree-hexagons of the tree-hexag-
onal grid that encodes the spatial location of the pseudo-gravity centers of the tree-
hexagons as presented in Fig. 1.

Let h × w × z the three dimension of the initial volumetric image verifying the 
previous restriction. Given the coordinates 〈l, c, d〉 of a voxel p from the input volu-
metric image, we use the linearized function,

in order to determine an unique index for the voxel.
It is easy to verify that the function ip defined by the Eq. 2 is bijective. Its 

inverse function is given by:

where:

Relations 4, 5, and 6 allow us to uniquely determine the coordinates of the voxel 
representing the pseudo-gravity center of a tree-hexagon specified by its index (its 
address). In addition these relations allow us to determine the sequence of coordi-
nates of all sixteen voxels contained into a tree-hexagon with an address k.

The sub-sequence ps of the voxels representing the pseudo-gravity center and 
the function ip defined by the relation 2 allow to determine the sequence of the 
tree-hexagons that is used by the segmentation and surface detection algorithms. 
After the processing step the Relations 3, 4, 5, and 6 allow to up-date the voxels of 
the spatial initial spatial image for the visualization step.

Each tree-hexagon represents an elementary item and the entire virtual tree-
hexagonal structure represents a spatial grid graph, G = (V, E), where each tree-
hexagon H in this structure has a corresponding vertex v ∈ V. The set E of edges 
is constructed by connecting tree-hexagons that are neighbors in a 8-connected 
sense. The vertices of this graph correspond to the pseudo-gravity centers of the 

(2)iph,w,z(l, c, d) = (l − 1)× w× z + (c− 1)× z + d,

(3)ip−1
h,w,z(k) = �l, c, d�,

(4)l = k/(w× z),

(5)c = (k − (l − 1)× w× z)/z,

(6)d = k − (l − 1)× w× z + (c− 1)× z.
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hexagons from the tree-hexagonal grid and the edges are straight lines connecting 
the pseudo-gravity centers of the neighboring hexagons, as presented in Fig. 2.

There are two main advantages when using tree-hexagons instead of all voxels 
as elementary piece of information:

•	 The amount of memory space associated to the graph vertices is reduced. 
Denoting by np the number of voxels of the initial spatial image, the number of 
the resulted tree-hexagons is always less than np/8, and thus the cardinal of both 
sets V and E is significantly reduced;

•	 The algorithms for determining the visual objects and their surfaces are much 
faster and simpler in this case.

We associate to each tree-hexagon H from V two important attributes  representing 
its dominant color and the coordinates of its pseudo-gravity center, denoted by 
c(h) and g(h). The dominant color of a tree-hexagon is denoted by c(h) and it rep-
resents the color of the voxel of the tree-hexagon which has the minimum sum of 
color distance to the other twenty voxels. Each tree-hexagon H in the tree-hexago-
nal grid is thus represented by a single point, g(h), having the color c(h). By using 
the values g(h) and c(h) for each tree-hexagon information related to all  voxels 
from the initial image is taken into consideration by the spatial  segmentation 
algorithm.

Fig. 2  The grid graph constructed on the pseudo-gravity centers of the tree-hexagonal grid
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3  Volumetric Segmentation Algorithm

Let V = {h1, …, h|V|} be the set of tree-hexagons constructed on the spatial image 
voxels as presented in previous section and G = (V, E) be the undirected spatial 
grid-graph, with E containing pairs of honey-beans cell (tree-hexagons) that are 
neighbors in a 8-connected sense. The weight of each edge e = (hi, hj) is denoted 
by w(e), or similarly by w(hi, hj), and it represents the dissimilarity between neigh-
boring elements hi and hj in a some feature space. Components of an image repre-
sent compact volumes containing voxels with similar properties. Thus the set V of 
vertices of the graph G is partitioned into disjoint sets, each subset representing a 
distinct visual object of the initial image.

As in other graph-based approaches [15] for planar images we use the notion of 
segmentation of the set V. A segmentation, S, of V is a partition of V such that each 
component C ∈ S corresponds to a connected component in a spanning sub-graph 
GS = (V, ES) of G, with ES ⊆ E.

The set of edges E − ES that are eliminated connect vertices from distinct com-
ponents. The common boundary between two connected components C′, C″ ∈ S 
represents the set of edges connecting vertices from the two components:

The set of edges E − ES represents the boundary between all components in S. 
This set is denoted by bound(S) and it is defined as follows:

In order to simplify notations throughout the paper we use Ci to denote the com-
ponent of a segmentation S that contains the vertex hi ∈ V.

We use the notions of segmentation too fine and too coarse as defined in [2] 
that attempt to formalize the human perception of salient visual objects from an 
image. A segmentation S is too fine if there is some pair of components C′, C″ ∈ S 
for which there is no evidence for a boundary between them. A segmentation S is 
too coarse when there exists a proper refinement of S that is not too fine. The key 
element in this definition is the evidence for a boundary between two components.

The goal of a segmentation method is to determine a proper segmentation, 
which represent visual objects from a volumetric image.

Definition 1 Let G = (V ,E) be the undirected spatial graph constructed on 
the tree-hexagonal structure of an image, with V = {h1, . . . , h|V |}. A proper 
segmentation of V, is a partition S of V such that there exists a sequence 
�Si, Si+1, . . . , Sf−1, Sf � of segmentations of V for which:

•	 S = Sf is the final segmentation and Si is the initial segmentation,
•	 Sj is a proper refinement of Sj+1 (i.e., Sj ⊂ Sj+1) for each j = i, . . . , f − 1,
•	 segmentation Sj is too fine, for each j = i, . . . , f − 1,
•	 any segmentation Sl such that Sf ⊂ Sl, is too coarse,
•	 segmentation Sf is neither too coarse nor too fine.

(7)cb(C′,C′′) = {(hi, hj) ∈ E|hi ∈ C′, hj ∈ C′′
}.

(8)
bound(S) =

⋃

C′,C′′∈S

cb(C′,C′′).



147Efficient Graph-Based Volumetric Segmentation

In the above definition Sa is a refinement of Sb in the sense of partitions, i.e. 
every set in Sa is a subset of one of the sets in Sb. We say that Sa is a proper refine-
ment of Sb if Sa is a refinement of Sb and Sa ≠ Sb. In the case of a proper refine-
ment, Sa is obtained by splitting one or more components from Sb, or similarly, Sb 
is obtained by merging one or more components from Sa. Let C′, C″ ∊ Sa be two 
components obtained by splitting a component C ∈ Sb. In this case C′ and C″ have 
a common boundary, cb(C′,C′′) �= ∅.

Our segmentation algorithm starts with the most refined segmentation, 
S0 = {{h1}, . . . , {h|V |}} and it constructs a sequence of segmentations until a proper 
segmentation is achieved. Each segmentation Sj is obtained from the segmentation 
Sj−1 by merging two or more connected components for there is no evidence for a 
boundary between them. For each component of a segmentation a spanning tree is 
constructed and thus for each segmentation we use an associated spanning forest.

The evidence for a boundary between two components is determined taking 
into consideration some features in some model of the image. When starting, for 
a certain number of segmentations the only considered feature is the color of the 
volumes associated to the components and in this case we use a color-based region 
model. When the components became complex and contain too much tree-hexa-
gons, the color model is not sufficient and geometric features together with color 
information are considered. In this case we use a syntactic based with a color-
based region model for volumes. In addition syntactic features bring supplemen-
tary information for merging similar volumes in order determine salient objects.

For the sake of simplicity we will denote this region model as syntactic-based 
region model.

As a consequence, we split the sequence of all segmentations,

in two different subsequences, each subsequence having a different region model,

where Si represents the color-based segmentation sequence, and Sf represents the 
syntactic-based segmentation sequence.

The final segmentation St in the color-based model is also the initial segmenta-
tion in the syntactic-based region model.

For each sequence of segmentations we develop a different algorithm. 
Moreover we use a different type of spanning tree in each case: a maximum span-
ning tree in the case of the color-based segmentation, and a minimum spanning 
tree in the case of the syntactic-based segmentation. More precisely our method 
determines two sequences of forests of spanning trees,

each sequence of forests being associated to a sequence of segmentations.

(9)Sif = �S0, S1, . . . , Sk−1, Sk�,

(10)
Si = �S0, S1, . . . , St−1, St�,

Sf = �St , St+1, . . . , Sk−1, Sk�,

(11)
Fi

= �F0,F1, . . . ,Ft−1,Ft�,

Ff
= �Ft′ ,Ft′+1, . . . ,Fk′−1,Fk′ �,
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The first forest from Fi contains only the vertices of the initial graph, 
F0 = (V, ∅), and at each step some edges from E are added to the forest 
Fl = (V, El) to obtain the next forest, Fl+1 = (V, El+1). The forests from Fi contain 
maximum spanning trees and they are determined by using a modified version of 
Kruskal’s algorithm [19], where at each step the heaviest edge (u, v) that leaves the 
tree associated to u is added to the set of edges of the current forest.

The second subsequence of forests that correspond to the subsequence of seg-
mentations Sf contains forests of minimum spanning trees and they are deter-
mined by using a modified form of Boruvka’s algorithm. This sequence uses as 
input a new graph, G′ = (V′, E′), which is extracted from the last forest, Ft, of the 
sequence Fi. Each vertex v from the set V corresponds to a component Cv from the 
segmentation St (i.e. to a region determined by the previous algorithm). At each 
step the set of new edges added to the current forest are determined by each tree T 
contained in the forest that locates the lightest edge leaving T. The first forest from 
Ff contains only the vertices of the graph G′, Ft′ = (V ′, ∅).

In this section we focus on the definition of a logical predicate that allow us 
to determine if two neighboring volumes represented by two components, Cl′ and 
Cl′′, from a segmentation Sl can be merged into a single component Cl+1 of the 
 segmentation Sl+1.

Two components, Cl′ and Cl′′, represent neighboring (adjacent) volumes if they 
have a common spatial surface:

We use a different predicate for each region model, color based and syntactic-
based respectively.

where the weights for the different color channels, wR, wG, and wB verify the con-
dition wR + wG + wB = 1. Based on the theoretical and experimental results on 
spectral and real world data sets, Gijsenij et al. [20] is concluded that the PED 
distance with weight-coefficients (wR = 0.26, wG = 0.70, wB = 0.04) correlates 
significantly higher than all other distance measures including the angular error 
and Euclidean distance.

In the color model volumes are modeled by a vector in the RGB color space. This 
vector is the mean color value of the dominant color of tree-hexagons  belonging to 
the regions.

The evidence for a spatial surface between two volumes is based on the differ-
ence between the internal contrast of volumes and the external contrast between 
them [2, 16]. Both notions of internal contrast and external contrast between two 
volumes are based on the dissimilarity between two colors.

Let hi and hj representing two vertices in the graph G = (V, E), and let 
wcol(hi, hj) representing the color dissimilarity between neighboring elements hi 
and hj, determined as follows:

(12)
adj(Cl′ ,Cl′′) = true, if cb(Cl′ ,Cl′′) �= ∅,

adj(Cl′ ,Cl′′) = false, if cb(Cl′ ,Cl′′) = ∅.

(13)PED(e, u) =
√

wR(Re − Ru)
2 + wG(Ge − Gu)

2 + wB(Be − Bu)
2,
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where PED(e, u) represents the perceptual Euclidean distance with weight-
coefficients between colors e and u, as defined by Eq. 13, and c(h) represents 
the mean color vector associated with the tree-hexagon h. In the color-based 
segmentation, the weight of an edge (hi, hj) represents the color dissimilarity, 
w(hi, hj) = wcol(hi, hj).

Let Sl be a segmentation of the set V. We define the internal contrast or internal 
variation of a component C ∈ Sl to be the maximum weight of the edges connect-
ing vertices from C:

The internal contrast of a component C containing only one tree-hexagon is zero: 
IntVar(C) = 0, if|C| = 1.

The external contrast or external variation between two components, C′, C″ ∈ S 
is the maximum weight of the edges connecting the two components:

We chosen the definition of the external contrast between two components to be 
the maximum weight edge connecting the two components and not to be the mini-
mum weight, as in [2] because: (a) it is closer to the human perception (in the 
sense of the perception of the maximum color dissimilarity), and (b) the contrast 
is uniformly defined (as maximum color dissimilarity) in the two cases of internal 
and external contrast.

The maximum internal contrast between two components, C′, C″ ∈ S is defined 
as follows:

The comparison predicate between two neighboring components C′ and C″  
(i.e., adj(C′, C″) = true) determines if there is an evidence for a boundary between 
C′ and C″ and it is defined as follows:

with the the adaptive threshold τ(C′,C′′) is given by

where |C| denotes the size of the component C (i.e. the number of the tree-hex-
agons contained in C) and the threshold τ is a global adaptive value defined by 
using a statistical model.

The predicate diffcol can be used to define the notion of segmentation too fine 
and too coarse in the color-based region model.

(14)
wcol(hi, hj) = PED(c(hi), c(hj)), if (hi, hj) ∈ E,

wcol(hi, hj) = ∞, otherwise,

(15)IntVar(C) = max(hi ,hj)∈C(w(hi, hj)).

(16)ExtVar(C′,C′′) = max(hi ,hj)∈cb(C′,C′′)(w(hi, hj)).

(17)IntVar(C′,C′′) = max(IntVar(C′), IntVar(C′′)).

(18)
diffcol(C

′,C′′) = true, if ExtVar(C′,C′′) > IntVar(C′,C′′)+ τ(C′,C′′)

diffcol(C
′,C′′) = false, if ExtVar(C′,C′′) = IntVar(C′,C′′)+ τ(C′,C′′),

(19)τ(C′,C′′) = τ/(min(|C′
|, |C′′

|),



150 D.D. Burdescu et al.

Definition 2 Let G = (V, E) be the undirected spatial graph constructed on the 
tree-hexagonal structure of a volumetric image and S a color-based segmentation of 
V. The segmentation S is too fine in the color-based region model if there is a pair 
of components C′, C″ ∈ S for which adj(C′, C″) = true ∧ diffcol(C′, C″) = false.

Definition 3 Let G = (V, E) be the undirected spatial graph constructed on the 
tree-hexagonal structure of a volumetric image and S a segmentation of V. The 
segmentation S is too coarse if exists a proper refinement of S that is not too fine.

There are many existing systems for arranging and describing colors, such 
as RGB, YUV, HSV, LUV, CIELAV, Munsell system, etc. We decided to use the 
RGB color space because it is efficient and no conversion is required. Although 
it also suffers from the non-uniformity problem where the same distance between 
two color points within the color space may be perceptually quite different in dif-
ferent parts of the space, within a certain color threshold it is still definable in 
terms of color consistency. We use the perceptual Euclidean distance with weight-
coefficients (PED) as the distance between two colors.

Let G = (V, E) be the initial graph constructed on the tree-hexagonal struc-
ture of a volumetric image. The proposed segmentation algorithm will produce a 
proper segmentation of V according to the Definition 1. The sequence of segmen-
tations, Sif, as defined by Eq. 9, and its associated sequence of forests of spanning 
trees, Fif, as defined by Eq. 11, will be iteratively generated as follows:

•	 The color-based sequence of segmentations, Si, as defined by Eq. 10, and its 
associated sequence of forests, Fi, as defined by Eq. 11, will be generated by 
using the color-based region model and a maximum spanning tree construction 
method based on a modified form of the Kruskal’s algorithm.

•	 The syntactic-based sequence of segmentations, Sf, as defined by Eq. 10, and 
its associated sequence of forests, Ff, as defined by Eq. 11, will be generated 
by using the syntactic-based model and a minimum spanning tree construction 
method based on a modified form of the Boruvka’s algorithm.

The general form of the segmentation procedure is presented in Algorithm 1
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The input parameters represent the image resulted after the pre-processing oper-
ation: the array P of the spatial image voxels structured in l lines, c columns and d 
depths. The output parameters of the segmentation procedure will be used by the 
surface extraction procedure: the tree-hexagonal grid stored in the array of tree-
hexagons H, and the array Comp representing the set of determined  components 
associated to the salient objects in the input spatial image.

The color-based segmentation and the syntactic-based segmentation are determined 
by the procedures CREATECOLORPARTITION and CREATESYNTACTICPARTITION 
respectively.

The color-based and syntactic-based segmentation algorithms use the tree- 
hexagonal structure H created by the function CREATEHEXAGONALSTRUCTURE 
over the voxels of the initial spatial image, and the initial triangular grid 
graph G created by the function CREATEINITIALGRAPH. Because the syn-
tactic-based segmentation algorithm uses a graph contraction procedure, 
CREATESYNTACTICPARTITION uses a different graph, G, extracted by the proce-
dure EXTRACTGRAPH after the color-based segmentation finishes.

Both algorithms for determining the color-based and syntactic based segmenta-
tion use and modify a global variable (denoted by CC) with two important roles:

•	 to store relevant information concerning the growing forest of spanning trees 
during the segmentation (maximum spanning trees in the case of the color-
based segmentation, and minimum spanning trees in the case of syntactic based 
segmentation),

•	 to store relevant information associated to components in a segmentation in 
order to extract the final components because each tree in the forest represent 
in fact a component in each segmentation S in the segmentation sequence deter-
mined by the algorithm.

In addition, this variable is used to maintain a fast disjoint set-structure in order 
to reduce the running time of the color based segmentation algorithm. The vari-
able CC is an array having the same dimension as the array of hexagons H, which 
contains as elements objects of the class Tree with the following associated fields:

The field isRoot is a boolean value specifying if the corresponding tree-hexagon 
index is the root of a tree representing a component, and the field parent represents 
the index of the tree-hexagon which is the parent of the current tree-hexagon. The 
rest of fields are used only if the field isRoot is true. The field compIndex is the 
index of the associated component.

The field surface is a list of indices of the tree-hexagons belonging to the asso-
ciated component, while the field frontier is a list of indices of the tree-hexagons 
belonging to the frontier of the associated component. The field color is the mean 
color of the tree- hexagon colors of the associated component.

(isRoot, parent, compIndex, frontier, surface, color)
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The procedure EXTRACTFINALCOMPONENTS determines for each deter-
mined component C of Comp, the set sa(C) of tree-hexagons belonging to the 
component, the set sp(C) of tree-hexagons belonging to the frontier, and the 
 dominant color c(C) of the component.

4  Color-Based Segmentation Algorithm

Let G = (V, E) be the undirected spatial graph constructed on the tree-hexago-
nal structure of a volumetric input image. The proposed color-based segmentation 
algorithm will produce a proper segmentation of V according to the Definition 
1, where the notion of segmentation too fine is given by the Definition 2. The 
sequence of segmentations, �S0, S1, . . . , St−1, St�, and its associated sequence 
of growing forests, �F0,F1, . . . ,Ft−1,Ft�, will be iteratively generated, based on 
a maximum spanning tree construction method. We use a modified form of the 
Kruskal’s algorithm presented in Algorithm 2, where the trees generated at each 
step represent the connected components of volumetric segmentation.

The input parameters of the color-based segmentation algorithm are the initial 
graph G and the array H of the tree-hexagons from the tree-hexagonal grid. The 
output parameter is the list Bound of edges representing the boundary of the final 
spatial segmentation.

The global parameter threshold τ is determinate by using Algorithm 1. 
This value is used at the line 18 of Algorithm 2, where the expression τ(ti, tj) is 
given by the Relation 19, where ti and tj representing the components Cti and Ctj 
respectively.

Because we use maximum spanning trees instead of minimum spanning trees 
the list of the edges E(G) is sorted in non-increasing edge weight. The forest of 
spanning trees is initialized in such a way each element of the forest contains 
exactly one tree-hexagon.

The expression τ(ti, tj) = τ/(min(|Cti |, |Ctj |) at the line 18 of Algorithm 2 is 
very important at the beginning of the algorithm because initially the components 
considered contains only one tree-hexagon and in this case

In order to consider an edge (hi, hj) to belonging to the non-boundary class of 
edges and in consequence to merge the components Cti and Ctj corresponding to hi 
and hj respectively, it is necessary that w(hi, hj) < τ.

When the components grow and both components Cti and Ctj contain more than 
one tree-hexagon, the external variation between Cti and Ctj decreases, and in this 
case the decision for merging or non-merging Cti and Ctj is affected more by their 
size than by the global threshold τ.

For each segmentation Sl determined by Algorithm 2 and for each connected 
component C of the corresponding spanning graph Gl there is a unique maximum 
spanning tree, Fl(C), that maximize the sum of edge weights for this component.

IntVar(Cti ,Ctj ) = 0 ∧ τ (min(|Cti |, |Ctj |) = τ .
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The forest of all maximum spanning trees associated to the segmentation Sl is

and algorithm makes greedy decisions about which edges to add to Fl.
Every time when an edge is added to the maximum spanning tree a union of 

the two partial spanning trees containing the two vertices of the edge is made. In 
this way the sequence of the edges contained in the forest Fl of spanning trees is 
implicit determined at the line 13 of Algorithm 2.

Conversely for each spatial tree T from the forest Fl, the set of all vertices of 
the initial graph contained in the tree T is denoted by Set(T) and it represents the 
connected component of Sl associated to maximum spanning tree T:

The functions MAKESET, FINDSET and UNION used by the segmentation algo-
rithm implement the classical MAKESET, FIND−SET and UNION operations for 

(20)
Fl =

⋃

C∈Sl

Fl(C),

(21)T = Fl(Set(T)).
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disjoint set data structures with union by rank and path compression [19]. In addi-
tion the function call, UNION(ti, tj, w(hi, hj)), performs the following operation, 
assuming that ti is the root of the new spanning tree resulted by combining the 
spanning trees represented by ti and tj:

•	 determining CC[ti].surface as the concatenation of the lists CC[ti].surface and 
CC[tj].surface,

•	 determining CC[ti].frontier as a list of indices of tree-hexagons belonging to the 
frontier of the new component {Cti ∪ Ctj },

•	 determining CC[ti].color as the value (nici + njcj)/(ni + nj), where 
ci = CC[ti].color, and ni represents the number of elements in the tree CC[ti].

Let n be of the input the number of the vertices of the input spatial graph 
G = (V, E) of the color-based volumetric segmentation algorithm, n = |V|.

The computational complexity of the color-based segmentation algorithm is 
given by T(CREATECOLORPARTITION) = O(n * log (n)).

5  Syntactic-Based Volumetric Segmentation Algorithm

Let G = (V, E) be the undirected spatial graph constructed on the tree-hexagonal 
structure of a volumetric image. The global parameter threshold is determinate by 
using Algorithm 1. In order to determine a good final segmentation and to discover 
the objects from the input image, the syntactic based sequence of volumetric seg-
mentations, Sf, as defined by Eq. 10, can decomposed into several subsequences, 
each subsequence being determined by a modified form of the Boruvka’s 
algorithm.

Let i1 < i2 < · · · < ix < ix+1 be a sequence of indices, with i1 = t and ix+1 = k, 
that allows a decomposition of the sequence Sf as follows:

As presented in Algorithm 3 the procedure CREATESYNTACTICPARTITION 
implements the syntactic based volumetric segmentation, while the function 
GENERATEPARTITION is used to generate the subsequences of segmentations, 
Sf1 , . . . , Sfx, each subsequence of the form,

being determined by the function GENERATEPARTITION at the jth call. The last 
segmentation of the subsequence Sfj generate by GENERATEPARTITION is also 
the input sequence of the (j + 1)th call of GENERATEPARTITION. The first input 

(22)

Sf = �Si1 , Si1+1, . . . , Si2−1, Si2 ,

Si2+1, Si2+2, . . . , Si3 ,

. . .

Six+1, Six+2, . . . , Six+1�.

(23)Sfj = �Sij , Sij+1, . . . , Sij+1−1, Sij+1�,
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segmentation Si1 is the final segmentation St of the color based segmentation algo-
rithm. The function DETERMINEWEIGHTS determines the set A of weights.

More formally, the jth call of the function GENERATEPARTITION, for which 
the output parameter newPart has the value true, is associated to the non-empty 
subsequence Sfj of volumetric segmentations and it generates a sequence of graphs,

and a sequence of associated forests of minimum spanning trees,

such that the last forest is empty, F
ij
ij+1

= ∅. For each graph G
ij
l
 from the sequence 

Gij, F
ij
l
 represents the forest of minimum spanning trees of G

ij
l
, and G

ij
l+1

 is the con-
traction of G

ij
l
 over all the edges that appear in F

ij
l
, as presented in Algorithm 3.

Because the last graph, G
ij
ij+1

, of the sequence Gij cannot be further con-

tracted the dissimilarity vectors of functions associated to the edge weights, 
d(C(vi), C(vj)), are not modified, and thus the edge weights, w(vi, vj), as defined by 
the function GRAPHEXTRACTION are not modified. In order to restart the pro-
cess for determining the new subsequence,

the first graph, G
ij+1

ij+1
 of the sequence Gij+1 differs from the last graph, G

ij
ij+1

, of 

the sequence Gij by modifying only the weighted vector k ∈ K. The function 

MODIFYWEIGHTS of Algorithm 3 realizes this modification and recalculates the 
new global weighted threshold. In this case the values for the weighted vector k 

(24)Gij = �G
ij
ij
,G

ij
ij+1, . . . ,G

ij
ij+1−1,G

ij
ij+1

�,

(25)Fij = �F
ij
ij
,F

ij
ij+1, . . . ,F

ij
ij+1−1,F

ij
ij+1

�,

(26)Sfj+1
= �Sij+1 , Sij+1+1, . . . , Sij+2�,
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are sequential determined in the lexicographic order, generated by the procedure 
NEXTKVECTOR.

The function MODIFYWEIGHTS realizes this modification and recalculates the 
new global weighted threshold. In this case the values for the weighted vector k 
are sequential determined in the lexicographic order, generated by the procedure 
NEXTKVECTOR.

This constraint is necessary in order to realize a stopping criterion for the algo-
rithm: the last graph cannot be modified and for all distinct values of the weighted 
vectors k ∈ K and thus another partition cannot be determined. Each time when 
GENERATEPARTITION generates a non-empty sequence of segmentations, 
the output parameter newPart became true and the first vector of the set K is 
generated.

When GENERATEPARTITION generates an empty sequence of segmentations, 
newPart is false and the next vector in lexicographic order is generated by the pro-
cedure NEXTKVECTOR.

When sequentially for all distinct weighted vectors k ∈ K (e.g. |A|4 distinct vec-
tors, with the set A specified by the Relation 23) generated in lexicographic order 
the function GENERATEPARTITION generates a empty sequence of segmenta-
tions, the procedure CREATESYNTACTICPARTITION finishes.

Between the last graph, G
ij
ij+1

, of the sequence Gij and the first graph, G
ij+1

ij+1
 of the 

sequence Gij+1, there is a sequence of graphs that differ only by the edge weights,

such that ̂G
ij
1 = G

ij
ij
 and ̂G

ij

n̂ij
= G

ij+1

ij+1
. This sequence is obtained when the function 

GENERATEPARTITION generates an empty sequence of segmentations, with 

n̂ij ≤ |A|4.

6  Computational Complexity Analysis of the Color-Based 
Spatial Segmentation Algorithm

Let m = |E| be the number of the tree-edges of the input spatial graph G = (V, E) 
of the color-based algorithm, and n = |V| the number of the vertices of G. The run-
ning time of the color-based spatial segmentation Algorithm 2 can be factored into 
four parts:

•	 The running time required to determinate the threshold τ, denoted by t0 (line 4), 
where t0 = O(m) from relation

(27)̂Gij = �̂G
ij
1 ,
̂G
ij
2 , . . . ,

̂G
ij

n̂ij
�,

T(CREATEHEXAGONALSTRUCTURE) = O(n),
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 because O(n) = O(np) (the assertion that the number of the resulted tree- 
hexagons is always less than np/8)

•	 The running time required to initialize the array CC at the lines 4–6, denoted by t1,

•	 The running time required to sort the edges into non-increasing order of weights 
at the line 9, denoted by t2.

•	 The running time of the main part of the algorithm at the lines 12–27, denoted 
by t3.

Because m ≤ 3n− 6 it follows that O(m) = O(n), and thus the running time t0 is

The running time required to sort the edges into non-increasing order of weights 
can be done in O(m log m) by using one of several sorting methods (e.g., the 
Quicksort method). It follows that O(m logm) = O(n log n), and thus the running 
time t2 is

In the following we will discuss the running time t3. The running time of the func-
tion UNION at the line 18 can be also factored into two parts:

•	 the running time for the operations concerning disjoint-set data structures, 
denoted by ts3,

•	 the running time of the additional operations for determining the values for the 
fields of the Tree objects when merging two components, denoted by t3l.

As a consequence the running time t3 can be written as

where ts3 is the part of t3 by considering only the operations for disjoint-set data 
structures in the union function, and t3l is the part of t3 by considering only the 
additional operations in UNION.

Because the function FINDSET performs standard operations on disjoint-set 
data structures and the operation at the line 17 is done in constant time it follows 
that

where α(n) is a very slowly growing function, the inverse of the extremely 
quickly-growing Ackermann function A(n, n) [19]. Because we have m = 3n – 6, 
and because

(28)t1 = O(n).

(29)t0 = O(n).

(30)t2 = O(n log n).

(31)t3 = ts3 + tl3,

(32)ts3 = O(m ∗ α(n)),

(33)a(n, n) = O(log∗ n),
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where

it follows that

The running time tl3 for determining the values for the fields of the Tree objects 
when merging two components is factored as follows:

•	 the running time for determining the values for the fields isRoot, parent,  
compIndex, surface, and color, denoted by tc, is tc = O(m), because at each 
 iteration determining these values can be done in constant time,

•	 the running time for determining the value of the field frontier, denoted by tf.

In order to determine tf, let sp(C′) and sp(C″) be the two lists of tree-hexagons 
belonging to the frontier of the two components, C′ and C″, that are merged by 
the union function, and let tf(C) be the running time for determining the frontier 
of the merged component, C. Determining the value of the field frontier associated 
to the merged component require the traversal of the shortest list from the pair of 
lists sp(C′) and sp(C″). Because for every component C the number of the tree-
hexagons contained in the region associated to C is less than the number of tree-
hexagons from its frontier, the running time tf(C) verify the following condition:

where |C| represents the number of the tree-hexagons contained in the region asso-
ciated to C. For the sake of simplicity we assume that n = 2k for a some integer k. 
In the worst case the final segmentation St contains only one component, St = �Ct

�,  
with |Ct

| = n, and at each merge operation, the two merged components have the 
same frontier length

Thus the worst scenario is in the case when all pairs of merged components 
have the same frontier length and the same area: first are merged all components 
containing one hexagon, then are merged all components containing two tree- 
hexagons, etc. It follows that the running time for determining all the values  
frontier verify the following relation:

where for each term, 2i−1 n
2i

, the factor n
2i

 represents the number of the tree-hexagons 

associated to a component, and 2i−1 represents the number of components with the 
same area. Because

it follows that tf =
n log n
2 log 2

, and, in conclusion, tf = O(n log n).

(34)log∗ n = min
i≥0

(log(i) n, 1).

(35)ts3 = O(n log∗ n).

(36)tf (C) = |C|/2,

(37)min(|sp(C′)|, |sp(C′′)|) = |sp(C′)| = |sp(C′′)|.

(38)tf =
n

2
+ 2

n

22
+ 22

n

23
+ · · · + 2k−1 n

2k
,

n

2
+ 2

n

22
+ 22

n

23
+ · · · + 2k−1 n

2k
= k

n

2
=

n log n

2 log 2
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Because G is a spatial graph and m ≤ 3n − 6 it follows that tc = O(m) = O(n) 
and thus the running time tl3 is determined as

and from the relations 31, 35 and 39 it follows that

Finally from the relations 28, 30 and 40 it follows the overall running time of 
Algorithm 2 is

7  Conclusions

Image segmentation plays a crucial role in effective understanding of digital 
images, planar or volumetric images. Past few decades saw hundreds of research 
contributions in this field. However, the research on the existence of general pur-
pose segmentation algorithm that suits for variety of applications is still very 
much active. Among the many approaches in performing image segmentation, 
graph based approach is gaining popularity primarily due to its ability in reflect-
ing global image properties. The current research in graph based methods orients 
towards producing approximate solution (or sub-optimal solution) for such graph 
matching problem to reduce processing time. Also, use of a priori information that 
include shape, topology and appearance model of the category of images to be 
segmented is getting more popularity [21].

The problems of volumetric image segmentation and grouping remain great 
challenges for computer vision. The problem of all segmentation methods is a 
well-studied one in literature and there are a wide variety of approaches that are 
used [6]. Different approaches are suited to different types of input images and 
the quality of output of a particular algorithm is difficult to measure quantitatively 
due to the fact that there may be many ‘correct’ segmentation method for a single 
image [13]. We plan to use a larger image database to confirm the quality of the 
obtained results, and do the evaluation with additional low level cues as well as 
different statistical measures.

Here, a graph-based theoretic framework is considered by modeling image seg-
mentation as a graph partitioning and optimization problem using input spatial 
graph.

We are introducing new algorithm for volumetric segmentation based on Virtual 
Tree-Hexagonal Structure constructed on the image voxels [22, 23]. We have pre-
sented the original and efficient algorithm of volumetric segmentation methods and 
honeycomb cells used is the first run in volumetric segmentation algorithm. Then 
we can use the graph facilities and their related algorithms and computational com-
plexity can be viewed as slow as the fundamental graph algorithms. The key to the 
whole algorithms of volumetric segmentation method is the honeycomb cells.

(39)tl3 = O(n log n),

(40)t3 = O(n log n).

(41)T(CREATECOLORPARTITION) = O(n log n).
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The major concept used in graph-based volumetric segmentation method 
is the concept of homogeneity of volumes and thus the edge weights are based 
on color distance. Our original algorithms for Color-based Segmentation and 
Syntactic-based Segmentation are linear. The proposed volumetric graph-based 
segmentation method is divided into two different steps: (a) a segmentation step 
that produces a maximum spatial spanning tree of the connected components of 
the tree-grid spatial graph constructed on the tree-hexagonal structure of the volu-
metric input image, and (b) the final volumetric segmentation step that produces 
a minimum spatial spanning tree of the connected components, representing the 
visual objects, by using dynamic weights based on the geometric features of the 
volumes.

Then the paper describes the Computational Complexity Analysis of the Color-
Based Spatial Segmentation Algorithm.

Enhancement and generalization of this method is possible in several fur-
ther directions. First, it could be modified to handle open curves for the purpose 
of medical diagnosis. Second, research direction is the using of composed shape 
indexing for both semantic and geometric image reasoning. Incorporation of the 
fuzzy set theory into graph based frameworks can achieve enhanced segmentation 
performances.
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Abstract We live in an era of globalization where international activities between 
different cultures and intercultural communications and exchanges are becom-
ing more common and are taking on much greater importance than ever before. 
Researches on cultural intelligence supply a new perspective and a promising way 
to reduce intercultural conflicts or obstacles. To date, no research on cultural intel-
ligence has been empirically computerized. This research aims to invent a cultural 
intelligence computational model and to implement the model in an expert system 
in order to process cultural intelligence soft data through the use of hybrid artifi-
cial intelligence technology. This intelligent system represents a breakthrough in 
the cultural intelligence and AI domains. The purpose of this research is to support 
individuals and organizations in solving the intercultural adaptation problems that 
they face in various authentic situations.

Keywords Cultural intelligence · Fuzzy logic · Artificial neural networks · Expert  
system · Hybrid intelligent technologies

1  Introduction

The globalization has increased dramatically. Culture can play a significant role 
in the success or failure of face-to-face encounters [1], and because of cultural 
diversity, “Culture is more often a source of conflict than of synergy. Cultural 
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differences are a nuisance at best and often a disaster” (Dr. Geert Hofstede). 
Confronted with cultural diversity, some individuals and organizations success-
fully adapt themselves to a new cultural environment, but others do not. Why is 
the decisive factor for these completely different results? How a good decision can 
be made in different cultural environment? What skills can be improved for cul-
tural adaptation? In recent years, cultural intelligence (CQ) has been presented as 
a new phenomenon to answer these questions in certain ways. However, current 
studies relative to CQ are currently treated at the manual level. Moreover, cultural 
knowledge is generally represented by natural language, in ambiguous terms, and 
it is difficult for traditional computing techniques to cope with these. In such a 
context, globalization and traditional computing techniques have encountered two 
major challenges: the first is, for human beings, how to adapt to cultural diversity, 
and the second is, for computers, the processing of “soft data” and the representa-
tion of human-like thinking.

The main focus of this research attempts to give effective solutions for the 
problems mentioned above. There are three goals of this study: (1) To help indi-
viduals and companies in decision-making processes that involve cultural affairs. 
(2) To improve use a specific form of intelligence based on an individual’s capac-
ity to understand, to reason correctly, and to adapt to culturally diversified situa-
tions [2]. (3) To facilitate the work of researchers and to better equip them in their 
CQ studies.

2  Cultural Intelligence and Its Dimensions

Cultural Intelligence has been referred to as the acronym CQ. Earler and Ang [3] 
present CQ as a reflection of people’s ability to collect and process information, to 
form judgments, and to implement effective measures in order to adapt to a new 
cultural context. Earley and Mosakowski [4] later redefined is a complementary 
intelligence form which may explain the capacity to adapt and face diversity, as 
well as the ability to operate in a new cultural setting. Brisling and Worthley [5] 
define the CQ as the level of success that people have when adapting to another 
culture. Thomas and Inkson [6] describes CQ as the capability to interact effi-
ciently with people who are culturally different. Johnson et al. [7] define CQ as 
the effectiveness of an individual to integrate a set of knowledge, skills and per-
sonal qualities so as to work successfully with people from different cultures and 
countries.

Different researchers have different dimensional structures to measure CQ. 
Earley and Ang [3] describe the first structure of CQ by three dimensions: cogni-
tion, motivation and behavior. While Thomas and Inkson advocate another tridimen-
sional structure. They state that the structure of CQ should be based on the skills 
required for intercultural communication, that is to say, knowledge, vigilance and 
behavior [6]. In these three dimensions, vigilance, which is the key to CQ, acts as a 
bridge connecting knowledge and behavior. Tan [8] believes that CQ has three main 
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components: (1) cultural strategic thinking; (2) motivational; and (3) behavioral. CQ 
integrates these three components. Tan stressed the importance of behavior as being 
essential to CQ. If the actions in the first two parts are not converted into action, CQ 
is meaningless.

Ang and Van Dyne [9] suggest a CQ structure with four dimensions rather than 
three. This structure has been widely used in the following cultural researches and 
studies. The four dimensions of CQ are described as following:

•	 Metacognition refers to the cognitive ability of an individual to recognize and 
understand appropriate expectations in different cultural situations. It reflects 
the mental processes that an individual uses to acquire and understand cultural 
knowledge.

•	 Cognition is a person’s knowledge of the standards, practices and conven-
tions in different cultures which he/she acquired from education and personal 
experiences.

•	 Motivation refers to the motivation of an individual to adapt to different cultural 
situations. It demonstrates the individual’s ability to focus his/her attention and 
energy on learning and practicing in culturally diverse situations.

•	 Behavior is defined as an individual’s ability to communicate and behave with 
cultural sensitivity when interacting with people of different cultures. It rep-
resents a person’s ability to act and speak appropriately (i.e., use suitable lan-
guage, tones, gestures and facial expressions) in a given culture [9].

Although studies of CQ structures have made some progress in the three-dimen-
sional and four-dimensional structures, they are not always conclusive. One of the 
most potentially contentious issues is whether the structure should or should not 
include a metacognitive CQ dimension. Moreover, apart from the three and four 
dimensions identified in the structures, are there any other dimensions or impor-
tant elements to consider in CQ structures? To answer these questions, there is a 
need for further theoretical and empirical researches.

3  Cultural Intelligence Computational Model

3.1  Data and Knowledge Acquisition

Kon et al. [10], Ang et al. [2, 11] developed a self-assessment questionnaire which 
has 20 questions that measure CQ. This questionnaire was used to collect data for 
studies on the capabilities of the test subjects regarding their cultural adaptation 
capacity. This questionnaire is generally divided into four sections: metacognitive 
(four questions), cognitive (six questions), motivational (five questions) and behav-
ioral (five questions). For example, one of the questions from metacognitive sec-
tion is “I am conscious of the cultural knowledge I use when I interacting with 
people with different cultural backgrounds.” Van Dyne et al. [12] developed a ver-
sion of the questionnaire from the point of view of an observer. It is also based on 
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the 20 questions of Ang et al. [2, 11] in order to measure the CQ of individuals. 
The questionnaire was adapted from each question of the self-assessment question-
naire to reflect the assessment made by an observer rather than the user himself. 
For example, the question of the questionnaire shown above changes from: “I am 
conscious of the cultural knowledge I use when …” to “This person is conscious 
of cultural knowledge he/she uses when ….” As explained by Van Dyne et al. [12], 
these questionnaires allow for the effective assessment of CQ in practical appli-
cations. We therefore adapted the self-assessment questionnaire of Ang and Van 
Dyne [2], along with the observer questionnaire by Van Dyne et al. [12] to measure 
CQ in order to integrate the evaluation functions offered by our system. Thus, the 
user can be evaluated and proper recommendations can be offered by the system.

3.2  Applying Hybrid Artificial Intelligent Technology  
to Computational Model

We used the hybrid neuro-fuzzy technology to design this model. This hybrid 
technology makes use of the advantages and power of fuzzy logic and Artificial 
Neural Network (ANN), which are complementary paradigms. (1) fuzzy logic 
technology is used for three reasons. First, the CQ variables, which are ambiguous 
and imprecise, such as “this person has low motivation” and “that action is highly 
risky because of this religion.” Second, fuzzy logic is particularly well-suited for 
modeling human decision-making when dealing with “soft data,” which come 
from common sense, as well as vague and ambiguous terms. Third, fuzzy logic 
provides a wide range of expressions that can be understood by computers. (2) 
ANN: Although the fuzzy logic technology has the ability and the means of under-
standing culturally natural language, it offers no mechanism for automatic rule 
acquisition and adjustment. The ANN is a good solution for processing incomplete 
cultural information. The ANN can incorporate new cultural data input with the 
generalization of acquired knowledge. The hybrid neuro-fuzzy technology which 
can process CQ “soft data” represents the essence of our computational model.

Modeling is an essential step. Our computational model describes in an abstract 
way the entity of the system and the problematic to solve in our research in order 
to understand better them. The model includes a highly detailed plan so as to take 
into consideration the general layout of the system. The model based on the four 
dimensional structure of Ang and Van Dyne [9] (see Sect. 2). The model is note-
worthy because we use the four CQ dimensions as integrated and interdependent 
entities. This model represents a comprehensive overview of the various aspects 
of CQ researches. Our model ‘filters’ the non-essential details of information. The 
main three parts of our model are shown in Fig. 1.

•	 Input unit presents information (questionnaires) which expresses the answers of 
the user via the input of the user interface;

•	 Filter and Classifier module takes the inputted information, classifies it, and fil-
ters what is not useful for analysis in the next steps;
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•	 Neuro-Fuzzy Network is a neural network with fuzzy inference model capabili-
ties. The system can be trained to develop IF-THEN cultural fuzzy rules and 
determine membership functions for input and output variables. This unit has 
four inputs: metacognition (MC), cognition (C), motivation (M) and behavior 
(BEH), and it has one output: CQ.

Layer 1—Inputs: No calculation is made in this layer. Each neuron corresponds to 
an input variable. These input values are transmitted directly to the next layer.
Layer 2—Fuzzification: Each neuron corresponds to a linguistic label (e.g., high, 
medium and low) associated with one of the input variables in layer 1. In other 
words, the connection of the output, representing the inclusion value which speci-
fies the degree to which the four input values belong to the neuron’s fuzzy set, is 
calculated in this layer.
Layer 3—Fuzzy Rule: The output of a neuron at level 3 is the fuzzy rules of CQ. 
Each neuron corresponds to one fuzzy rule. The neuron receives as input from the 
Fuzzification neurons. Neuron R1 represents Rule 1 and receives input from the 
neurons MC1 (High) and C1 (High). The weights (WR1 to WRn) between layers 
3 and 4 are the normalized degree of confidence of the corresponding fuzzy rules. 
These weights are adjusted when the model is trained.
Layer 4—Rule Unions (or consequence): This neuron has two main tasks: (1) to 
combine the new precedent of rules, and (2) to determine the output level (High, 
Medium and Low), which belongs to the CQ linguistic variables. For example, μR1, 
μR5 are the inputs of CQ1 (High), and µ1(4) is the output of neuron CQ1 (High).
Layer 5—Combination and Defuzzification: This neuron combines all the conse-
quence rules and, lastly, computes the crisp output after Defuzzification. The com-
position method “sum-product” [13] is used. This method represents a shortcut of 

Fig. 1  CQ computational model
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the Mamdani-style inference calculation. It computes the outputs of the member-
ship functions defined by the weighted average of their centroids. The calculation 
formula of weighted average of the centroids of the clipped fuzzy sets CQ3 (Low), 
2 (Medium) and 1 (High) are calculated as shown in Fig. 2.

where a2 is the center and a3 is the end of the triangle. b1, b2 and b3 are the 
widths of fuzzy sets which correspond with CQ 3, 2 and 1.

4  Supervised Learning

One of the main properties of the model is supervised learning, which has the abil-
ity to learn from cultural expert experiences and to improve performance by modi-
fying the CQ rules through learning. Supervised learning involves cultural inputs 
and cultural outputs that are available to our multilayer neuro-fuzzy network. The 
task of the network is to predict or adjust inputs to the desired outputs.

This multilayer neuro-fuzzy network can apply standard learning algorithms, 
such as back-propagation, to train it. The network offers a mechanism for auto-
matic IF-THEN rule acquisition and adjustment. This mechanism is very useful, 
especially in situations where cultural experts are unable to verbalize the knowl-
edge or problem-solving strategy they use.

The principle of the back-propagation algorithm in supervised learning in our 
model is that we provide the model with the final external CQ data that supervised 
learning requires; these data represent the results of a user’s CQ evaluation. Each 
case contains the original input cultural data and the output data offered by CQ 
human experts to be produced by the model. The model compares actual output 
with the CQ experts’ data during the training process. If the actual output differs 
from the data given by experts in the training case, the model weights are modi-
fied. Figure 3 shows two parts (metacognitive and cognitive dimensions) of the 
Fig. 1 with three layers (input layer, hidden layer and output layer) as an example 
to illustrate how the neuro-fuzzy network learns by applying the back-propagation 

(1)y(CQ) =

1
3
b21µ1+ a2b2µ2+

(

a3 −
1
3
b3

)

b3µ3

b1µ1+ b2µ2+ b3µ3

Fig. 2  General CQ Fuzzy 
sets
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algorithm. MC and C refer to neurons in the input layer; MC1/C1 High, MC2/C2 
Medium and MC3/C3 Low refer to neurons in the hidden layer; and R1, R2 and Rn 
refer to neurons in the output layer.

We explain our model’s learning process theory in three steps as follows:

Step 1 Input Signals: we input signals from MC to C into the model; these sig-
nals are propagated through the neuro-fuzzy network from left to right, while the 
difference signals (or error signals) are propagated from right to left.
Step 2 Weights Training: to propagate difference signals, we start at the output 
layer and work backward to the hidden layer. The difference signal at the output of 
neuron R1 at sequence s is calculated as follows:

where ye,R1(s) is the cultural experts’ desired output data of neuron R1 at iteration 
S. DR1(s) is the difference between the output yR1(s) and the experts’ desired out-
put data at iteration s. For example, we use a forward procedure method to update 
the CQ rules’ weight WMC1HR1(MC1 High) Rule R1 for updating weight at the out-
put layer at iteration S is defined as:

Step 3 Iteration: We increase iteration S by one and repeat the process until the 
pre-set difference criterion is satisfied.

(2)DR1(s) = ye,R1(s)− yR1(s)

(3)WMC1HR1(s+ 1) = WMC1HR1(s)+�WMC1HR1(s)

Fig. 3  Back-propagation in CQ computational model learning
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Following the above three-step learning procedure, we give a concrete example 
to demonstrate how the model obtains the desired value after learning, shown in 
Fig. 4. Suppose we have collected five people’s answers as input data, and get five 
corresponding CQ evaluation results from the output of the model as: y = [5, 6, 7, 
3, 2]. For any reason, the cultural experts gave five desired CQ output values as: 
yd = [7, 7, 6.5, 4.5, 7]. We then used these five pairs of input data and the desired 
values to train the model. After nine epoch training processes, our new output 
from the model was: y = [7, 7, 6.5, 4.5, 7].

The model’s output quite accurately resembles the desired CQ values from 
the cultural experts, that is to say, the model has the ability to learn new CQ 
knowledge.

5  Implementing the Model in an Intelligent System

We would like the system, first, to be capable of acquiring, extracting and analyz-
ing the new CQ knowledge of experts, and second, to serve as an efficient team 
comprised of top CQ experts, able to provide both recommendations and explana-
tions to users whenever required in culturally diverse settings. Hence, we imple-
mented the computational model in an expert system, called Cultural Intelligence 

Fig. 4  Learning result in the 
computational model
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Evaluation Expert System (CQEES). Figure 5 shows the structure of the CQEES. 
The CQEES structure includes four main modules:

•	 The CQ Computational Model contains CQ knowledge that is useful for solving 
CQ problems. The soft-computing technology used in this model enables the 
system to reason and learn in an uncertain and imprecise CQ setting. It supports 
all the evaluation steps in the system. This module connects with the Training 
Data Database. The Training Data Database are sets of training examples used 
for training the neuro-fuzzy network during the learning phase.

•	 The Cultural Intelligence Rules examine the CQ knowledge base, which is rep-
resented by the trained network, and produce rules which are implicitly built 
into and incorporated in the network.

Fig. 5  Structure of CQEES
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•	 The Inference Engine controls the flow of information in the system and initi-
ates inference reasoning from the computational model. It also concludes when 
the system has reached a solution.

•	 The Explanation module explains to the user why and how the CQEES reached 
the specific CQ evaluation results. These explanations include the conclusion, 
advice and other facts required for deep reasoning.

The computational model and CQEES are validated and confirmed by evalua-
tions conducted by several cultural experts. The experts simulated some real world 
problems. These validations ultimately reflect the consistency between the real 
world and the artificial intelligent system. Based on the results of the validation, 
users can get two evaluations (self- and observer evaluations) using the 20-item 
questionnaires (see the interface of the system prototype in Fig. 6).

The CQ evaluation process in the CQEES, first of all, receives the input data 
from the 20 items of the questionnaire. The system then analyzes and treats these 
data specifically by applying the strategies of CQ human experts. At the end, the 
system gives the result of the CQ evaluation and provides suggestions for users 
who want to follow the CQ training.

Figure 7 illustrates the CQEES as a black box where the input data corresponds 
to the answers to the 20 items. The output is the evaluation result with explana-
tions to the users.

Fig. 6  Interface of CQEES prototype

Fig. 7  Input and output of CQEES
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For example, two different results of the self-evaluation questionnaire that eval-
uate the user’s CQ are presented in the CQEES as follows:

Result 1: After inputting the answers to the 20 items in the CQEES, the system 
provides the feedback. If a user’s evaluation achieves a high score (e.g.: more than 
8), the system shows the following message in Fig. 8
Result 2: When the evaluation results are below 6, the system accordingly gives 
useful suggestions for personal self-development as required. This process permits 
the system to evaluate users so as to identify their problems in the CQ domain 
and then offers several precise recommendations to users based on the results of 
the evaluation. Moreover, the system uses natural language to give users recom-
mendations in order to provide them with a stress-free and friendly evaluation. The 
CQEES presents some recommendations in Fig. 9

The evaluation result shows that the CQEES allows for improved interactions 
and for more effective aid to users. The evaluation result clarifies and defines the 
exact problem of concern to the users; indeed, the CQEES could be used in self-
awareness training programs. The system provides important insights on personal 
capabilities, as well as information on the user’s own CQ in situations where cul-
tural diversity is of primary importance. This point is particular importance in 
modern learning theories. Organizations could also use the CQEES (both self- and 
observer evaluations) to evaluate and train employees so that the latter may func-
tion more effectively in such situations.

Fig. 8  Self-evaluation result in CQEES (scores higher than 8)
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The CQEES serves as an efficient team comprised of top CQ experts who work 
continuously with individuals and organizations that wish to have an evaluation or 
insights on how to improve their effectiveness in culturally diverse settings.

6  Conclusion

CQ is defined as the capacity to function effectively in cultural diversity. The 
achievement of this research is noteworthy because in the CQ domain, this study 
effectively deals with linguistic variables, soft data and human decision making 

Fig. 9  Self-evaluation result in CQEES (scores lower than 6)
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based on a hybrid neuro-fuzzy technology, and it possesses parallel computation 
and the learning abilities of neural networks. From a practical perspective, first, 
the system is able to evaluate trainees and provide them specific recommendations. 
It is also able to dynamically adapt to the CQ capacity of trainees. Second, this 
system is open in the sense that it can provide a standard interface that can facili-
tate further development. Third, the CQEES is also extensible, both in terms of the 
system concept model and the system implementation. Fourth, this system has the 
potential to work as a training extension agent in order to integrate it into another 
existing intelligent system. Fifth, due to its powerfully designed functions, this 
system is very easy to extend to other application domains, such as Expatriation 
and Business Activities [14]. As a result of its high CQ capabilities, the system can 
not only use its knowledge to train people, but also to work as a CQ decision-mak-
ing support system to help individuals and organizations take cultural decisions in 
cross cultural activities.

The contribution of our research, first, fills that gap between CQ and AI. 
Second, it improves the application of CQ theories in the cognitive domain. The 
research focuses on modeling four CQ dimensions as an integrated and interde-
pendent body. As a result, the theories should be more complete, more efficient, 
and more precise in their applications. Third, we have made progress in the 
domain of AI by computerizing CQ. As a result, new research topics and direc-
tions have arisen, and the range of computational intelligence possibilities has 
been expanded. Fourth, our research is groundbreaking as it simplifies the work of 
the researchers by freeing them of heavy, complex, repetitive tasks, normally car-
ried out manually in the process of CQ studies.
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Abstract This work presents a recommender system of economic news articles. Its 
objectives are threefold: (i) managing the vocabulary of the economic news domain 
to improve the system based on the seamlessly intervention of the documentalist (ii) 
automatically multi-classify the economic new articles and users profiles based on 
the domain vocabulary, and (iii) recommend the articles by comparing the multi-
classification of the articles and profiles of the users. While several solutions exist 
to recommend news, multi-classify document and compare representations of items 
and profiles. They are not automatically adaptable to provide a mutual answer to pre-
vious points. Even more, existing approaches lacks substantial correlation with the 
human and in particular with the documentalist perspective.

1  Introduction

The decision-making process in the economic field requires the centralization 
and intakes of a large amount of information. The aim is to keep abreast with 
current market trends. Thus, contractors, businessmen and salespersons need 
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to continuously be aware of the market conditions. This means to be up-to-date 
regarding ongoing information and projects undergoing development. With the 
help of economic monitoring, prospects can be easily identified, so as to estab-
lish new contracts. Our tool is specialized in the production and distribution of 
press reviews about French regional economic actors. The overload of news infor-
mation is a particular case of information overload, which is a well-known prob-
lem, studied by Information Retrieval and Recommender Systems research fields. 
News recommender systems already exist [1], Athena [2], GroupLens [3] or News 
Dude [4]. Some of these systems use domain knowledge to improve the recom-
mendation task [1, 2]. To achieve this goal, a content-based recommender system 
is being developed. A recommender system is necessary for the item ranking and a 
content-based approach is required to analyze the content of each article to struc-
ture and preserve information content. The results of the analysis enable linking 
the domain knowledge to the articles to improve the recommendation task [1, 2]. 
Content-based recommender systems typically follow a two-step process:

(i) the indexing of articles and users (also known as profiling), which allows to 
describe them.

(ii) the comparison process which consists in comparing the description of the 
articles and the profiles of the users. The latter computes the article relevance 
with regards to the user profile.

In order to capture the economical context, we are moving towards a custom-
ized review for each user and towards an opinion survey on magazine readers that 
cover a broad array of subjects, including news services.

As consequence of this effort, the complete production process of the review 
is redesigned to produce and to automatically distribute a customized review for 
each user. So, the aim of the overall system is to manage all news articles pro-
duced, and provide the most relevant article for each customer.

In this paper we focus on:

(i) Content-based recommender system, and on the indexing subtask of textual 
items, based on a controlled vocabularies. Ontologies are central to our pro-
posal, as they are used to represent and manage the controlled vocabularies, 
to describe profiles and articles, and finally to automatically multi-classify 
them via inference process. Also, we adopt a machine learning approach for 
generating a prediction model for supporting the automatic classification. This 
paper presents a proposal for enriching the documentalist-oriented ontology 
with the model prediction rules, which provides the necessary capabilities to 
the DL reasoner for automatic multi-classification.

(ii) Moreover, we are interested in the distinction between the relevance and the 
similarity, two notions that are often mixed up. We propose a new measure, 
Relevance-Measure, that allows us to capture the relevance of an article for a 
given user profile, based on their ontological descriptions.
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This paper is organized as follows. First we present the background research work 
and related work. In the second section we present the system architecture fol-
lowed by, in Sect. 4 the description of our proposal to automate the  indexing task 
and his valuation, in Sect. 5 the indexing task applied to the particular case pro-
files and in Sect. 6 the description of our proposal to compute relevance of articles 
according to profiles and his valuation. Finally, we summarize the contributions.

2  State of the Art

The large amount of information on the web, company information systems, 
 digital libraries, selling websites and so on, is a well-known fact. Recommender 
systems aims at providing for each user the better items according to his/
her needs. Items can be websites, news articles, books, video, music, washing 
machine, etc. In the literature two paradigms are distinguished. First, Content-
Based Recommender Systems try to recommend items similar to those a given 
user has liked in the past. Second, Collaborative Filtering Recommender Systems 
identify users whose preferences are similar to those of the given user and recom-
mend items they have liked [5]. Some subtasks should be performed and the first 
is named the indexing task. It is possible to distinguish two cases, the indexing of 
items, by content analysis, and the indexing of the profiles, via profiles learning 
(which generally includes a study of the behavior for implicit feedbacks or pro-
posed to the user to giving explicit feedbacks as “I like” button). Both can be seen 
as a multi-classification task. The second task: comparison, consists in filtering 
each item relative to a given profile [6]. The survey of Nagewara Rao [7]  proposes 
a general comparison of the main advantages and drawbacks of each kind of 
Recommender System (e.g. content-based or collaborative filtering).

Knowledge management for humans and machines handling. As it is presented 
in the survey about controlled vocabularies from [8], more and more companies 
use controlled vocabularies in their information system. Several kinds of structure 
are used to manage vocabularies, i.e. from the lowest to the richest semantic def-
inition: glossary, taxonomy, thesaurus, ontology. A lot of companies plan to use 
ontologies in their applications [8]. While acquiring, managing and maintaining 
controlled vocabularies are important yet relatively easy tasks for the documental-
ist, the ontology approach to model the domain knowledge is hardly accessible 
for them due to the complexity of the logical structure, but it is easily used by the 
machine because it is formal.

Indexing by multilabel-classification: In order to make the indexing process 
automatic, the system has to associate a set of labels from the taxonomic thesaurus 
to each article and profile. This cannot be done without the two following process: 
(i) a text analysis process to extract keywords and other features from texts and (ii) 
a machine learning process to learn from examples. Feature extraction processes 
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range from simple term extraction process like tf-idf [9] to text-based semantic-
aware processes, e.g. term extraction from text based on (i) information retrieval 
methods [10], or (ii) based on NLP works [11, 12]. It is possible to use several 
degrees of text processing tools (and preprocessing), to extract noun phrases 
(i.e. tokenizer, part of speech tagger, handmade patterns and even parsers). This 
process allows us to interlink a set of terms (i.e. features) from the article term 
extraction process (i.e. content analysis) and the set of taxonomic keywords (i.e. 
labels) for the articles indexing task.

Machine learning process has two primary goals: Prediction and Description. 
Prediction is concerned with using features of previously classified examples 
(e.g. documents or any other resources that can be analyzed and classified) to predict 
the unknown classification (i.e. labels). Description, on the other hand, focuses on 
finding human-interpretable patterns that describe the performed classification.

Two main categories of label-classification prediction can be enumerated: the 
single-label and the multi-label classification. Single-label classification aims 
to learn a prediction model from a set of examples that are related with a sin-
gle label from a set of disjoint labels. In multi-label classification instead, the 
examples are associated with a set of labels [13]. Multi-label classification faced 
increased attention in the last decade, overcoming the single-label classification 
previous dominance, but it was only much recently that hierarchical multi-label 
classification (HMC) approaches received the desired attention [14–16]. Even 
so, some of the so-called HMC approaches do not follow a strict hierarchical 
semantics (in the sense of subsumption), but a clustering approach. This is the 
case of the state of the art “hierarchical” multi-label approach HOMER [17] and 
that of [18] that uses Predictive Clustering Tree (PCT) framework. However, 
unlike HOMER, the approach described in [18] is constrained by the taxonomy 
or Direct Acyclique Graph (DAG) underlying the training and testing  datasets. 
This is also the case of other works, notably in the area of  bioinformatics 
[14, 19].

Both [18, 19] are very interested in the description of the predictions to the user. 
In [20] the authors propose an iterative and interactive (between AI methods and 
domain experts) approach to achieve prediction and description (which are usu-
ally hard to fulfill), considering domain expert knowledge and feedback. Unlike us 
however, in [20] the authors do not aim to automatically multi-classify the items 
but only to improve the ontology, which means that the resulting ontology is not 
used for automatic classification of items.

In [15] the authors propose an approach to build ontologies using data min-
ing results upon databases. The result is the enrichment of the ontology with new 
concepts and datatype properties, which is far from the required specification of 
classes. Our goal instead is to enrich the already existing taxonomic thesaurus 
with constraints capturing the prediction model allowing the user to perceive the 
taxonomic thesaurus, rules and the adopted features.

In [21] the authors are concerned with automatically creating an ontology from 
the text documents without any prior knowledge about their content. For that they 
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use an iterative and interactive 4-phases process. Unlike [15, 16] that constructs 
thesaurus from the learning examples, in this project/paper the thesaurus-based 
taxonomy already exists and should be applied both in the automatic classification 
and description.

The profiling is a particular case of indexing, most of existing approaches try 
to nd correlations based on reading time and eventually scrolling [22, 23] states 
that there is a lack of research literature about other methods. Reading time is gen-
erally correlated to the relevance of the resources, but this correlation is highly 
dependent on the reading condition (test protocols), and more importantly on the 
task complexity [24, 25]. Assuming it is possible to qualify these two character-
istics in an application, it would be possible to determine a reading time thresh-
old from which a document can be relevant. The use of scrolling, eyetracking and 
implicit methods in general are not sufficient, but these methods seem to improve 
the precision of the recommendations in conjunction with ratings [22, 23, 26, 
27] concludes by saying that if other actions are taken into account, they must be 
weighted, as saving or printing a document is probably more important than copy-
ing a part of it for example.

Comparison and relevance: Vector Space Model (VSM) [28] involves the rep-
resentation of items to be recommended (e.g. articles), and sometimes the users 
needs (e.g. queries, profiles) as vectors. This presentation allows the use of dif-
ferent metrics for comparison. In this article we use the Cosine distance similari-
ties. Many recommender systems based on content use them to make comparisons, 
either between items or between item and profile [1, 2, 4, 29, 30]. This method 
of linear algebra has two main advantages: it not only provides a non-binary out-
come, so for ordering the results of recommender systems, but also allows quick 
calculations and resistance to scalability.

Furthermore, methods of information retrieval can be used to take into account 
the knowledge from a knowledge base while using a vector modeling. The pro-
posed approach [31] uses the WordNet lexical knowledge base [32] to improve the 
management of the heterogeneity of natural language and thus improve the under-
standing of user needs. The idea is to add information to user queries (query 
expansion). This method increases the return1 with the aim of improving overall 
system performance. We adapt this method to the way which the domain knowl-
edge in our ontology is modeled.

We found that the concepts of similarity and relevance are usually combined in 
systems using vector modeling. Determine suitability as a similarity does not take 
into account the different levels of specificity in the description of the requirement 
of users. This description is, however, made possible by the use of external knowl-
edge system. We propose an evaluation of the relevance, Relevance measure using 
the concepts of similarity, but taking into account the perception of the relevance 
by the user.

1 Number of items correctly considered as relevant to the actual number of relevant articles.
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3  The System

Our system is an ontology-driven content-based recommender system (also named 
semantic-based recommender system). An ontology is created and populated 
with the help of company experts, in order to model their domain knowledge in 
a knowledge base. As a classic content-based recommender system, our system is 
composed of two main tasks (Fig. 1). The first one is indexing, to create a rep-
resentation of each items content, and users needs. In our system the knowledge 
base is also populated during this task. The second task is comparison, to apply 
a comparison metric between items and profiles representations so as to measure 
each items degree of relevance for each profile. Items are ranked with the help of 
the relevance measure, before being provided to the user. These subjects are devel-
oped as follows.

3.1  The Knowledge Base

In order to capture the economical context, we move towards a customized review 
for each user and towards an opinion survey on magazine readers that covers a 
broad array of subjects, including news services. Criteria for a relevant customi-
zation of the review were identified as a result of this survey as well as expert 

Fig. 1  Our ontology-based recommender system
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domain knowledge. These criteria are economic themes (i.e. main economic 
events), economic sectors, temporal and localization information. Vocabularies 
associated to these criteria are defined and structured by experts as thesauri. These 
thesauri are used as facets for the description of the items and profiles. An hybrid 
domain knowledge representation has been developed, in which the skeleton of 
the domain knowledge is delivered by an ontology that captures the process and 
application needs, complemented by a set of thesauri that capture the domain 
knowledge of the experts. These thesauri has been captured in a very light, expert-
oriented fashion, with minimal formal semantics and consistency obligations. 
Once integrated in the ontology the strict semantics of OWL DL is followed. The 
relations in thesauri are integrated into the ontology to be used in the recommen-
dation process as input for the evaluation of the semantic distance between arti-
cles and profiles. Furthermore, these thesaurus relations are very important for 
the experts’ tasks as allow them to better and faster understand the context of the 
word/label to use in an articles or profiles indexing.

3.2  Indexing

To achieve the recommendation of articles to customers, the system needs are a 
representation of the content of each article, and representation of the needs of 
each customer. The index used in our system is the same for articles and profiles: 
the knowledge base (Fig. 1a). Articles and profiles are represented by instances in 
our knowledge base. The ontology contains several roles to model articles’ con-
tent, and users’ interests. To avoid manual classification of articles, which is a time 
consuming process, we propose to adopt a machine learning approach for gener-
ating a prediction model for supporting the automatic indexing. The documental-
ist-oriented ontology is enriched with the model prediction rules, which provides 
the necessary capabilities to the DL reasoner for automatic multi-classification. 
To ensure the same quality as manual indexing, the documentalist who know the 
economic context, perform the supervision and correction. This is discussed in the 
Sects. 4 and 5.

3.3  Comparison

The recommendation task is mainly based on the comparison between the user pro-
file and the items available for recommendation. The system uses the knowledge 
base as an index, and profiles and articles are presented through a set of instances 
and relations. For each article validated by writers, the full content is inserted in the 
database and a representation of the article is created in the knowledge base. An 
instance of the concept article and an instance of each isAbout relation are created 
to link the article to its criteria. For each profile made by the sellers, the associated 
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representation is created in the knowledge base. An instance of the concept profile is 
created, and each isInterestedIn relation between the profile instance and its criteria 
are instantiated. We present the comparison method used in the Sect. 6.

4  Automatic Indexing Task

The automatic indexing task (Fig. 1b), is the automatic association of a set of 
labels from the taxonomic thesaurus to each article. This task needs the follow-
ing process: (i) a text analysis process to extract keyword and other features from 
texts and (ii) a machine learning process to learn the classification process from 
examples.

This paper does not aim at improving the state of the art in multi-classification, 
nor in ontology learning from text, but instead to propose a method to semanti-
cally enrich the ontology by adopting machine learning processes in order to both 
classify and describe classification, so the gap between the experts perspective and 
the classification rules representation is filled. First we present the method and 
then its evaluation.

4.1  Four Steps Method for Automatic Indexing

Our method is based on four following steps.

1. The vectorization phase allows generating the matrix of term frequencies from 
a learning set.

2. The resolution allows creating logical constraints (rules) associated to the key-
words of the taxonomy (controlled vocabulary) using named entities extracted 
in the vectorization phase. This phase generates a flat ontology.

3. The hierarchization allows to generate a class hierarchy of subsumption of the 
ontology used to label documents.

4. The realization allows searching and deducing the most specific classes of doc-
uments to be classified which consists in generating the multi-classification.

Phase 1: uses the indexing work already done by librarians and a text analysis 
process to extract keywords, to generate a matrix that presents the frequency of 
each word for each label.

Phase 2: uses the matrix to define rules able to define whether an item should be 
associated with a label based on the terms contained. Two frequency thresholds 
are defined, α and β. The words whose frequency is greater than the thresh-
old α are considered as reliable clues. The presence of one of these words is 
 considered as sufficient to consider that the document must be associated 
with the label. The β threshold is a lower frequency. In this case we need a 
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combination of β-terms (having frequency greater then β) to confirm the label 
for a document. More information about the indexing rules can be found in [33].

Phases 3 and 4: are done using standard reasoner: FaCT++, HermiT and Pellet.
Phase 3: the classification provides two types of results. The first is the discovery 

of the most specific subsuming class. The second allows to infer equivalence 
classes when the logical constraints are equivalent. On one hand, this means 
that when a document is labeled with a class that has subsumers, this document 
will also be labeled by subsumant classes. On the other hand, when a document 
is labeled with a class that has the equivalence classes then this document is 
also labeled with equivalent classes. These two elements can achieve a multi-
labeling, knowing that the terms of the taxonomy are hierarchical. Accordingly, 
this is a hierarchical multi-label classification (HMC) process.

Phase 4: the realization phase consists in finding all the most specific classes of 
individuals. This phase is carried out by the inference engine which enables to 
deduce all the more specific classes. It also allows to manage multi-labeling 
while adding subsuming and equivalent classes. As consequence, a document is 
multi-labeled according to a hierarchy.

4.2  First Evaluation of the Approach

In this section we present a preliminary evaluation of the indexing approach. Due 
to the lack of real data for our platform, the evaluation is based on the delicious 
dataset available on the Mulan2 project web site already used in some multilabel-
classification works [11]. It was extracted from the del.icio.us social bookmarking 
site on the 1st of April 2007 and contains textual features and tags of webpages.
The characteristics of this dataset, used to train the classifier for tag recommenda-
tion, are illustrated in (Table 1).

With this dataset the (phase 1) manual multi-classification and the (phase 2) 
 feature extraction tasks are not necessary: features and tags are already associated 
with documents and a sub-dataset is predefined for the (phase 3) learning of the pre-
diction model. Our prediction model is the set of α and β-rules. The ontology is popu-
lated (phase 4), and reasoners are used to perform the multi-classification task. The 
results produced by the reasoner are not only a multilabel-classification of documents, 
but also a hierarchical reorganization of tags based on the equivalence rules. Table 2 
presents a benchmark of the three best reasoners evaluated on different hardware.

Table 2 shows that the β-type rules are much more time and memory consum-
ing. We have only one result to show. Only FaCT++ produced a result with the 
best machine and an ontology without any instance (i.e. document). Within 2 h 
the reasoner infers a hierarchical reorganization of tags based on the equivalence 
rules. Yet the ontology populated with documents and equivalent class rules seems 

2 http://mulan.sourceforge.net/.

http://mulan.sourceforge.net/
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very time consuming even for FaCT++. The ontology with β-type rules is not 
evaluated in the following steps due to the lack of results provided by reasoners.

This precision-recall evaluation is only based on α-rules, because of the 
 difficulty for reasoners to provide results with β-rules. Table 3 shows that the qual-
ity of the results are low. Another approach [17] with this dataset also shows low 
value for the F-measure.

One of the consequences of our method to create rules (i.e. with an average of 
10 terms for all rules) is the creation of some ruleless classes. With this method, 
for our 983 classes, only 427 have rules. There are 556 classes without labeling 
rule (obviously, theses classes should have had β-rules). So there are classes that 
the predictive model can not affect. This impacts very negatively the Recall.

Our experiments allow to determine that only one of the selected terms for the 
rule is not a sufficient clue. So, α-rules are not convenient for every labelling case, 
because it requires other word(s) to confirm a label. The solution is β-rules, but the 
impact on the computation time and memory used is very important.

The realization phase, shows interesting results such as the detection of seman-
tic proximity between the terms tags “blogger”, “blogging”, “wp” (i.e. acronym 
for wordpress) and “wordpress”. For instance, the semantic proximity is detected 
between the terms tags blogger, blogging, wp and wordpress, but these results will 
not be described further here.

Table 2  Reasoner time computation comparison with α and β-rules

aNot enough memory
bToo much time consumption (more than 3 days)
cOnly the hierarchical reorganization of tags for the document less ontology

α-rules FaCT++ HermiT Pellet

i7 4Go DDR3 50 s n.e.m.a n.e.m.

Xeon E3 24Go DDR3 – 8 h 18 h

α and β-rules FaCT++ HermiT Pellet

i7 4Go DDR3 n.e.m. n.e.m. n.e.m.

Xeon E3 24Go DDR3 n.e.m. outb out

Xeon E5 128Go DDR3 2 h/outc out out

Table 3  Evaluation and 
comparison with a similar 
work of multi-classification

Evaluation Precision Recall F1-measure

Proposal with α-rules (%) 30 6 10

HOMER [17] (%) – – 25

Table 1  The dataset in some numbers

Dataset Exemples Attributes Labels

Train Test Numeric Nominal Count Cardinality Density

Delicious 12,920 3,185 0 500 983 19.020 0.019
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5  Profiling and Profile Refinement

The previous section addresses the indexing of articles (Fig. 1b), profiling 
(Fig. 1c) (i.e. profiles indexing) is made similar way. Keywords are extracted from 
the articles that have been loved by users, as well as notes taken by the experts 
during the conversation with the customer. Manual profiling done by the experts 
can be used as a basis for the learning task. So automatic indexing is realized 
in the same way as it is described in the previous section. But manual indexing 
performed by the experts is not precise, it aims to launch the system in response 
to the cold start problem. A phase of refinement is necessary to identify more 
 precisely the users needs.

To capture the user behavior, we integrate some sensors in the web application 
which presents the economic articles recommended. These sensors are of three 
types. The first one permits to capture the significance of an article due to the login 
of the user. When the user redirects an the information, his/her logs are updated 
and taken into account. The second sensor is the time spent to read an article. In 
order to read the complete article, the user has to click on a button with start a 
timer. The click on the button is itself an important information. The last sensor 
is a news filter system that allows to regenerate the web page regarding the most 
important information for the user. The navigation behavior is stored in our rec-
ommender system to qualify the profile refinement, using the three kinds of foot-
prints: actions, reading time, and domain specific knowledge.

6  Automatic Recommendation Task

The recommendation task (Fig. 1d) is mainly based on the comparison between 
the user profile and the items available for recommendation. The semantic descrip-
tion of each article and profile is stored in an ontological knowledge base. In order 
to use the vector space model, it is necessary to transform these descriptions into 
vectors. This modelling is less expressive than an ontology because the dimen-
sions being orthogonal in a vectorial model, every element of each vector is con-
sidered independently ti the other [31].

According to the previous section, the description vectors of the articles and 
profiles only consist of the instances of the criteria which are directly related 
to them in the knowledge base (i.e. terms of each facet with which the article 
instance or profile is related to in the knowledge base).

We develop a vector expansion method based on the work of [2]. It is adapted 
to preserve the ontology knowledge in the vectors. The instances of each criterion 
are organized in a hierarchy in the knowledge base. For each added instance, its 
parent instances are also added.
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6.1  Similarity Versus Relevance

An article can more or less fit the needs of a user, that’s why we use the vectorial 
model to estimate the relevance. Unlike classic approaches that mix up the con-
cepts of similarity and relevance [28], we distinguish them.

Similarity: Similarity(x, y) : I × I → [0, 1] is a function that evaluates the simi-
larity degree between two objects x et y. In our case, x is an article and y is a 
profile. This function must satisfy the three properties of positivity, reflexivity et 
symmetry. The similarity evaluation in a vectorial space can be done by different 
measures, such as cosine similarity, Jaccard similarity or euclidean distance. In 
this article, we will illustrate our comment with cosine similarity because it is the 
most used in the literature. The cosine similarity between two vectors �a and �p is 
based on the measure of the angle Θ between the two vectors.

Relevance: Relevance (x, y) : I × I → [0, 1] is a function that measures the rel-
evance degree of an article x for a profile y. This relevance measure must respects 
the properties of positivity and reflexivity, but not symmetry. Relevance is a con-
cept widely used in the information retrieval field. In our case, the relevance is not 
binary.

Hierarchical relations between two related topics is a good example to highlight 
the difference between similarity and relevance: if a given user is interested in the 
city of Paris, he may be interested in more specific information (monuments, his-
tory…), but not in more general information about France. To solve this issue, 
we use an intermediate vector. The sub-vector −→sc  consists of the shared instances 
between the vectors of the article −→ac and the profile −→pc. Therefore we define the 
relevance for a given criterion c in the following way :

With Sc the sub-set of shared elements of the set of instances in relation with both 
the profile I ′p,c and the article I ′a,c; Sc = I ′p,c ∩ I ′a,c. ∀ix,c ∈ Sc, the vector −→sc  consists 
of the elements of the set Sc; 

−→sc =
〈

i1,c, i2,c, . . . , it,c
〉

. With this method, it is pos-
sible to balance the weight of the precision difference between profiles and arti-
cles. In our case, we use ω′

1,c = 1 et ω′

2,c = 4, considering that the precision loss 
of the profile compared to the article mustn’t influence the result by more than 
20 %. Moreover, the precision loss of the article compared to the profile must 
influence greatly the result, i.e. by 80 % in our case. The global Relevance (−→a ,

−→p ) 
is the sum of the relevance measures for each criterion, eventually weighted. This 
measure is used in our prototype to sort the results (articles) proposed to the user, 
according to his profile:

(1)Relevancec(
−→ac ,

−→pc ) =
ω′

1,c × Similarityc(
−→ac ,

−→sc )+ ω′

2,c × Similarityc(
−→pc ,

−→sc )

ω′

1,c + ω′

2,c

(2)Relevance (−→a ,
−→p ) =

∑

ωc ∗ Relevancec(
−→ac ,

−→pc )
∑

ωc
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6.2  Experiments

We have compared two different aspects (binary and rank evaluation) of the results 
of the articles recommendation via cosine similarity (C), cosine similarity with 
extended vectors (B) and Relevance Measure with extended vectors (A), which 
handles the precision difference between profiles and articles. For our evaluations, 
the set consists of 10 profiles and 70 articles corresponding to one day of articles 
production. For the binary evaluation, a manual selection of the relevant articles 
has been conducted for each profile by experts. For the rank evaluation, a man-
ual ranking of the relevant articles has been conducted for each profile by experts. 
In both cases, the results of the different algorithms are compared to the work of 
experts, considered as an ideal recommendation.

Binary evaluation: To evaluate the binary recommendation we use the classical 
measures used in information retrieval, i.e. precision, recall and F1-measure, [34]. 
Every article with a correlation to the profile superior to 0.5 is kept. The results 
of the binary evaluation of the recommendation presented in Table 4 confirm the 
results of [31], as for the interest of vector expansion, and show that our Relevance 
Measure method, with distinction of the relevance and similarity gives the best 
result.

Rank evaluation: To evaluate the rank evaluation of the recommendation, we 
use two most popular linear correlation measures: Spearman’s rank and Kendall 
Tau rank. The output score of these method ranges from −1 to 1, 0 being the lack 
of similarity, 1 the complete similarity and −1 the opposite. The results of the 
evaluation are presented in Table 4. The interest of vector expansion is also con-
firmed here. Moreover, the results show that the use of our Relevance Measure 
enhances furthermore the performances of the system.

7  Conclusion

This article describes the architecture developed in the context of global project to 
develop a recommender system of economic news articles.

The first point addressed in this paper is automatic indexing article and pro-
files based on controlled vocabularies contained in an OWL-DL ontology using 
reasoners. We describe the process of using an HMC approach to enrich an already 
existing ontology to be used for automatic multi-classification of economic news 

Table 4  Result of binary and rank evaluation measures for each algorithm

Algorithms Precision Recall F1-measure Kendall Tau rank Spearman’s rank

A 0.856 0.971 0.910 0.837 0.899

B 0.916 0.453 0.607 0.830 0.894

C 0.883 0.181 0.301 0.713 0.694
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articles. We decided to capture the prediction model into the taxonomic thesaurus 
part of the ontology, thus transforming it into a more semantically rich ontology. 
Based on the early experiments, it was observed that the logical axioms/rules sug-
gested the existence of several subsumption relations that were not present in the 
taxonomic thesaurus, giving rise to Direct Acyclic Graphs, i.e. a class can have 
more than one super-class. While this observation is potentially relevant for the 
refinement of the taxonomic thesaurus and therefore for the classification, a deeper 
and finer analysis and expert-based experiments have to be performed to better 
understand the advantages, disadvantages and potential applications. Moreover, 
our preliminary tests have highlighted the complexity of reasoning on ontology.

The second point addressed in this paper is comparing articles and profiles 
indexed with vocabularies from the knowledge base using an approach based on 
the VSM. We present the adaptation of a standard VSM recommender system to 
our specific method of indexing (e.g. articles and profiles are semantically defined 
in the knowledge base via relations with the domain knowledge already defined 
in it). We explain the specific task of comparison that we adapted to our case and 
finally we evaluate our algorithms using both binary and graded evaluation and 
show that the results are improved.
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Abstract The success of time series data mining applications, such as query by 
content, clustering, and classification, is greatly determined by the performance 
of the algorithm used for the determination of similarity between two time series. 
The previous research on time series matching has mainly focused on whole 
sequence matching and to limited extent on sequence-to-subsequence match-
ing. Relatively, very little work has been done on subsequence-to-subsequence 
matching, where two time series are considered similar if they contain similar 
subsequences or patterns in the same time order. This paper presents an effec-
tive approach capable of handling whole sequence, sequence-to-subsequence and 
subsequence-to-subsequence matching. The proposed approach derives its strength 
from the novel two stage segmentation algorithm, which facilitates the alignment 
of the two time series by retaining perceptually important points of the two time 
series as break points.

Keywords Data mining · Dimensionality reduction · Piecewise linear represen-
tation · Time series representation

1  Introduction

Many areas of science, engineering and business are generating, archiving 
and processing vast amounts of time series data. Mathematically, a time series 
T = {T[1], T[2], …, T[n]} is a sequence of n real numbers in the increasing order 
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of time, where each value has a time stamp. The ability to match two time series, 
T1 of length m, and T2 of length n, to determine their similarity, is a fundamen-
tal and critical step in most time series data mining applications including query 
by content, clustering and classification [1]. Time series T1 and T2 may differ in 
length, time scale, amplitude scale, time shift, and amplitude shift. There may be 
considerable distortion due to time warp and noise, and the elements of T1 and T2 
may not align. In such cases, the matching should be established on general shapes 
and local trends of T1 and T2. There are three time series matching scenarios.

1. Sequence-to-sequence matching
2. Sequence-to-subsequence matching
3. Subsequence-to-subsequence matching

The subsequence-to-subsequence matching, which is the task of establishing simi-
larity based on sufficiently long similar subsequences of T1 and T2, has received 
very little attention and remains an open research problem. In the simplest case, 
where T1 and T2 are of the same time scale and basic Euclidean distance is used as 
the similarity measure, the order of computation for subsequence to subsequence 
matching is O(n3m). As time series are high dimension data, the computation of 
dissimilarity between two time series in their raw form is very expensive. The situ-
ation becomes even worse, if the data points of the two time series do not align.

This paper presents an approach capable of handling sequence-to-sequence, 
sequence-to-subsequence, and subsequence-to-subsequence matching effectively 
and efficiently. A segmentation algorithm that selects perceptually important points 
as primary break points, a time series alignment algorithm that suggests sequence-
to-sequence, sequence-to-subsequence, or subsequence-to-subsequence based on 
the relational analysis of primary break points, and a hierarchical representation 
that supports coarse-fine matching are the primary contribution of this paper.

The remainder of this paper is organized five sections. Section 2 reviews briefly 
the related work. The HPLA based time series matching approach is described in 
Sect. 3. The approach consists of three major steps: Identification of perceptually 
important primary breakpoints, alignment of the two time series to identify pairs 
of corresponding candidate matching segments, and matching of segments in each 
suggested pair using their HPLA representations. The experimental results using a 
variety of time series data are analyzed and discussed in Sect. 4. Finally, the con-
clusion is given in Sect. 5.

2  Related Work

Several distance measures have been developed for the computation of the dis-
similarity between T1 and T2 [2]. These distance measured are grouped into 4 
categories: lock-step, elastic, edit and threshold based distance measures. The 
computationally efficient lock-step distances are not capable of handling even 
the slightest misalignment between T1 and T2. The elastic measures, such as 
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Dynamic Time Warping (DTW), allow time series to be stretched or compressed 
as needed to achieve good matching [3]. As time series are high dimension data 
and DTW uses dynamic programming requiring O(mn) time, matching time series 
in their raw form is computationally expensive. Researchers have embraced two 
approaches for improving computational efficiency. They have developed tech-
niques to speed-up DTW and other time series matching algorithms, and to repre-
sent time series compactly while preserving salient attributes.

Sakoe and Chiba [4] improved the efficiency of the DTW algorithm by defining 
a warp window, and by comparing each data point of T2 (query sequence) with 
only the data points of T1 (sequence in the data base) that are inside the warp win-
dow. The Fast Time Series Evaluation algorithm (FTSE) maps data points of T1 
into a grid based on their values. The data point of T1 that matches T2[i] is deter-
mined by comparing T2[i] with only the data points of T1 that reside in the same 
grid cell as T2[i] [5]. The Embedding-Based Subsequence Matching (EBSM) 
algorithm converts each subsequence of T1 into a k-dimensional vector, where the 
ith component of the vector is the DTW distance between the subsequence and 
the ith embedding sequence. Thus, each time series T1 in the database becomes 
a sequence of vectors. The query sequence T2 is also converted to a vector using 
the same embedding sequences, and vector matching techniques are used for 
retrieval. The experimental results in [6] indicate one to two orders of magnitude 
faster retrieval than the brute force method. Though time series are converted to 
sequence of vectors offline, the approach generates a large number of vectors with 
high computational cost. Many widely used methods including DTW are natural 
for only sequence-to-sequence matching. There are variants of DTW algorithm, 
which are developed for sequence-to-subsequence matching [7]. Some methods, 
in order to handle this problem, cut the long time series into non-overlapping short 
segments, and match each segment with the query sequence [8]. Such approaches 
cannot retrieve any subsequence other than the stored segments. Faloutsos et al. 
[9] use a sliding window of size w to convert each time series in the database to a 
trail in a low-dimensional feature space. The window is placed at all possible posi-
tion, features are extracted for the subsequence inside the window and used to map 
the subsequence to a point in the feature space. The trail is partitioned into sub-
trails, and each sub-trail is enclosed in a minimum bounding rectangle for index-
ing purpose. Similarly, the query sequence T2 is mapped to the feature space to 
determine the sequences for retrieval.

The second approach obtains compact representations of the two time series, 
and matches them in the representation space. During the past two decades, sev-
eral representations, such as Discrete Fourier Transform (DFT) [10], Discrete 
Wavelet Transform (DWT) [10], Singular Value Decomposition (SVD) [11], 
Piecewise Aggregation Approximation (PAA) [12], Adaptive Piecewise Constant 
Approximation (APCA) [13], Piecewise Linear Approximation (PLA) [14], 
Piecewise Polynomial Approximation (PPA) [16], Symbolic Representations 
(SAX) [15], etc. have been developed.

It is important to note that most of the time series matching research is 
in the context of query by content, where the focus is on whole sequence or 
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sequence-to-subsequence matching. The indexing centered algorithms and 
 representations are not very beneficial to many other applications of time series 
matching. The speed-up techniques beneficial to indexing, for example, are not 
beneficial to clustering, where pairwise comparison of all time series in the dataset 
is needed. It is fair to say that, relatively, very little work has been done on subse-
quence-to-subsequence matching of time series.

Any representation that is suitable for subsequence-to-subsequence matching 
must segment and represent the matching subsequences in the two time series sim-
ilarly, even if the two time series differ in translation, time and amplitude scale. 
Ideally, the segmentation should ensure a one-to-one mapping of segments of 
the two matching subsequences, and the corresponding segments must be simi-
lar. One approach is to partition time series at perceptually important points, and 
build the representation for each segment independently. The local maxima and 
minima, and points at which the slope changes abruptly may be taken as the per-
ceptually important points. Bettaiah and Ranganath [17] have clearly shown that 
the segmentation algorithm used for the generation of PAA, APCA, PLA, and 
SAX representations do not segment the two time series to meet the stated require-
ment. Thus, they are not able to support subsequence-to-subsequence matching 
[19]. The DFT being a global transform is also not able to handle subsequence-
to-subsequence matching [17]. The PLA representation has the potential to sup-
port the development of algorithms for all matching scenarios if each time series 
is segmented into identifiable segments by placing breakpoints at the perceptually 
important local maxima and minima [18]. However, well-known and frequently 
used segmentation methods (sliding window, top-down and bottom-up) do not 
guarantee the identification of PIPs as breakpoints.

3  The HPLA Based Time Series Matching Approach

An efficient and effective approach for subsequence-to-subsequence matching is 
given in this section. The approach consists of three major steps: Identification 
of perceptually important primary breakpoints, alignment of the two time series 
to identify pairs of corresponding candidate matching segments, and matching of 
segments in each suggested pair using their HPLA representations.

3.1  Identification of Perceptually Important  
Primary Breakpoints

Usually, a time series has many local maxima and minima due to the presence of 
noise. The goal is to develop an algorithm that ignores minor fluctuations and identi-
fies prominent peaks and valleys that define the general shape of the time series. The 
following algorithm selects such prominent peaks and valleys as primary breakpoints.
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The algorithm first identifies every maximum (minimum) with a raise (fall) 
greater than the average raise (average fall) as an initial perceptually impor-
tant maximum (minimum), and stores its value in Prominent_MaxMin_I. 
The time index of each entry in Prominent_MaxMin_I is recorded in 
Prominent_MaxMinIndex_I. The adja-cent elements of Prominent_MaxMin_I are 
examined to obtain Prominent_MaxMin_F, the final list of perceptually important 
points.

3.2  Time Series Alignment Algorithm

Let, {p1, p2, p3, …, pN} be the set of breakpoints of T1 identified by Determine_
Primary_BeakPoints. Let, A be the (N × N × N) relational array, where aijk is a 
r-dimensional vector that specifies the relationship between pi, pj, and pk. In this paper, 
a 2-dimensional vector aijk =

[(

tj − ti
)

/

(

tk − tj
) (

T1
[

tj
]

−T1[ti]
)

/(T1[tk]−T1[tj])
]
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is used to specify the relationship among pi, pj, and pk. Note, aijk is computed for all  
(i, j, k), where 1 ≤ i ≤ (N − 2), i + 1 ≤ j ≤ (N − 1), and j + 1 ≤ k ≤ N. Similarly, B 
is a (M × M × M) relational array, where blmn specifies the relationship among ql, qm, 
and qn, and is computed as [(tm − tl)/(tn − tm) (T2[tm]− T2[tl])/(T2[tn]− T2[tm])].  
Note that A and B are invariant to translation, time scale, amplitude shift, and ampli-
tude scale. The primary breakpoint mapping matrix C is computed by matching ele-
ments of A and B as follows.

The contents of matrix C suggest possible correspondences between the break-
points of T1 and T2. For example, a high value of cil suggests that pi in T1 is very 
likely to correspond to ql in T2. If cjm is zero or close to zero then pj is unlikely 
to correspond to qm. The algorithm Align_Primary_BreakPoints identifies likely 
correspondences between the primary breakpoints of T1 and T2 by analyzing C. 
The following example illustrates the use of the above algorithm for aligning two 
time series.

The two time series T1 and T2 to be aligned are given in Figs. 1 and 2, respec-
tively. The time scale of T1 and the time scale of T2 differ by a factor of 2, and 
the subsequence T1[100:524] is identical to T2 in shape. In other words, T1 and 
T2 differ in translation, time scale and length. The algorithm Determine_Primary_
BreakPoints partitions time series T1 into 6 primary segments by identifying 
7 primary breakpoints (including end points) labeled p1 through p7. The primary 
breakpoints of T1 are {(1, 0), (52, 0.1735), (191, −0.1979), (263, 0.2072), (431, 
0.16), (504, 0.211), (635, −0.1375)}. The five 2-dimensional arrays that make 
7 × 7 × 7 relational array A are shown in Fig. 3.
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The time series T2 is partitioned into 5 primary segments and the 6 primary 
break-points are labeled q1 through q7. The primary breakpoints of T2 are {(1, 
−0.0023), (45, −0.1969), (82, 0.2061), (167,−0.1622), (203, 0.2112), (213, 
0.075)}. The four 2-dimensional arrays that make 6 × 6 × 6 relational array B are 
shown in Fig. 4.

The vector aijk is taken as a match to blmn if corresponding values are within 
15 % of each other. That means ε1 is set to 0.15. The 6 × 7 breakpoint mapping 
matrix C, where rows represent break points of T2 (q1 through q6), and columns 

Fig. 1  The time series T1 of length 635 with 7 primary breakpoints

Fig. 2  The time series T2 
of length 212 with 6 primary 
breakpoints
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represent breakpoints of T1 (p1 through p7) is given Fig. 5a. If the tolerance is 
increased to 20 % (ε1 = 0.2), the C matrix changes as shown in Fig. 5b.

In both cases, it is clear that breakpoints p3, p4, p5, and p6 align with q2, q3, q4, 
and q5, respectively. Once again, with only one external input (tolerance ε1), even 
when the two time series differ in scale and translation, the algorithm automati-
cally suggested subsequence-to-subsequence matching, and correctly identified 
likely correspondence between the primary breakpoints of T1 and T2. The pairs 

Fig. 3  The relational array for the time series in Fig. 1

Fig. 4  The relational array for the time series in Fig. 2
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of corresponding candidate matching segments suggested by Align_Primary_
Breakpoints for further matching are (p3p4, q2q3), (p4p5, q3q4), (p5p6, q4q5).

3.3  Matching of Segments Using the HPLA Representations

The alignment algorithm gives a list of pairs of segments to be matched to deter-
mine the similarity between the two given time series. It does not consider the 
shape of segments in the decision making process. In order to ascertain that the 
suggested pairs of segments indeed match, further processing is necessary. 
Depending on the application, one of the following two approaches may be taken.

1. Euclidean distance or DTW may be used to compute the similarity between the 
corresponding segments identified by the alignment algorithm. This method is 
suitable if the application requires the comparison of a specific time series with 
many time series in a dataset. As each time series in the dataset participates 
only in one comparison, there is no incentive to develop compact representa-
tions of segments for the purpose of matching.

2. The Hierarchical Piecewise Linear Approximation (HPLA), which supports 
coarse-fine matching of time series, may be used for the determination of 
similarity between two segments. In HPLA, any segment between adjacent 
primary breakpoints is called a primary segment. Each primary segment is par-
titioned recursively into two segments at the optimal point (secondary break-
point) until the desired level of representation accuracy is achieved. A binary 
tree is used for recording the segmentation hierarchy of each primary segment 
(subsequence). The structure of the binary tree is simple. Each non-leaf node 
represents a subsequence T[i:j], its left child represents T[i:p], and right child 
represents T[p:j], where p is the optimal break point that splits T[i:j] into two 
sub-segments. Each non-leaf node includes a feature vector, components of 
which relate attributes of the two sub-segments represented by its two child 
nodes. The components of the feature vector are (p−i)/(j−p) and (T[p]−T[i])/
(T[j]−T[p]). The root node represents the subsequence by two line segments. 
The two non-leaf nodes in level-1 represent the subsequence by 4 line seg-
ments, and so on. The representation accuracy increases with the increasing 
level. Each leaf node specifies the starting point of the segment represented 
by the node. The HPLA representation of a time series is the time ordered 
sequence of binary trees of its primary segments.

Fig. 5  Breakpoint mapping 
matrices for tolerances of 10 
and 20 %
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The two segments in each suggested pair of candidate segments are matched by 
matching their binary trees. Two primary segments are considered similar if the 
feature vectors of the corresponding nodes of their binary trees are similar. The 
time series T1 and T2 are considered similar, if a sufficiently long continuous 
sequence of binary trees in the HPLA representation of T1 matches a sequence of 
binary trees in the HPLA representation of T2.

Therefore, for the example being considered, the six primary segments p3p4, 
p4p5, and p5p6 of T1, and their corresponding segments q2q3, q3q4, and q4q5 
of T2 are further segmented to obtain their HPLA representations. As the compo-
nents of the feature vectors of the corresponding non-leaf nodes of the correspond-
ing segments are within 15 % of each other, the segments in all three suggested 
pairs are taken as similar. Therefore, T1 and T2 are taken as similar time series.

4  Experimental Results

Two datasets from UCR (Mallat and OliveOil) [20] and Pseudo Periodic Synthetic 
Time Series from UC Irvine archive (http://kdd.ics.uci.edu) are used as base 
time series to create a search set and a query set of time series. The three base 
time series are shown in Fig. 6. From each base time series, several translated, 
time scaled, amplitude scaled, and amplitude shifted versions are created. Some 
of these are corrupted with random Gaussian noise. Finally, the created time 
series are partitioned into two sets, a search set of 212 time series and query set of 
40 time series. The search set includes 84 time series created from Mallat, 44 time 
series created from OliveOil, and 84 time series created from Pseudo Synthetic 
data. The query set includes 16 time series created from Mallat, 8 time series 
created from OliveOil, and 16 time series created from Pseudo Synthetic data. 
The data is carefully chosen to include several cases of sequence-to-sequence, 
sequence-to-subsequence, and sub-sequence-to-subsequence matching scenarios.

4.1  Matching Approach and Simulation Results

Each query time series Q in {Q1, Q2, …, Q40}, is matched with all 212 time series 
in the search set S = {T1, T2, …, T212}, and time series similar to the query time 
series are identified. Ideally, the matching algorithm should identify all time series 
in the search set that are created from the same base time series as the query time 
series, and others should not be selected. The details of the two stage matching 
approach used are given below.

1. As the 2 × 1 feature vectors used in the HPLA representation are invariant to 
amplitude scale and amplitude shift, the time series are not normalized. In fact, 
normalization is meaningful only in the case of whole sequence matching for 

http://kdd.ics.uci.edu
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Fig. 6  The three time series used for the creation of the search and query sets. a Mallat time 
series of length 1,024. b OliveOil time series of length 570. c Pseudo Synthetic time series of 
length 3,313
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representations that are not invariant to amplitude shift and amplitude scale. As 
the mean and standard deviation of a time series and its sub-series are usually 
not equal, the normalization is more likely to hurt the matching process than 
help when the similarity is based on sequence-to-subsequence or subsequence-
to-subsequence matching. The optional smoothing step is also not used.

2. For each time series T in S, primary breakpoints are identified using the algo-
rithm Determine_Primary_Breakpoints.

3. Each primary segment is partitioned recursively at the optimal point to obtain 
its binary tree representation [19]. For the sake of uniformity, each primary 
segment is represented by a complete binary tree with 8 leaf nodes (4 levels). 
The feature vector of each non-leaf node is computed.

Each query time series Q in the query set is matched with each T in S in two stages 
as described below.

Stage 1: Selection of candidate time series from the search set

The goal is to select a candidate subset of S for further matching in Stage 2. 
Ideally, the candidate set should include all time series in S that are similar to Q 
and none of the time series that are not similar to Q. In reality, the set will include 
a few time series not similar to Q (false positives) and not include a few time 
series similar to Q (false negatives).

In order to determine the candidate set, the primary breakpoints and the HPLA 
representation of Q are determined first. Algorithm Align_TimeSeries is used to 
obtain the list of pairs of potential matching primary breakpoints, which suggest 
pairs of candidate segments from Q and T for further matching. The value of the 
parameter ε1 used for comparing the corresponding elements of the relational 
arrays of T and Q is set at 0.15. If more than 50 % of the primary breakpoints of 
Q align with the primary breakpoints of T in the same time order, T is selected for 
further matching in Stage 2. Otherwise, T is not a candidate for further matching.

Stage 2: Filtering the false positives

The goal is to filter as many false positives as possible by matching the HPLA rep-
resentations of Q and each T. The two segments (one of Q and one of T) in each 
suggested pair are matched by comparing their HPLA representations to determine 
if they are similar. The matching of the two binary trees begins with the match-
ing of the feature vectors stored in their root nodes. If the two feature vectors are 
not similar, the two segments are considered as dissimilar. If the two feature vec-
tors are similar, the matching is continued using non-leaf nodes in the next level. 
This process terminates when all corresponding non-leaf nodes are exhausted. The 
user may limit matching to root nodes, or consider the non-leaf nodes in other lev-
els, depending on the level of accuracy desired. The time series T is considered 
similar to Q, if 75 % of the suggested segment pairs of T and Q are found similar. 
The simulation results, evaluated and discussed in the next section are tabulated in 
Table 1. Because of space constraints, results for 12 out of 40 query time series are 
shown.
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4.2  Evaluation of Simulation Results

The two metrics, recall and precision, commonly used for evaluating the perfor-
mance of database retrieval methods are used for the evaluation of the perfor-
mance of the HPLA based time series matching approach. Recall is defined as the 
ratio of the number of truly matching time series retrieved to the total number of 
matching time series in the search set. The value of recall is in the range [0, 1], 
where higher value indicates better performance. A recall value of 1 indicates that 
all matching time series in the database are retrieved without any false negatives. 
Precision is defined as the ratio of the truly matching time series retrieved to the 
total number of time series retrieved from the search set. The value of precision is 
also in the range [0, 1]. A value of 1 indicates that there are no false positives.

Pruning power is another frequently used metric which specifies the number of 
time series considered for matching. For the current situation, as an HPLA based 
indexing method is not developed, the number of time series ruled as non-matching 
by Align_TimeSeries may be used as a measure of the pruning power. In this paper, 
pruning power is defined as the ratio of the number of time series selected for match-
ing by Align_TimeSeries minus the number of time series similar to Q in S to the 
total number of time series in S minus the number of time series similar to Q in S.

The simulation results in Table 1 (shown only for 12 query time series), which 
lists number of false positives, number of false negatives, recall, precision, and 
pruning power are very impressive. The important observations about the HPLA 
based matching approach, and results are discussed below.

1. Each time series in the query set is similar to a subset of time series in the search set. 
The similarity may be based on sequence-to-sequence, sequence-to-subsequence or 

Table 1  Simulation results of the HPLA representation based time series matching

Query  
time  
series

Number of  
candidates  
from  
stage 1

Number  
of time  
series  
selected  
in stage 2

Number  
of false  
positives

Number  
of false  
negatives

Recall Precision Pruning  
Power

Q1 95 85 3 2 0.9761 0.9647 0.0859

Q2 101 84 0 0 1 1 0.1328

Q3 90 84 2 2 0.9761 0.9761 0.0468

Q4 92 84 0 0 1 1 0.0625

Q17 49 44 0 0 1 1 0.0297

Q18 51 44 0 0 1 1 0.0416

Q19 50 44 0 0 1 1 0.0357

Q20 48 46 2 0 1 0.9565 0.0238

Q25 94 85 1 0 1 0.98 0.0781

Q26 90 84 0 0 1 1 0.0468

Q27 89 85 1 0 1 0.98 0.0390

Q28 88 84 0 0 1 1 0.0312
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subsequence-to-subsequence matching. The matching scenario that establishes sim-
ilarity between query and search time series is not known in advance. For example, 
consider Q2 of length 512, which is created from Mallat of length 1,024 by adding 
1.85 to each time scaled (factor of 2) value. In the search set there are 23 time series 
similar to Q2 based on whole sequence matching, 31 time series similar to Q2 based 
on sequence-to-subsequence matching, and 30 time series similar to Q2 based on 
sub-sequence-to-subsequence matching. A total of 84 time series in S are similar to 
Q2, and the remaining 128 time series in S are not similar. In Stage 1, the algorithm 
Align_TimeSeries has identified the correct matching scenario for Q2, and for all 
other 39 query sequences.

2. The analysis of relative positions of primary breakpoints is able to prune most 
of the non-matching time series in S from further consideration. For example, 
in the worst case, 101 candidates are selected by Align_TimeSeries for further 
matching with Q2 in Stage 2. As there are 84 time series in S that are similar 
to Q2, even in the worst case, only 17 additional time series are selected for 
matching in Stage 2. On the average, for the Mallat query set, only 90 time 
series are selected as candidates for matching in Stage 2, giving an average 
pruning power of 0.0469 ((90 − 84)/(212 − 84)). The average pruning powers 
are also given for OliveOil and Pseudo Synthetic query sets in Table 2.

3. The segment by segment matching of the HPLA representations of Q and T has 
filtered most of the false positives selected in Stage 1. For example, 101 candi-
dates selected by Align_TimeSeries for further matching in Stage 2 include all 
84 time series that are similar to Q2, and 17 time series that are not similar to 
Q2 (false positives). The HPLA based matching in Stage 2 filters all the false 
positives, and retains all 84 time series that are similar to Q2. The ability of the 
method in eliminating or significantly reducing the number of false positives is 
consistently good for all 40 cases.

4. The effectiveness of the HPLA based time series matching is obvious from 
high recall and precision values, which are close to the ideal value of 1. The 
low values of pruning power (close to the ideal value of 0) indicate the poten-
tial for building an efficient HPLA based indexing approach. The average recall 
and precision for the three groups of query sequences (Mallat, OliveOil, and 
Pseudo Synthetic) are given in Table 2.

5. The approach requires the specification of only two tolerance parameters ε1 and 
ε2. The value of ε1 directly affects the number of false negatives and false posi-
tives in Stage 1. As ε1 increases, the number of false positives increases and the 

Table 2  The average pruning power, recall and precision for Mallat, OliveOil, and Pseudo Synthetic 
query sets

Query set Average pruning power Average recall Average precision

Mallat 0.0469 0.9925 0.9921

OliveOil 0.0394 0.9943 0.9836

Pseudo Synthetic 0.0423 0.9937 0.9925
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number of false negatives decreases. In order to avoid the risk of losing  matching 
time series in Stage 1, the value of ε1 should be relatively high. Similarly, the 
value of ε2 also affects the number of false positives and false negatives in Stage 2.  
As the value of ε2 increases, the number of false positives increases and the 
 number of false negatives decreases.

5  Conclusion

In summary, the HPLA based time series approach described in this paper handles 
all three matching scenarios uniformly by identifying the appropriate scenario to 
be used through the analysis of the relative positions of the perceptually impor-
tant primary breakpoints in query and search sequences. There is no need for the 
user to specify the type of matching scenario needed. The approach identifies the 
matching scenario automatically, and also prunes most of the non-matching time 
series in the search set from further consideration. The HPLA based matching 
algorithm filters most of the false positive, and achieves high precision and recall. 
The approach is invariant to time and amplitude translation and scale differences 
between the two time series matched, and requires the specification of two simple 
tolerance parameters as external input.
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1  Introduction

If mental or cognitive efficiency of a learner can be measured, or the learners’ 
instruction condition can be diagnosed, it is believed that the effectiveness of learn-
ing can be enhanced, as adaptive learning materials and customized assessment 
can be given based on individual needs and performance. This research examines 
how mouse and keyboard dynamics analyses can be used in detecting emotional 
stress induced by high job demand, such as long typing task with time pressure and 
unfamiliar language. Cognitive load theory (CLT) emphasizes devising effective 
instructional procedures to enhance learning based on the understanding of human’s 
cognitive process working with long-term and short-term memory [1, 2]. However, 
learner’s performance could also be affected by motivational and emotional factors 
as suggested by Beilock and Ramirez [3]. Negative emotion could inhibit necessary 
resources being recruited for further cognitive process by human mental, which pre-
vent optimal skill execution. Therefore, emotion and motivational factors should be 
considered when developing instructional procedures in a learning environment, in 
order to ensure that the students are always ready to accept and execute demand-
ing learning tasks. There are a few measurement techniques that can be used to 
assess cognitive load of a learner, which include subjective methods, physiologi-
cal tests and task performance-based measurement [4]. Subjective methods include 
traditional survey method, which usually requests the users to perform self-assess-
ment on their mental effort or emotion, which could be erroneous and unreliable. 
Physiological measurements are most common as the accuracy of measuring men-
tal activities and emotions using biological data is often higher and more reliable. 
However, the high cost of equipment and expertise, and the need of special setup 
of equipment become a hindrance in promoting ubiquitous computing. Task per-
formance-based method commonly used in psychological tests. It is considered as 
an objective and standardized measure of individual’s task performance, cognitive 
ability, aptitude, emotional functioning, etc. [5]. It is suggested that in a task-spe-
cific environment, user stress levels can be varied according to two factors: demand 
(e.g. excessive demand on worker production, especially to meet a deadline) and 
lack of control over work processes [6]. Besides, misfit between job demands and 
individual capabilities intensifies the stress effect [7]. Therefore, by changing the 
workloads and control of tasks the user stress level can be changed. However, the 
limitations of psychological tests are they are usually done based on social science 
approach and there is lack of automation in the assessment. Other emotion detec-
tion methods include facial expressions recognition. Although it provides promising 
accuracy rates, the assessments could be computationally intensive. To eliminate 
the downsides of the aforementioned methods, some research examines the possi-
bilities of using mouse behaviour or keyboard dynamics analyses in emotion detec-
tion. The promising results shown by these research demonstrate great potential in 
developing a cost-effective, non-invasive, computational feasible and automated 
adaptive e-learning system that is able to provide customized learning environment 
based on learner’s cognitive efficiency and affective state.
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2  Related Work

2.1  Mouse and Keyboard Dynamics Analyses in Emotion 
Detection

Various studies have been carried out to examine the effects of stress on users’ 
psychological and physiological reactions when using a mouse or keyboard. 
Research by Wahlström et al. [8] and Heiden et al. [9] showed that users would 
demonstrate increased psychological and physiological reactions using a computer 
mouse if they work under time pressure, verbal provocation and precision demand. 
Pusara and Brodley [10] used mouse dynamics to detect anomalous behaviour 
through user’s mouse movements. Tsoulouhas et al. [11] found that mouse activi-
ties are affected by boredom induced by lengthy presentation of a course on com-
puter screen. They reported that mouse movement speed, inactivity occurrences 
and durations, and movement directions would change significantly when the stu-
dents claimed boredom. Despite lesser emotion detection research based on key-
board dynamics was done, the research by Vizer et al. [12] showed that different 
typing behaviours, such as changes of patterns in key latency, keystroke speed, 
delete keys, navigation keys and other keys (such as letter and number keys) are 
demonstrated when the users are induced by higher physical and cognitive stress. 
Although these studies demonstrate promising results but most of them have con-
sidered mouse and keyboard dynamics analyses in isolation. Many limitations 
would exist when using these methods alone. First, only small amount of infor-
mation can be retrieved from mouse and keyboard. The information produced by 
these devices are unstructured and different from each other. Furthermore, some 
tasks require both devices to be used. When the users are working on one device, 
the other would be idle for long time. Lim et al. [13] investigated how keyboard 
and mouse dynamics are affected by mental arithmetic task with time pressure. 
Their research findings suggest that when task demand increased, task error, task 
duration, passive attempt, stress perception and mouse idle duration may increase, 
while mouse speed, left mouse click and keystroke speed decreased. The signifi-
cant correlations between mouse and keystroke features suggests that it is better to 
unify both to complement the analyses.

2.2  Typing Task Demand

In order to induce emotional stress in the experiments, some methods that are widely 
adopted include mental arithmetic, N-back number recall, time pressure, reading 
aloud, viewing affective picture or video, emotive text reading and story telling (see 
[12, 14–16]). Among these methods, some are very useful to enable task demands to 
be objectively measured, for example mental arithmetic, N-back number recall and 
time pressure. There is little research done to examine the effect of typing task on 
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emotion since most of the tasks in an e-learning environment require text typing (e.g. 
post discussion). Besides, there is also little research carried out to study the influ-
ence of subject familiarity on task performance and physiological behaviour. Tobias 
and Abramson [17] suggest that lack of familiarity implies that the required cogni-
tive resources or response needed for executing the task may not be available in the 
learner’s repertory (memory). Therefore it would require a more overt response for 
optimal learning from content with unfamiliar subjects. Hulme et al. [18] also found 
that memory spans for unfamiliar words are lower than familiar words. Therefore 
we would like to examine the effects of text length and language familiarity on user 
behaviour (such as typing rhythms), even though the effect could be small.

However, there are a few issues to consider in typing task demand. The main 
issue is there are high variations of individual typing skills (such as typing speed), 
which are caused by individual expertise skills, experience, and environmental 
factors. According to Davidson and Sternberg [19], a typist’s typing speed will 
increase if he or she is able to look far ahead. Far sight allows superior preparation 
and optimization of typing movement. Additionally, typing speed can be increased 
by 10–20 % if full concentration is exerted, and habitual typing behaviour could 
be broken when individuals engage in activities that are deliberately prescribed to 
increase their typing speed, such as setting time pressure, and this often leads to 
mistakes. The second issue in typing task demand is regarding text length. Most 
research limits the experiments to produce samples from structured and predefined 
text in order to analyze keyboard dynamics. Many researchers strived to work 
with relatively short sample phrases, such as username and password (for example 
[20–26]). Others used free and long text in their studies (see example [27, 28]). 
However, most of their studies show that both fixed text and free text are equally 
useful for keyboard dynamics analyses, regardless the length of the text.

3  Methodology

We would like to examine the effects of task demand on emotional stress (SP), stu-
dent’s task performance (B(T)), mouse behaviour (B(M)) and keystroke behaviour 
(B(K)). Task demand is varied by time pressure imposed (Timing), the size of the 
text to be typed (Text Length) and language familiarity (Familiarity). B(T) consists 
of three variables: (1) task duration (TD) that records the duration to complete a 
typing task; (2) error (Err), which records the number of typing errors (such as 
missing words and punctuation marks, and spelling errors); and (3) passive 
attempt (PA), which records the number of attempt to give up or wait until the time 
is up. B(M) is a dataset that consists of (1) mouse speed (MS), which is the average 
mouse speed (pixels per millisecond (ms)), (2) mouse idle duration (MID) (ms), 
(3) mouse idle occurences (MIO), and (4) mouse click rate (MC) (per ms), which 
includes left mouse click rate (MCL) and right mouse click rate1 (MCR). B(K) is a 

1 MCR was removed later due to no data.
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dataset that consists of (1) average keystroke speed per key (per second)(KS), (2) 
average keystroke latency (Down-Down time) (ms), and (3) error key occurrences 
(EK), which recorded the number of error keys used in a task, such as backspace 
key (BSK) and delete key2 (DK). Lastly, SP is obtained from user’s self evaluation 
reports using 7-point Likert scale.

3.1  Experiment Setup

Data Collection Design To collect the primary data from mouse and keyboard, 
two programs are written in Java and VB.NET separately to acquire mouse raw 
data and the virtual-key codes generated by the Windows platform. The collection 
of mouse raw data include clicked mouse button, mouse location that is recorded 
every 10 ms, and their respective event time (ms). The collection of keyboard raw 
data include hit key code and its respective event time (ms). To protect user’s pri-
vacy, the virtual-key codes were transformed into special codes automatically by 
the program. For instance, a number key or a letter key was recorded as ‘k’, delete 
key as ‘?’ and backspace key as ‘*’. The actual hit key-codes are not stored. An 
imitation of the online-assessment system is built to imitate the students’ e-learn-
ing environment. Six different typing tasks were set based on different text length 
and language familiarity. Three questions are set in English (as familiar lan-
guage) and 3 in German (as unfamiliar language). The requirements of the typ-
ing tasks are shown in Table 1. The reason to set much longer text for Question 
5 and Question 6 is to push the participant’s performance beyond limit especially 
under time pressure. Longer text is also believed to lead to boredom, tiredness and 
fatigue (Selye [29] relates boredom to stress, as understress). In order to reduce 
invariabilities of mouse movements and typing behaviours that would affect the 
results, the students must use normal, external and common mouse and keyboard 
devices during the experiments. All the computers used in the experiments are 
equipped with Windows 7, 3.10 GHz CPU, 4 GB RAM, 17″ monitor with the 
resolution of 1,024 × 768 pixels, external standard QWERTY HID keyboard and 
external HID-compliant mouse.

To determine the time limit to be given to the participants, we conducted a pilot 
test with 13 samples. The average duration to complete Question 3 is 26,730 ms, 
Question 4 is 30,602 ms, Question 5 is 30,247 ms (100 % of them made more 
than 40 typing errors), and Question 6 is 24,952 ms (76.92 % of them made more 
than 40 typing errors). Therefore we set 30 s time limit for the experimental group 
to complete each task. The pilot results show that it is impossible to complete 63 
words within 30 s without any error.

Procedures All participants are given the same set of typing tasks. Each ques-
tion is displayed on individual page and they must type the given text into a 

2 DK was removed later due to no data.
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Table 1  Typing task requirements

Question Characteristics Text length Actual text to type

Length Familiarity Words Letters 
(without 
space)

1 Short Familiar 5 21 Time flies like an arrow

2 Short Unfamiliar 5 25 Ich bringe Sie zum Flughafen

3 Medium Familiar 20 94 Study by Lazar (2003) has shown 
that about one third of the time on 
computer is spent on frustrating 
experiences

4 Medium Unfamiliar 20 99 Was denken Sie daruber? Ich fahre 
morgen nach Dresden. Wann isst du 
zu Mittag? Das schmeckt! Schonen 
Tag noch, Tschau

5 Long Familiar 63 459 Vizer stated that cognitive-stress 
tasks such as mental-multiplication 
and number-recall are widely used 
to induce cognitive-stress. Their 
results show that those keystroke-
features that can be changed by 
cognitive-stress include keystroke-
pause-length, keystroke-time, 
deletion-keys, navigation-keys 
and other keys (such as letter-keys 
and number-keys). However, we 
are more interested to examine the 
user-interface factors that may cause 
cognitive-stress in the e-learning 
environment, which include  
navigation designs

6 Long Unfamiliar 63 451 Jeder hat das Recht auf Bildung. 
Die Bildung ist unentgeltlich, zum 
mindesten der Grundschulunterricht 
und die grundlegende Bildung. 
Der Grundschulunterricht 
ist obligatorisch. Fach- und 
Berufsschulunterricht mussen allge-
mein verfugbar gemacht werden, und 
der Hochschulunterricht muB allen 
gleichermaBen entsprechend ihren 
Fahigkeiten offenstehen. Die Bildung 
muB auf die volle Entfaltung der 
menschlichen Personlichkeit und 
auf die Starkung der Achtung 
vor den Menschenrechten und 
Grundfreiheiten gerichtet sein

To enable the students to use the standard keyboard to type the text, the umlauted letters of 
German is replaced with English alphabet (for example, ‘ö’ is replaced with ‘o’)
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designated textbox. Each task allows the students to click on “give up” button if 
they do not wish to continue. When the first question is revealed, the start time  
(in milliseconds) is recorded by the system. Then the participants must use the 
mouse device to submit the task once finish typing, and the end time (in milli-
second) would be recorded. A survey form would then be displayed. They must 
assess and indicate whether they felt stressed when typing the text (1 for strongly 
disagree and 7 for strongly agree). At the same time B(T), B(M) and B(K) are 
computed. The second question would be displayed next, the start time would be 
recorded and the subsequent process would be repeated until the last question.

The Control Group and Experimental Group Seventy-seven year-2 students 
from Bachelor Degree in Computer Science and Bachelor Degree in Information 
Technology were recruited based on voluntarily basis without any incentive. All 
of them passed the English test in Malaysian Certificate of Education, but none of 
them knows German language. Unfortunately only 60 participants provide valid 
data (aged between 18 and 24 years old, 90 % male). Thirty students in the control 
group are required to type the predefined texts of all 6 questions without any time 
constraint. The 30 students in the experimental group are given 30 s time limit for 
each question. If they could not complete the task on time, then the page would be 
submitted automatically.

4  Results

To observe the effects of task demand with time pressure on emotional stress (SP), 
task performance (B(T)), mouse behaviour (B(M)) and keystroke behaviour (B(K)), 
we conducted some statistical tests. To ensure homogeneity between the two subject 
groups in our experiments, we transformed TD and MID using Log10 function. The 
following subsections discuss the statistical results.

4.1  The Effects of Demand by Question and Time Pressure 
on Emotional Stress

We first tested the main effects of task demand by question (Question) and time 
pressure (Timing) on student’s stress perception (SP) using Multivariate Analysis 
of Variance (MANOVA) [30]. SP increased when Question increased for both 
groups of students (see Fig. 1). However, Timing provides no effect on SP 
(p = 0.663), and it has no interaction with Question (p = 0.446), which indicates 
that even the students are given time pressure, they do not have different stress 
perceptions compared to those without time pressure.
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4.2  The Effects of Question and Timing on Task 
Performance, Mouse Behaviour and Keystroke 
Behaviour

Task Demand and Time Pressure affect all behaviours, except MCL (see Table 2). 
However, MCL is affected by the interaction between Question and Timing. To 
further analyse the variations between Question and Timing effects on the three 
behaviours, we performed Tukey Post Hoc Tests. The results are illustrated in 
Figs. 2, 3 and 4. The arrow markers in each graph indicate significant differences 
or changeover points between classes. To observe the effects of Question and 
Timing on B(T), we first observe TD. In Fig. 2, TD increased significantly after 
Question 2, and then it decreased significantly after Question 4 or Question 5.  

Fig. 1  Stress perception 
(SP) increased according to 
question. The differences 
between questions are 
significant at p < 5e

−18 level, 
but the effect of timing is not 
significant (p = 0.633)

Table 2  MANOVA tests of the between-subjects effects

Emphasised cell indicates that the effect is significant at the level of p < 0.05

Question Timing Question x timing

Behaviour Feature p-value Behaviour Feature p-value Behaviour Feature p-value

B(T) TD 0.0000 B(T) TD 0.0272 B(T) TD 0.6918

Err 0.0000 Err 0.0000 Err 0.0000

PA 0.0002 PA 0.0010 PA 0.0002

B(M) MS 0.0488 B(M) MS 0.0247 B(M) MS 0.6795

MID 0.0000 MID 0.6982 MID 0.5710

MIO 0.0000 MIO 0.0000 MIO 0.0536

MCL 0.3396 MCL 0.4537 MCL 0.0300

B(K) KS 0.0005 B(K) KS 0.0143 B(K) KS 0.0304

KL 0.0023 KL 0.0000 KL 0.8718

EK 0.0387 EK 0.1708 EK 0.3855
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The students in the experimental group obviously spent lesser duration to type 
in long text than medium-length text, while the students in control group spent 
shorter time for Question 6 than Question 5. In terms of Timing, the experimental 
group has initially spent indifferent duration with the control group students when 
short text length is introduced. However at Question 4, the students who are given 
time pressure obviously spend shorter time to finish the task. We then observe the 
number of students who made errors in answering the questions. Figure 2 shows 
that the students in experimental group generally made more errors than those 
in control group. Err is significantly different according to Timing and Question 
(both with p < 0.05e

−7). Besides, there is high number of students who scored 

Fig. 2  Mean plots of task performance according to question and timing factors

Fig. 3  Mean plots of mouse behaviour features according to question and timing

Fig. 4  Mean plots of keystroke behaviour features according to question and timing
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Err = 0 for Question 5 (total students = 30) and Question 6 (total students = 31) 
although we predicted that no one should be able to complete these two questions 
in the experimental group. In terms of PA, the number of students who gave up 
the task does not increase until Question 5; while the number of students who 
waited until the time is up has dropped after Question 4 (which indicates that more 
students submitted the task before the time is up). The anomalies of Err and PA 
after Question 4 show that the students have started to “cheat” from Question 5 
onwards, where they copied-and-pasted the text directly to the text box instead of 
typing. Based on the users who obtained perfect score (Err = 0) for Question 5 
and Question 6, 95.08 % of them used less than 20 s to complete the task (and 
100 % spent less than 30 s to type 63 words), including those who were not 
given any time pressure. This phenomenon shows that when the users are given 
long text, even they are not pressured by time, the job will still be considered too 
demanding (SP is highest at Question 5 and 6). Such behaviours demonstrate that 
the students may possibly have lost motivation, overstressed or under-stressed.

4.3  The Effects of Text Length and Language Familiarity on 
Emotional Stress and the Three Behaviours

We examine how Text Length and Familiarity affect SP, B(T), B(M) and B(K). 
Table 3 shows that Text Length significantly changes SP, B(T) and B(M), except 
MCL. However Text Length does not affect B(K) at all. This indicates that 
user’s typing behaviour is not affected by the Text Length. On the other hand 
for Familiarity, it affects SP, and it changes all the features of B(K) but not B(M) 
(except MIO). However for B(T), it only affects TD. To sum, Familiarity mainly 
affects SP, TD and B(K). To understand the behavioural changes of B(T), B(M) 
and B(K), Figs. 5, 6 and 7 demonstrate the responses of the three behaviours 

Table 3  MANOVA tests of the between-subjects effects

Emphasised cell indicates that the effect is significant at the level of p < 0.05

Factor Behaviour Feature p-value Factor Behaviour Feature p-value

Text length SP 0.0000 Familiarity SP 0.0162

B(T) TD 0.0000 B(T) TD 0.0221

Err 0.0000 Err 0.4684

PA 0.0001 PA 0.2869

B(M) MS 0.0267 B(M) MS 0.1461

MID 0.0000 MID 0.0729

MIO 0.0000 MIO 0.0032

MCL 0.7752 MCL 0.7083

B(K) KS 0.5236 B(K) KS 0.0000

KL 0.5353 KL 0.0003

EK 0.4164 EK 0.0074
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according to Text Length and Familiarity. Note that TD, MID, and MIO demon-
strate anomalous pattern with long text length. Nevertheless, by focusing only the 
short and medium length, we could observe that when Text Length increased, TD, 
SP and MID increased, but MS and MIO decreased (see Figs. 5 and  6). In Fig. 7, 
no significant changes of B(K) can be observed when Text Length increased. 
However in terms of Familiarity, KS and EK are significantly lower but KL is 
higher when the student typed unfamiliar language. This explains that when users 
type the text written in unfamiliar language, their average SP would be higher 
(see Fig. 5), and KL would become higher while KS and EK become lower (see 

Fig. 5  Mean plots of task performance according to text length and familiarity

Fig. 6  Mean plots of mouse behaviour features according to text length (number of words) and 
familiarity. Note that MCL is not significantly affected by text length and familiarity

Fig. 7  Mean plots of keystroke behaviour features according to text length (number of words) 
and familiarity
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Fig. 7). In terms of typing skill, the average completion duration per word dropped 
62.35 % from Question 2 to Question 3, as well as an increase of 25.03 % of key-
stroke speed from Question 2 to Question 3, both signify increase of typing perfor-
mance when Text Length increased (Fig. 3).

To further confirm the relationships among task demand, SP, B(T), B(M) and 
B(K), we perform Pearson Correlation Test. Due to the outliers given in Question 
5 and Question 6, only samples for Question 1 to Question 4 are used. The results 
in Table 4 show that Text Length is correlated to SP and B(M), and Familiarity is 
correlated to SP, B(T) and B(K). Besides, there are correlations between B(M) and 
B(K) too.

5  Discussions

Our research studies the effects of task demand, which is varied by the combina-
tion of Text Length and language Familiarity (we refer it as Question) with time 
pressure (Timing) on student’s stress perception (SP), task performance (B(T)), 
mouse behaviour (B(M)) and keystroke behaviour (B(K)). The following sections 
discuss the outcomes of the research.

5.1  The Effects of Task Demand on SP

Both Text Length and Familiarity produces significant effects on SP. The incre-
ment of Text Length or low Familiarity of the language may leads to higher SP. 
The students score highest SP when the Question is combined with long text and 
unfamiliar language. Timing has no effect on SP and it has no interaction effect 
with Question, which indicates that even the users are given time pressure, both 
groups of students have similar stress perceptions.

5.2  The Effects of Task Demand on B(T), B(M) and B(K)

Question The students demonstrate changes of behaviours in B(T), B(M) and B(K) 
from Question 1 to Question 6 except MCL (but MCL is affected by the inter-
action between Question and Timing). It is very interesting to note that the stu-
dents started to cheat from Question 5 onwards, and this was further supported 
by evidence shown by anomalies in B(T), B(M) and B(K). Therefore Question 5 is 
considered a changeover point where the users have started losing motivation to 
continue the task. This can be explained by a few reasons, which include (1) high 
demand (of text length) that exceeds their estimated effort to complete the task, (2) 
time constraint and projected high TD, which reduce their estimated probability of 
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success, (3) the task is beyond their acceptable effort to invest, and (4) the aver-
siveness of the task cause fatigue and tiredness to the students at the end of the 
experiments.

Timing Timing has significant effects on all three behaviours. The number of 
students who made mistakes is higher when there is time pressure given. This sug-
gests that more users will make more errors when job demand is higher, and it is 
worse if they are given time pressure. Interestingly the participants who are given 
time pressure type slower than those without time pressure. One possible reason is 
the results may be affected by other uncontrolled factors. Examples include (1) the 
students in the control group may experience other kind of time pressure incurred 
by external environment; (2) the students in the experimental group probably were 
not taking the experiments seriously; or (3) the students in the control group pos-
sessed better typing skills than those in the experimental group.

Text Length Text Length mainly affects B(T) and B(M) but not B(K). Although 
it has no significant effect on B(K), but the average completion duration per word 
by the users dropped and KS increased when the number of words increased from 
5 to 20. Both suggest that the performance of task completion increased when 
Text Length increased. Generally, when Text Length increased, mouse speed and 
mouse idle occurrences decreased but mouse idle duration increased. This sug-
gests that the users would move the mouse slower and less frequently.

Familiarity Familiarity mainly affects B(T) and B(K) but not B(M). When the 
users are unfamiliar with the language, they tend to type slower. This shows that 
the users are not able to anticipate the upcoming words in unfamiliar language, 
such as German, and this affects their associated key presses. Despite that, there 
is no significant difference in terms of task duration. The possible reason is when 
the users are familiar with the language, the attempt to correct their typing errors 
before submission would increase (as use of error key increased). One of the rea-
sons is the users can identify more errors when they are more familiar with the 
language. Another possible reason is that the capability of the browser (such as 
Google Chrome) that enables English spelling checking helps the users to spot 
spelling errors. Therefore it is important to switch off the capabilities of spelling 
and grammar checking before the experiment is conducted.

5.3  The Correlations Among Task Demand,  
SP, B(T), B(M) and B(K)

The correlation test results show that higher complexity of task (Question), such as 
longer Text Length and lower Familiarity would lead to higher SP. Some related 
changes in the behavioural patterns of B(M) and B(K) are observed. From the 
results, we suggest that when the students feel stressed due to higher task demand, 
it may lead to higher TD, Err, MID and KL, but lower MIO, KS and EK. In other 
words, this indicates that when task demand becomes higher, the students not only 
feel more stressed, but they use more time to complete the task (increased TD), 
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they move the mouse less frequently (increased MIO), type slower (increased 
KL and decreased KS), reduce the correction of error made (EK decreased), and 
therefore increase the number of task error (Err increased). Time pressure has no 
effects on SP, but those students who are given time pressure make more typing 
errors, move the mouse more frequently (lower MIO) and type slower (lower KS 
and higher KL). The correlation between MCL and TD also suggests that when 
task duration becomes longer, the use of mouse click has reduced. There are some 
correlations between B(M) and B(K), suggest the potential usefulness of unifying 
both methods in emotion detection. For instance, KS is correlated to MID, shows 
that when the users busy typing the text with higher speed, the mouse would be 
idle for shorter time. While KL is correlated to MID and MIO, suggest that when 
the users type the text slower (longer KL), mouse idle duration would increase, but 
mouse idle occurrences would reduce.

6  Conclusion

Generally, this research shows some useful information in stress detection. First, 
longer text length and lower familiarity of task increase stress perception. Higher 
stress due to high task demand generally results in longer task duration, higher 
error rate, slower mouse and keystroke speeds, longer mouse idle duration, and 
lower mouse idle occurrences and use of error key. This is consistent with the 
research by Lim et al. [13], which they also found that when mental arithmetic 
task demand increased, task error, task duration, passive attempt, stress perception 
and mouse idle duration increased, but mouse speed, left mouse click and key-
stroke speed decreased. Second, time pressure does not necessarily affect how 
users perceive stress but it affects task performance, mouse behaviour and key-
stroke behaviour. Time pressure leads to shorter task completion duration but 
higher error rate, and faster mouse movements but slower typing speed. Third, 
the correlations between mouse behaviour and keystroke behaviours suggest that 
the unification of both methods in emotion detection analysis could be potentially 
more useful than utilizing a single method alone. Fourth, language familiarity 
does affect task performance and keystroke behaviour. Text length changes mouse 
behaviour but not keystroke behaviour. This suggests that we should mainly look 
into task performance and mouse behaviour features if the typing tasks involve 
changes in length. For such, if task duration increased, and at the same time mouse 
idle duration increased but mouse speed and mouse idle occurrences decreased, 
while there are no changes in keystroke behaviour, then we could infer that the 
typing task demand has been increased. To assess how much a user is familiar with 
the task, we should look into task performance and keystroke behaviour features. 
If the user is familiar with the typing task (such as language), this should show 
increments of keystroke speed and use of error key, drop of key latency but no 
significant differences for other mouse features. Lastly, the projection of the emo-
tional stress level based on the aforementioned behavioural responses according 
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to task demand is only valid as long as the students are still motivated to continue 
the task. Once the students have reached an ultimate stress point or have lost moti-
vation, anomalous behaviours could occur. For instance, task duration and mouse 
idle duration started to drop while mouse idle occurrences increased at Question 
5, although the users perceived even higher stress for Question 5 and Question 
6. Therefore, once anomalous behaviours are detected, an adaptive content of 
e-learning could be activated, so that the students can be motivated to continue 
the tasks. The findings will be used as the basis of a computational algorithm for 
detecting user’s emotional stress in our future research.

However, our research is not without limitations. First, the sample size is small, 
which only consists of 30 students in each group, therefore we may not be able to 
generalize the findings. More rigorous experiments need to be conducted to verify 
the stress model. Homogeneity cannot be assumed between questions due to outli-
ers and anomalies in Question 5 and Question 6. Different individuals have high 
variations in typing skills, which could have affected the results. Lastly, the results 
may also be affected by external environmental factors, such as external time pres-
sure, participants’ mood, and the motivation of the participants to continue the 
experiments.
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1  Introduction

Social media systems are web-based services that allow users to build a public or 
semi-public profile, create a list of other users with whom they share a connection, 
and view and traverse their list of connections and those made by others within the 
system [5]. The widely-known and studied information overload problem, in these 
system took the name of “social interaction overload” [13, 27], which means that 
each user has to interact with an excessive amount of users and items. This leads 
to a scarcity of attention, which does not allow a user to focus on users or items 
that might be interesting for her/him. In order to face the social information over-
load problem, recommender systems have been adopted to filter the large amount 
of information available in the social domain; the class of recommender systems 
that operate in the social domain is known as social recommender systems [25]. 
These systems face the social interaction overload problem, by suggesting users 
or items that a target user might be interested in. In particular, user recommenda-
tion in a social domain aims at suggesting friends (i.e., recommendations are built 
for pairs of users that are likely to be interested in each other’s content) or people 
to follow (i.e., recommendations are built for a user, in order to suggest users that 
might be interesting for her/him) [13].

User recommender systems that operate in the social media domain can 
be classified into three categories, based on the source of data used to build the 
recommendations:

1. Systems based on the analysis of social graphs, which explore the set of peo-
ple connected to the target user in order to produce recommendations. These 
systems recommend either the closest users in the graph, like friends of friends 
and followees of followees (the “People you may know” feature offered by 
Facebook [24] is the most widely known example of this approach), or recom-
mend the users that have the highest probability to be crossed in a random walk 
of the social graph (the main reference for this type of systems is the “Who to 
follow” recommendation in Twitter [12]).

2. Systems that analyze the interactions of the users with the content of the sys-
tem (tags, likes, shares, posts, etc.). In order to exploit the user interests, these 
systems usually build a user profile by giving a structured form to content, 
thanks to the use of metrics like TF-IDF (Term Frequency—Inverse Document 
Frequency). Recommendations are produced by identifying users with similar 
profiles. An example of this class of systems is presented in Chen et al. [10].

3. Hybrid systems, that consider both the social graph and the interactions of the 
users with the content (an example is represented by [15]).

A social bookmarking system is a form of social media, which allows users to use 
keywords (tags) to describe resources that are of interest for them, helping to 
organize and share these resources with other users in the network [11]. The most 
widely-known examples of social bookmarking systems are Delicious,1 where the 

1 http://www.delicious.com.

http://www.delicious.com
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bookmarked resources are web pages, CiteULike,2 where users bookmark aca-
demic papers, and Flickr,3 where each picture can be annotated with tags.

Even if the use of these systems is widespread (in 2014, one million photos per 
day have been shared on Flickr4), to the best of the authors’ knowledge, no 
approach in the literature recommended friends in a social bookmarking system 
prior to our recent works [20, 21].

In this paper we present a study that proposes the design and the definition of 
an architecture of a friend recommender system in a social bookmarking system. 
By analyzing the state-of-the-art on user recommendation in the social domain and 
how social bookmarking systems work, we design a friend recommender system 
that operates in this context and present its architecture.

The scientific contributions coming from this paper are the following:

•	 we analyze the state-of-the-art on user recommendation in social bookmarking 
systems, in order to highlight the weaknesses of the existing systems and derive 
the characteristics and features that a friend recommender system that operates 
in this domain has to offer;

•	 given the structure of a social bookmarking system and the analysis of the state-
of-the-art, we present a design of a friend recommender system;

•	 we propose a novel architecture of a system to build friend recommendations in 
a social bookmarking system.

This paper extends the work presented in Manca et al. [20] in the following ways:

•	 a deeper contextualization with the state-of-the-art is going to be presented;
•	 the motivation to our study is going to be improved, by presenting an analysis 

of how our design guidelines relate to a real-world scenario. This will help us 
validate our study and introduce the architecture;

•	 an extension to the proposed architecture is provided, by presenting it at differ-
ent granularities and by providing more details on each component. Moreover, 
we are going to analyze possible approaches to implement it in a real-world sys-
tem and present possible extensions to it.

This study can be useful for any future research in this area, by presenting design 
guidelines and an architecture, which can be adopted in the development of a 
friend recommender system in the social bookmarking domain.

The rest of the paper is structured as follows: Sect. 2 presents the state-of-the-
art on user recommendation in social environments; Sect. 3 illustrates how a social 
bookmarking system is structured and how it works; Sect. 4 presents the aspects 
related to the design of a friend recommender system in a social bookmarking sys-
tem and presents guidelines, useful in the development of a system; Sect. 5 pro-
poses an architecture of the system; Sect. 6 presents conclusions and future work.

2 http://www.citeulike.org/.
3 http://www.flickr.com/.
4 http://techcrunch.com/2014/02/10/flickr-at-10-1m-photos-shared-per-day-170-increase-since-
making-1tb-free/.

http://www.citeulike.org/
http://www.flickr.com/
http://techcrunch.com/2014/02/10/flickr-at-10-1m-photos-shared-per-day-170-increase-since-making-1tb-free/
http://techcrunch.com/2014/02/10/flickr-at-10-1m-photos-shared-per-day-170-increase-since-making-1tb-free/
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2  Related Work

In the last years, social bookmarking systems have been studied from different 
points of view. This section presents related work on user recommendation in 
this research area. This study of the state-of-the-art will be deepened in Sect. 4, in 
order to analyze the aspects that characterize a recommender system that operates 
in this domain and the weaknesses of the existing approaches.

2.1  Systems Based on the Analysis of Social Graphs

In [12] authors present Twitter’s user recommendation service, which allows to 
daily create a huge amount of connections between users that share common inter-
ests, connections and other factors. In order to perform the recommendations, the 
authors build a Twitter graph in which vertices represent users and the directed edges 
represent the “follow” relationship. The graph is stored in a graph database called 
FlockDB, and then data are processed with Cassovary (an open source in-memory 
graph processing engine). The system builds the recommendations by means of a 
user recommendation algorithm for directed graphs based on SALSA. In the next 
section, we are going to analyze this system, in order to design our proposal.

In [17] the authors model the user recommendation problem as a link predic-
tion problem. They develop several approaches, that analyze the proximity of 
nodes in the graph of a social network, in order to infer the probability of new con-
nections among users. Experiments show that the network topology is a good tool 
to predict future interactions.

In [2], Arru et al. propose a user recommender system for Twitter, based on sig-
nal processing techniques. The considered approach defines a pattern-based similar-
ity function among users and makes use of a time dimension in the representation 
of the users profile. Our system is different, because we aim at suggesting friends 
while on Twitter there is no notion of “friend” but it works with “people to follow”.

2.2  Systems Based on the Interactions with the Content

Quercia et al. [23] describe a user recommender system based on collocation. The 
proposed framework, called FriendSensing, recommends friends by analyzing 
collocation data. In order to produce the recommendations, the system uses geo-
graphical proximity and link prediction theories. In our domain we do not have 
such a type of information, so we cannot compare with this algorithm.

In [8], researchers present a study that considers different features in a user pro-
file, behavior and network in order to explore the effect of homophily on user rec-
ommendations. They use the Dice coefficient on two users sets of tags and they 
find that similar tags do not represent a useful source of information for link pre-
diction, while mutual followers are more useful for this purpose. As previously 
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highlighted, the presented friend recommender system focuses on producing 
friend recommendation based on users’ content (tag, bookmarks, etc.).

2.3  Hybrid Systems

In [29] authors propose a framework of user recommendation, based on users’ 
interests and tested on Yahoo! Delicious. The proposed framework operates in two 
main steps: first, it models the users’ interests by means of tag graph based com-
munity detection and represents them with a discrete topic distribution; then, it 
uses the Kullback-Leibler divergence function to compute the similarity between 
users’ topic distribution and the similarity values are used to produce inter-
est based user recommendation. Differently from this framework, the aim of the 
approach proposed in this paper is to produce friend recommendations (i.e., bidi-
rectional connections) and not unidirectional user recommendations.

Chen et al. [10] present a people recommender system in an enterprise social 
network called Beehive, designed to help users to find known, offline contacts 
and discover new friends on social networking sites. With the proposed study, the 
authors demonstrate that algorithms that use similarity of user-created content 
were stronger in discovering new friends, while algorithms based on social net-
work information were able to produce better recommendations.

In [15], the authors propose a user recommender system (called Twittomender) 
that, for each user, builds a user profile based on user’s recent Twitter activity and 
user’s social graph. The proposed system operates in two different manners; in the 
former mode the user puts a query and the system retrieves a ranking list of users, 
while in the latter mode the query is automatically generated by the system and 
it is mined by the user profile of the target user (the target user is the user that 
receives the recommendations). Our proposal does not use the social graph and, 
furthermore, in building recommendations it considers the friendship relationship 
and not the “user to follow” relationship.

In [14] authors present a recommender system for the IBM Fringe social net-
work, based on aggregated enterprise information (like org chart relationships, paper 
and patent co-authorship, project co-membership, etc.) retrieved using SONAR, 
which is a system that allows to collect and aggregate these kinds of information. 
The authors deployed the people recommender system as a feature of the social net-
work site and the results showed a highly significant impact on the number of con-
nections on the site, as well as on the number of users who invite others to connect.

3  Social Bookmarking Systems

This section presents how a social bookmarking system is structured and how it 
works. This definition is based on the ones previously given in the literature (in 
particular we refer to [11, 16, 26]).
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A social bookmarking system is composed by:

•	 a set of users;
•	 a set of resources. These resources characterize the type of social bookmarking 

system and, as mentioned in the introduction, they might be of different types 
(e.g., web pages);

•	 a set of tags, which are the keywords used to describe the resources;
•	 a set of bookmarks, which are represented as triplets (user, resource, tag); these 

triplets are known either as tag assignments, or as tag applications;
•	 a set of connections among users, which are represented as couples (user, 

user). Depending on the type of connection among two users, a couple might 
be ordered (i.e., users are connected by a follow relation), or not (i.e., users 
are friends and mutually follow each other). These connections form a graph, 
known either as social graph or interest graph.

Once a user decides to bookmark a resource by adding tags to it, these bookmarks 
are shown to the users who are friends with or follow this user.

Social bookmarking systems also offer privacy options, which allow to keep a 
bookmark private, or to share it only with a limited amount of users.

Features that allow to explore the tags and to facilitate the management of the 
bookmarks, like their export from browsers [19] and the possibility to add a book-
mark to the profile by email, are often offered.

4  Designing a Friend Recommender System

The first objective of our proposal is to design a friend recommender system in a 
social bookmarking system. This section presents an analysis of the aspects that 
characterize both the state-of-the-art and social bookmarking systems, according 
to what was presented in the previous sections.

4.1  Analysis

In our analysis, we considered the following aspects:

(a) In [12], authors highlight that Twitter is an “interest graph”, rather than a 
“social graph”. A problem highlighted by the authors is that the analysis of 
such a graph suffers from scalability issues and, in order to contain the com-
plexity of the recommender system, no user profile information could be used 
to build the recommendations. The definition of interest graph can also be 
extended to social bookmarking systems, since a user can add as a friend or 
follow another user, in order to receive her/his newly added bookmarks.

(b) Social media systems grow rapidly. This means that both the amount of con-
tent added to a social media system and the user population increase at a fast 
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rate. A recommender system that operates in this context needs to build accu-
rate user profiles, which are up-to-date with the constantly evolving prefer-
ences of the users.

(c) Resources usually have an unstructured form so, when building a content-
based recommender systems, they are given a structured form, by introducing 
a Content Analyzer in the system [18].

(d) In the architecture of a content-based system, a Feedback component, which 
allows to update the user profile according to the recommended items that the 
user liked or did not like, is usually implemented [18].

(e) As [29] highlights, the tagging activity of the users reflects their interests. 
Therefore, the tags used by a user can be considered as an important source of 
information to exploit her/his interests.

Taking into account all these aspects, we drew the following conclusions.
Regarding point (a), in order to avoid the limitations related to the graph analy-

sis in this domain, we aim at designing a system that only analyzes the content 
of the users (i.e., the tagged resources). So, we are going to design a system that 
belongs to the second class presented in the Introduction, i.e., the one that ana-
lyzes the interactions of the users with the content of the system.

Regarding points (b) and (c), given the rapid growth of information in social 
media systems, in order to efficiently and quickly update user profiles we decided 
to exploit the set of resources used by each user and the tags used to classify those 
resources, without using a Content Analyzer component, but analyzing only the 
behavior of the users in the system.

Regarding point (d), since the system we are designing deals with friend rec-
ommendations and we do not consider the connection between the users, the feed-
back of a user has no impact in her/his profile. On the contrary, when items are 
recommended in a content-based system, the feedbacks contain information about 
the preferences of the users, which help updating the user profiles.

Regarding point (e), we embraced the theory that user interests are reflected by 
the tagging activity and extended it, by following the intuition that users with simi-
lar interests use similar tags and the same resources.

4.2  Design Guidelines

Starting from the previous analysis, here we recap the features that a friend recom-
mender system in the social bookmarking domain has to offer:

1. the resources saved by a user and the tags used to classify them represent a 
valuable source of information about a user. By monitoring them, we can 
constantly be updated on the interests of the users. Therefore, a friend rec-
ommender system in a social bookmarking system has to consider the tagged 
resources bookmarked by the users. Using only graph analysis to build the 
recommendations presents limitations, and building recommendations by 
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analyzing both the content the users interacts with and the interest graph would 
increase the complexity of the system (this might lead to the learning of user 
profiles that are not up-to-date with the current interests of the users);

2. the algorithms and metrics used by a system should be quickly computed, in 
order to keep the user profiles up-to-date. Therefore, we believe that a friend 
recommender system should mine user behavior (i.e., the interaction of the 
users with the content), more than the content itself. In fact, the introduction of 
a Content Analyzer, in order to give a structured form to the resources, would 
significantly increase the complexity of the system. In other words, it is harder 
to make an analysis of the content of each resource tagged by a user, instead 
of considering only the fact that a user is interested in that resource. Since 
social bookmarking systems grow at a fast rate, content analysis would lead 
to have outdated profiles and this component is discarded by our design and 
architecture;

3. in order to reduce the complexity of the system, and given the type of recom-
mendations produced, the typical Feedback component of a Content-Based 
recommender system is removed when designing such a type of system. This 
choice was made since the accepted or rejected friends do not update the user 
profiles, which are built considering the tag assignments of the users;

4. in order to capture the interaction of the users on multiple levels and improve 
the capability to accurately recommend friends, a system has to be able to 
exploit all the sources of information coming from the tag assignments. 
Therefore, a friend recommender system has to analyze both the tags used by a 
user and the resources she/he bookmarked.

4.3  Design Guidelines Evaluation in a Real-World Scenario

In the following, an analysis of the user behavior in a social bookmarking system 
from a friend recommendation point of view is presented. In particular, how the 
bookmarking activity of a user is related to that of the others has been studied by 
analyzing a Delicious dataset, distributed for the HetRec 2011 workshop [9]. The 
dataset contains:

•	 1,867 users;
•	 69,226 URLs;
•	 53,388 tags;
•	 7,668 bi-directional user relations;
•	 437,593 tag assignments [i.e., tuples (user, tag, URL)];
•	 104,799 bookmarks [i.e., distinct pairs (user, URL)].

By analyzing user profiles, it emerges that users had an average of 123.697 tags, 
and an average of 56.132 bookmarked resources.

In order to be able to infer the possible connections among users, which might 
lead to friend recommendations, the number of common tags and resources 
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between the users of the dataset have been computed, obtaining the following 
results: the average number of common tags among two users is 7.807, while the 
average number of common resources among two users is 0.042. In particular, 
considering only the users who have at least a common tag, the average number of 
common tags for a couple of users increases to 10.417; while considering only the 
users who have at least a common bookmarked resource, the average number of 
common resources for each couple of users increases to 1.673.

From the conducted analysis is possible to infer some properties related to the 
user behavior in a social bookmarking system, recapped below:

•	 the behavior of two users in a social bookmarking system is related both to the 
use of the tags and to the use of the resources;

•	 the use of tags represents a stronger form of connection (as also proved in the 
literature), with respect to the amount of common resources between two users. 
This happens because the probability that two users use the same tags is higher 
than the one to bookmark the same resource, since a user classifies a resource 
with more tags;

•	 by comparing the number of common tags and resources with respect to the 
number of all tags and resources, it emerges that the number of common tags 
and common resources is much smaller than the number of tags and resources 
used by each user (more precisely, 10.4 out of 123.7 tags, and 1.7 out of 56.1 
resources).

This means that the behavioral analysis of a user, which characterized the design 
of the system, can be exploited in order to recommend friends in this domain. 
Therefore, following these guidelines, in the next section we are going to present 
a novel architecture to build friend recommendations by exploiting the behavior of 
the users in a social bookmarking system.

5  Architecture

In order to build an architecture for a friend recommender system in the social 
bookmarking domain, we are going to follow the design guidelines presented in 
the previous section. Figure 1 illustrates the high level view of the architecture.

While designing the system, in the first point of the guidelines we highlighted 
that we would only analyze the content of the system (i.e., the tag assignments). 
Therefore, the architecture does not have components that analyze the connections 
among users (i.e., who they follow or they are friends with).

Fig. 1  High level architecture of the friend recommender system
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The first task that the system has to compute is the mining of the user behav-
ior by exploiting the tag assignments of each user (i.e., which resources a user 
tagged and with which tags). The User behavior mining component will allow 
to create a profile with the preferences of each user. Once the behavior of the 
user has been mined, a User similarity computation component will measure 
the similarity between the users. These similarities will then be inspected by the 
Recommendation filtering component, which will select the users most similar to 
each user, in order to recommend them.

The rest of the Section will provide the details of each high level component 
previously presented.

5.1  User Behavior Mining

As Fig. 2 shows, user behavior can be mined by two different components (i.e., the 
Tag-based profile learner and the Resource-based profile learner), following the 
considerations done on the fourth point of the design guidelines, which suggested 
to consider both the tags and the resources available in the bookmarks.

Taken as input the Tag assignments available for each user, two profile learner 
components will analyze the behavior of the user of her/his use of the tags (Tag-
based profile learner) and on the bookmarked resources (Resource-based profile 
learner). Each component will now be presented in detail.

5.1.1  Tag-Based Profile Learner

Each time a user classifies a resource with a tag, her/his profile should be updated 
in order to capture the tagging behavior and build an accurate user profile. Taken 
as input the Tag assignments available for each user, this component builds a user 
profile, by considering the tags used by a user. Since in the design guidelines we 
highlighted the need to build profiles quickly, in order for them to be updated, this 
component might build profiles as binary vectors of the tags considered by users, 
or by considering the frequency of each tag used by a user. The output produced is 
a Tag-based user profile.

Fig. 2  Part of the 
architecture that mines user 
behavior to build the user 
profiles
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5.1.2  Resource-Based Profile Learner

Given the Tag assignments, this component builds a second user profile, by ana-
lyzing the resources bookmarked by a user. Also this profile might be built as a 
vector, similarly to the possible implementations of the tag-based component. In 
case a binary vector is produced, it could highlight which resources have been 
bookmarked by the user and which not. Another possible implementation of this 
component would be by building a vector that contains in each element associ-
ated to a resource how many tags have been used to classify that resource (i.e., the 
relevance of a resource for a user could be measured by her/his effort to classify it, 
and a counter would keep track of this type of behavior). The output produced by 
this component is a Resource-based user profile.

5.2  User Similarity Computation

Figure 3 shows the two components that compute the similarities between the 
users, by comparing the tag-based user profiles (Tag-based similarity computation 
component) and the resource-based user profiles (Resource-based similarity com-
putation component). This part of the architecture will now be described in detail.

5.2.1  Tag-Based Profile Similarity Computation

Given the Tag-based user profiles previously computed, this step estimates the 
association among each couple of tag-based user profiles, in order to derive how 
similar two users are. In case the similarity between binary vectors has to be com-
puted, the Jaccard index would represent a standard measure to capture this similar-
ity and efficient algorithms with low computational complexity have been proposed 
in the literature (e.g., the MinHash scheme [7], or the Signature scheme [1]). In 
case a vector with positive values is used to represent the profile, Pearson’s correla-
tion coefficient [22] as proved to be the most effective for the similarity assessment 

Fig. 3  Part of the 
architecture that computes 
the user similarities



238 M. Manca et al.

between users [6]. Moreover, an efficient algorithm that exploits a support-based 
upper bound exists [28]. The output produced is a Tag-based profile similarity.

5.2.2  Resource-Based Profile Similarity Computation

Given the Resource-based user profiles previously computed, this step estimates 
the association among each couple of resource-based user profiles, in order to 
derive how similar two users are. According to the representation of the resource-
based profile (i.e., binary vector or vector with positive values), the same algo-
rithms used by the tag-based association component can be exploited. The output 
produced by this component is a Resource-based profile similarity.

5.3  Recommendations Filtering

This part of the architecture (shown in Fig. 4) solves the task of combining the 
tag-based and resource-based similarities between the users and filter them in 
order to produce the friend recommendations. Given the Tag-based profile similar-
ities and Resource-based profile similarities previously built, the Filtering compo-
nent selects the most similar users to recommend to the target user. For example, 
a threshold value might be used, in order to select only the users with high simi-
larities with the target user. The output is a ranked List of recommendations, which 
contains the users to recommend to the target user.

5.4  System Architecture and Discussion

The full architecture of the system is presented in Fig. 5. Based on this structure 
and on the possible implementations previously presented, an efficient friend rec-
ommender system in the social bookmarking domain can be built.

Considering the social environment in which the recommendations have to be 
produced, an interesting aspect to notice in this architecture is that it lends itself 

Fig. 4  Part of the 
architecture that produces the 
recommendations
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well to a parallelization on multiple machines. In fact, the two branches computed 
by the system (i.e., the one that operates with the tags and with the resources) can 
be independently computed.

Moreover, our architecture can be easily extended in case a new type of user 
behavior has to be mined. Suppose for example that we want to estimate the inter-
est of the user on the topics of the resources.5 A third branch could be added to 
this architecture, and this confirms that the proposed architecture can be adopted 
to build scalable systems. Given the possibility to extend our architecture to differ-
ent types of behaviors to mine, this architecture can be used also to produce friend 
recommendations in different types of social media systems, by following the 
same pattern.

5 Given that traditional techniques to manually categorize data cannot be applied in social envi-
ronments [4] and that clustering techniques represent a good form to extract information for rec-
ommendation purposes [3], the resources could be clustered based on the tags used to classify 
them, in order to extract some meta-information about a group of resources related to a specific 
topic.

Fig. 5  Architecture of the 
friend recommender system



240 M. Manca et al.

6  Conclusions and Future Work

This paper illustrated a study related to the design and the architecture of a friend 
recommender system in the social bookmarking domain. We analyzed the existing 
state-of-the-art works that recommend users in social domain and illustrated the 
structure of a social bookmarking system. This led to the design of a system that 
recommends friends in this context. After giving the design guidelines, the archi-
tecture of the system was presented. Following these design guidelines and this 
architecture, we built an efficient and very accurate friend recommender system 
[21], tested on the Delicious dataset previously illustrated. As future work we will 
implement the extension to the architecture proposed in the Discussion (i.e., the 
analysis of the topics) and the test it in our system.
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1  Introduction

A quantum computer is a computation device that makes direct use of quantum-
mechanical phenomena, such as superposition and interference, to perform opera-
tions on data [1, 2]. Quantum computer harness the power of atoms and molecules 
to be the computer’s processor and memory. It is not easy to build quantum com-
puter and process data on it, but all concepts of quantum can be simulated on clas-
sical computers to benefit from probabilistic and power computing.

The interpolation between quantum computing and evolutionary algorithms can 
be classified to main categories.

•	 Quantum evolutionary algorithms: related to implementing evolutionary algo-
rithms over quantum computation environment [3–5].

•	 Quantum-inspired evolutionary algorithms (QIEA): focus on developing new 
evolutionary algorithms based on concepts and principles of quantum comput-
ing to work on classical computer paradigm [6–8].

1.1  Quantum-Bit (Q-Bit)

In contrast to classical computers that use binary digits (bits), quantum computers 
use q-bits. A single q-bit |ψ � can be represented as a linear sum of the basis states.

Where α & β are the probability amplitudes of the corresponding states. The values 
|α|2 & |β|2 denote the probabilities that the q-bit will be found in “0” or “1” state 
respectively. The normalization condition for every q-bit must be satisfied, where

Figure 1 shows how unit circle represents two different q-bits.
Where α = cos θ, β = sin θ & θ = [0:2π]. All data must be represented in the 

form of q-bits to be processed.

|ψ� = α|0 + β|1�

|α|2 + |β|2 = 1

Fig. 1  Polar plot for two 
different q-bits ( )

( )
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1.2  Quantum Superposition

Quantum system |ψn � with n q-bits can be found in 2n states simultaneously  
[9, 10], but will represent single state after collapsing (observing).

Where Cj is the probability amplitude of the jth state Sj. Example consider a three 
q-bit system |ψ3 �

Where |αi|2 + |βi|
2
= 1, i = 1, 2, 3. This represents a linear probabilistic super-

position of 23 = 8 states.

The above system can output states 000, 001,010, 011,100,101,110,111 with prob-
ability of 6/729, 21/729, 48/729, 168/729, 12/729, 42/729, 96/729 and 336/729 
respectively. Every time we measure the system, we obtain new state based on its 
probability.

1.3  Quantum Gate

Various quantum gates such as the NOT gate, AND gate, OR gate, NAND gate 
and rotation gate can be used to modify the q-bit state [11]. As shown in Fig. 1, 
single q-bit can be represented by unit circle, and the quantum rotation gate ∪(θi) 
is the most famous gate in previous work [6, 7].

Where θi is rotation angle in Eq. (3).

s(αi, βi) is the sign of θi that determines the direction, �θi is the magnitude of 
rotation gate (called rotational angle).

(1)|ψn � =

2n
∑

j=1

Cj

∣

∣Sj
〉

|ψ3 � =

[

α1
β1

∣

∣

∣

∣
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β2

∣
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∣
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]
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√
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√
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|010 � −

√
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|011 �

+

√
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|100 � −

√
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√
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27
|110 � −

√
336

27
|111 �

(2)∪(θi) =

[

cos θi − sin θi

sin θi cos θi

]

(3)θi = s (αi, βi) ∗�θi
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1.4  Quantum Measurement

The process of probabilistic observation collapse or measure each q-bit, to be ren-
dered into “0” or “1”. This process showed in Fig. 2.

x is the observed value of q-bit. Each time we observe the same q-bit we can 
obtain different value, since the observation process depends on random value. 
From here superposition feature can be achieved to produce all different states of 
quantum system, since it is probabilistic measurable.

2  Problem Definition

A constraint optimization problem to be solved, usually written as the following

Where �x ∈ Rn is the vector of solution �x = [x1, x2, . . . , xn]
T, I is the number 

of inequality constraints and J is the number of equality constraints. Each xk, 
k = 1,…,n is bounded by lower and upper limits Lk ≤ xk ≤ Uk which defines 
the search space. Both the objective function and the constraints can be linear or 
nonlinear. The equality constraints usually transformed to inequality ones [12] as 
follows

Where ε is the tolerance allowed (a very small value). As showed in [13] con-
straint handling methods in classical optimization can be classified into

•	 Generic methods: where the mathematical structure of the problem is not con-
sidered during the solution (linear or nonlinear).

•	 Specific methods: only relevant to a special type of constraints.

Find �x which minimizes

f(�x)

subject to

gi(�x) ≤ 0, i = 1, . . . , I

hj(�x) = 0, j = 1, . . . , J

∣

∣hj(�x)
∣

∣− ε ≤ 0

Fig. 2  Binary observation 
of q-bit Begin

If random (0,1) < | |

Then x 0
Else x 1

End
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Generic methods, such as penalty function method and Lagrange multiplier 
method [14] each one of them might be connected to any issue without much 
change, but they are not efficient with all types of problems. Specific methods, 
such as cutting plane method and the reduced gradient method [14], applicable to 
convex feasible regions or to problems with fewer dimensions.

3  Penalty Function

Based on the mathematical programming, where the constrained problem trans-
formed into unconstrained one. The performance of penalty function is not sat-
isfactory since it is generic method. First, all equality constraints transformed to 
inequality ones, the fitness function F(�x) designed as the sum of the objective 
function f (�x) and the penalty term.

Where |gi(�x)| denotes the absolute value of the constraint violation, the parame-
ter Ri is the penalty parameter for the ith inequality constraint. As showed in [13] 
there are two problems when using penalty functions.

1. The optimal solution of F(�x) depends on the penalty parameter Ri. Every value 
for Ri produces different optimal solution, users have to run more experiments 
for the same problem to reach the optimal setting of Ri.

2. Choosing the Ri randomly make distortion to the objective function and pro-
duces artificial local optimal solutions.

3.1  Novel Penalty Function

In this section we explain a novel penalty function proposed by Kalyanmoy Deb 
[13], where no penalty parameters needed. This method as explained by him can be 
general method for solving linear and non-linear constraints. The author presented 
tournament selection operator where the following criteria enforced in his work

•	 Any feasible solution is preferred to any unfeasible one.
•	 Among two feasible solutions, the one having better objective function value is 

preferred.
•	 Among two unfeasible solutions, the one with less constraint violation is preferred.

K. Deb [13] modified the evaluation function to measure individual solutions. He 
clarifies why it is not reasonable to use Eq. (4), since it make no sense to calculate 
objective function value for unfeasible solution. He devised the following fitness 
function, where unfeasible solutions are compared based on only their constraint 

(4)F(�x) = f (�x)+

I
∑

i=1

Ri|gi(�x)|
2
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violation. Before working all equality constraints transformed to inequality ones, 
so he assumed to have m inequality constraints.

Where fmax is the objective function value of the worst feasible solution in the 
current population. Thus the objective function for feasible solutions is the main 
objective function, while the objective function for unfeasible solutions depends 
on the constraint violation in addition to the worst feasible solution in the popu-
lation at hand. If no feasible solution exists in a population the value of fmax 
will be zero. K. Deb [13] explained with figures how the new modified objec-
tive function forces unfeasible solutions to come closer and inside the feasible 
region. The author used the niching methods [15] and parameter-based mutation 
operator [16] to keep diversity between feasible solutions. K. Deb [13] imple-
mented a normalized Euclidean distance as a niching strategy under the tourna-
ment selection operator. If the distance dij between two feasible parents (i and j) 
less than threshold value they are compared, otherwise, they are not compared 
and another solution j is checked. The normalized Euclidean distance calculated 
as follows:

This strategy allows feasible solutions that are far away from each other to be not 
compared and thus keep diversity.

4  The Proposed Method

This section uses the QGAXM discussed in [17] to work with the previous novel 
penalty function. There is no need to use any penalty parameters.

•	 The superposition feature of quantum individuals automatically gives benefits to 
unfeasible solutions to become feasible.

•	 The proposed method doesn’t use any niching strategy, since diversity of popu-
lation kept by quantum crossover and quantum mutation operators.

•	 Quantum rotational gate forces unfeasible solution to be closer or inside the fea-
sible region if feasible solution exists.

•	 If the best solution doesn’t change during 10 generations we consider it is 
trapped into local minimum, then the best 5 feasible solutions reserved and the 
remaining individuals generated randomly.

F(�x) =







f (�x) if gi(�x) ≤ 0 ∀i = 1, 2, 3, . . . ,m

fmax +
m
�

i=1

|gi(�x)| otherwise

(5)dij =

√

√

√

√

1

n

n
∑

k=1

(

x
(i)
k − x

(j)
k

xuk − xlk

)2
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5  Experimental Results

In this section the performance of the proposed method will be tested on well-
studied non-linear constrained optimization problems found in [13, 18]. The 
parameter setting of QBGA will be selected from Table 1, and will be modified 
from problem to another to be fair during comparison.

5.1  Test Problem 1

The optimum solution recorded in previous literature is �x∗ = [0.82288, 0.91144] 
with f (

−→
x∗) = 1.393454. Table 2 represents different comparisons of the best 

Minimize f1(�x) = (x1 − 2)2 + (x2 − 1)2

S .t h(�x) = x1 − 2x2 + 1 = 0,

g(�x) = −(x21/4)− x22 + 1 ≥ 0,

−10 ≤ xi ≤ 10, i = 1, 2

Table 1  Different parameters affect quality of QBGA

Parameters (Factors) Levels (Values)

A. Mutation Operator 1. Quantum inversion mutation
2. Left & Right quantum swap mutation
3. Quantum boundary mutation
4. Quantum neighbor-swap mutation
5. Quantum shift mutation
6. Quantum inverse-swap mutation
7. Quantum displacement mutation
8. Quantum makinen,periaux and toivanen mutation
9. Quantum non-uniform mutation
10. Quantum power mutation

B. Crossover Operator 1. Single-point quantum crossover
2. Two-point quantum crossover
3. Multi-point quantum crossover
4. Quantum interference crossover
5. Arithmetic quantum crossover

C. Mutation Probability (1) 0.05 (2) 0.2 (3) 0.3

(4) 0.4 (5) 0.5

D. Crossover Probability (1) 0.05 (2) 0.1 (3) 0.3

(4) 0.5 (5) 0.7

E. Population Size (1) 10 (2) 20 (3) 50

(4) 80 (5) 100

F. Rotational Angle (1) 0.01π (2) 0.05π (3) 0.08π

(4) 0.1π (5) Eq. 13 [17]
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solution obtained by GA [19], EP [20], Harmony search (HS) [21], Mine blast 
algorithm (MBA) [18]. From Table 2 the proposed method (QBGA) gives near 
optimal solution. The parameter setting of the QBGA to solve test problem 1 
was (4 1 5 2 2 3) from Table 1, with 500 iteration. Each variable encoded with 25 
q-bits, 15 q-bits for integer part and 10 q-bits for fraction part.

5.2  Test Problem 2

Table 3 represents the comparisons between optimal solution and the related 
design variables with cultured differential evolution (CULDE) [22] and MBA 
[18]. The parameter setting of the QBGA to solve test problem 2 was (4 1 4 2 4 1) 
from Table 1, with 150 iteration. Each variable encoded with 15 q-bits, 10 q-bits 
for integer part and 5 q-bits for fraction part.

5.3  Test Problem 3

Minimize f2(�x) = x21 + (x2 − 1)2

S .t h(�x) = x2 − x21 = 0,

− 1 ≤ xi ≤ 1, i = 1, 2

Minimize f3(�x) = (x21 + x2 − 11)2 + (x1 + x22 − 7)2

S .t g1(�x) = 4.84− (x1 − .05)2 − (x2 − 2.5)2 ≥ 0,

g2(�x) = x21 + (x2 − 2.5)2 − 4.84 ≥ 0,

0 ≤ xi ≤ 6, i = 1, 2

Table 2  Comparison of results from different methods for test problem 1

Method X1 X2 h(x) g(x) f(x)

EP 0.835 0.9125 0.01 −0.0069625 1.36488125

GA 0.808 0.8854 0.0372 0.05285084 1.43399716

HS 0.8343 0.9121 0.0101 −0.00594053 1.3665829

QBGA 0.822884518 0.9112964024 2.92E−04 2.54E−04 1.3934691

MBA 0.822875 0.911437 1.00E−06 1.78E−06 1.39346667

Optimal 0.82288 0.91144 0 −5.75E−06 1.393454368

Table 3  Comparison of results from different methods for test problem 2

Method X1 X2 h(x) f(x)

CLUDE −0.707036 0.500000 1.94E−04 0.749899905296

QBGA −0.705339687194 0.4975562072336 5.213E−05 0.7499538392211

−0.71346529814 0.50910312805 7.0396E−05 0.7500124705395

MBA −0.706958 0.499790 3.862E−07 0.749999657864

Optimal −0.70711 0.500000 −4.55E−06 0.7500045521
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The constrained optimum solution is �x∗ = [2.246826, 2.381865] with a func-
tion value equal to f (

−→
x∗) = 13.59085. As described in [13] the feasible region 

is a narrow crescent-shaped region (approximately .7 % of the total search 
space). The parameter setting of the QBGA to solve test problem 3 was (4 1 4 
2 4 4) from Table 1, each variable encoded with 36 q-bits,16 q-bits for integer 
part and 20 q-bits for fraction part. Although the feasible region is very small, 
the proposed method found 50 feasible solutions during 50 run. TS-R in Table 4 
means the novel penalty function in [13] implemented under real GA. Table 5 
shows statistical comparisons with Deb [13]. TS-B means the novel penalty 
function implemented under binary GA. The QBGA recorded optimal solu-
tion [2.246836837922230, 2.382068209169000] with objective value equals 
(13.5908430969596). From Table 5 the worst optimum from 50 run was 43.87163 
which is better than worst values obtained by Deb [13]. Median is the 25th value 
after sorting the 50 objective value in ascending order.

5.4  Test Problem 4

This maximization problem previously solved by HM [21], PSO-DE, PSO, 
GA [23]. Table 6 shows statistical comparison results for this problem. The 

Maximize f4(�x) =
sin3(2πx1)sin(2πx2)

x31(x1 + x2)

S .t g1(�x) = x21 − x2 + 1 ≤ 0,

g2(�x) = 1− x1 + (x2 − 4)2 ≤ 0,

0 ≤ xi ≤ 10, i = 1, 2

Table 4  Comparison of results from different methods for test problem 3

Method X1 X2 g1(x) g2(x) f(x)

TS-R 2.246826 2.381865 −3.52E−07 0.22218295 13.59085

HS 2.246840 2.382136 2.09E−06 0.2221819 13.5908585

QBGA 2.2468368379 2.382068209 2.59E−010 0.22218368 13.5908430

MBA 2.246833 2.381997 6.21E−08 0.22218324 13.5908427

Optimal 2.246826 2.381865 −3.52E−07 0.22218295 13.59085

Table 5  Number of runs = 50, results for test problem 3

Best Median Worst
Deb [13] (Maximum generation = 50) & population size = 50

TS-B 13.59658 37.90495 244.11616

TS-R 13.59085 13.61673 117.02971

QBGA (Maximum generation = 30) & population size = 80
13.590843 13.70942 43.87163



252 A.M. Mohammed et al.

parameter setting of the QBGA to solve test problem 4 was (4 1 4 2 2 3) from 
Table 1, each variable encoded with 25 q-bits, 15 q-bits for integer part and 10 
q-bits for fraction part. The optimum solution recorded by the proposed method is 
[1.227979286038545, 4.245321369441816]T with objective function value equals 
(-0.095825035944661).

5.5  Test Problem 5

This problem has five variables and six inequality constraints [13].

From Table 7, we can see that the worst value obtained by QBGA is better than 
most of the median values and is the best of all worst values in K. Deb [13]. Only 
we needed to run QBGA with 1,000 generation each with 50 individuals to prove 
superiority over 5,000 generation on the other side. The best obtained objective 
function value via the proposed method was (−30649.5178) and the optimum 
solution was 

[

78, 33.063059, 30.0967741, 45, 36.520161
]T. Deb [13] obtained 

best optimal value with (−30665.537) when he used mutation and niching under 
5,000 generation. The parameter setting of the QBGA to solve test problem 5 was 
(4 1 4 2 3 3) from Table 1, each variable encoded with 10 q-bits, 8 q-bits for inte-
ger part and 2 q-bits for fraction part.

Minimize f5(�x) = 5.3578547x23 + .8356891x1x5 + 37.293239x1 − 40792.141

S .t g1(�x) = 85.334407+ .0056858x2x5 + .0006262x1x4 − .0022053x3x5 ≥ 0,

g2(�x) = 85.334407+ .0056858x2x5 + .0006262x1x4 − .0022053x3x5 ≤ 92,

g3(�x) = 80.51249+ .0071317x2x5 + .0029955x1x2 + .0021813x23 ≥ 90,

g4(�x) = 80.51249+ .0071317x2x5 + .0029955x1x2 + .0021813x23 ≤ 110,

g5(�x) = 9.300961+ .0047026x3x5 + .0012547x1x3 + .0019085x3x4 ≥ 20,

g6(�x) = 9.300961+ .0047026x3x5 + .0012547x1x3 + .0019085x3x4 ≤ 25,

78 ≤ x1 ≤ 102,

33 ≤ x2 ≤ 45,

27 ≤ xi ≤ 45, i = 3, 4, 5

Table 6  Comparison of results from different methods for test problem 4

Method Worst Mean Best SD

HM −0.0291438 −0.0891568 −0.0958250 N.A

PSO −0.02914408 −0.09449230 −0.09582594 9.4E−03

PSO-DE −0.0958259 −0.0958259 −0.0958259 1.3E−12

GA −0.0958250 −0.0958250 −0.0958250 2.70E−09

QBGA −0.09577295 −0.09580933 −0.09582503 2.04 E−05

MBA −0.0958250 −0.0958250 −0.0958250 0
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5.6  Test Problem 6

This problem having 13 variables and 9 inequality constraints [13].

The optimal solution to this problem is �x∗ =
[

1 1 1 1 1 1 1 1 1 3 3 3 1
]

 with 
f (
−→
x) = −15. This is easy problem with the objective function and constraints 

being linear or quadratic as described in [24]. The parameter setting of the QBGA 
to solve test problem 6 was (4 1 4 2 4 3) from Table 1, each variable encoded 
with 25 q-bits, 15 q-bits for integer part and 10 q-bits for fraction part. Table 8 
shows the best, median and the worst of 50 run. The best obtained objective func-
tion value via the proposed method was (−14.9571735) and the optimum solution 
is 
[

1, 1, 1, 1, 1, 1, 1, 1, 1, 2.999967, 2.978604, 2.978604, 1
]T.

Minimize f6(�x) = 5

4
∑

i=1

xi − 5

4
∑

i=1

x2i −

13
∑

i=5

xi

S .t g1(�x) = 2x1 + 2x2 + x10 + x11 ≤ 10,

g2(�x) = 2x1 + 2x3 + x10 + x12 ≤ 10,

g3(�x) = 2x2 + 2x3 + x11 + x12 ≤ 10,

g4(�x) = −8x1 + x10 ≤ 0,

g5(�x) = −8x2 + x11 ≤ 0,

g6(�x) = −8x3 + x12 ≤ 0,

g7(�x) = −2x4 − x5 + x10 ≤ 0,

g8(�x) = −2x6 − x7 + x11 ≤ 0,

g9(�x) = −2x8 − x9 + x12 ≤ 0,

0 ≤ xi ≤ 1, i = 1, . . . , 9

0 ≤ xi ≤ 100, i = 10, 11, 12

0 ≤ x13 ≤ 1

Table 7  Number of runs = 50, results for test problem 5

Mutation Niching Best Median Worst
Deb [13] (Maximum generation = 1,000) & population size = 50

No No −30614.814 −30196.404 −29606.451

No Yes −30646.469 −30279.744 −29794.441

Deb [13] (Maximum generation = 5,000) & population size = 50

No No −30614.814 −30196.404 −29606.596

No Yes −30651.865 −30376.906 −29913.635

Yes Yes −30665.537 −30665.535 −29846.654

QBGA ( Maximum generation = 1,000) & population size = 50
−30649.5178 −30600.47308 −30396.111328
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6  Graphics Processing Units (GPU)

GPU originally evolved to accelerate 3D graphics on personal computers. The 
hardware structure of GPU supports high performance and computing power 
exceeds traditional CPUs. Modern GPUs contain thousands of arithmetic units, 
hundreds of processors, tens of thousands of concurrent threads, big memory 
bandwidth. All this features combined with their programmability and low 
cost platform attracted researchers to use GPU for general purpose computing 
(GPGPU) [25] [26].

GPU is optimized for single program multiple data (SPMD), meaning that sin-
gle program can be executed on independent multiple data simultaneously, this 
kernel program called by CPU host to perform parallel processing on the GPU 
device. GPU is high-performance and valuable only for parallelized algorithms, 
so implementing parallel EAs over GPU proved high-quality in processing speed 
[26–29]. Parallelized individuals (chromosomes) for GPU can be organized via 
texture mapping [27, 28] and island models [26, 29].

6.1  Texture Mapping

The population is mapped into textures in organized manner, then transferred from 
CPU system memory to GPU global memory, every pixel of texture capsulate 4 
genes of single chromosome similar to (R, G, B, A) color channel. This makes 
wide use of parallel processing by dealing with 4 genes from each individual 
simultaneously. The limitation of textures can be stated as follows:

•	 Only 16 textures can be processed simultaneously on nVidia GeForce FX 6800 [28].
•	 Capacity size not exceeding 4096 * 4096 for each texture on nVidia GeForce 

FX 6800 [28].

Parallel blend crossover and parallel uniform mutation applied in [27] to achieve 
diversity, while [28] assumed that applying parallel crossover process will be more 
time consuming, thus the author implemented evolutionary programming algo-
rithm (EP) dependable on parallel Cauchy mutation operator only. Both crosso-
ver and mutation operators uses random numbers in their process. From our study 

Table 8  Number of 
runs = 50, results for test 
problem 6

Mutation Niching Best Median Worst
Deb [13] (Maximum generation = 500) & population size = 130

No No −15 −15 −9.603

No Yes −15 −15 −10.959

Yes Yes −15 −15 −13

QBGA (Maximum generation = 500) & population size = 80
−14.95717359 −14.8235 −11.8823
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to [27] the author, presented the Random Numbers Generator section, with intel-
ligent methodology, instead of transferring random texture from CPU to GPU 
with every generation, this random texture transferred once then parallel Linear 
Congruential Generator (LCG) used to update it on GPU. To minimize data trans-
fer of individuals between CPU and GPU, indexed array used in [28] where selec-
tion and replacement strategies connected to this array and population textures 
kept on GPU. Experimental results performed in [27, 28] related to small size 
optimization problems,where adaptability of these algorithms will be lost for high 
dimensional ones, also both of those algorithms missing the computing power 
offered by fast shared memory.

6.2  Island Models (IMs)

IMs are the most widely used schemes to implement parallel EAs. When dealing 
with these models over GPU we study some issues as global memory, local shared 
memory, threaded blocks, synchronous and a synchronous version, migration 
topologies, selection and replacement operators. Three different parallel schemes 
of IM discussed in [29], (1) Parallel evaluation of the population on GPU, (2) 
Full distributed IM on GPU and (3) Full distributed IM on GPU using fast shared 
memory. The advantages, limitations of these schemes are presented in the same 
work. Migration mechanism performed in a synchronous manner since threads are 
not guaranteed to finish processing at the same time. Forcing synchronous IM on 
GPU can be achieved implicitly via CPU, but with decreased performance. Using 
local shared memory with IM proved good acceleration factors up to *1757 pro-
cessing time compared to traditional CPU when increasing problem dimension 
and up to *2074 when increasing number of islands (population size) [29]. For 
high technical paper discusses IM from implementation side [26], where selection 
and parallel arithmetic crossover combined for each island to optimize processing 
time and memory usage. The same migration ring topology applied in [26, 29] to 
achieve diversity.

6.3  Quantum Inspired Evolutionary Algorithm Over GPU

Original QIEA uses intelligent quantum-gate operator to guide all individuals to 
the position of the best one. Figure 3 clarifies this process, where the large green 
circle represents the global best solution. QIEA did not search for optimal solu-
tion in neighborhood and this being a weak point. Our aim is to change the search 
directions inside the population by segmenting into subpopulations and selecting 
best individual (leader) for each group of individuals. Figure 4 shows this concept, 
where q-gate directs individuals to the leader positions instead of the global best 
solution, red circles are the leaders for groups.
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After periodic time (10 generations) each sub-group copy its leader to the 
global memory, selecting the global best individual, then all the leaders directed 
to this selected global. Leaders of groups are replaced if better solution obtained. 
Figure 5 represents simple flowchart of single island model over GPU using fast 
shared memory.

Fig. 3  Q-gate guides all individuals to the best position

Fig. 4  Segmenting to subpopulations and searching neighborhood spaces
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7  Conclusions

The quantum behaved genetic algorithm proved good results when solving con-
straints optimization problems. The superposition of quantum computing gives 
big reasoning for not neglecting infeasible solutions. From experimental results, 
the proposed method can be considered as alternative intelligent evolutionary 
algorithm to find near optimal solution. We expect that quantum inspired com-
puting over GPU will have excellent impact on the research domain of optimi-
zation, since World Wide Web missing material related to this important topic. 
Accelerating execution speed will be achieved by GPU while obtaining global 
solutions will be obtained with quantum inspired algorithms.
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Abstract The use of cellphones and handheld devices in our daily activities is not 
limited to making calls or writing short text messages. The added features of wire-
less technology and related applications made it possible to write emails, notes and 
long text. Nevertheless, the currently used keyboards in portable devices are not 
optimized for such use, in terms of rapid and ergonomic typing. In this research, 
we aim to optimize the design of the Arabic keyboard layout for applications that 
predominantly use a single pointer, such as those used in portable devices. The 
main objective is to find the best single-finger Arabic keyboard layout that allows 
users of portable devices to write text and carry out written conversations for a 
long time with comfort, ease, and speed. Since the single-finger keyboard layout 
problem can be modeled in terms of the famous Quadratic Assignment Problem 
(QAP), which is known to be NP-hard, heuristics and meta-heuristics are recom-
mended for solving such problem. To adapt the problem to the requirements of 
optimizing the single-finger Arabic keyboard, we added two measures to the clas-
sical—distance based—objective function of the QAP, which are: the keyboard 
row weight and the hit direction of the finger. A Genetic Algorithm (GA) approach 
with two different crossover types (two-point and modified uniform crossovers), 
and three different mutation operators (swap, insertion, and Simulated Annealing 
(SA)) was developed and thoroughly tested. The experimental results demonstrated 
that the simple swap mutation produced better results than the other mutations, 
with both crossover types. Moreover, experimental testing has shown that the 
added measures in the objective function had a positive effect, in terms of improv-
ing the typing speed, when compared to the original QAP objective function. 
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Finally, comparing the resulting optimized keyboard layout with other existing 
keyboards showed that our keyboard layout is favorable, in terms of the optimiza-
tion criteria considered in this research, than the other layouts tested.

1  Introduction

Nowadays, people extensively use handheld and portable devices, such as: smart 
phones, tablets, phablets, etc. These devices enable users to send emails, browse 
the Internet and indulge in different social media. However, the keyboard design 
of these devices is not currently optimized for such extensive use, in terms of 
enhancing the writing speed and increasing the accuracy and comfort of typing 
using only one finger or one pointer. This is particularly true for people with spe-
cial needs, who cannot type using their hands and may use alternative devices, 
such as a mouth stick, for typing. This paper focuses on designing an optimized 
single-finger (s-finger) keyboard layout for the Arabic language, in order to 
enhance the typing speed as well as the ease and accuracy of typing.

Designing an optimized keyboard is, in fact, a challenging problem that has not 
been extensively researched. To the best of our knowledge, the first attempts to opti-
mize an s-finger Arabic keyboard were in the two versions of this research [8, 14]. 
Although there is some research on the many-finger (m-finger) Arabic keyboard 
layout, its results cannot be adopted for single finger use, since the optimization cri-
teria is different. For example, in order to increase the typing speed in the m-finger 
case, the most frequent pairs of letters should be placed far from each other, so that 
when the first letter is being typed another finger is ready to type the next letter [13]. 
Contrary to this, the frequent pairs of letters in the s-finger keyboard must be placed 
adjacent to each other, so that the finger can move faster from one letter to another.

The s-finger keyboard layout problem can be modeled in terms of the famous 
Quadratic Assignment Problem (QAP). The QAP is a well-known combinatorial 
optimization problem, which was proposed in 1957 by Koopmans and Beckmann 
[10]. It was used to model the facility layout problem, where n facilities must be 
located in n locations. Two matrices were used in this context, the first matrix 
holds the flow, C = [cij], where cij is the flow between facilities i and j. The second 
matrix holds the distance, D = [dkl], where dkl is the distance between locations 
k and l. When a facility i is assigned to location p(i), and facility j is assigned to 
location p(j), the cost of this assignment is calculated as cijdp(i)p(j). Then the total 
cost of all facilities assignment will be the sum of each assignment over all i and j. 
The objective function is defined as follows:

What makes the QAP important is its ability to model many real-life problems, 
such as: the backboard wiring problem [16], the campus layout problem [4], the 

(1)cost = min

n
∑

i=1

n
∑

j=1

cijdp(i)p(j)
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hospital layout problem [6], and the keyboard layout problem [12]. In general, the 
possible number of solutions that can be obtained when solving the QAP is huge 
(O(n!)), which makes the problem NP-hard [18]. Meta-heuristic methods are usu-
ally preferred for solving hard optimization problems like the QAP.

To model the keyboard layout problem in terms of the QAP, letters are mapped 
to facilities, and locations are mapped to keyboard keys. In addition, the flow 
between a pair of facilities corresponds to the frequency of occurrence of a letter 
pair, and the distance between the two locations is simply the distance separat-
ing the keys to which the pair is assigned on the keyboard. Thus, the optimization 
of the layout is based on the frequency of occurrence of letters. In our proposed 
approach, we calculated the frequency of Arabic Articles using articles from 
Arabic Wikipedia. Then a Genetic Algorithm (GA) was implemented for the opti-
mization phase. Our GA adopts two crossover methods (two-point and modified 
uniform crossovers). In addition, three mutation operators were tried: swap, inser-
tion and Simulated Annealing (SA). A problem specific objective function was 
adopted to guide our GA towards attaining the optimized layout design.

The rest of this chapter is organized as follows: first, a literature review of key-
board layout optimization problems and their solution methods for different languages 
is summarized in Sect. 2. Then our proposed algorithm for solving this problem is 
presented in Sect. 3. This is then followed by the experimental results in Sect. 4, and 
finally conclusions with a brief summary and intended future work are in Sect. 5.

2  Related Work

The most well-known keyboard layout for the English language is the QWERTY 
keyboard. It was presented in 1872 and was named after the first six characters in 
the top row of the keyboard. Originally, this format was used in typewriters, where 
the characters are arranged in a way that slows down typists so that the machine 
parts would not be jammed. Another keyboard was proposed in 1932 named 
Dvorak; it claims that placing the vowels in the middle row will overcome the lim-
itations of the QWERTY keyboard. However, the long-term use of the QWERTY 
keyboard made it difficult to be replaced by another at that time, due to the cost of 
retraining the users [5, 11]. However, the current keyboard layouts do not support 
the typing speed and other ergonomic criteria [11]. Thus, a number of studies that 
tackle the keyboard layout optimization problem have emerged. These studies vary 
in their solution approaches as well as the languages used in the keyboard.

2.1  Latin Keyboards

Light and Anderson [12], designed an optimized English keyboard layout using 
simulated annealing. They modeled the problem as the QAP, and used the 
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frequency of pairs of letters and the time needed to travel to each letter. The results 
showed that the layouts produced by this algorithm are better and can type faster 
in comparison to the QWERTY and Dvorak’s typewriters. Also, they noticed that 
the algorithm always manages to:

•	 Place the most common letters where they are typed using the index or the mid-
dle fingers, which are considered to be the strongest of all fingers.

•	 Place the least common used letters at the bottom row.

Eggers et al. [5], applied an Ant Colony Algorithm (ACO) to optimize French, 
German and English keyboard layouts. In order to calculate the frequency of the 
characters in these languages, they used texts that appeared in the newspapers 
of Le Monde, Der Spiegel and USA Today for the French, German and English 
languages respectively. Their aim was to achieve a higher typing speed without 
causing fatigue or typing errors, and to allow the use of ‘touch-typing’. To achieve 
such goals, the objective function tests for six criteria, which are:

1. Accessibility and load: Distribution of the typing load with regard to the 
strength of the fingers.

2. Key number: The number of keys hit to type a text must be minimized. If the 
shift key is not used, the number of keys used to type a text is fixed.

3. Hand alteration: Having to change hands for each character will minimize the 
time and speed up typing. This is because while having one hand reaching to 
type a character, the other hand is moving towards the next character.

4. Consecutive usage of the same finger: Typing two characters with the same fin-
ger will slow down the typing speed.

5. Avoid big steps: When using the same hand for typing, the distance between 
two consecutive keys must be minimum.

6. Hit direction: When using one hand for typing two consecutive characters, the 
movement direction of the fingers must be from the little finger to the thump.

2.2  Other Languages Keyboards

Samimi [15] designed an optimized Persian keyboard layout using a hybrid SA 
and GA approach. He attempted to optimize 33 letters that will be placed on three 
rows. Each row has a different number of keys (12, 11, and 10 keys respectively). 
He calculated the frequency for each letter and pairs of letters using large data sets 
of various Persian texts. As for the objective function, it measures the comfort of 
the user while typing. This is accomplished by: dividing the load equally between 
the two hands, maximizing alternating between hands, minimizing the number of 
times the same finger is used to type, and allocating the most frequent letters on 
the middle row. As for the algorithm, the regular GA operators (crossover, muta-
tion and replacement) were implemented. However, the replacement operator was 
done using SA. If the new population is better than the old one, it will replace it; 
otherwise, it will be accepted depending on a certain probability.
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Deshwal and Dep [3], designed an optimal Hindi keyboard layout using a GA. 
The aim was to reach a keyboard layout that is better than the currently used one. 
The criteria used are the same as the ones mentioned in Eggers et al. [5]. The 
selection methods they used were roulette wheel and tournament selections. As for 
mutation, they used swapping. Crossover is performed as follows: first, it copies 
parts of the keyboard from one parent to the offspring, then the rest of the keys are 
assigned their characters from the other parent. After reaching the best solution, a 
Local Search (LS) is applied. They implemented two kinds of LS:

1. Repeated mutation: Which is an LS with swap as a neighborhood move.
2. Swapping shift-modified and actual characters: An LS that starts from the first 

key of the keyboard and swaps the direct access character with the one that 
is accessed through a shift key, then evaluates the new keyboard. If the key-
board did not improve, the algorithm moves to the next key, and so on. When 
an improved keyboard is reached, the LS restarts the process again from the 
first key using the improved keyboard.

2.3  Arabic Keyboards

Malas et al. [13] applied a GA to design an m-finger Arabic keyboard layout that 
optimizes typing speed. In order to accomplish this, the characters’ frequencies 
were needed. They collected articles from Arabic Wikipedia to make sure that the 
data is not biased towards a particular field. Then, they calculated the frequency 
of each character and also of pairs of characters. The characters were divided into 
two groups based on the frequency. The characters with the highest frequencies 
will be placed on the main grid, while characters with the lowest frequencies will 
be accessed through a shift key. The arrangement of the main grid characters will 
be determined based on the frequency of the pair of characters and their typing 
time. The attributes that have been considered are: hand transition, row transition, 
finger transition, row weight and finger weight.

As for the GA in [13], the initial population is generated randomly. Furthermore, 
to support diversity half of the selected individuals for reproduction are selected ran-
domly. Only mutation was used to reproduce, because, according to the authors, 
they did not have a clear vision on how to apply the crossover. To mutate an individ-
ual, a number of the parent’s keys are selected and swapped. Then, the mutated indi-
vidual returns to the population, so that if it is fit enough, it will be selected in the 
next generation for reproduction. The algorithm is terminated manually when it 
reaches good results. The “shift” set was not optimized, because it contains the low-
est frequency characters of the Arabic language. They assigned them manually to 
make it familiar to the user by placing them in similar locations to the common lay-
out. Their layout design solves some of the common Arabic keyboard problems 
such as: placing the letter “ذ” in an awkward position (next to number 1), and it 
eliminated the combination of the not very frequent character pair “لا”. Furthermore, 
this design increased the typing speed by 35 %.
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Khorshid et al. [9], also applied a GA approach to optimize an m-finger Arabic 
keyboard layout. The Qur’an holy text was used to calculate the frequency of 
each character and pairs of characters. The objective function was calculated the 
same way as in Egger et al. [5]. The keyboard keys are represented by four indices 
(x1, x2, x3, x4), where:

and x4 represents the rows 0–5, where 0 is the top row and 5 is the bottom row. 
Also, this representation is mapped to the position of the keys. The keys are num-
bered from 1 to 34. At the beginning, each character is given an index, which is 
equal to the key location. When the optimization process starts, the characters will 
be mapped using the 4D array. As for the GA, the initial population was gener-
ated randomly. They used crossover and mutation to reproduce, with crossover 
and mutation rates of 0.7, and 0.2 respectively. The population size was 500, and 
the number of generations was 200. In comparison to the currently used keyboard, 
their design improved typing speed by 36.3 %.

2.4  Single-Finger Keyboards

Li et al. [11] attempted to optimize movement time of key transition. Fitt’s law [7], 
which is a model used to predict the time required for a human to move to a target 
area, was used to calculate the movement time. The next step was to calculate the 
frequency of occurrence of pairs of characters. For that, they used 15,000 of the 
most common words from the British National Corpus. They tackled this problem 
using two models:

1. IP model: In this model, the transition is fixed between any two keys, so the 
distance can be calculated using Fitt’s law [7], or by just calculating the dis-
tance between the centers of the two keys. This algorithm took a lot of time to 
run, though, and did not reach a good solution.

2. A two stage heuristic: First, an exact search with a swap neighborhood move 
is performed. This process continues until there is no improved solution after 
10 consecutive attempts. Then an SA algorithm is applied, which was able to 
reach a solution in less than a minute. They noticed that the vowels were placed 
close to each other, although their frequencies when they are paired are not 
high. Each vowel on its own has a high frequency, though.

Dell’Amico et al. [2] designed an optimized s-finger keyboard layout for the 
languages: English, Spanish, French, and Italian. The goal was to find the best 
allocation of the characters, where the average time it takes to write a text is the 

x1 =

{

0 no shift

1 use shift

}

, x2 =

{

0 right hand

1 left hand

}

,

x3 =

{

0 → 7 left hand column

0 → 8 right hand column

}

,
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minimum. Again, Fitt’s law [7] was used to calculate the average time. Several 
meta-heuristics were developed to solve this problem, as follows:

1. Local Search (LS): this algorithm uses two neighborhood moves: one for find-
ing a local optimum, which is based on reallocating characters to empty loca-
tions. Then a swap neighborhood move is used to improve the local optimum.

2. Simulated Annealing (SA): two SA algorithms were implemented: one uses a 
swap neighborhood move, while the other combines swap with moving a char-
acter to another location. Furthermore, before any change to the temperature, 
the LS algorithm is applied to the current solution.

3. Tabu Search (TS): two TS algorithms were implemented: the first one uses a 
neighborhood move that moves a character to another empty location, while 
the second combines the swap move with moving a character to an empty loca-
tion. Furthermore, their LS algorithm is used to optimize the resulting solution.

4. Variable Neighborhood search (VNS): this VNS algorithm uses the k-exchange 
neighborhood. Experimentally they found that k must be between 3 and n, 
where n is the number of characters. Also, they applied their LS algorithm to 
optimize each neighborhood solution.

5. Fast Ant System (FANT): they implemented the FANT algorithm that Taillard 
[17] developed and used their LS algorithm to optimize the retrieved solution 
by the ants.

3  Proposed Approach

To the best of our knowledge, there is no previous published research on optimiz-
ing the s-finger Arabic keyboard. The first attempts seem to be two early versions 
of our research in [8, 14], where an SA and a GA algorithms were respectively 
developed to optimize the Arabic keyboard design for single-pointer applications. 
In this chapter, we extend the research of [8], and provide more details on the pro-
posed approach and the results obtained. Our solution approach is divided into two 
stages: (1) Calculating the frequency of each Arabic letter and for pairs of letters, 
and (2) Optimization using a GA, which is intended to find the best allocation of 
letters in a 2D grid for the s-finger Arabic keyboard layout. In what follows, we 
explain both stages in detail.

3.1  Calculating the Frequency of Letters

In this stage, there are three steps that have been followed: collecting Arabic text, 
cleaning the text and calculating the letters frequencies.

1. Collecting Arabic text: To be sure that the calculated frequencies are as accu-
rate as possible, the data must be chosen carefully. The data should be diverse 
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and not inclined towards any particular filed or subject. So, Arabic Wikipedia 
seems a reasonable source of text to calculate the letters frequencies. The arti-
cles were downloaded from Wikipedia dump service [1] on September 9, 2013 
with a file size of 1.6 GB.

2. Cleaning the Arabic Wikipedia file: The articles are downloaded in a single 
XML file that contains other meta information. Therefore, it was necessary to 
extract the Arabic text and prepare it before calculating the letters frequencies. 
NetBeans IDE 7.3 and the Regular Expression library in Java were used for 
this purpose. A total of 11,000 articles have been harvested.

3. Calculating the frequency: After collecting the articles, the frequency of each 
Arabic letter and the frequency of each pair of letters were calculated. Figure 1 
shows the frequencies of pairs of Arabic letters obtained in this phase. As can 
be seen from the figure, the pair (ال) (meaning “the” in English) has the highest 
frequency in the Arabic language.

3.2  The GA Approach

As previously mentioned, the s-finger Arabic keyboard layout problem can be 
modeled in terms of the QAP. GAs are known to be successful in solving diffi-
cult optimization problems, like the QAP. In additions, for the keyboard layout 

Fig. 1  Pairs of letters frequencies
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problem, a GA approach was used to optimize the m-finger Arabic keyboard in [9, 
13], the m-finger Persian keyboard in [15], and the m-finger Hindi keyboard in [3]. 
Nevertheless, to the best of our knowledge, it has not been previously attempted 
for s-finger keyboards. In our proposed method, we try to utilize the success of 
GAs in solving similar optimization problems to solve the s-finger keyboard lay-
out optimization. The steps of the classical GA framework are followed in this 
approach. Two crossover operators along with three types of mutation have been 
tried in our GA. In what follows, we explain the details of our proposed GA.

1. Solution Representation: To encode a solution for the s-finger keyboard prob-
lem, the following conditions should be satisfied: the keys are placed on a rectan-
gular grid, all keys are of the same size, each letter must be assigned to only one 
key, each key must hold only one letter, and all the letters on the grid are different. 
It follows from these conditions that a 2D permutation encoding is a suitable rep-
resentation for a problem solution. In our representation, each letter has a distinct 
integer value that represents it. As for the grid size, it is limited to cellphone sizes. 
The recently developed cellphones place the letters on a 3 × 10 or 3 × 11 grid; 
we use a 3 × 11 grid for our solution. Notice that the number of letters the grid 
can hold is 33, while the total number of the Arabic letters is 36. Hence, three let-
ters were not included in the grid and will be accessed through a shift key.

2. Objective Function: To evaluate a solution (keyboard layout), three measures 
are taken into consideration in our objective function: (1) the frequencies of 
pairs of letters and their separating distances on the keyboard; (2) the frequency 
of a single letter and the row to which it is assigned; and (3) the “hit direction”, 
which is typing from right to left in Arabic.

The first component corresponds to the QAP regular objective function, where 
the frequency of a letter pair (flow between facilities) is multiplied by the distance 
separating their assigned locations (the keyboard keys). The Euclidean distance 
is used to measure the distance between two keys i, j. The goal here is to place 
the most frequent letters close to each other. The first component of the objective 
function is shown in Eq. (2), where fij is the frequency of the letter pair, and dij is 
the distance between their assigned keys:

The second component considers to which row each letter has been assigned. 
Since the middle row is more convenient for typing, the most frequent letters 
should be placed on that row. As recommended in [13], each row is assigned a 
weight, and the frequency of a letter is multiplied by the weight of the row to 
which it is assigned. The selected weights are 1, 2 and 3 for the middle, upper, and 
bottom rows respectively, since the upper row is slightly more convenient for typ-
ing than the bottom row. Thus, if the frequency of occurrence of a letter i is fi, and 
wi is the row weight of the row assigned to letter i, this part of the objective func-
tion is represented as shown in Eq. (3):

(2)Dij = fij × dij

(3)Ri = fiwi where wi =

{

yi if yi = 3

(3− yi) otherwise



270 N. Alswaidan et al.

Finally, the Arabic language is written from right to left. To increase the typing 
speed this direction should be preserved as much as possible. Thus, when the most 
frequent pairs of letters are placed close to each other, the order of placement of 
the letters should support the typing direction from right to left. For example, the 
most frequent pair in the Arabic language is ‘ال’, so the letter ‘ا’ should be placed 
to the right of the letter ‘ل’; this is called the “hit direction”. To preserve the hit 
direction, a penalty is added when the pointer moves from left to right regardless 
of the row or column. This penalty is proportional to the frequency of the pair of 
letters. Equation (4) shows how this part of the objective function is formulated:

The overall score (objective) of the solution is shown in Eq. (5), where a, b and c 
are weights that determine the importance of each term.

3. Crossover Operators: Two crossover methods were implemented, which are:

Two-Point Crossover (TPX): Two crossover points are randomly selected. 
Then the offspring will inherit the outer parts of the crossover points from the first 
parent, while the alleles in-between the crossover points will be inherited from the 
second parent. To inherit the letters from the second parent, the crossover starts 
from the bottom row. If the allele has not been inherited yet, it will be copied to 
the offspring; otherwise it will move to the next one, and then moving up row by 
row, as shown in the example in Fig. 2. The roles of parents are reversed to create 
a second child in the same way.

(4)Sij = fijvij, where vij =

{

0 if xi − xj > 0

1 otherwise

(5)F = min a

n
∑

i=1

n
∑

j=1

Dij + b

n
∑

i=1

Ri + c

n
∑

i=1

n
∑

j=1

Sij

Fig. 2  Two-point crossover
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Modified Uniform Crossover (MUX): This crossover is implemented based 
on the uniform order-based crossover mentioned in [18]. However, it is adapted 
to suit a 2D grid instead of a one dimensional permutation. In this crossover, two 
parents produce two children. A randomly generated mask is used to determine 
which alleles will be inherited from which parent. Starting from the first gene, if 
the mask value is 1, then child one will inherit the allele from parent one, while 
child two will inherit the allele from parent two. However, if the selected allele has 
previously been inherited, then the child will take the allele from the other parent, 
but if the allele of the other parent is already inherited, then the operator will leave 
the location empty and move on to the next location. After the end of this pro-
cess, the letters that have not been assigned yet will be randomly distributed to the 
empty locations. See Fig. 3 for illustration.

4. Mutation Operators: Three mutation operators were implemented, which are:

Swap: two locations will be selected at random and their letters will be exchanged.
Insertion: a location will be selected at random and its letter will be 

inserted into another location in the same row, such that the rest of the letters 
will be shifted to accommodate the inserted letter.

Fig. 3  Modified uniform crossover
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Simulated Annealing (SA): the mutation operator is enhanced using an SA 
local search meta-heuristic. The neighborhood moves used in the SA were swap 
and insertion as explained above.

4  Testing and Computational Results

The Algorithm was implemented using Matlab r2012a. The initial population was 
created randomly, and the selection method used was roulette wheel selection. 
As for the replacement method, elitist replacement was used, such that the best 
individuals form the old generation replace the worst individuals from the new 
generation according to a certain replacement rate. The algorithm stops when no 
improvement is perceived after a certain number of iterations.

4.1  Parameters’ Tuning

Before testing and evaluating the performance of the algorithm, a number of param-
eters should be tuned. After an extensive parameter tuning process, the final GA 
parameters were set as: 50 for the population size, 0.7 for the crossover rate, 0.2 for 
the mutation rate, 0.2 for the replacement rate, and the algorithm would stop after 20 
iterations without improvement. As for the SA parameters, they were set to: 1,000 
for the initial temperature, 10 iterations per temperature, and the cooling rate is 0.95. 
Moreover, there are three factors that affect the objective function of a solution, which 
are: the distance separating pairs of letters, the row weight, and the hit direction (see 
Eq. 5). A weight value ∈ [0–1] was used to determine the effect of each factor, such 
that the sum of the three weight values in the objective function is equal to 1.

In order to select the best weights, the most frequent pair of letters (“ال”) was 
used as a guide in the tuning process. First, it is crucial to have the pair placed next 
to each other in the final keyboard layout, so the distance weight must be set to a 
high value to avoid separating the pair. Second, the pair should be placed in the 
middle row, so the row weight was gradually increased until the pair satisfied this 
condition. Third, the letter ‘ا’ should be placed to the right of the letter ‘ل’, so the 
weight of the hit direction was increased gradually until these letters were placed 
in the correct order (“ال”) in the final solution obtained.

To achieve the above conditions, the tuning process started by setting the 
weights to the values: 1, 0, and 0 for the distance, row, and hit direction weights 
respectively. Then, the row weight was increased by 0.1, and the distance weight 
was decreased by the same value. If needed, this process will be repeated until the 
pair “ال” is placed in the middle row. After determining the row weight, the same 
process was done to determine the weight for the hit direction. So, the final objec-
tive function weights obtained were: 0.7, 0.1, and 0.2, for the distance, row, and 
the hit direction weights respectively.
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4.2  Experiments

Each crossover method (two-point crossover, and modified uniform crosso-
ver) was tested with the three mutations, which are: swap, insertion, SA with a 
swap neighborhood move, and SA with an insertion neighborhood move. Each 
experiment was repeated 10 times. In order to see how much the initial solution 
improved, the averages of the objective value for the best solution in the initial 
population and best solution in the final population of each experiment (10 runs) 
were calculated. Table 1 shows the experimental results in terms of the average 
improvement in the objective function between the first and last generations in the 
10 runs, the average processing time and the average number of generations.

It can be seen from Table 1 that the best improvement percentage was obtained 
from experiment 1 (TPX with swap mutation), followed by experiment 5 (MUX 
with swap mutation). Furthermore, the experiments showed that the TPX com-
bined with swap mutation gave the best solutions in terms of the objective function 
value, followed by the MUX with swap mutation. It can also be noticed from the 
table that experiments 1 and 5 were the fastest among all other experiments (with 
the exception of experiment 2, which has apparently converged to a sub-optimal 
solution). Thus, it appears from the results that the simple swap mutation gave bet-
ter results than both the insertion and the SA mutations. On the other hand, the 
worst results were produced when using the insertion mutation, either as a muta-
tion or as a neighborhood move within the SA. In addition, it can be noticed that 
the SA mutation version was relatively slow in producing its best result.

Figure 4 also bears out these results by showing the best run from each experi-
ment in terms of the value of the objective function in each generation. It can be seen 
from this figure that, in contrast to experiments 1 and 5 (which both rely on the swap 
mutation), all other experiments have experienced a rapid conversion towards a sub-
optimal solution. This can be interpreted by the ability of the swap mutation to pro-
vide the best variation in the solution, which leads to avoiding premature conversion.

We also noticed that the keyboards with the best objectives all placed the letters 
of higher frequency in the middle row, and the letters (‘ل‘ ,’ا’) were always placed 

Table 1  Experimental results

Experiment Crossover  
method

Mutation  
method

Improvement  
percentage (%)

Average time  
in sec

Average  
generations

1 Two-point  
crossover  
(TPX)

Swap 26 13.69 228

2 Insertion 23 7.38 126

3 SA + swap 18 98.65 63

4 SA + insertion 15 107.33 63

5 Modified  
uniform  
crossover 
(MUX)

Swap 24 23.621 181

6 Insertion 22 36.82 103

7 SA + swap 19 112.79 52

8 SA + insertion 20 95.17 57
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at the center. On the other hand, the letters with the lowest frequencies were 
always placed on the edges. Figure 5 shows the best keyboard layout, produced 
with experiment 5, in terms of the objective function value. To test the effective-
ness of this layout, the keyboard shown in Fig. 5 was compared with other known 
keyboards, with respect to the criteria considered in this research. To do this, we 
assessed the Arabic keyboard layouts developed for m-fingers in Khorshid et al. 
[9], Malas et al. [13] and the iOS Arabic keyboard, using our objective function. 

Fig. 4  Best run of each experiment. a TPX with swap, b TPX with insertion, c TPX with 
SA + swap, d TPX with SA + insertion, e MUX with swap, f MUX with insertion, g MUX with 
SA + swap, h MUX with SA + insertion
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The results show that our keyboard layout is 58 % better than the keyboard in [9], 
31 % better than the keyboard in [13], and 29 % better than the iOS Keyboard, in 
terms of improving in the objective function value.

The final experiment conducted was to evaluate the effect of the additional 
components of the objective function, which are the row weight and the hit direc-
tion. In order to do this, we repeated the best experiment (TPX with the swap 
mutation) but this time we considered only component 1 (i.e., the distance) in the 
objective function. We then evaluated the best keyboard obtained from the previ-
ous experiment shown in Fig. 5, having the complete objective function (we call 
this keyboard 1), with the best keyboard obtained from the second experiment (we 
call this keyboard 2). For this purpose, we implemented an algorithm that virtu-
ally estimates the speed of typing, using the distances between letters in a text. We 
considered 50 articles covering different disciplines (Culture, Economy, Politics, 
Science and Sports) with 10 articles from each. The articles were randomly chosen 
from the Arabic newspapers “Al Jazeera” and “Asharq Al-Awsat”. We computed 
the total distance between the letters, and then the movement time needed to type a 
given text, using the keyboards mentioned above. The movement time is computed 
using Fitts’ law [7]. Figure 6 shows the results of this experiment in terms of the 

Fig. 5  The optimized arabic keyboard

Fig. 6  Estimated average typing time
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average typing speed of each keyboard. The figure also shows the estimated typing 
speed of the iOS keyboard. As can be seen from the figure, the results indicate that 
the average typing speed of keyboard 1 (obtained with the objective function that 
includes the distance, the row weight and the hit direction) is better than the aver-
age speed of keyboard 2 (obtained when only the distance is used in the objective 
function). Both were even better than the typing speed of the iOS keyboard. The 
overall averages obtained for all articles were (614.65, 522.85, 534.17) for iOS, 
keyboard 1, and keyboard 2 respectively. This seems to indicate that the measures 
added in the objective function actually improve the estimated typing speed, prob-
ably due to having a better arrangement of the most frequent letters on the key-
board as a result of the additional measures used.

5  Conclusion and Future Work

In this chapter we aimed to develop an optimized s-finger Arabic keyboard lay-
out. The QAP was used as a model to solve this problem. An overview of dif-
ferent approaches for solving the multiple-finger and the single-finger keyboard 
layout problems for different languages has been presented. The contribution 
of this research is three fold. First, calculating the frequencies of Arabic letters 
using diverse articles from Wikipedia. Nonetheless, the frequency algorithm can 
be used on text from different sources, such as: twitter, newspapers, etc. Second, 
new measures in the objective function for optimizing the Arabic single-finger 
keyboard were introduced, which are: the row weight and the hit direction. These 
measures can be easily customized to take into account the user’s convenience 
and preferences. Third, a new GA approach with different genetic operators was 
implemented and thoroughly tested.

The experimental results showed that a simple swap mutation works well with 
both crossover types, and was also faster than the other mutation operators tested 
in this research. No benefit was realized from augmenting the GA with SA as a 
mutation operator. Furthermore, the objective function factors were tested to see 
the impact of considering the row weight and the hit direction on a solution. The 
results indicate that the added measures have a positive effect on improving the 
virtual typing speed of the keyboard, as compared to considering the distance only.

Since the results of this research have been only evaluated from a theoretical 
point of view, for future work, we aim to test the resulting keyboard on actual 
users in terms of both convenience and the typing speed. We hope that these 
results can be adopted for applications that rely on typing using one pointer, and 
used by people with special needs.
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Abstract Reservoir simulation provides information about the behaviour of 
a reservoir in various production and injection conditions. Reservoir simula-
tor is used to predict the future behaviour and performance of a reservoir field. 
However, the heterogeneity of reservoir and uncertainty in the reservoir field cause 
some obstacles in selecting the best calculation of oil, water and gas components 
that lead to the production system in oil and gas. This paper presents a dynamic 
well Surrogate Reservoir Model (SRM) to predict reservoir bottom-hole flowing 
pressure by varying the production rate constraint of a well. The proposed SRM 
adopted Radial Basis Neural Network to predict the bottom-hole flowing pressure 
of well based on the output data extracted from a numerical simulation model in 
a considerable amount of time with production constraint values. It is found that 
the dynamic SRM is capable to generate the promising results in a shorter time as 
compared to the conventional reservoir model.

1  Introduction

Multiphase flow in oil and gas field generally refers to simultaneous flow of more 
than one fluid in a reservoir [1] and it is commonly encountered as the flow of oil-
gas-water is the reservoir. The physics involved in multiphase flow is very intricate 
due to the interaction between different fluids [2] and it is generally experienced 
during the production of oil and gas field. This indicates that oil and gas field is 
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getting more complicated and challenging, having one or more reservoirs and 
many numbers of injection and production wells in its geological structure. The 
complexity of a reservoir leads the system to a dynamic nature and the recovery 
process changes from natural depletion to water-flooding as well as switches to 
an enhanced oil recovery process [3]. In order to deal with this complexity, large 
amount of researches has been done and performed with the introduction of mech-
anistic models [4] to predict the fluids and gas flow by changing their pressure and 
temperature value etc. This phenomena also leads to many numerical simulation 
models that are used as potential candidates to estimate the accurate flow charac-
teristics of oil, gas and water in the production system [2]. Numerical simulation 
models that are used to simulate the behavior of production system in multiphase 
flow reservoir requires considerable amount of time on some parallel computer 
processing units. On the other hand, surrogate reservoir model (SRM) can also be 
considered as a potential solution to address this necessity. SRM can be used to 
predict the results of a reservoir, such as pressure, production rate and gas-oil ratio 
in less amount of time as compared to the other numerical simulation models. The 
objective of this paper is to develop a dynamic well SRM to predict the bottom-
hole flowing pressure (BHFP) of a well based on production rate constraints that 
mines the output data from reservoir model. In real scenario the BHFP of a well 
always changes based on time period. This is because sometimes the reservoir and 
petroleum engineers prescribe (fix) the value of a well BHFP for some specific 
years and they do not want to put the well BHFP for those years into considera-
tion. In order to cater for this kind of common scenarios, dynamic well SRM is 
proposed in this paper. Dynamic well SRM has the capability of producing the 
results of BHFP for all or specific years.

The structure of this paper is as follows: Sect. 2 explains the related work 
of SRM in oil and gas fields, Sect. 3 details the development of the proposed 
dynamic well SRM, while Sect. 4 shows a case study which is under considera-
tion of this research and Sect. 5 spells out the results and discussion, followed by a 
conclusion in Sect. 6 of this paper.

2  Related Work

In 1999, the first surrogate reservoir model (SRM) was developed for hydraulic 
fracturing simulator in oil and gas. It was able to reproduce the results of hydrau-
lic fracturing simulator called FracPro in less amount of time using artificial 
intelligence technique [5]. In later years, other attempts of SRM can be found in 
literature articles. For instance, SRM was able to calculate the porosity and per-
meability distribution in a heterogeneous and multiphase reservoir by matching 
the static and dynamic data that are available [6]. The surrogate model was also 
developed for Steam Assisted Gravity Drainage process in heterogeneous and mul-
tiphase petroleum reservoir [7]. Based on the previous work on surrogate model, 
another SRM was built for a giant oil in the Middle East, in that development 
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full field simulation model was taken, which includes millions of grid blocks and 
more than 165 wells in its geological structure. The SRM was able to replicate the 
results of full field simulation model based on time complexity [5, 8, 9]. Besides 
that, SRM was also developed for uncertainty analysis of coalbed methane (CBM) 
production to optimize the performance of reservoir [10]. In the same year, well 
SRM was developed to examine against the two-and-a-half year production of a 
reservoir. The SRM was used to accurately predict the simultaneous cumulative oil 
production and water cut for every well at each given time [11]. Pertaining to that 
work, SRM was also built for CBM reservoir to predict the cumulative production, 
that includes thirteen well to produce fifteen years production [12]. In subsequent 
years, well based SRM was developed for a reservoir that includes both natural 
and hydraulic fractures. SRM has been used to optimize the recovery process and 
predict the cumulative oil production [13, 14]. On the other hand, SRM was also 
used to predict the pressure and CO2 distribution throughout the reservoir with 
good accuracy [15]. Recently, well based SRM was developed to generate a pro-
duction rate as a function of time for all wells over the next 25 years with promis-
ing accuracy [16].

The success of SRM development is due to the state of the art technology in 
Artificial Intelligence, such as Artificial Neural Network (ANN). And the use of 
the ANN has been increasing in oil and gas industry over the past few years to 
solve many complex and highly non-linear problems [17]. ANN is considered as 
a non-linear tool and are good at predicting the complex and nonlinear system 
behavior. ANN is also used to solve many different kinds of problems related to 
reservoir engineering, such as, reservoir characterization [18], permeability pre-
diction [19, 20], prediction of bottom-hole flowing pressure in vertical multiphase 
flow [21, 22], predicting the water inflow performance in solution gas drive [23]. 
In the past few years, some of the ANN study has been done on the history match-
ing process [24] and the application of surrogate reservoir modeling [9, 25]. The 
benefit of ANN over other conventional techniques such as, response surface and 
reduced models in reservoir engineering, is its ability to perform complex and 
highly non-linear task accurately and rapidly. In most of the previous work related 
SRM, researchers have adopted backpropagation neural network (BPNN) in con-
structing the reservoir model. However, in the study of BPNN, there is a problem 
of trapping in local minima during training time because one needs to specify the 
number of hidden neurons in the network. In most of the time, the network will 
not reach at the global minima to find the minimum error value. However, another 
type of ANN which is known as radial basis neural network (RBNN), in which 
the non-existence of local minima problem will not occur because the number of 
hidden neurons increases automatically until the error value reaches its minimum 
value, which is considered as more objective based.

In this paper, we propose to adopt RBNN after comparisons were done on the 
performance of BPNN and RBNN, to construct the dynamic well SRM based on 
production rate constraint which defer from the previous developed SRM. The 
developed dynamic well SRM may cater the changes with respect to each time 
step on the specific task. Dynamic well SRM is considered as a complex task to be 
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implemented because it generates the reservoir response based on the time com-
plexity which may vary in an inconsistent pattern. Dynamic well SRM is used to 
calculate the results of BHFP by prescribing the production rate value at all or 
some specific time steps.

3  Dynamic Well Surrogate Reservoir Model

Dynamic well surrogate reservoir model (SRM) is the collection of reservoir well 
constraints such as, well bottom-hole flowing pressure (BHFP, pwf) and production 
rate, which changes with respect to the time span. In most of the real scenarios, the 
BHFP of a well always changes based on time period and sometimes reservoir and 
petroleum engineers have already known the value of a well BHFP for some specific 
years and hence they do not need to calculate the well BHFP for those specific years 
but only consider those unknown period of time. In order to predict BHFP for such 
a scenario, dynamic well SRM can be used to predict BHFP for all or specific years. 
In this paper, a dynamic well bottom-hole flowing pressure with prescribed produc-
tion rate is developed. Equation 1 represents the BHFP value of a well using the 
BOAST simulator and well SRM with production rate is used to replicate the result 
of BHFP using Eq. 1. In the equation, pwf represents the bottom-hole flowing pres-
sure of well, Qo represents the production rate, PI represents a productivity index of 
the reservoir’s ability to transfer fluid to the well, �o shows mobility of the oil phase, 
Bo explains the volume factor of oil phase and p represents reservoir pressure.

Figure 1 represents the steps involved to build the surrogate reservoir model 
(SRM) for this paper. The first step to build the SRM requires data collection. In 
this paper, we use Black Oil Simulation Tool (BOAST) to build a spatio-temporal 
database and generate the output responses based on the input values which are 
tuned to the BOAST simulator.

BOAST is developed and provided by the Department of Energy (DOE) United 
States in 1982 as an open source package. It is considered as an implicit pressure-
explicit saturation (IMPES) simulator [26], which finds the pressure distribution 
for a given time step first then calculates the saturation distribution for same time 
step. It is a three dimensional (X, Y, Z) and three phase (oil-gas-water) simulator 
for modeling the multiphase flow in porous channel and used in oil and gas field to 
simulate different scenarios. For example, primary (natural) depletion, secondary 
depletion in which pressure is maintained by water injection and tertiary depletion 
is considered as enhanced oil recovery such as gas injection is used to maintain the 
pressure. The well model in BOAST has the flexibility to change the operational 
constraints such as production rate specifications or well flowing pressure value on 
the well behavior and performance, and the user is permitted to add or replicates 
the wells during the simulation time [27].

(1)pwf = p+
Bo

PI · �o
Qo
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The spatio-temporal database represents the characteristics and behavior of the 
reservoir with its input-output parameters, which is considered as the training data 
sets for SRM. It is developed using the static and dynamic data, such as, porosity, 
permeability, pressure and production value at any time the reservoir.

Before the training starts in RBNN, all the training datasets can be divided into 
two matrices. One is assumed to be input data sets and another is considered as the 
output data sets. The input and output data sets are normalized in a specific range. 
In this research, a standard normalization function such as tangent sigmoid func-
tion is used to confine all the input and output data sets within the specific range 
of −1 and 1 before the training starts [28, 29]. The mathematical representation of 
this function is given in Eq. 2:

During the training of RBNN, the training data set is always divided in three 
phases: training, validation and testing. The training data is used during the train-
ing of the neural network where as validation data is also used during the training 
process, but it is not used to train the neural network rather it is used to check the 
network learning during the training. Both training and validation data that used 
during the training time is considered as non-blind data [16].

(2)y =
e2x − 1

e2x + 1

Fig. 1  Basic flow chart to build surrogate reservoir model
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3.1  Radial Basis Neural Network

Radial Basis Neural Network (RBNN) is used to develop a network with good 
generalization capabilities having a less number of hidden neurons in its struc-
ture [30]. A RBNN is considered as the special type of the ANN because it only 
requires one hidden layer in its architecture and it allows the input space to be 
represented in a new space with different hidden layer neurons. During the train-
ing process of RBNN, it behaves as a linear model because all the hidden neurons 
center and computations are fixed. The RBNN hidden layer neurons perform non-
linear transformations and maps all the inputs into new input space satisfactory. 
The output layer is considered as linear transformer, which is applied to new input 
space so that only weights of hidden neurons can be adjusted. The performance 
of the RBNN can be determined by adjusting the centers (widths) of the hidden 
neurons and there is no specific formula available to select the width of the radial 
basis function (RBF). But one should select the width of the RBF larger than the 
distance between two adjacent inputs and smaller than the distance all over the 
input space in order to get good generalization [31]. RBNN has been used in wide 
range of applications, such as, system prediction, pattern recognition, system 
approximation, signal processing and system equalization, system identification, 
speech recognition and adaptive control, etc. [32]. And it has been used to solve 
the problems of oil and gas field, i.e. gas-oil ratio (GOR) of reservoir, seismic, 
electromagnetic, resistivity, [33], well log data inversion [34], prediction of log 
properties from the seismic attributes of the reservoir [35] as well as the nonlinear 
relationship between the reservoir property and seismic attributes [36].

The growth and general architecture of the RBNN has been influenced 
by the RBF. Figure 2 represents the general architecture of the RBNN. In 
Fig. 2, x = [x1, x2, . . . , xm] represents the input vectors of the network and 
y = [y1, y2, . . . , yn] represents the final net output of the network and in hidden 
layer there are a number of neurons. Inside each hidden neurons there is a RBF 
[37], the RBNN inputs are directly connected to the each basis function that gener-
ates an output Φi as shown in the Eq. 3, which depends upon the input vectors.

where, x represents the input data points of network, u is the center of the radial 
basis function (u = 0), σ represents the radius of the RBF (σ > 0). Once the hid-
den neuron is calculated based on radius of RBF. Then it is passed to the output 
layer, where the sum of the product between the hidden layer neuron and weight 
vector is computed to produce final network output yn.

(3)φi = exp

[

−
(� x − u �)T (� x − u �)

σ 2

]

(4)yn =

M
∑

m=1

wi · φi
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Once the model is developed using the training, it is ready to be tested with 
testing data, that the network never uses during the training process. This testing 
data is used to check the predictive capability of constructing a network [38]. If 
the network generalized this testing data with good accuracy, it means that the net-
work has a capability to predict the output of new data with good approximation 
and this network is considered as a validated network model to serve the SRM.

4  Case Study

The base case study, which is considered in this paper has been taken from the 
Society of Petroleum Engineering (SPE) [39] to build the dynamic well SRM with 
production rate constraints. Figure 3 represents the grid view and configuration of 
the reservoir which is under consideration. In the figure, each grid block consists 
of 1,000 ft and the reservoir consists of 10× 10 grid block in x and y directions. 
The total area occupied by the reservoir is considered as 100,000,000 ft2. Figure 4 
reveals the diagonal cross section model of the reservoir properties.

The reservoir model is based on the three layers labeled as LAYER 1, LAYER 
2 and LAYER 3. The 8,325 ft is considered as the top value of the model, while H, 
FT represents the depth of the reservoir, which varies as 20, 30, 50 ft in LAYER 1, 
LAYER 2 and LAYER 3 respectively. Φ represents the porosity value of the res-
ervoir, which is assumed to be homogeneous in whole reservoir. It represents the 
tiny spaces in the rock that hold oil or gas and is measured of total rock which is 
taken up by pore space [40]. Kx, Ky and Kz represents the permeability value of 

1

1x
1y

2

2x

2y

mx i ny

Wi

Fig. 2  Radial basis neural network with m-dimensional inputs and n-dimensional outputs



286 P.Q. Memon et al.

reservoir in x, y and z direction respectively. The value of permeability is considered 
as homogeneous in x and y direction, but heterogeneous with respect to z direction. 
Permeability is considered as the ability of a reservoir to pass the fluid from the 

Fig. 3  Grid configuration and problem specification to build well SRM [39]

Fig. 4  Diagonal cross section of reservoir grid model [39]
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rocks’ pores and permeability of each rock depends on the nature of the reservoir. 
Sw and So from Fig. 4 represents the initial water and oil saturation of the reservoir 
before the production come out from the reservoir. The value of initial water and oil 
saturation is considered as constant in the whole reservoir, that are 0.12 and 0.88 
respectively. There is a one gas injection well in LAYER 1 at this first grid block of 
the reservoir with injection rate of 100,000 MMscf/D. While there is another well 
which is known as the production well of the reservoir and it is perforated in the 
LAYER 3 at the opposite corner of the gas injection well. The production well can 
produce a maximum production rate of 20,000 STB/D and minimum production 
rate of 1,000 STB/D. The minimum bottom-hole flowing pressure of production 
well is 1,000 psi. The middle layer is considered as empty because there is no oil, 
gas and water in this layer. The aquifer value of the reservoir is zero, therefore there 
is no flow at the boundaries of the reservoir grid system. Whereas the reservoir has 
an initial pressure of 4,800 psia and temperature is considered as 200 °K. This paper 
contains the porosity, permeability and production rate as the key input parameters 
to build the dynamic well SRM for multiphase flow simulation. Table 1 represents 
the base case study values and their range, which are considered to build the data-
base for the proposed study. The mean value of input parameters such as porosity 
and permeability range is the same as the value of the base case study.

5  Results and Discussion

This section explains the results of the developed dynamic well SRM for bottom-
hole flowing pressure (BHFP) with reservoir characteristics such as, porosity, 
permeability and production rate constraint values as input parameters. 100 train-
ing cases were generated from BOAST and 5-fold cross validated was conducted 

Table 1  Reservoir 
characteristics used to build 
database for dynamic well 
SRM

Input parameters Range

Porosity in Layer 1 (%) 2–4

Porosity in Layer 2 (%) 2–4

Porosity in Layer 3 (%) 2–4

Permeability in Layer 1 X direction (md) 470–530

Permeability in Layer 1 Y direction (md) 470–530

Permeability in Layer 1 Z direction (md) 70–130

Permeability in Layer 2 X direction (md) 40–60

Permeability in Layer 2 Y direction (md) 40–60

Permeability in Layer 2 Z direction (md) 30–45

Permeability in Layer 3 X direction (md) 170–230

Permeability in Layer 3 Y direction (md) 170–230

Permeability in Layer 3 Z direction (md) 15.83–25.83

Production rate (STB/D) 4,000–7,000
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towards the developed BPNN and RBNN. Table 2 shows the average results from 
the 5-fold cross validation training data. The statistical results such as root mean 
square error (RMSE), mean absolute percentage error (MAPE), standard deviation 
(σ) and accuracy were presented in the table. It is shown that RBNN performs bet-
ter with 96 % accuracy as compared with BPNN only can achieve 87 % accuracy.

Once the training is conducted to build a static well SRM, 15 series of test cases 
were generated randomly to test the dynamic well SRM. Table 3 show the results of 
dynamic well SRM. The error values such as RMSE, MAPE and accuracy are calcu-
lated to measure the error between the target and predicted output. It again shows that 
RBNN outperforms BPNN with slight better accuracy of 65 %, however, there is quite 
a huge gap between on the error rates between the two techniques as shown in the table, 
albeit RBFF still performs better than the other. The time that the BOAST simulator 
takes to calculate one simulation run (test case) is about 1 min and for 15 simulation 
runs, it took a total of 15 min on the Intel (R) Core (TM) i5-3470 CPU @ 3.2 GHz 
CPU, whereas SRM using ANN only took a maximum of 1 s to compute the results for 
the all simulation runs (15 test cases) on the same CPU with a good approximation.

Once the dynamic well SRM is built according to the specified condition such 
as with production rate constraint. Then it is used to test developed SRM accord-
ing to the end user requirement. To test the dynamic well SRM by changing the 
production rate constraint of a well at any time. Table 4 represents the arbitrary 
test cases values to test the dynamic well SRM by switching the constraint values.

Case 1 from Table 4 is used to predict the results of bottom-hole flowing pres-
sure (BHFP) using BPNN and RBNN approaches. Figure 5 represents the results 
of dynamic well SRM by giving the production rate constraint value as input 
parameter to calculate the BHFP for year 1, 2, 4, 6, 8, 9 and 10. And for year 3, 
5, 7 the BHFP value is already prescribed. However, RBNN and BOAST results 
matches with each other by accuracy of 63 %. Whereas, BPNN and BOAST 
results matches with each other by accuracy of 47 %.

Case 2 from Table 4 is used to produce the results of BHFP for year 1, 2, 5, 6, 9 
and 10 by giving the value production rate as input parameter using dynamic well 
SRM, but for year 3, 4, 7 and 8 the BHFP is already prescribed as shown in the 
Fig. 6. However, RBNN and BOAST matches with each other by accuracy of 98.9 % 
and BPNN and BOAST results matches with each other by accuracy of 97.8 %.

Table 2  Quantitative measurements of 5-fold cross validation from 100 training cases using 
BPNN and RBNN

Model RMSE MAPE σ Accuracy (%)

BPNN 0.2283 3.5767 0.0135 87

RBNN 0.2059 3.2271 0.0136 96

Table 3  Quantitative error 
measurement of 15 testing 
cases using RBNN

Algorithm RMSE MAPE Accuracy (%)

BPNN 2786.4 695.5 63

RBNN 7.9 14.66 64.5

Best result is indicated in bold

Best result is indicated in bold
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Table 4  Reservoir 
characteristics used to build 
well SRM with production 
rate constraint

Input parameters Case 1 Case 2

Porosity in Layer 1 (%) 4 4

Porosity in Layer 2 (%) 4 3

Porosity in Layer 3 (%) 2 3

Permeability in Layer 1 X direction (md) 511 524

Permeability in Layer 1 Y direction (md) 511 519

Permeability in Layer 1 Z direction (md) 114 72

Permeability in Layer 2 X direction (md) 42 43

Permeability in Layer 2 Y direction (md) 57 42

Permeability in Layer 2 Z direction (md) 37 31

Permeability in Layer 3 X direction (md) 185 206

Permeability in Layer 3 Y direction (md) 218 177

Permeability in Layer 3 Z direction (md) 20 23

Production rate (STB/D) 5,546 5,854

Fig. 5  Testing results of well SRM with production rate (Case 1)

Fig. 6  Testing results of well SRM with production rate (Case 2)
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From the stated cases, case 1 represents a case performed at the lower tile 
whereas case 2 shows a case with performance at the higher tile.

6  Conclusion

In this paper, results of dynamic well SRM with production rate constraint have 
been presented with two different types of ANN, i.e. RBNN and BPNN. From the 
case study conducted, RBNN outperforms BPNN in building the dynamic SRM. 
Also, two statistical error measurements have been conducted to see the absolute 
error of target and predicted output of the trained network. The study have car-
ried with both BPNN and RBNN to build the SRM in order to predict the future 
results in less amount of time. It is also obvious dynamic well SRM has a capabil-
ity of fast and accurate replication of numerical simulation models results at dif-
ferent time steps. The future work and challenge will involve complex reservoir 
with larger numbers of grid blocks in its geological structure with many number of 
injection and production wells to optimize the production of reservoir.
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Abstract Quantifying the impact of energy saving measures on a given space 
requires representative models that can describe how energy is consumed in that 
space with dependence on known input variables. For this purpose, it is commonly 
accepted that linear regressions can be used to define those models, named energy 
consumption baselines. In this paper, we want to assess the performance of linear 
regressions to model electricity consumption compared to other modeling tech-
niques that can capture nonlinear dynamics like fuzzy and neural networks models 
in three experimental places in a Portuguese University campus: a set of offices in 
a department, a classroom amphitheater and the library. Five input variables were 
defined for the study: day type, occupation, day length, solar radiation and heating 
and cooling degree days. The novelty of this paper is the comparative assessment 
between these different modeling techniques, which are usually addressed individ-
ually in the literature. From the results obtained in this research, we can outline 
the importance of selecting representative input variables, study their inter rela-
tion, fine tuning the models, and analyze the different models when being trained 
and tested. We generally conclude that neural networks have the best performance 
values, fuzzy models increase their performances when trained with varying 
epochs (with the exception of the amphitheater, where the model over fits and so 
as the testing performance) and linear regressions present the lowest performance. 
Hereupon, we discuss the encouragement of applying non-linear models such as 
the presented ones rather than traditionally used linear regression models, when 
evaluating consumption baseline to determine energy savings.
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1  Introduction

Energy modeling is a research field that has increasing for the last years, standing as an 
essential step towards the increase of efficiency in the energy systems value chain [1].

The building sector is responsible ca. 40 % of the final energy worldwide, 
which means that this is the largest energy consumer worldwide [2]. With the 
increase in urbanization mainly in the poorest countries, it is expected that build-
ings continue to have a high impact in the worldwide consumed energy. For the 
EU, the increase of energy efficiency in 20 % is one of the three targets for 2020 
[3], especially in the building sector, which has the highest energy saving and 
energy efficiency potential [4].

Increasing energy efficiency in buildings requires planning and implementing 
energy efficiency measures. Quantifying the impact of a given measure—the energy 
savings—requires modeling how energy evolves with the surrounding variables. A 
complete methodology for quantifying energy efficiency measures can be found in 
the International Performance and Verification Protocol (IPMVP), further adapted 
to the eeMeasure for the application in European Commission funded projects [5]. 
In these standards, the application of linear regression is suggested, as it can be eas-
ily implemented using spread sheets. However, these models do not capture more 
complex nonlinear dynamics that can be found in office buildings like the university 
campus. Thus, in the literature, modeling tools that can capture nonlinear dynamics, 
as fuzzy set models or neural networks are suggested as alternative methods.

We could not find a quantitative comparison between the most well accepted 
model by the IPMVP (linear regression) with other nonlinear and under development 
models, which have been increasingly implemented in energy modeling: fuzzy set 
theory and neural networks. This is one of the main purposes of this paper: to under-
stand how the accuracy is increased at the expenses of using much more complex 
models that are difficult to develop and implement without specific software tools.

This paper addresses the implementation of three models (linear regression, 
fuzzy set theory and neural networks) in three experimental spaces each (a class 
amphitheater, a library and an set of offices), assessing the development of the 
models and their performance.

Section 2 explains the theoretical fundamentals of the three models, enlighten-
ing their applications in the energy field. Section 3 describes the methodological 
approach on the data treatment and the development and performance evaluation 
of the models. Section 4 presents the results from the models and their discussion. 
Finally, this paper finishes with general remarks and future work to be developed.

2  Energy Consumption Models

Several references can be found in the bibliography tackling energy modeling in 
buildings. This section describes the methods used in this paper.
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2.1  Linear Models

Linear regressions can determine the degree of similarity between two datasets 
by measuring the quadratic error between each point. It gives a linear model with 
coefficients that try to explain those relations. The usual performance index that is 
used is the squared error: R2 [10].

The linear regression models are quite well accepted in the definition of the 
baseline, namely according to the IPMVP standards. However, a linear model has 
a limited capacity as there are variables can only be explained with non-linear cor-
relations [11].

A system can be considered linear if the relation between inputs and outputs 
can be described by linear equations, i.e. if the outputs can be explained by aggre-
gating the inputs, each being multiplied by a corresponding coefficient. The prin-
ciple of superposition in an important theorem that can explain the properties of 
a linear system, which states that the influence of all the inputs acting simultane-
ously in the system output is the same as the sum of the influence of the sum of 
each input acting alone [6].

A linear system can be computed through linear regressions. Conceptually, a lin-
ear regression wishes to minimize the total sum of squares (SST), which is equal 
to the addition of the error of sum of squares (SSE) with the regression sum of 
squares (SSR).

A linear model has the advantage that both the performance and the statistical sig-
nificance can be easily studied with the coefficient of determination R2 and the 
p-value, respectively. R2 is the result of:

R2 varies from [0; 1], corresponding 1 to the higher correlation. The p-value is 
a factor that has to be equal or lower than α, which we have defined as 0.05. If 
p is higher than 0.05, then we cannot reject the null hypothesis, which means that 
we cannot guarantee that the results were not generated by chance. This, however, 
is a reflection of statistical confidence and, even choosing a model with param-
eters higher than α, other studies can be undertaken to see if the model is actually 
adequate or not. As an example, we can check if the model is bias, i.e. if the model 
tends to underestimate or overestimate the output, by calculating the median of the 
generated outputs.

(1)c1x1 + c2x2 = c1y1 + c2y2

(2)

n
∑

i=1

(yi − y)2 =

n
∑

i=1

(yi − ŷi)
2
+

n
∑

i=1

SST = SSE + SSR

(3)R2
=

Explained variation of y

Total variation of y
=

SSR

SST
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2.2  Fuzzy Set Theory

We find in the literature the application of Fuzzy models in the Energy field for 
the development of optimization problems and also for the development of energy 
models. Fuzzy models are adequate when trying to model systems where conven-
tional models are not precise enough, when there is a high degree of uncertainty, or 
there is a strong non-linear behavior or even when there is time varying character-
istics [11]. Fuzzy logic can be described as an approximation of human classifica-
tion and reasoning, which gives a high interpretability of this type of models [12].

Dounis and Caraiscos [13] undertook a literature review in the energy system 
analyzes and energy demand modeling. Namely, they have identified the appli-
cation of hybrid uncertainty models that use hybrid fuzzy stochastic models for 
regional energy systems planning and management.

Modeling regional energy systems is an important issue especially for design-
ing regional policy. Beyond this, we can find the application of fuzzy models in 
energy modeling at a lower scale. Zhibin and Jiuping [14] applied fuzzy set the-
ory to deal with uncertainty for the cost optimization in the application of a com-
bined heat and power model. Babuska [12] also found very important applications 
of fuzzy set theory in modeling energy and comfort in a building environment. 
Moradi et al. [15] developed interesting applications of building energy modeling 
through fuzzy set theory. Finally, [12, 15] found that applying fuzzy modeling 
together with neural networks results in neuro-fuzzy modeling, robust self-learn-
ing models could be developed. Overall, fuzzy set theory can be considered impor-
tant and feasible for the implementation of a more efficient and adequate building 
energy management system [16, 17].

Fuzzy set theory has been developed in the past years, belonging to a com-
putational philosophy named soft computing, aiming at dealing with complex 
intelligent systems. On opposition to a crisp data set, a fuzzy set adds a member-
ship degree of a given input to a given set. Taking a simple example of having 
two glasses of a transparent liquid: on one glass we have a label depicting that the 
probability of that liquid is deadly poison is 0.1, and on the other glass the label 
depicts that the liquid has a deadly poison membership of 0.9. While we have 90 % 
of chances to survive if drinking from the first glass, we know that we will not die 
if we drink from the second one, since the liquid does not belong 100 % to the 
deadly poison membership; so we would have a stomach pain but not a deadly one.

From the previous example, we understand that fuzzy modeling applies a 
degree of gradual transitions between sets, which can be very helpful when we 
want to design an intelligent decision above predetermined antecedent parameters.

A fuzzy system is processed from the inputs (antecedents) to the outputs (con-
sequents). In order to develop such a system, there is a very important step which 
is also in common for the development of any model (e.g., linear or neural net-
work): the inputs generation. In fact, the quality of the inputs that we feed the 
model are crucial for the model to be accurate. From the inner quality of the meas-
ured data (e.g. accuracy of the device, data gaps, outliers, etc.) to the clustering 
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and relevance of the inputs; this step involves the comprehension of what we are 
modeling and if we find the input data relevant for the exercise, and also if the 
variables have any relation between themselves.

Having a treated input data, we have to determine which set of variables and 
the universe of discourse that will be used to model the problem. On this issue, 
we have to define which data will be used for training and which for testing the 
model. Usually, a 60/40 % or a 50/50 % ratios are used. In this paper, the second 
one has been chosen.

A further step in building a fuzzy system is the fuzzification, which includes 
the definition of the membership functions and the fuzzy rules for the rule base. 
Membership functions are usually built with clustering algorithms. In this paper, 
we have used fuzzy c-means (FCM) to generate the membership functions used 
in the inference engine of the fuzzy models. FCM are partition data algorithms 
forming overlapping sets based on pattern similarities. A generalization of hard 
c-means is given by the following equations [7, 8].

Given the following data set:

The fuzzy partition matrix (having the membership functions for the objects x) and 
the cluster centers are found.

The process undergoes by repeating the following processes, either by initializing 
U or V, assuming the partition matrix is fixed:

Then the distances from the cluster centers are calculated and the partition matrix 
is updated, assuming that the cluster centers are fixed.

The process finalizes when the stopping criteria is satisfied, which can be:

(4)xk = [X1k ,X2k , . . . ,Xnk]
T
∈ IRn, k = 1, . . . ,N

(5)U =





µ11 · · · µ1N

· · · · · · · · ·

µc1 · · · µcN



,µij ∈ [0, 1]

(6)V = V1, . . . ,Vc,Vi ∈ IRn

(7)Vi =

∑k=1
N µm

ikXk
∑N

k=1 µ
m
ik

(8)d2ik = (Xk − Vi)
T (Xk − Vi)

(9)
µik =

1
∑C

j=1(
d2ik
d2jk

)1/(m−1)

(10)‖δU‖ < ǫ
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The fuzzy rules for the rule base are fired at this point. By combining the differ-
ent inputs throughout their membership degree in each adjudicated membership 
function, the model then applies the inference operators to choose the decisions 
that compose the outputs. Common inference operators are Kleene-Dienes, 
Lukasiewicz, Mamdani or Sugeno (or Tagaki-Sugeno). For this paper, Sugeno 
type inference system was chosen.

While a Mamdani-type fuzzy inference systems (FIS) computes the output con-
sequence with a membership function as the rule strength, followed by a defuzzi-
fication process to reach for a membership degree, a Sugeno FIS gives a crisp or a 
linear equation as an output [7, 8]. The overall output is a weighted average of the 
individual rule outputs and given by:

The development of a fuzzy model finishes with its fine tuning. If the general 
output does not have a satisfactory performance, the parameters can be adjusted, 
such as the number of clusters, a new selection of variables (leaving some aside or 
including other that were not previously chosen) or training the model varying the 
number of epochs (iterations).

2.3  Neural Networks

Neural networks (NN) try to apply the human physiological brain reasoning in the 
development of models. They model the human brain as a continuous-time non-
linear dynamic system. With different weights that can be applied to the artificial 
neurons, adaptive models can be developed [7].

Babuska [12], Moradi et al. [15] have also performed a detailed review on the 
application of several energy models with artificial networks, with particular rel-
evance for the ability of self-learning that NN can provide. Further, Kalogirou [18] 
has developed artificial NN to predict energy consumption in a building and they 
proved faster convergences than simulated dynamic programs.

NN to mimic how the human brain reasons, simulating neurons connected 
between themselves (through “synapses”), iteratively learning the best combina-
tion of weights to be given at each input in order to outcome the most fitted output. 
NNs are a powerful instrument for dealing with complex systems such as percep-
tion, pattern recognition, ability to learn from examples and adaptability and fault 
tolerance [8].

Given the above features, NN are generally used when input and/or output are 
multidimensional, when the mathematical structure of the system is unknown and, 
at the same time, when the interpretability of the model is not required. In fact, 
NN act as a “black box”, reasoning through several iterations across the nodes 
(functionally representing neurons in the human brain), giving weights to each 
variable under a structure that is not understood by the developer [7].

(11)ŷ =

∑n
k=1 wkyk

∑n
k=1 wk
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In this paper, we present the application of an adaptive NN with a feedforward 
architecture, as represented in Fig. 1.

Jang [7] described in a very complete way how a NN is designed. As depicted 
in Fig. 1, an adaptive network is a structure composed by nodes which are con-
nected by directional vectors, being each node a processing point and the connec-
tor the causal relationship between them. The output from each node depends on 
the input parameters, conferring them, in this way, adaptiveness skills. The way the 
model output is compared with the real output is called learning rule, which is rep-
resented by a mathematical expression. We can define the error measure as the sum 
of squared errors between the training and the desired for the pth output as:

where dK is the kth component of the the pth real output and xL,K is the modeled 
output.

The basic learning rule of adaptive NN is the steepest descent method, which 
was used by Rumelhart et al. in [9], naming backpropagation learning rule to this 
procedure.

Figure 1 gives us the understanding that a feedforward backpropagation net-
work has a unidirectional relationship between inputs and outputs, in contrast to 
the other possible architecture: recurrent NN. Having the configuration of param-
eters and the learning rule that was chosen, the model will try to minimize the 
distance between its outputs with the real ones. The modeler will try different con-
figurations of the NN in order to have the most desirable performance, changing 
the number of hidden layers, the number of nodes (neurons), the learning rule and, 
as in any other model, changing the input variables.

3  Methodology

Underpinning the general goal of developing the most adequate model that can 
describe how electricity consumption varies with given inputs in three experimen-
tal places, this section describes the methodology undertaken in this work.

(12)Ep =

k=1
∑

N(L)

(dk − xL,K )
2

Fig. 1  Representation of a 
feedforward adaptive network 
with two hidden layers 
(adapted from [7])
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3.1  Data Treatment

Three experimental spaces are addressed in this paper: a class amphitheater, a 
library and a set of offices composed by 11 offices, In a University building in 
Lisbon, Portugal. The electricity consumption of both has been monitored and so 
it was possible to gather consumption data for the following periods:

•	 Class amphitheater: 25-02-2013 to 20-06-2013
•	 Library: 18-03-2013 to 05-09-2013
•	 Offices: 26-03-2013 to 04-09-2013

The amphitheater has a fixed class schedule from Mondays to Fridays. The exams 
period begins in May 25th, which is a period with no classes and therefore with no 
consumption. With no occupation and null consumption values, a high correlation 
between occupation and consumption would be achieved with such a data set. In 
order to eliminate the weekends and holidays effect in the model, in which there 
is no consumption and so this would bias the model, these days were also elimi-
nated. This space has no direct access to the exterior. It has an exterior wall, two 
interior walls and an interior wall that points to a common lobby of the building.

No data was eliminated in holidays, weekends and exams periods for the 
library data set as this space is operating with occupation of students and so there 
is still variable consumption in those days, although two rooms of the library are 
closed in those days and also from 18h00 to 09h00 from Mondays to Fridays. 
However, after the post-exam period, August 2th, the library presented very low 
consumption values because the whole building was closed for two weeks.

The offices are occupied by research staff, gathering PhD students, administra-
tive staff, teachers, researches and management. With the exception of the admin-
istrative staff, the remainders benefit from a certain schedule freedom, which gives 
a non-routine occupation pattern.

Seven input variables were considered for the development of the mod-
els: day type, occupation, day length, average temperature, solar radiation, and 
HDD/CDD with a fixed temperature at 15 °C.

Day type is a variable that was defined by the authors. This reflects the expected 
usage intensity of the spaces. Regarding the class amphitheater, this variable is the 
reflection of the class schedule that is predetermined in before the semesters begin. 
The days are normalized from [0; 1], respectively from the day with the lowest to 
the highest number of classes:

where x̂ is the normalized output, x the real output, min the minimum value for the 
outputs and max the maximum one. All variables were normalized in this way.

The measured consumption data regards the power plugs, illumination and ven-
tilation. Heating and air conditioning for those rooms is provided by a chiller and 
Air Treatment Units, which were not considered for this study.

(13)x̂ =
x − min

max − min
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3.2  Models

In this paper, we have applied a modeling methodology that comprises the data 
treatment, parameters definition and fine tuning of the model (corresponding to 
iteratively change the input parameters of the models).

We have applied multivariate linear regressions, trying all possible combina-
tions of inputs and choosing the model with the highest correlation factors and 
statistical significance. The fuzzy models are the Sugeno-type, with variation of 
inputs and fine tuning it by choosing the number of clusters and training the mod-
els with different epochs. The NN models have the feedforward backpropagation 
architecture, varying the number of hidden layers (0–2) and number of neurons 
in each (1–5). Each model was trained with 50 % of the data set, in an alternated 
order, and tested with the remaining 50 %. The overall performance of the models 
was quantified with:

Mean absolute error (MAE) is used to quantify the mean error between the mod-
eled (fi) and real (yi) outputs across all entries of the model (n) given by:

Mean squared error (MSE) is the quadratic loss between the modeled and the 
real outputs, accounting for the estimator variance and, thus, its bias.

Median gives an extra perception on bias. If different from zero (positive or nega-
tive), it depicts that the model is bias (overestimation or underestimation, respec-
tively). Median is any real number that satisfies the following:

Absolute error (AE) gives the absolute information that MAE gives, providing 
the total error across the modeled period.

Variance accounted for (VAF) describes the similarity between two data sets (in 
this case, the output from the model and the real one).

(14)MAE =
1

n

n
∑

i=1

|fi − yi| =
1

n

n
∑

i=1

|ei|

(15)MSE =
1

n

n
∑

i=1

(fi − yi)
2

(16)P(≤ m) ≥
1

2
and P(X ≥ m) ≥

1

2

(17)AE = n ∗MSE = n

n
∑

i=1

|fi − yi|

(18)VAFi = (1−
var(yi − ŷi)

var(yi)
) ∗ 100 %
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4  Results and Discussion

This section addresses the main results from the application of the different mod-
els to the experimental places. Table 1 depicts the input parameters which were 
used to fine tune the models, thus with highest performances.

Consumption in the three spaces is better explained without all inputs, having a 
performance decrease when adding the remaining inputs. Day type and occupancy 
are the common inputs, with the exception of linear regression in the classroom 
since the p-value is above 0.05, thus we cannot reject the null hypothesis. The 
class amphitheater is an underground space, thus it does not have access to natural 
light and is well insulated from the external temperature. The library has little use 
of natural light as well.

Analyzing the linear regression models (Eqs. 18–20), we can assess that day 
type has the highest weight, therefore the most important one, followed by occu-
pation and, for the offices, average temperature and day length.

Training the Sugeno-type fuzzy models in the library and offices improved its 
performance, as depicted in Table 2, with the highest levels for 5 and 15 epochs, 
respectively. Finally, the feedforward backpropagation NN models had the highest 
performances when using two hidden layers, each having 5, 10 and again 5 neu-
rons respectively for each space.

(19)kWhamphitheater = 0.21+ 0.66Day_t

(20)kWhlibrary = 0.12+ 0.71Day_t + 0.12Occp

(21)kWhoffices = 0.33+ 0.37Day_t + 0.23Occp− 0.12Day_l − 0.18T̂

Table 1  Models parameters: input variables (Day_t—day type; Occp—Occupation/h; Day_l—
Day length [h]; T̂—Average T [°C]), Eps—epochs in the fuzzy models training, Hddn_lyr— 
hidden layers in the NN models, and Nrn—nr of neurons in each Hddn_lyr

Day_t Occp Day_l T̂ Eps Hddn_lyr Nrn

Amphitheater Linear regression x

Fuzzy x x

Trained fuzzy x x –

Neural network x x 2 5 + 5

Library Linear regression x x

Fuzzy x x

Trained fuzzy x x 5

Neural network x x 2 10 + 10

Offices Linear regression x x x x

Fuzzy x x x x

Trained fuzzy x x x x 15

Neural network x x x x 2 5 + 5
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Table 2 depicts the performance results of the best models for each space, out-
lining the values for models train and test. The results analysis can be undertaken 
together with Fig. 2, where we can see the consumption profiles generated by 
the highest performance models and the real consumption profiles for all spaces. 
Regarding the amphitheater, further training the fuzzy model varying the number 
of epochs provides a significant over fitting and, therefore, considerable lower per-
formances, even resulting in negative VAFs, which means that no similarity exists 
between the modeled and the real profiles.

The lowest performances are achieved in the amphitheater consumption mod-
els, with higher values in the training of the model for the linear regression and 
fuzzy models, but with higher performances for the test of the NN model. This 
may happen due to low relation between inputs and the output (electricity con-
sumption). In fact, the highest consumption types are concerned to illumination, 
a projector and the lecturer’s laptop, which may vary with the type of class (with 
different occupations) but occupation by itself has been seen to decrease the per-
formance of the model, which can also be explained by the normal usage of the 

Table 2  Performance indicators for the developed models (MAE, MSE, AE—absolute error, 
RE—relative error, median, VAF and R2) with respect to the experimental places (amphitheater, 
library, and offices)

MAE MSE AE RE (%) Med VAF (%) R2 (%)

Amphitheater Lin. 
regression

Train 1.73 4.14 53.7 15.9 −0.1 83.5 40.2

Test 1.90 6.37 58.8 16.1 −0.8 37.6 5.2

Fuzzy Train 1.75 4.14 54.1 16.0 −0.2 84.3 40.3

Test 1.91 6.41 59.1 16.2 −0.6 37.5 5.4

Trained 
Fuzzy

Train – – – – – – –

Test – – – – – – –

Neural 
network

Train 1.41 3.44 43.7 13.0 0.9 48.1 29.8

Test 1.59 3.91 49.3 13.5 0.3 69.1 20.7

Library Lin. 
regression

Train 13.36 350.0 1,135.2 8.9 −1.8 95.2 90.2

Test 14.11 417.7 1,199.4 9.4 −1.3 93.6 87.9

Fuzzy Train 13.36 348.3 1,135.9 9.0 −2.1 95.3 90.3

Test 14.36 428.6 1,220.3 9.5 −1.2 93.5 87.6

Trained 
fuzzy

Train 9.23 205.4 784.2 6.2 −0.1 96.6 94.3

Test 13.71 377.5 1,165.1 9.1 −1.3 94.5 89.2

Neural 
network

Train 10.17 258.6 864.1 6.8 −1.1 95.7 92.9

Test 12.71 322.1 1,080.2 8.4 −2.8 95.3 91.0

Offices Lin. 
regression

Train 2.96 14.04 240.0 15.1 −0.4 88.5 69.3

Test 3.06 14.54 247.7 15.8 0.4 87.4 66.0

Fuzzy Train 2.96 14.04 240.0 15.1 −0.4 88.5 69.3

Test 3.05 14.48 246.8 15.7 0.4 87.4 66.0

Trained 
fuzzy

Train 1.73 5.16 140.4 8.8 0.1 95.3 88.7

Test 2.76 11.77 223.9 14.3 0.2 90.0 73.8

Neural 
network

Train 2.11 8.05 170.9 10.8 −0.1 92.1 82.4

Test 2.41 9.30 195.0 12.4 0.0 91.5 78.5
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same illumination intensity regardless the class has 50 or 10 students. Hereupon, a 
randomness factor plays an important role in consumption behavior.

The highest performance levels are achieved in the library models, overpassing 
VAFs of 93 % and an R2 of 91.0 % with the feedforward backpropagation NN. 

Fig. 2  Graphical representation of the modeled and the real electricity consumption for the three 
experimental spaces, concerning all models
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Nevertheless, since this is a high intensive consumption space, the minimum kWh/
day of error that we could achieve was 12.71 kWh/day.

Regarding the offices, quite acceptable performance values have been reached, 
overcoming VAFs of 90 % for the training fuzzy model and the NN model, with 
corresponding R2 of 73.8 and 78.5 %.

All models seem to be just slightly bias, being those corresponding to the offices 
the lowest bias. Generally, we can argue that linear regression models are the ones 
which depict the lower performances for each parameter, being the feedforward back-
propagation NN models the ones with the highest performance, thus being consid-
ered the most adequate to tackle electricity consumption in this experimental space.

The relative errors decrease the most in the NN networks, which can also be 
related to the total kWh of error that decrease and also to monetary expenditure. 
Drawing a simple exercise, by considering a 0.10 €/kWh rate, NN models would 
confer a decrease of 0.03 €/day, 1.40 €/day and 0.65 €/day, respectively for the 
class amphitheater, library and offices. Arguing that the development of NN mod-
els require a higher level of expertise and access to higher level software such 
as Matlab® (which has been the main software used by the authors), maybe the 
investment in these modeling capabilities should have a return of investment for 
an intensive service building. At the end of the year, we can estimate that the total 
decreased error from linear regressions to NN models would be around 650 kWh 
only for these three experimental spaces.

This work is a development that has been undertaken from the one presented 
in [19], where there was not applied the training of the fuzzy models, data was 
not normalized in [0; 1], the offices had not been considered and the input vari-
able Day type had not been developed, which is in fact the most relevant for this 
experimental setup. We can see that results highly improved with these experimen-
tal steps, leading to models with considerable better performances, although the 
class amphitheater model is still far from what we desire but, as explained before, 
this may be related to consumption behavior randomness. With a higher relation 
between consumption and variables, e.g. illumination and occupancy, this means 
that the usage of the space is more efficient as the equipment is being used not at 
maximum intensity but according to the needs.

5  Conclusions and Future Work

This paper presented the research developments on modeling electricity consump-
tion in three experimental spaces in a Portuguese university building. A previous 
work presented in [19] serves as a preliminary study on how to model electricity 
consumption in this building. Results considerable improvements from that pre-
liminary approach, mainly due to the consideration of a variable Day type, which 
is a representation a priori of the expected occupancy of the experimental spaces, 
mainly taking into consideration the operating schedule of the room and the sea-
son (classes, exams or weekends and holidays).
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Energy modeling is a bursting research field and several references can be 
found that outline the performance of different models. However, we could not 
find a work that compares specifically linear regression, fuzzy and NN mod-
els under the same experimental setup. This paper undertook this challenge and 
we have identified that NN are the models to which better performance values 
are regarded, reaching VAFs of 69.1, 95.3 and 91.5 %, and R2 of 20.7, 91.0 and 
78.5 %, respectively for the amphitheater, library and the offices.

The models that were developed for the amphitheater still lack accuracy and 
this is explained by consumption behavior randomness. A deeper understanding 
has to be undertaken and, eventually, implement efficiency measures that encour-
age users to change their consumption patterns according to the studied variables.

We argue that the investment in modeling capabilities to decrease the modeling 
error may give a feasible return since the presented results can roughly correspond 
to an error decrease in kWh between linear regressions and NN models corre-
sponding to 650 €/year solely for the three presented spaces. Having developed 
more accurate models, we can now study the impact of the implementation of 
energy efficiency actions that have already been undertaken in these spaces after 
this experimental procedure.
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Abstract The rate of scientific discovery depends on the speed at which  accurate 
results and analysis can be obtained. The use of parallel co-processors such as 
Graphical Processing Units (GPUs) is becoming more and more important in 
meeting this demand as improvements in serial data processing speed become 
increasingly difficult to sustain. However, parallel data processing requires more 
complex programming compared to serial processing. Here we present our meth-
ods for parallelising two pieces of scientific software, leveraging multiple GPUs to 
achieve up to thirty times speed up.

Keywords GPU · CUDA · GPU cluster · Parallelisation

1  Introduction

Some of the strategic drivers for software development in computational science 
and engineering are outlined by EPSRC [1]. In particular, the focus “development 
of novel code, the development of new functionality for existing codes and the 
development and re-engineering of existing codes. Strategic drivers are: develop-
ing code for emerging hardware architectures; developing researchers with key 
software engineering skills and software sustainability” [2] is pertinent to code 
used in HPC. We consider this strategy one of the key drivers in the context of 
software sustainability [3], and an important challenge in the development of sci-
entific and engineering software.

In our research we have focused on improving the efficiency and scalability of 
existing software. The examples here have been designed to address the challenges 
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in processing large radio telescope data (SETI), and optical inferometry data used 
in surface measurements. The existing codes were re-engineered to support differ-
ent GPU architecture, and enable scaling to larger GPU systems. In doing this we 
are addressing some ‘software for the future’ issues, taking into account the new 
hardware trends in GPUs deployment for HPC software.

Using GPUs in addition to more traditional High Performance Computing 
Resources to perform complex tasks or process large volumes of data has become 
increasingly common in supercomputing centres over the recent years. This trend 
can be seen by looking at the Top500 (A ranking of the worlds top scoring super-
computing sites [4]) over the past few years.

3D graphics rendering typically executes a single instruction at a time for every 
pixel to be rendered, and calculations for a single pixel are independent from those 
for other pixels [5]. This has resulted in graphics processors becoming largely paral-
lel devices with hundreds of stream cores on a single device, capable of performing 
an instruction on a constant stream of data at high speed. Driven by the lucrative 
video games industry, GPUs are not only outpacing CPUs in terms of the rate of 
technological improvement, but also have much lower cost and power demands 
per core [6]. Owing to their original intended use in graphics processing, a funda-
mentally data parallel problem, GPUs can provide a significant speed boost to tasks 
which exhibit high data parallelism. Many fields of scientific research use soft-
ware that fits these criteria, and GPUs are seeing increased use in this area [7–9].  
In response to this new GPU architectures have been designed specifically for gen-
eral purpose processing, such as Nvidias TESLA series, shown in Fig. 1.

To explore the potential for speed up in scientific applications, two existing 
software cases have been examined for sections appropriate for parallelisation. 

Fig. 1  Detail of the TESLA graphics and computing GPU architecture. Terminology: SM stream-
ing multiprocessor; SP streaming processor; Tex texture, ROP raster operation processor [10]
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These examples were rewritten to allow them to execute on a GPU cluster, the 
deployment of which is detailed in [11].

2  GPU Programming Models

In order to make general purpose processing on GPUs more accessible, there have 
been numerous models and libraries developed. Currently, the most mature of 
these are OpenCL and CUDA. Both models use the concept of kernels to contain 
parts of program structure which interact with compute devices, but differ in hard-
ware support and scope.

OpenCL is an open source parallel programming standard, with notable con-
tributors such as Apple, ARM, AMD, Samsung and Nvidia. It allows programs to 
take advantage of a very diverse array of processing devices such as GPUs, CPUs, 
DSPs, and FPGAs. The standard provides mechanisms for hardware vendors to 
add mechanisms for access to hardware specific features, which serves to increase 
its flexibility [12].

CUDA is developed by Nvidia for its own series of GeForce, Quadro and Tesla 
processors. It is flexible in its scalability and will run on an arbitrary number of 
processors without the need to recompile. This relieves the programmer of the bur-
den of requiring specific knowledge of the hardware, which today can have vastly 
different clock speeds, RAM and numbers of cores depending on the model [13]. 
As CUDA functions are called from standard C or C++ it makes GPU program-
ming much more accessible than has previously been possible. An example of the 
required effort to produce CUDA compatible code can be seen in listings 1 and 2. 
The CUDA programming model was used in our case study to accelerate process-
ing of radio astronomy data produced by SETI, as well as increasing the through-
put of wavelength scanning interferometry data analysis.

3  Accelerated Processing of Radio Telescope Data

The Search for Extra-terrestrial Intelligence (SETI) employs various methods 
in their attempt to discover evidence of technology based signals generated by 
civilizations outside of our own solar system. To this end vast amounts of radio 
telescope data must be analysed. The data is explored with signal processing tech-
niques or image based techniques, such as SETILive, where images of this data 
are observed by the public who try to detect patterns in this data. Sonification is 
a process where data is transformed to sound [15]. SonicSETI is a project where 
radio astronomy data produced by SETI [16] is converted into sound (or sonified) 
so that the public can listen to this data to detect anomalous sounds.

However, processing this data is somewhat time consuming, taking almost 12 h 
to process an 8 GB set of data. The solution to this problem is to use GPU acceler-
ated FFT libraries, such as the one provided by Nvidia [17].
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The original software, written in JAVA, reads data from a file then determines 
how many FFTs to perform, before processing the data and saving to a new file. 
The time taken to process each data set was deemed unacceptable, at around 12 h 
per 8 GB dataset. The first effort towards acceleration was to replace the FFT 
function with calls to a CUDA accelerated FFT function, CUFFT. In the JAVA 
code this was done via JCUDA, a java wrapper for various cuda functions, demon-
strating that GPU acceleration is accessible from a variety of languages.

To further increase acceleration, it was deemed necessary to rewrite the soft-
ware in C++, in order to have more complete access to various CUDA functions. 
Shown in Listing 3 is a section the final C++ CUDA code which shows the host 
to device memory copy and using CUFFT to perform FFT on the device.
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3.1  Evaluation of Results

The graph in Fig. 2 compares the performance of the software, in Java, Java modi-
fied to use JCUDA, C++, and C++ with CUDA. Running regular FFT code 
compared to the GPU accelerated CUFFT library.

The program was rewritten using MPI, to allow it to take advantage of mul-
tiple GPUs. Figure 3 shows the run time of the FFT part of each C++ method; 
this is the part which has been implemented on the GPU so gives the best indica-
tion of acceleration. While restructuring the code to take advantage of both GPUs, 
the way in which data was copied to the GPU was changed to better utilise the 
memory on-board the device. Previously, enough data for a single FFT was copied 
to the device before being executed and copied back. In the MPI version, enough 
data is sent to fill the GPU memory before executing a batch of FFTs. This change 
reduced copy operations from 680 to 34.

An interesting finding was that Java performance was poorer than C even with-
out GPU acceleration. It was determined that this was the result of slower disk 
access and the fact that JAVA uses big endian memory organization, so byte order 
has to be swapped before sending to GPU.
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As this approach uses MPI, it would be relatively simple to scale this to any num-
ber of GPUs, the only mitigating factor being that network overhead would increase 
for every additional node, eventually making the addition of more nodes impractical.

4  Accelerated Surface Measurement with Environmental 
Noise Compensation

Optical interferometry is a widely used surface metrology technique. Wavelength 
scanning interferometry developments have been made that allow the process 
to be immune to environmental noise using phase compensation. However this 
 compensation as well as data analysis processes limit performance, and hamper 

Fig. 2  Run time of each method

Fig. 3  Run time of the parallel/FFT part of each method
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efforts to inspect this data as the measurement takes place. The paper [18] details 
a method which uses CUDA to accelerate this process with a single GPU. Using 
a Multi-GPU system such as VEGA [11] this process can be accelerated further to 
allow a greater number of frames to be processed without a significant increase in 
process time.

The original CUDA program loads a set of bitmap frames, and the noise 
cancellation is calibrated by loading a matrix which has been processed by 
MATLAB. After calibration the data is processed using Nvidias CUFFT GPU 
accelerated parallel FFT algorithm, and all data is saved to disk. By using an MPI 
based method to submit to 2 GPUs, two sets of frames can be processed in par-
allel effectively doubling throughput, or alternatively one set can be divided in 
two to reduce processing time and increase the efficiency of in-process analysis. 
As with the sonification study, the program is split into a master process and a 
worker process—which must be able to run an arbitrary number of times, while 
the master co-ordinates. As there are 2 GPUs in our system we run 3 processes—
one master and two workers. Figure 4 shows the main function of the program, 
Fig. 5 describes the MPI program which allows the CUDA program to executed 
on multiple GPUs.

Fig. 4  Program flow for the original CUDA code



316 M. Newall et al.

F
ig

. 5
  

Pr
og

ra
m

 fl
ow

 f
or

 th
e 

M
PI

 v
er

si
on

 u
si

ng
 m

ul
tip

le
 G

PU
s



317Delivering Faster Results …

4.1  Evaluation of Results

The graph in Fig. 6 compares total runtime for a single GPU versus two. When 
running on one GPU 256 frames are processed, when running on 2 GPUs 512 
frames are processed. It can be seen that running on 2 GPUs adds an overhead of 
approximately 400 ms, however Fig. 7 shows that running on 2 GPUs significantly 
reduces the per-frame processing time, being 1.9 times faster.

Fig. 6  Total run time

Fig. 7  Processing time per frame
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While only 2 GPUs were used in this case, our system has a capacity for 16. It 
can be speculated, given the results already gained, what the potential speed-up 
would be if 16 GPUs were used. Given that a single GPU processes 256 frames 
in 9,902 ms, and the addition of a second GPU adds a 400 ms overhead, it is not 
unreasonable to suggest that 16 GPUs may be able to process 4,096 frames in 
around 14 s (when including inevitable network overhead)—an 11 fold increase in 
throughput over processing on a single GPU, and a 5 fold increase over 2 GPUs. 
As the software already utilises MPI, were the hardware available the software 
could run at this scale without modification. The law of diminishing returns will 
apply here however, as network overhead increases with the number of processes 
it would be come less beneficial to keep adding more GPUs. Using these assump-
tions we can predict system performance, as shown in Fig. 8, which illustrates 
that as we add more GPUs the relative benefit is less every time. This is where 
it is important to consider speed versus efficiency. Using the methods outlined in 
[19] we can identify that the efficiency of the software, based on these projections, 
peaks at 5 GPUs, after which the improvements tend towards zero. Hence, while 
speed up does continue to increase after this point, the resources required to do 
this might be best used for other tasks.

5  Conclusion and Further Work

In this chapter we have presented our work in parallelising existing codes for pro-
cessing radio telescope and surface metrology data. Writing sustainable code for 
modern, multi-core, multiprocessor systems still presents a challenge. Existing 
programming environments for parallel and distributed platforms do not provide 

Fig. 8  Projected per-frame runtime on multiple GPUs
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software developers with the tools necessary to test programs for the newest most 
powerful hardware.

Using the examples detailed here, and by utilising our own GPU cluster, we 
have shown that speed-up of up to 30 times is possible even on a modest GPU sys-
tem. This will enable scientists and researchers to process complex problems and 
large volumes of data in near real-time.

To further explore the challenges of parallelisation we will investigate how 
these software examples scale onto much larger systems by running them on 
EMERALD, the UKs largest GPU cluster at Rutherford Appleton Laboratory [20].

In order to address the energy efficiency of our code, and software sustainabil-
ity with respect to energy efficiency, we will build on our current research pro-
ject funded by the innovate UK (technology strategy board) in Energy-Efficient 
computing [21]. Our focus will be on energy efficient data structures and algo-
rithms for GPU technology. The resulting software will be evaluated and will be 
optimised under energy efficiency constraints creating more efficient software for 
affordable and sustainable high performance computing.
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Abstract In this paper we present a motion planning algorithm that combines 
between Probabilistic Roadmaps (PRM) and Hierarchical Genetic Algorithms 
(HGA) in order to generate optimal motions for a non holonomic mobile robot. 
PRM are used to generate a set of paths that will be optimized by HGA, the 
obtained trajectory leads a non holonomic mobile robot from an initial to a final 
configuration while maintaining feasibility and no-collision with obstacles.

Keywords Optimal motion planning · Probabilistic roadmap · Hierarchical genetic 
algorithms · Non holonomic mobile robot · Potential field

1  Introduction

The association, motion planning and genetic algorithms, has for a number of 
years, aroused the curiosity of researchers. Genetic Algorithms proposed for the 
first time by [1] have been used for planning since several years, and in [2] GA’s 
were used to calculate the motion of a planar arm and solving the inverse kinemat-
ics problem. There are also other contributions by several researchers [3, 4].

The common problem to all methods is how to choose the initial population. 
Most of these methods use a set of paths encoded in the chromosomes, the opti-
mal path is calculated after several iterations. The necessary step in these algo-
rithms is the determination of the fitness function (optimization criterion), Garai 
and Chaudhuri [5] proposed to use a function of performance determined by the 
linear combination of distance, the smoothing angle and the robot position from 

A. Lakhdari (*) · N. Achour 
LRPE Laboratory, USTHB University, Algiers, Algeria
e-mail: alakhdari@usthb.dz

N. Achour 
e-mail: nachour@usthb.dz



322 A. Lakhdari and N. Achour

the obstacles. Some papers have focused on dynamic environments [6] and others 
have tried to investigate in the synergism of respectively fuzzy logic-GA’s [7] and 
neural networks-GA’s [8].

For a car like robot (CLR) moving in a given environment, the general problem of 
motion planning is to determine a motion allowing it to move between two given con-
figurations while respecting a number of constraints that may be related either to the 
environment (obstacles) or to the robot itself [9]. One of the constraints of the CLR is 
non holonomy which forces the robot to follow a trajectory imposed by the angle of its 
steering wheels. Because of its simplicity of implementation, PRM planners succeeded 
in solving a wide class of problems of motion planning in complex environments, 
where exact methods have failed. In this work we use PRM to find a trajectory leading 
the robot between two given configurations. The obtained trajectory can be optimized 
by HGA which are effective tools for solving complex optimization problems.

In this paper, we propose a novel approach for calculating an optimal collision 
free trajectory for a car like robot while maintaining a good clearance. Populations 
of paths are generated using the PRM, and HGA are used to get optimized paths, 
while path clearance is achieved through a fitness artificial potential function type.

Section 2 describes briefly the PRM-based path planning Sect. 3 lays the 
mathematical of the non holonomic robot, Sect. 4, details our approach in using 
Hierarchical genetic algorithms to plan optimized paths. In the last section, we do 
an analysis of our approach and report a series of actual runs.

2  Path Planning Using PRM

Probabilistic Roadmaps shown in [10] is a path planning method that allow to find 
collision-free paths for robots moving among stationary obstacles (static workspaces).

Because of its simplicity of implementation, the method PRM succeeded in 
solving a wide class of problems of motion planning in complex environments 
where exact methods are useless.

In this work we use PRM to build a graph G = (N, V) capturing the connectivity 
of the free configuration space CSfree [10], where: N is a set of free nodes randomly 
generated using a uniform sampling strategy. The arcs of G, gathered in the set V, 
are collision-free paths connecting pairs of nodes.

PRM proceeds usually in two phases: a construction phase and a research 
phase: construction phase and research phase.

2.1  Construction Phase

In this phase, a uniform sampling strategy is used to generate random nodes in 
the free space which are added to the graph G. Then a selecting strategy is used to 
select a set of neighboring nodes for each new generated node.
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The first problem that we met in the construction of PRM is the choice of dis-
cretization’s parameters, in particular the number of nodes Nmax and sampling dis-
tance dmin which is the minimum distance between two nodes of the network. The 
selection of the network size (number of nodes Nmax) is very important to cover 
the maximum of the free space.

To calculate the number Nmax, we used a method based on calculating the ratio 
between the free surface and the total surface of the environment for a given dmin. 
The idea is to generate a number of random nodes; the ratio between the free sur-
face and the total one tend to the ratio between the number of free nodes and the 
total number of generated nodes.

To demonstrate this relation, let’s take an example of a workspace that contains 
two obstacles in a known surface (Fig. 1):

Table 1 shows the ratio between the free surface and the total surface calculated 
with different number of generated nodes, and also the error between this ratio and 
the real one which is equal to 0.764.

The number Nmax will be the integer part of the ratio between the free surface 
and the surface of the disk that includes a square of side dmin.

(1)
free surface

total surface
≈

number of free nodes

total number of nodes

(2)Nmax = integer

(

free surface

d2
min

×
π
2

)

Fig. 1  Example of a known workspace

Table 1  Evolution of the ratio versus number of generated nodes

Number of generated nodes 10 100 500 5,000 10,000 50,000

Free nodes/total nodes 1 0.85 0.806 0.772 0.768 0.765

Error 0.236 0.086 0.042 0.008 0.004 0.001
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To build the PRM, we used a uniform sampling method, where nodes are ran-
domly generated, provided that the distance between each two nodes is greater 
than or equal to a minimum distance dmin. For a given node qi, it is considered 
neighbor of qi any node situated at a distance lower or equal to dmax which is the 
maximum distance between two neighboring nodes distance.

The maximum distance dmax is chosen proportionally to dmin (dmax = 2 dmin) in 
order to ensure a good connection to the network.

A collision detector allows to decide whether a node belongs or not to the free 
space. It is also used to test whether a given path is included or not in the free 
space.

The resulting network contains Nmax nodes where each one is connected to its 
neighbors by segments (Fig. 2).

2.2  Research Phase

In this phase, we will use the graph G built in the previous phase to find paths 
between a start node and a goal one. To find the shortest path connecting the start 
and the goal nodes, we used an algorithm composed of three steps:

The first step is to apply the A star algorithm [11] to find the shortest path in 
the network previously built. Because of the probabilistic nature of the PRM, the 
calculated path may contain irregular parts. Therefore a shortcutting of a process is 
carried out in the second step to remove the irregular parts of the calculated path.

a : dmin = 12&Nmax = 50 ; b : dmin = 5&Nmax = 145

c : dmin = 5&Nmax = 250; d : dmin = 8&Nmax = 108.
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Fig. 2  PRM built in different environments with different dmin
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The path obtained after the execution of the shortcutting process is not nec-
essarily the shortest, to improve it we call in the third step a discretization pro-
cess that will split the path into several parts, each one is of length greater than 
or equal to a predefined discretization step. The second and third steps are suc-
cessively repeated enough times until the gain of shortcutting will be negligible 
(Fig. 3).

3  Nonholonomic Mobile Robot

The example most often of nonholonomic mobile robot is the car-like robot 
(CLR), this type of robots subject to a kinematic constraint called nonholonomic 
related to the rolling without slipping, this constraint forces the robot to follow a 
path imposed by the steering angle of its steered wheels.

In our case the robot is a car-like robot A modeled as a rectangle object mov-
ing in a Workspace W = ℜ2. The configuration of A is q = (x, y, θ) where x and y 
are the coordinates in the frame FW of the midpoint M of the rear wheels axle and 
θ ∈ [0, 2π] is the angle between the main axis of A and the abscissa axis of FW.

Assuming no slipping, the velocity of A is at each instant t pointed along the 
main axis. This is a nonholonomic constraint and it is modeled by the non-integra-
ble following equation:

The steering angle φ is constrained to take values in the interval [−φmax, +φmax] 
with φmax = π/4 (Fig. 4).

The kinematic model of the CLR is usually expressed as follows:

−ẋ sin θ + ẏ cos θ = 0
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Fig. 3  Shortcutting and discretization applied on a found path using A star
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where v = r · θ̇ represents the linear velocity, r being the path P curvature, θ̇ the 
angular velocity of the reference point M of the robot and ω the steering velocity 
of the steering wheels.

3.1  Path Tracking

The previous path remains unfeasible because of nonholonomic constraints of the 
mobile robot; it must be adapted so that the robot can follow it. To make it feasible 
we use a path tracking function that allows extracting the different steering angles 
along the path previously found.

This function will calculate two points P′

1 and P′

2 of the steering (the beginning 
and end of the steering) for every three successive points of the path (P1, P2 and P3) 
(Fig. 5).

Then the path that connects these three points will be split in two subpaths, the 
first is a straight line from the first point P1 to the steering start point P′

1, and the 
second is the minimal radius arc (±φmax) which connects the two steering points 
P′

1 and P′

2 as it is shown in Fig. 5.
P′

1 and P′

2 are calculated using the following relation:

(3)



























ẋ = v cos θ

ẏ = v sin θ

θ̇ =
v

l
tan φ

φ̇ = ω

d1 = d2 =
rmin
tan θ

Fig. 4  The car-like robot
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Repeating the process for every three successive points of the path allows finally to 
obtain a sequence of steering angles that allows the robot to follow correctly this path.

The robot configuration qi is calculated using the discrete kinematic model of 
the CLR for a constant velocity v and a fixed steering angle φ.

4  Optimization Using HGA

Although the standard genetic algorithms (SGA) provide very good results in the 
solution of difficult optimization problems where other techniques have failed, 
they show some limitations when it comes to treat not only the problem of param-
eters optimization, but also the optimization of the structure of the chromosome.

During the execution of the trajectory, there may be a collision (Fig. 6), even if 
it is not the case, the calculated path is not necessarily the best, we must find the 
sequence of steering angles corresponding to the shortest path.

In the SGA, the structure of chromosomes must be predefined, but in some 
optimization problems (as in our case) it is difficult to do it, this is why we use 
HGA which will perform on two criteria; collision and path length to calculate the 
optimal feasible path.

HGA differ from SGA in the structure of chromosomes, they have a hierar-
chical structure that consists of two types of genes: parameter genes and control 
genes, parameter genes carry genetic information of the chromosome, while the 
control genes have a role in activation or deactivation of the parameter genes.

(4)

xi = xi−1 +�t
v

2l
cos (θi−1 + tan ϕ �t)

yi = yi−1 +�t
v

2l
sin (θi−1 + tan ϕ �t)

θi = θi−1 +�t
v

l
tan ϕ

Fig. 5  The steering points 
P
′

1
 and P′

2
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The activation of parameter genes is controlled by the value of the first level of 
the control gene, which in turn is controlled by the value of the second level of the 
control gene, and so on; the structure of a chromosome contains both active and 
inactive gene.

Because of inactive genes still exist in the chromosome and then can be trans-
mitted to new generations, this hierarchical architecture implies that the chro-
mosome contains more information than the conventional structure of SGA. 
Therefore, the artificial power is greatly improved [5].

4.1  Coding and Initialization

To generate the initial population, we will repeat N times the PRM execution to 
get N paths connecting start and goal positions; due to the probabilistic nature of 
PRM, every path will be different from the others.

To improve their quality, the process of discretization and shortening is applied 
repeatedly on each path, then we apply the path following function on each path 
for extracting the corresponding sequence of steering angles, all sequences will 
construct individuals of the initial population of genetic algorithms.

So each individual will have two chromosomes: the first contains genes carry-
ing values of the steering angles ϕi extracted during each path following and the 
second contains the angle θstart of the startup configuration.

The size of the first chromosome differs from one individual to another depend-
ing on the path in which it takes its genes. To overcome this problem, we have 
added to the first chromosome of each individual a number of genes (set to zero) 
until its size will be equal to the size of the largest chromosome, then we assign to 
each parametric gene a control gene gi that will disable it if it is an added gene or 
enable it otherwise. The structure of an individual is shown in Fig. 7.

Fig. 6  Path tracking by the car-like robot
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4.2  Fitness Function

To evaluate individuals we use the visibility graph method [12] to calculate a ref-
erence path that connects start and goal configurations (Fig. 8), then we define a 
potential vi for each configuration qi that is a function of the distance between the 
reference point of the robot and the obstacles on one hand and the reference path 
on the other hand, where the reference path will exert an attractive field on the 
robot against the repulsive field exerted by obstacles [13], consequently the evalu-
ation of each gene is proportional to the result of these two fields and the number 
of enabled parameter genes.

The potential vi of a configuration qi can be expressed by:

where Ka and Kr are positive constants, da the distance between the configuration 
qi and the reference path, dri the distance between the configuration qi and the 
nearest obstacle, d0 is the influence distance of obstacles and n is the number of 
active genes parameters.

(5)vi =

{

1
n

(

Ka

(da+1)2
−

Kr

(dri)
2

)

if dri ≤ d0
1
n

Ka

(da+1)2
if dri > d0

Fig. 7  An individual structure

Fig. 8  Ten Paths obtained 
by PRM executed ten times 
and the reference path (in 
bold red)
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The evaluation of an individual is therefore the sum of the potentials vi of its 
active parameters genes, and the fitness function can be expressed as follows:

4.3  Selection

The selection of individuals is performed using the elitist method where individu-
als are sorted in descending order according to their evaluation [1]. The best indi-
viduals are selected to participate in the next generation; they are combined using 
the operators of crossover and mutation to generate new individuals.

4.4  Crossover

We make a random draw with replacement of two selected individuals who will 
undergo to two types of crossover: the first is a barycentric crossover carried out on 
parameters genes with a weight taken randomly in the interval [0 1]. The second is a 
classical crossover (exchange of genes) performed on control genes (Fig. 9).

With:

We repeat the crossover process until a sufficient number of individuals is 
obtained which will create the new population.

4.5  Mutation

In this work, we used a uniform mutation [14] which consists in adding a Gaussian 
noise with a very small variance (φmax/25) to the genes of the first chromosome 

(6)f =

n
∑

i=1

gi × vi

(7)

{

φ′′
= α φ′

+ (1− α)φ

θ ′′ = αθ ′start + (1− α)θstart

Fig. 9  Crossover
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with a probability of about 20 %. For a steering angle φ, the mutation process can 
be expressed as follows:

The angle φ′ obtained after mutation is accepted if it is included in [−φmax, 
+φmax]. Selection, crossover and mutation are repeated until we get a set of steer-
ing angles that allow the robot to follow the shortest feasible path.

5  General Algorithm

The algorithm presented in this paper can be resumed in Fig. 10.

6  Results and Discussion

Let us take the start and goal configurations in a given environment, the results are 
shown in Fig. 11.

Like all heuristic algorithms, our algorithm can take a large time to converge to 
the optimal solution, as it can quickly converge, it depends on several parameters, 
the first is the initial population (which depends of the built PRM) as well as the 
space discretization and the number M of times the shortcutting and discretization 
processes are applied (Fig. 2).

In cases where individuals of the initial population are similar, the search space 
of the solution is very small, the mutation operator plays a very important role 
to expand this area of research and give birth to individuals who may be more 
efficient.

The initial population may also contain a very close path to the optimum one, 
so the solution will converge quickly.

The choice of fitness parameters (d0, Ka and Kr) plays a significant role in 
the convergence of the solution, in fact more they increase, more the solution 
approaches the reference path and moves away from the obstacles.

The evolution of the trajectories is given in Table 2.
In our case, we found that the algorithm has converged to the optimal solution 

after 300 generations, and the evolution of the solution is slightly sensitive from 
one generation to another, this is generally due to the initial population or obsta-
cles distribution that may contain narrow passages. Thus we can conclude that it is 
difficult to define a stopping condition for the algorithm because the solution can 
stagnate until the mutation operator improves the solution and this can be after any 
number of generations, so we repeat the genetic operators enough time to have the 
best solution.

(8)φ′
= φ + N(0,

φmax

25
)
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Calculate Nmax

PRM Construction

Begin

Search a short path using A star   

Shortcutting 

Discretization  

Repeat M times

Nbr of paths < N

Optimization by HGA

Optimal collision free trajectory?

End

yes

yes

No

No

Fig. 10  The general algorithm of motion planning
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7  Conclusion

We have shown in this work that the problem of optimal motion scheduling for 
a car-like robot in a static environment can be solved in three steps: calculate 
free paths using the PRM method; In the second step we calculated the com-
mands required to follow these paths, we finally used the HGA algorithms associ-
ated to the artificial potential field principle to generate the adequate controls for 
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Fig. 11  Paths achieved (a before optimization, b after 100 generation, c after 200, d after 300 
generation)

Table 2  Example of trajectory evolution

Generation Initial 50 100 200 300

Fitness −299.17 −533.19 −727.78 −886.01 −998.97

Trajectory length 185 178 176 175 176

Distance from goal 10.3 2.08 1.41 1.29 1.62

Collision Yes Yes Yes Yes No
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optimized motion between a start and a goal configuration. The use of a fitness 
function based on the principle of potential field was a wise choice to ensure the 
balance between optimization, feasibility and safety of trajectories. The results 
showed the advantages of genetic algorithms in motion optimization.
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1  Introduction

The research is an investigation of the use of mouse and keyboard dynamics to 
measure cognitive stress without intrusive special equipment, when experimental 
subjects do mental arithmetic with different levels of difficulty and time pressure. It 
is motivated by the desire to develop e-learning systems that can adapt their behav-
iour and the content they deliver to the needs of their users. Learning is a complex 
process, which is not simply about acquiring knowledge, but involves mix of work-
ing memory organization, attention and cognitive control processes, which could 
be impacted by motivational and emotional factors. Negative emotion inducing 
environment and high-stakes situation that generates stress, fear of failure, anxi-
ety or stereotype threat (such as female cannot do programming) could often cause 
students to perform at their worst. Beilock and Ramirez [1] study the relationship 
between emotion and cognitive control, and they found that high-pressure and nega-
tive emotion-inducing situations reduce student maths performance. On flip side, if 
they are placed under less emotion-inducing situations, the students are more read-
ily available for executing a more challenging task. This is because negative emo-
tion could inhibit appropriate cognitive resources that are necessary for optimal skill 
execution to be recruited by human mind. Other factors that affect cognitive load 
also include causal and assessment factors. Causal factors involve the characteris-
tics of the subject such as skills or expertise possessed, task complexity, environ-
ment (such as noise) and their mutual relations. Assessment factors contain mental 
load, mental effort and performance [2]. To measure cognitive load, one or more 
assessment techniques can be utilized, which include subjective methods, physi-
ological tests and task-performance based measurement [3]. Subjective methods, 
such as self-report survey, are done based on the assumption that humans are able 
to measure their thought (for instance, the amount of mental effort they expended 
or the level of stress they experienced). Although this method is simple, it is consid-
ered unreliable as human thinking is highly subjective and people can easily deny 
their thoughts. Therefore it is important to have an effective measure to quantify 
cognitive load. Physiological tests are able to detect changes in cognitive function-
ing that are reflected in measurable physiological measurements, such as heart rate 
or eye activity. However they cannot be easily implemented without special equip-
ment (which is normally expensive), so not as part of normal system. Furthermore, 
physiological tests are invasive to the experimental subjects as the equipments are 
attached to their bodies, so they may not feel comfortable to carry out the task nor-
mally. Task-performance-based techniques measure actual performance of the given 
tasks. This technique is more reliable than the subjective method, as quantitative 
data such as success and failure rates of the task could be collected. However, solely 
relying on task-performance-based techniques may not be good enough as task per-
formance could be affected by other factors such as attitude (e.g. lack of interest 
or seriousness in work), rather than weak cognitive function. It is better if some of 
these techniques can been combined to give a relative indication of the acceptable 
level of cognitive load.
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To introduce a cost-effective, non-invasive and computational efficient 
method, automatic analysis of how users produce mouse and keyboard input 
during task execution is potentially useful. If mouse and keystroke behaviours 
are related to task performance and cognitive load, then they can be applied for 
designing adaptive instructional contents in an e-learning system. Furthermore, 
if the system can evaluate users’ mental states or behaviours by measuring their 
emotions and stress levels, then the system is able to affect the attitude of the 
users towards learning and help them overcome learning obstacles [4]. This is 
because measures of cognitive overload, which leads to difficulty in coping with 
task demands (overstress in Selye’s terminology [5], and underload, leading to 
boredom and lapses of attention (understress in Selye’s terminology), are particu-
larly important. Our research aims to analyse how keystroke and mouse behav-
ioural patterns change according to the task demand, which is varied by mental 
arithmetic problem complexity and time pressure. We would like to observe how 
cognitive stress relates to task-performance (such as error rate, the duration spent 
on a task and the attempt of giving up a task), mouse and keystroke behaviours. 
If correlations between user’s cognitive stress, task performance, mouse and 
keyboard dynamics can be found, then this information is potentially useful in 
designing an adaptive e-learning system.

2  Related Work

2.1  Mental Arithmetic and Cognitive Load

Mental arithmetic problems under time pressure are widely used to induce 
 cognitive stress [6–8]. A study by Imbo and Vandierendonck [9] suggested that 
larger numbers and borrow operations in arithmetic problems, which involve 
longer sequences of steps and require maintenance of more intermediate  products, 
will place greater demands on human working memory. Once the demand has 
exceeded the working memory capacity and temporal limitations, then the task is 
deemed too challenging to be continued [10]. Although much research has investi-
gated how attention, memory and computational processes support  arithmetic cal-
culations, but less work has addressed how math performance can be  influenced 
by emotional factors, such as stress. Beilock and Ramirez [1] suggested that 
stressful and emotion-inducing situations could lead to unwanted performance 
degradation even for relatively simple calculations in math performance, due to 
negative emotion could prevent or inhibit the recruitment of the appropriate cogni-
tive resources necessary for optimal skill execution. However, Weinberg et al. [11] 
argued that human attention to emotion stimuli may not be automatic nor obliga-
tory. When the context of the emotion stimuli is not relevant to the task (such as 
seeing a picture of a crying face), human may demonstrate little-to-no impact on 
the emotional modulated arithmetic task. In other words, the effects of the stimuli 
on cognitive process may depend on both of the attentional demands of the task 
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and the salience of the stimuli [12]. The impact of negative emotion on perfor-
mance decrement may be caused by the task demands itself (such as high require-
ments), or other factors that are related to the task (such as time pressure).

2.2  Mouse and Keyboard Dynamics in Emotion Detection

Mouse and keyboard dynamics analyses shed light on non-invasive emotion 
 detection research since they have generated promising results in biometrics or 
authentication work. These input devices are not only cheap in cost, but they also 
provide greater advantages for a solution that can be fully automated and comput-
erized, as compared to physiological methods. Both mouse and keyboard dynam-
ics have been shown to differ according to different emotion, but most previous 
work has considered them in isolation. Lim et al. [13] investigated the effects of 
Web menu design on users’ emotion, search task performance and their mouse 
behaviours. Their results showed that the effects of menu design on users’ search 
task performance and their mouse behaviours are statistically significant. Bad 
setting of menu design generally increases mouse idle duration and occurrences, 
and reduces mouse speed and mouse click. Tsoulouhas et al. [14] used mouse 
dynamics to test students’ boredom. Their research demonstrates that mouse 
speeds, mouse inactivity occurrences, mouse inactivity durations and movement 
directions are significantly different between bored and non-bored users, which 
they recorded their best results with the intervals of 10 s (false acceptance rate 
at 2.7586 %). Pusara and Brodley [15] and Shen et al. [16, 17] analysed mouse 
dynamics by focusing on user behavioural modelling. Shen et al. [18] stated that 
the user’s distinctive mouse operation patterns can be caused by changes to sev-
eral factors, which include user’s emotional states such as anger, despair, happi-
ness, nervous, excitement, pressure and so on, and physical conditions such as 
tiredness and illness. Vizer [19] analysed keystroke dynamics and linguistic fea-
tures by detecting changes in typing associated with physical stress and cognitive 
stress. Their research showed that keystroke features can be significantly changed 
by cognitive stress, which include keystroke pause length (key latency), time per 
keystroke (keystroke speed), deletion keys (backspace key and delete key), and 
use of navigation keys and other keys (such as letter and number keys). However, 
although using mouse and keyboard dynamics to detect emotion is proven effec-
tive, there is very little research done that unifies mouse and keyboard dynamics in 
emotion detection. The unification of both methods is important as there is a risk 
of collecting misleading information from only one channel. For instance, if we 
only analyse keystrokes, the results may be affected by long stops and irregular 
restarts [20], which could be due to the user’s attention being diverted to another 
activity, or the user using a mouse rather than a keyboard to perform an action 
(such as drag-and drop or clicking a button to execute a command). Moreover, in a 
real application, users may use either mouse or keyboard, or a combination of both 
for specific tasks.
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3  Research Questions and Design

We begin by hypothesizing that an automatic evaluation of cognitive stress can be 
obtained through acquisition and processing of three datasets, which are task per-
formance (B(T)), mouse behaviour (B(M)) and keystroke behaviour (B(K)). Our 
research questions are as follows:

1. Do task demand and time pressure affect cognitive stress?
2. Do task demand and time pressure affect user’s task performance, mouse 

behaviour and keystroke behaviour?
3. Are there correlations between task demand, cognitive stress, task performance, 

mouse and keystroke behaviours?

We would like to examine the potential significant effects of cognitive stress, 
which is induced by task demands with time pressure, on the changes of behav-
ioural patterns in B(T), B(M) and B(K). If the answers for the questions above are 
positive, then a rule-based adaptive e-learning system can be designed. Figure 1 
shows our proposed system architecture using model-view-controller design. The 
models include modelling of keystroke behaviour, mouse behaviour and task per-
formance (see Sect. 4.1). These behaviours are formed based on mouse and key-
stroke raw data such as mouse locations, time-stamps, keys pressed, etc., which 
are collected in every 10 ms. Then based on the needs of the system developer, 
the user behaviour can be analysed for an interval of designated time, t. Due to 
huge temporal variations of mouse and keyboard dynamics of a user, and also high 
behavioural differences between individuals, calibration of mouse and keyboard 
dynamics should be collected during login process, so that baseline condition 
(non-stressed) can be formed. Furthermore, these huge variations can be sensitive 
to generate significant difference even small departures from homogeneity and the 
assumption of normality, hence the collected data should be transformed using 
appropriate function (such as logarithm and square root).

Fig. 1  Proposed system architecture
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Privacy must be embedded into the design and architecture of the system, and 
we must be offering measures as strong privacy defaults, appropriate notice and 
empowering user-friendly option [21]. Therefore the users should be given an 
option for not to be observed by the adaptive system. We also need to ensure that 
at the end of the process, all data are securely destroyed, in a timely fashion, and 
no data that reveals individual identity would be kept. The actual data of the keys 
used, which reflect the original content of the text (such as username and password) 
must not be stored. These data must be encoded for the use of the analysis purpose 
only (for instance, all number keys or character keys are represented as ‘k’). After 
the necessary transformation and formation of individual user behaviour, the sys-
tem could then compare the subsequent behaviours with the baseline condition so 
that the behavioural patterns can be analysed. Once the rule that detects significant 
increment of stress level is fired, then the instructional content of the e-learning 
system can be adapted to motivate the learner to continue the task.

4  Methodology

To enable necessary data to be collected for the formation of Task Performance 
(B(T)), Mouse Behaviour (B(M)) and Keystroke Behaviour (B(K)), a program is 
written in Java to capture the features of B(M), and another separate program is 
written in VB.NET to obtain the virtual-key codes by the Windows platform for 
B(K). For every 10 ms, the mouse location is captured and its respective time in 
milliseconds is recorded. For every keystroke and mouse click, the key informa-
tion and the time (in milliseconds) of the event is stored. To simulate an e-learning 
environment, an imitation of the online assessment system is built. Ten different 
mental arithmetic problems with diverse complexity are given to the students (see 
Table 1). Each question is displayed on different individual Web pages. The stu-
dents must answer all questions by doing mental arithmetic, and must type the 
answer into a designated textbox on each page. No calculator or calculation on 
paper is allowed. To force the student to use the mouse, the “Enter” key is disa-
bled, and he or she must click the “Submit” button in order to submit the answer. 
On each page of the question displayed, a “give up” button is given so that the 
students can choose to skip the question if they do not wish to continue. Before 
starting, an instruction page is displayed and their agreements to continue the 
experiments must be obtained. Once they click the start button, the start time (in 
milliseconds) will be recorded and the first arithmetic question is revealed. When 
the participant submitted the page, the end time (in milliseconds) is recorded and 
the data needed by B(T), B(M) and B(K) will be computed automatically.

Each time after the students completed a question (or skipped the question), a 
self-report survey will be displayed as follows:

You felt stressed when answering the previous question
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This survey enables them to assess their stress perceptions when solving the 
arithmetic problem, following 7-point Likert scale (1 for strongly disagree, 7 for 
strongly agree). Therefore, this provides us the subjective measurement of the 
user’s cognitive stress, SP.

All participants are required to run the experiments in a computer labora-
tory of a higher education institution in Malaysia. All the computers in the 
laboratory were equipped with Windows 7, 3.10 GHz CPU, 4 GB RAM, 17″ 
monitor with the resolution of 1,024 × 768 pixels, external standard QWERTY 
HID keyboard and external HID-compliant mouse. The website runs on Google 
Chrome by default. Before they started the assessment, instructions are displayed 
on the screen and they must provide their consensus in order to continue the 
experiments.

4.1  The Control Group and Experimental Group

Seventy-seven year-2 students from Bachelor Degree in Computer Science and 
Bachelor Degree in Information Technology from the Malaysian higher educa-
tion institution participated the experiments. However, due to outliers and missing 
cases, only 60 of them provided valid samples. Among these 60 students, all of 
them were between 18 and 24 years old, and 90 % were male. These students were 
divided into 2 groups. For control group, the participants were required to answer 
the arithmetic questions without time constraint. For the experimental group, they 
were given 30 s time limit for each question. The page would be submitted auto-
matically if they could not complete the task on time.

Table 1  Mental arithmetic questions. We assume that task demand increased from Question 1 to 
Question 10 according to the increment of number of digit per number and amount of numbers in 
the question

No. Maximum digit per number Amount of numbers Arithmetic problem

1 1 2 6 + 2

2 1 2 9*4

3 1 3 6*5−1

4 1 3 (8 + 9)*2

5 2 3 7−8*10

6 2 4 58 + 20*(8−6)

7 2 4 67−2*(4 + 2)

8 3 5 (880 + 12 + 50−520)*2

9 3 5 105 + 83*5−3*60

10 3 5 561−81*5 + 3*610
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4.2  Formulation of Task Performance, Mouse Behaviour 
and Keystroke Behaviour

Task performance is a dataset that measures activities related to the tasks that a 
student has completed. Task performance, B(T), is defined as follows:

TD The duration to complete one task (milliseconds (ms))
Err Error of task (Err = 0 if no error; Err = 1 if the answer is wrong)
PA Passive attempt (PA = 999 if attempt to give up; PA = 1 if attempt to wait 

until the time is up

We define the mouse behaviour as a dataset that captures the mouse features for 
each task. The mouse behaviour, B(M), is defined as follows:

MS Average mouse speed (pixels per ms)
MID Total mouse inactivity duration (ms)
MIO1 Total mouse inactivity occurrences
MC 〈MCL, MCR2〉, which is a dataset that consists of left click rate per ms 

(MCL) and right click rate per ms (MCR)

Lastly we define the keystroke behaviour, B(K), as a dataset that captures the 
keystroke features for each task as below:

KL Average key latency (ms)
KS Average typing speed per key (per second)
EK3 BSK + DK, the total occurrences of error keys used (EK), which includes 

backspace (BSK) and delete (DK) keys.

5  Results

To observe the behaviourial patterns of B(T), B(M) and B(K) according to the 
changes of cognitive stress, SP, we conduct some statistical tests to perform 
the analyses. First, we use Levene’s test to ensure homogeneity between the 2 
groups. However due to the fact that Levene’s test can be sensitive to detect even 

(1)B(T) = �TD,Err,PA�

(2)B(M) = �MS,MID,MIO,MC�

1 MIO was removed later due to inhomogeneous data.
2 MCR was removed later due to no data.

(3)B(K) = �KL,KS,EK�

3 EK is removed due to insufficient data for BSK and no data for DK.
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small departures from homogeneity and the assumption of normality [22], TD, 
MID and KS are transformed using arctangent function and MCL is transformed 
using square root function. The following subsections discuss the results of the 3 
research questions as shown in Sect. 3.

5.1  The Effects of Task Demand and Time Pressure  
on Cognitive Stress

After performing necessary data transformation, we first test the main effects of task 
demand (Demand) and time pressure (Timing) on SP by using Analysis of Variance 
(ANOVA) [23]. Both effects are significant (see Fig. 2). However, there is no interaction 

Fig. 2  SP increased according to Demand. The differences between questions are significant 
(p < 0.5e

−46). The Timing effect on SP is also significant (p = 0.0025)

Fig. 3  Mean plots of task performance features
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effect between Demand and Timing on SP. It is interesting to note that the participants 
in the control group (who are not given time pressure) in fact perceive higher stress than 
those in the experimental group. This could be due to some uncontrollable external 
environmental factors, such as tiredness after attending many classes on the same day, 
or intrinsic causal factors such as there are possibly more students having math anxiety 
in the control group than the experimental group. To examine the relationship between 
Demand, Timing and SP, Pearson correlation coefficient test shows that their correla-
tion is significant. The significance of correlation between Demand and SP is given as 
p = 0.02e−48, where r = 0.56; while the correlation significance between Timing and 
SP is given as p = 0.0140, where r = −0.10.

5.2  The Effects of Task Demand on Task Performance, 
Mouse Behaviour and Keystroke Behaviour

Demand significantly changes all the behaviours. Timing affects all features 
except MID. The interaction effect of Demand and Timing is only significant for 
Err, MID, KS and KL (see Table 2). We then performed Tukey Post Hoc Tests to 
analyse the variations between Demand and Timing effects to the three behav-
iours. The results are illustrated in Figs. 3, 4 and 5. The arrow markers in each 
graph indicate the significant difference between classes.

To observe the effects of Demand and Timing on B(T), we first observe the num-
ber of users who attempted to give up or could not finish the questions on time 
(PA). Table 3 shows that PA started to increase from Question 6 onwards. However 
at Question 10, PA dropped instead of continue to rise although the users scored 
even higher SP at Question 10. This phenomenon shows that there is an anoma-
lous behaviour of PA at Question 10. We then observe the number of students who 
made errors in answering the questions. Figure 3 shows that the students who are 
not given time pressure are generally making less errors than those who are given 
30 s limit. The number of students who made error started to increase from Question 

Table 2  MANOVA tests of the between-subjects effects

Italicized cell indicates that the difference is significant at the level of p < 0.05

Demand Timing Demand*Timing

Feature p-value Feature p-value Feature p-value

B(T) Err 0.0000 B(T) Err 0.0000 B(T) Err 0.0000

TD 0.0000 TD 0.0041 TD 0.2472

SP 0.0000 SP 0.0025 SP 0.0565

B(M) MS 0.0000 B(M) MS 0.0133 B(M) MS 0.9371

MID 0.0000 MID 0.3201 MID 0.0033

MCL 0.0000 MCL 0.0000 MCL 0.0934

B(K) KS 0.0000 B(K) KS 0.0036 B(K) KS 0.0010

KL 0.0000 KL 0.0031 KL 0.0000
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3 onwards. Generally there are no significant differences among Question 1 to 
Question 4 in terms of Err. However, after Question 4, Err significantly increased 
at Question 5. More students made more mistakes for Question 5, 8 and 9 and all 
of them answered Question 10 wrongly. The fact that Question 5 achieves higher 
Err than Question 6 shows that Question 5 could be more difficult than Question 
6, although they perceive Question 5 is less stressful than Question 6. In terms of 

Fig. 4  Mean plots of mouse behaviour features. Generally the means of the experimental group 
are always higher than the control group, except MID (no significant difference)

Fig. 5  Mean plot of keystroke behaviour feature. Generally the means of the experimental group 
are always higher than the control group

Table 3  Number of students who give up or could not finish task on time (PA)

Q. Timing Total Q. Timing Total

No Yes No Yes

Give up Auto submit Give up Give up Auto submit Give up

1 0 0 0 0 6 1 0 1 2

2 0 0 0 0 7 0 1 0 1

3 0 0 0 0 8 2 6 1 9

4 0 0 0 0 9 2 14 1 17

5 0 0 0 0 10 5 5 1 11
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Timing, the users who were given time constraint made more mistakes than those 
without time pressure. For TD, there is no significant difference among Question 
1 to Question 3, but TD increased significantly at Question 4. Then TD dropped 
slightly at Question 6, and gradually increased again until Question 7. The decre-
ment of TD at Question 6 is consistent with the decrement of Err at the same ques-
tion. This indicates that the users spent slightly longer time for Question 5 than 
Question 6. Again this shows that Question 5 could be more difficult than Question 
6. Then there is a significant increment of TD at Question 8, but it started to drop at 
Question 10 instead of continues to rise. This is related to the anomaly at Question 
10 as we observed in the behaviour of PA. In terms of Timing, those users who are 
given time constraint completed the task in shorter duration.

To analyze the changes of B(M) according to Demand and Timing, first we 
examine the effects on MS. Figure 4 shows that the highest MS falls on Question 
1, which indicates that less stressful task would introduce higher mouse speed. 
There is a gradual decrement of MS from Question 3 to Question 7, followed by a 
significant decrement at Question 8, signify increment of stress perception would 
lead to lower mouse speed. However after Question 8, there is a slight increase 
of MS from Question 9 onwards. This phenomenon again indicates that the users 
have again behaved anomalously from Question 9 onwards. With reference to 
Fig. 4, the changes of MID is similar to TD, which it gradually increased accord-
ing to the level of Demand, and it consists of 2 changeover points at Question 
3 and 7. It also demonstrates anomalous pattern at Question 9 and 10 (which it 
started to decrease instead of rise), and a slight increment at Question 5. Figure 4 
also shows that generally MCL decreased when stress level increased. However, it 
is notable that there is a drastic decrement of MCL at Question 5 and Question 8, 
but the pattern resumed to its normal behaviour in the subsequent questions. This 
also indicates that something has changed the pattern of MCL significantly at these 
2 points. Similar to MCL, KS and KL of B(K) also demonstrate drastic changes 
at Question 5 and Question 8 as shown in Fig. 5 before they resumed to normal 
behaviour. Finally, all MCL, KL and KS also demonstrate incongruities between 2 
groups of students at Question 10. In terms of Timing, those students in the experi-
mental group demonstrate faster KS and lower KL, which suggest to us that if the 
students perceive lower stress, they would demonstrate higher KS but lower KL in 
general.

To explain the anomalies occurred, we review the complexity of the ques-
tions as shown in Table 1. Question 5 and Question 8 are the starting point of the 
increment of the digit per number in the arithmetic problems, which require more 
working memory to be recruited to store the information for further processing. 
Therefore we could predict that a change of question style, such as bigger numbers 
used in mental arithmetic, would lead to a temporal anomalous MCL pattern, i.e. 
a significant drop of MCL and KS, and increase of KL at one point. The infor-
mation obtained from MCL, KL and KS could provide a more accurate measure-
ment of cognitive load than subjective method, to inform the possibility that the 
question is more challenging than expected. To explain the anomalies happened at 
Question 10, which achieves the highest Err rate and SP, we strongly believe that 
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the students have reached an ultimate stress point at Question 9 (although it could 
be also affected by external factors such as fatigue and tiredness), which exceeds 
their endurance limit and makes them losing motivation to continue the task. As 
such, besides predicting SP, we are able to predict that the students may have 
experienced the need to cope with the change of question style at a specific point, 
and the point where they have lost motivation, by observing B(T), B(M) and B(K).

Lastly, we performed Multivariate Analysis of Variance (MANOVA) [22] to 
verify the effects of Demand and Timing on SP, B(T), B(M) and B(K). Table 4 
shows the degree of confidence of the two factors’ effects. Although both Demand 
and Timing give significant impacts to B(T), B(M) and B(K), however the Wilk’s 
Lambda values for Timing and its interaction with Demand are high. This shows 
that the between-groups dispersions of Timing and its interaction with Demand are 
small. In other words, Demand is the main effect that affects stress perception and 
all three behaviours, but the impact of Timing is small.

5.3  Correlations Between Task Demand, Cognitive Stress, 
Task Performance, Mouse Behaviour and Keystroke 
Behaviour

To examine the relationships between Demand, SP, B(T), B(M) and B(K), we 
 conducted Pearson Correlation Coefficient tests. The results are shown in Table 5. 
The highlighted cells indicate negative correlation coefficient. When Demand 

Table 4  Univariate tests for 
the effects of demand and 
timing on SP, B(T), B(M)  
and B(K)

All factorial effects are significant at the level of p < 0.5e−6

Factor Significance, p-value Wilk’s Lambda, �

Demand 0.0000 0.1696

Timing 0.0000 0.8561

Demand*Timing 0.0000 0.7654

Table 5  Correlation between features
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increased, TD, SP, MID and KL also increased, but MS, MCL and KS decreased. 
Therefore we could predict that if TD, Err, MID and KL increased but MS, MCL 
and KS decreased, then SP should increase.

6  Discussions

From the statistical analyses, task demand is the main factor that influences stu-
dent’s stress perception, task performance, mouse and keystroke behaviours. 
Although time pressure effect is also significant, however its impacts on the 
changes of stress perception and behaviours are relatively small. There is also an 
interaction effect between task demand and time pressure, but the combined effect 
of these 2 factors is also small. Correlation tests results suggest that prediction 
of cognitive stress increment is possible. When task demand increased, students’ 
stress perceptions, duration spent to complete a task, error rate, passive attempt, 
mouse idle duration and key latency increased; while on flip side, mouse speed, 
mouse click rate and keystroke speed decreased. When task difficulty increased, 
but task performance, mouse and keystroke behaviours do not behave in a way that 
is expected, then anomaly can be detected. Anomalous behaviours indicate three 
possibilities: (i) there is either a wrong assumption about the independent factors 
(e.g. Question 5 appeared to be more challenging than Question 6 although it con-
sists of fewer terms and operators); (ii) qualitative difference in task demands (e.g. 
the number of digits per number in the task increased would require more working 
memory to process the task), which can be observed through MCL, KS and KL; 
or (iii) the user is either understress or overstress, which is beyond their motiva-
tion limits (e.g. Question 10 contributes highest error rate and stress perception). 
After this ultimate stress point, prediction of SP using the production rules could 
probability become invalid, as the users have lost motivation to continue the task. 
Therefore it is important to activate the adaptive content to motivate the students to 
continue the task.

7  Conclusion

Our research shows that an automated evaluation of cognitive stress can be 
obtained through acquisition and processing of task performance, mouse behav-
iour and keystroke behaviour. When typing task demand increased, task error, task 
duration, passive attempt, stress perception and mouse idle duration may increase, 
while mouse speed, left mouse click rate and keystroke speed decreased. This is 
consistent with the findings by Lim et al. [13], which they found that when the 
users feel uncomfortable with the bad setting of menu design, generally their 
mouse idle duration and mouse idle occurrences would increase, but mouse speed 
and left mouse click rate would drop, although there is no significant correlation 
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between users’ stress perception and search task performance. This research find-
ings also show that task demand is the main factor that affects all three behav-
iours. The correlations between mouse behaviour and keystroke behaviour suggest 
that unifying mouse and keyboard dynamics analyses could be more useful than 
utilizing them separately. Anomalies of mouse and keystroke behaviours, such as 
mouse click, key latency, and keystroke speed, could be also be observed where 
there is a change of question style or the students may have lost motivation. 
Adaptive system can then be activated to motivate the students to continue the 
task. However our research has a few limitations. The results such as time pres-
sure effects may be influenced by external environmental factors, such as external 
time pressure, and the attitude and motivation of the participants. It is also difficult 
to ensure all students are having comparable mental arithmetic skills. Therefore 
homogeneity among all students is not guaranteed. We also excluded mouse 
movement direction in the analyses, which can be an important variable that can 
be affected by cognitive stress. Besides, the sample size is small, and we may not 
be able to generalize our findings to represent the actual population. More rigorous 
experiments need to be conducted to validate the stress evaluation model.
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1  Introduction

Intrusion detection is based on the observation of the events and their analysis. 
First of all, Intrusion detection systems (IDS) collect the information to be ana-
lyzed. This information comes from system logs, specific applications (such as 
web servers, ftp servers, mail servers, etc.) or probes introduced by tools such as 
intrusion detection “sniffers” network, specific modules of certain applications, or 
the operating system. Secondly, the collected data is then analyzed for signs of 
intrusion, this analysis can be done in several ways: real-time or near real time.

The aim of the IDS is to report intrusions or attacks, following the design of 
the IDS, to the security administrator, in order to take appropriate measures, as 
to restore the system in a sure state. Research in intrusion detection field is also 
moving towards automatic intrusion response: in addition to preventing the secu-
rity administrator, the intrusion detection system (then generally speaking IPS, for 
Intrusion Prevention System) take measures to block the intrusion: cut the TCP 
connection and change the rules of the firewall to block the IP address of the 
attacker for a network IPS, for example.

In practice, there are two classes of intrusion detection: approach based on 
knowledge or signatures (misuse detection), and the behavioral approach (anom-
aly detection). The first is based on knowledge of the techniques used by the 
attackers: one draws attack scenarios and founds out in the audit trail for such 
events. The second is based on the assumption that we can define a “normal” user 
behavior, and that any deviation from this, is potentially suspicious.

Many methods and frameworks have been developed to detect intrusions. 
Various techniques are also employed such as decision tree [3], artificial neural 
networks [4], association rules [5], clustering [6], support vector machines [7], 
ant colony [8]. In addition, many methods have been applied to detect known and 
new attacks, the known attacks are those belonging to both the KDD training and 
testing sets. The unknown attacks also called “new” attacks are those appearing 
only in the KDD testing set. In addition to that, there are four main categories of 
attacks: Denial of Service (DoS), Remote to Local (R2L), Probing, and User to 
Root (U2R).

In this article we will especially focus on detecting the latter category. It is a 
class of attacks where the attacker tries to have root access to the system. An 
example of U2R attacks is rootkit, which after getting root access to the intruder, 
replaces the system commands so (he/she) can come back whenever he wants as 
root. It is one of the categories that do not contain a lot of records in the whole 
KDD dataset. This prevents its detection with a very good rate in learning methods. 
In this article we will transform the linear model to detect U2R [1] to a model of 
games theory. A game includes a list of players, a set of strategy for each of them, 
and a function that gives their gains in all possible contingencies. A game with full 
information is a game where each player knows all the details of the model.

The rest of this paper is organized as follows. Section 2 presents related work. 
In Sect. 3, we present the LPS model to detect U2R. Our approach using GT will 
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be detailed in Sect. 4. An example of our approach is given in Sect. 4. Section 5 
presents the experiments and simulations result. Section 6 concludes the paper.

2  Related Work

In this section, some previous works in intrusion detection models are briefly 
presented.

The authors of [9] proposed a method of intrusion detection based on the CAC 
algorithm (communicating ant for clustering). Firstly, the ant is evolving on a grid 
that contains connections of the KDD dataset set randomly. At each iteration the 
ants are on a cell which contains a connection. The first ant communicates with all 
the others lying on a cell that also contains a connection to gather similar connec-
tions in the same heap. We get two heaps at the end. The first contains the attacks, 
and the other the normal behavior. Secondly, this method was hybridized with 
association rules using the discrete attributes of the KDD Data Set after noting the 
low DR of R2L. The results of the conducted experiments reached respectively 
96.68 and 96.67 % DR for known and unknown U2R attacks with respectively 
3.32 and 3.33 % false alarms.

In [10] the authors proposed an iterative 3-tier model for selecting a subset of 
features. At level 1 the analysis of the raw data set is carried out using principal 
component analysis (PCA). At Level 2 several technique are used to determine the 
number of dominant principal components that should be retained according to the 
result of the analysis in Level 1. The refinement of the features, the generation 
and verification of the model of learning is done in Level 3. After that, they used 
the Mahalanobis distance (Mahalanobis Distance Map) to identify patterns of pay-
load packet and extract hidden correlations between the characteristics of the pay-
loads of network packets, and also partially capture structural information of the 
payload. They tested their system by performing several experiments on the data 
set 99 DARPA. The result of the conducted experiments has reached 96.29 % of 
detection rate and 3.71 % of false alarm.

The authors of [5] proposed a hybrid model for detection by misuse detection 
and anomaly detection, the misuse detection is done through a sequential hierar-
chical model with binary decision tree classifier at all levels. The approach sep-
arates one attack at a time. The C4.5 algorithm is used. For anomaly detection, 
the classifier based on association rules is used. These rules are generated using 
the algorithm CBA. If the sample data does not satisfy any of the normal rules 
defined for the normal profile, it is considered anomaly. The two previous models 
are integrated by a classifier based on decision tree at the first level; it separates 
the attack traffic (known signature) from normal traffic (containing both anomalies 
and normal traffic). The result of the experiments conducted has reached 99.98 % 
of detection rate and 35.24 % for new attacks.

In [11] the authors introduce an information fusion approach for detec-
tion and prediction of multistage stealthy cyber attacks. Their approach unifies 
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INFERD/TANDI developed by UB team and Markov Game theoretical threat 
intent inference [12] developed by IAI team to provide a better solution. There 
are two main parts: data fusion module and dynamic/adaptive feature recognition 
module. Various log file entities Alters generated by Intrusion Detection Sensors 
(IDSs) or Intrusion Prevention Sensors (IPSs) are fed into the L1 data fusion 
components. The fused objects and related pedigree information are used by a 
feature/pattern recognition module to generate primitive prediction of intents of 
cyber attackers. High-level (L2 and L3) data fusion based on Markov game model, 
Hierarchical Entity Aggregation (HEA) are proposed to refine the primitive predic-
tion generated in stage 1 and capture new unknown features. Markov (Stochastic) 
game method is used to estimate the belief of each possible cyber attack graph. 
The captured unknown or new cyber attack patterns will be associated to related 
L1 results in dynamic learning block, which takes deception reasoning, trend/vari-
ation identification, and distribution model and calculation into account.

The author of [13] uses game theory to propose a series of optimal puzzle-
based strategies for handling increasingly sophisticated flooding attack scenarios. 
The solution concept of Nash equilibrium is used not only in a descriptive way but 
also in prescriptive one. In doing so, the difficulty level of puzzles, random num-
ber generators, and the other parameters of a puzzle-based defense are so adjusted 
that the attacker’s optimum strategy, prescribed by the Nash equilibrium, does not 
lead to the exhaustion of defender’s resources. If the defender takes his part in 
the Nash equilibrium prescription as his defense against flooding attacks, the best 
thing for the attacker to do is to be in conformity with the prescription as well. In 
this way, the defense mechanism is effective against the attack and provides the 
maximum possible payoff for the defender. In other words, the defense mechanism 
is optimal. This notion is applied to a series of increasingly sophisticated flooding 
attack scenarios, culminating in a strategy for handling a distributed attack from an 
unknown number of sources. It is worth noting that two-player game models can 
also be used in the case of distributed attacks, where the attackers are modeled as a 
single player with the capabilities of the attack coalition.

According to the authors of [14], game theoretic defense mechanisms against 
DoS attacks focus on fine tuning the parameters of the system in such a way that 
the server is not overloaded by the attacker. The authors work builds on the game 
theoretic model and defense mechanisms proposed by Fallah [13]. Indeed, In addi-
tion to the basic properties of a good puzzle [15], they introduce the following 
requirement: the difficulty of the puzzle should not be determined by the attacker 
without expending a minimal amount of computational effort. They propose three 
concrete puzzles that satisfy this requirement. Using game theory, they show that 
defense mechanisms are more effective when the puzzle difficulty is hidden from 
the attacker.

In [16] we present a study about the use of some supervised learning techniques 
to predict intrusions. The aim of the research is to analyze the performances of 
such techniques to determine which one best addresses the intrusion detection 
problem. The performances of six machine learning algorithms involving C4.5, 
ID3, Classification and Regression Tree (CART), Multinomial Logistic Regression 
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(MLR), Bayesian Networks (BN), and CN2 rule-based algorithm are investigated. 
The “boosting-arcing” concept was used to obtain a better prediction model while 
executing a machine learning method. KDD’99 data sets were used to evaluate 
the considered algorithms. For these evaluations, three cases were considered: the 
whole attacks case, the five behaviors classes’ case, and the two behaviors classes’ 
case. Nevertheless, the U2R class of attacks was still poorly detected.

In [17], the authors focused on U2R attack, which the attacker tries to access 
normal user account and gains root access information of the system. The U2R 
attacks lead to several vulnerability such as sniffing password, a dictionary attack 
and social engineering attacks. The authors make a comparative study analyses for 
U2R attacks based on several popular machine learning techniques such as naive 
bayes, random forest, J48, random tree, JRIP and Multilayer perceptron to achieve 
better accuracy and to reduce mean square error for individual attacks that belongs 
to user to root category.

The authors of [18] proposed a hybrid multilevel IDS which uses a combination 
of decision tree classifier and an ant colony clustering algorithm, the resulting IDS 
achieves competitive detection rates. In the first level the enhanced C4.5 algorithm 
is used to classify connection record into Dos, Probe and “Others”. The class of 
“Others” contains U2R, R2L and normal connections. In the second level, ant col-
ony algorithm splits the data into two clusters, normal and abnormal traffic. The 
cluster with abnormal connections is distinguished easily because it has smaller 
in size. Finally, on the third level, the C4.5 algorithm classifies the abnormal traf-
fic. The disadvantage of ants approach is the long execution time while clustering 
large data.

2.1  Discussions

The previous works cited in this section claim that their respective approaches are 
efficient in detecting old and new attacks, nevertheless their techniques still suf-
fer from some weaknesses. On one hand, some approaches lead to low detection 
rate of both the old and new attacks. On the other hand, even if some of them 
reach high detection rate, nevertheless, they suffer from their high false alarm rates 
(>1 %). In this article we will transform the linear model of the article [1] to a 
model of games theory that detects all (100 %) the old and new attacks of the U2R 
attacks category, without any false alarm, by selecting appropriate KDD features.

3  Modeling the U2R Attack with LPS

In article [1] the author modeled intrusion detection in the form of a linear pro-
gram to detect old and new attacks of the U2R class. This approach allows finding 
to which class belongs an attack (known or new attack) by calculating the distance 
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between the characteristic vector of an attack and characteristic vectors of each 
type of attack in the U2R class.

Formally, the model of the article [1] can be defined as follows:

•	 A behavior i belonging to an attack class j is represented by xij.
•	 Each attack class will be represented by its features vector Fj.
•	 The distance λ between behavior i and a class j is represented by λij.

Such that:

•	 fi is an element of Fi and fj is an element of Fj.
•	 both Fi and Fj contain n items.

Features in bold in the Table 1 are selected to represent the features vectors of 
each attack.

According to the above assumptions, we have to find if an observed behavior 
k belongs to one of the known attack classes by minimizing the distance between 
this behavior and one of the existing classes.

So, for n behaviors and m attack classes:

•	 Behavior i can belong or not to an attack class j:

(1)
�ij =

∑

i=1,n
j=1,n

∣

∣fi − fj
∣

∣

(2)Zmin =

n
∑

i=1

m
∑

j=1

�ijxij

(3)xij ∈ {0, 1}

Table 1  The selected features for LPS model [1]

Basic features Content features Traffic features Other features

A1
A2

A3
A4
A5
A6
A7
A8

A9

Duration
protocol-
type
service
flag
src_bytes
dsr_bytes
land
wrong_
fragment
urgent

A10
A11

A12
A13

A14
A15
A16
A17
A18

A19
A20
A21

A22

hot
num_
failed_logins
logged_in
num_compro-
mised
root_shell
su_attempted
num_root
num_file_crea-
tions
num_shells
num_access_files
num_
outbound_cmd
is_host_login
is_guest_login

A23
A24
A25
A26
A27
A28
A29
A30
A31

Count
srv_count
serror_rate
srv_serror_rate
rerror_rate
srv_rerror_rate
same_srv_rate
diff_srv_rate
srv_dif_host_
rate

A32
A33
A34
A35
A36

A37

A38
A39
A40
A41

dst_host_count
dst_host_srv_count
dst_host_same_srv_rate
dst_host_diff_srv_rate
dst_host_same_src_port_
rate
dst_host_srv_diff_host_
rate
dst_host_serror_rate
dst_host_srv_serror_rate
dst_host_rerror_rate
dst_host_srv_rerror_rate
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•	 For all the known behaviors, a behavior i belongs to one and only one attack 
class j such that i = j. So:

For example, the “buffer_overflow” represents the first class of attacks (x11 = 1), 
and so on …

•	 A given behavior i can belong to one and only one attack class among m exist-
ing classes:

Each attack type contains Oj elements and (Oj ≥ 0):

This leads to the following system [1]:

This system can be resolved by using the simplex algorithm [19].
In the following, we will formulate the detection of U2R attacks in the form of 

a non-cooperative game with complete information.

4  Modeling the U2R Attack with Games Theory

4.1  A Game

A game is an interaction between several individuals such that the result depends 
on the strategies of each individual. To forecast earnings of players at the end of a 
game, several concepts are used in games theory as the Nash equilibrium.

A game is described by the following:

1. Set of players I = {1 … n}.
2. For each player i ∈ I, a set of strategies Si = {si

1, si
2, … , si

ki} which contains all 
possible strategies of player.

(4)xii = 1

(5)

m
∑

j=1

xij = 1, i = 1, 2, . . . , n

(6)

n
∑

i=1

xij ≥ Oj, j = 1, 2, . . . ,m

(7)















































Zmin =
n
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m
�

j=1
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xii = 1
m
�

j=1

xij = 1

n
�

i=1

xij ≥ Oj



358 M. Kemiche and R. Beghdad

3. For each player i ∈ I, a gain function, ui, which represents the preferences of 
player i by assigning the value of the game result for each player i: ui(s).

Our game will represent the interaction between an intruder and an intrusion 
detection system.

4.2  Players

The participants in a game are called players. In our game model, there are two 
players: player 1 is the intruder who attacks the computer system, and player 2 is 
the intrusion detection system that tries to detect the attack.

4.3  Strategies

A strategy is the complete specification of the behavior of a player in any situation.
Player 1 (the intruder) has a choice that his behavior is normal or a known 

attack such as: buffer_oveflow, loadmodule, or rootkit, or an unknown attack 
(new). Player 2 (intrusion detection system) has the same five strategies mentioned 
above: (Normal, new, buffer_overflow, loadmodule, and rootkit) to try to detect 
any attack.

4.4  The Utility Function

The attack of the intruder (player 1) is represented by a vector of characteristics 
F and each class of attack k is represented by the vector of characteristics Fk, the 
function of the game utility is the distance between the vector of behavior F and 
the vector of the class of attack k as follows:

Such that fi is an element of the vector F and fjk an element of the vector Fk.
For player 2 (intrusion detection system), the gain function is the distance 

between the vector of the attack class k of player 1, and the vector of the attack 
class k′ of player 2:

Such that f ki  is an element of the vector Fk and f k
′

j  an element of the vector Fk′ 
(Table 2).

I = {intruder, Ids}

Sowe have S1 = S2 = {normal, new, buffer_overflow, loadmodule, rootkit}

(8)U1

(

sk, sk′
)

=

∑

∣

∣

∣fi − fkj

∣

∣

∣

(9)U2

(

sk, sk′
)

=

∑

∣

∣

∣f
k
i − fk

′

j

∣

∣

∣
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4.5  Equivalence Between the Linear  
Model and Game Theory

The following Table 3 illustrates the correspondence between the linear model of 
the article [1] and the games theory model.

4.6  The Game Solution

The Nash equilibrium is a solution that corresponds to correct expectations of play-
ers. By choosing Nash equilibrium as a solution, each player is thinking that others 
will do likewise. That is to say that the combinations of strategies of players are all 
the better response of each player in the strategies chosen by others. Formally: a 
profile p∗ =

(

p∗1, . . . , p
∗
n

)

(p∗i ∈ Pi, i = 1 . . . n) is a Nash equilibrium if:

Before seeking equilibrium of a game, we can try to simplify the game by elimi-
nating redundant strategies and strategies that are dominated by others. This type 
of disposal will simplify our game and we will facilitate the search of a solution. 
The elimination of strategies must be done with thought and care.

Two strategies si and si′ are equivalent if and only if all players get the same 
utility when i plays si or si′.

The strategy si of player i is dominated by the strategy si′ if and only if, regardless 
of the behavior of the other players, the player i receives with si a lower gain than 
that obtained with si′.

In our model the two players must choose the minimum solution which corre-
sponds to the choice of strategies which give a minimum distance, i.e. minimizing 
their gain.

(10)ui
(

p∗i , p
∗

−i

)

≥ ui
(

pi, p
∗

−i

)

, ∀pi ∈ Pi, ∀i = 1 . . . n.

(11)∀j ∈ I, ∀s−i ∈ S−i, uj(si, s−i) = uj(s
′

i, s−i)

(12)∀s−i ∈ S−i, ui(si, s−i) < ui(s
′

i, s−i)

Table 3  The correspondence between LPS and games theory

The LPS model Game theory

Objective function Zmin =
∑

n

i=1

∑

m

j=1 �ijxij Utility function:

Player1: U1(sk, sk′) =
∑

|fi − fkj |

Player2 (IDS): U2

(

sk, sk′
)

=
∑

|fki − fk
′

j |

The constraints
∑

m

j=1 xij = 1 In game theory, each player chooses a 
single strategy which is equivalent to this 
constraint

∑

n

i=1 xij ≥ Oj There is no need to this constraint in games 
theory
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5  Example

Let us now consider a computer system that is corrupted by some attacks of the U2R 
category. Some of these attacks (three known attacks of U2R) are supposed defined by 
the following features vectors (Fbuffer_overflow, Floadmodule, and Frootkit), and the normal 
behavior is defined by Fnormal. In addition, we defined here a features vector FNew that 
represents the behavior of a new attack class. We suppose that five unknown behaviors 
enter the system, and we have to determine the class of each behavior.

We will compute the utility function for each player like this:

Player 1:

U1 (buffer_overflow, buffer_overflow) = U1(buffer_overflow, loadmodule)
= U1 (buffer_overflow, rootkit) = U1(buffer_overflow, normal)

= U1 (buffer_overflow, new) = 
∑

∣

∣

∣
fattack1i − f

buffer_overflow
j

∣

∣

∣
= 72

U1 (loadmodule, buffer_overflow) = U1(loadmodule, loadmodule)
= U1 (loadmodule, rootkit) = U1(loadmodule, normal)

= U1 (loadmodule, new) = 
∑

∣

∣

∣
fattack1i − floadmodule

j

∣

∣

∣
= 459

U1 (rootkit, buffer_overflow) = U1(rootkit, loadmodule) = U1(rootkit, rootkit)

= U1 (rootkit, normal) = U1(rootkit, new) = 
∑

∣

∣

∣
fattack1i − frootkitj

∣

∣

∣
= 1559

U1 (normal, buffer_overflow) = U1(normal, loadmodule) = U1(normal, rootkit)

= U1 (normal, normal) = U1(normal, new) = 
∑

|fattack1i − fnormal
j | = 1009

U1  (new, buffer_overflow) = U1(new, loadmodule) = U1(new, root-
kit) = U1(new, normal) = U1(new, new)=

∑

|fattack1i − fnewj | = 2109

Player 2:

U2(buffer_overflow, buffer_overflow) = 
∑

∣

∣

∣
f
buffer_overflow
i − f

buffer_overflow
j

∣

∣

∣
= 0

U2(buffer_overflow, loadmodule) = U2(loadmodule, buffer_overflow)  
= 
∑

∣

∣

∣
f
buffer_overflow
i − f

load_module
j

∣

∣

∣
= 495

Fbuffer_overflow =
[

1 2 3 4 5 6 7 8 9 10
]

Floadmodule
=

[

10 20 30 40 50 60 70 80 90 100
]

Fnormal
=

[

20 40 60 80 100 120 140 160 180 200
]

Frootkit =
[

30 60 90 120 150 180 210 240 270 300
]

FNew =
[

40 80 120 160 200 240 280 320 360 400
]

Fattack1 =
[

5 12 6 2 10 8 17 28 21
]

Fattack2 =
[

26 75 151 160 150 144 60 136 91 126
]

Fattack3 =
[

197 115 20 99 31 62 132 47 131 10
]

Fattack4 =
[

77 152 120 212 119 240 135 266 287 253
]
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U2 ( buffer_overflow, rootkit) = U2(rootkit, buffer_overflow) = 
 
∑

∣

∣

∣
f
buffer_overflow
i − frootkitj

∣

∣

∣
= 1595

U2  (buffer_overflow, normal) = U2 (normal, buffer_overflow) = 
 
∑

∣

∣

∣
f
buffer_overflow
i − fnormal

j

∣

∣

∣
= 1045

U2  (buffer_overflow, new) = U2 (new, buffer_overflow) = 
 
∑

∣

∣

∣
f
buffer_overflow
i − fnewj

∣

∣

∣
= 2145

U2 (loadmodule, loadmodule) = 
∑

|floadmodule
i − floadmodule

j | = 0

U2  (loadmodule, rootkit) = U2(rootkit, loadmodule) =  
∑

|floadmodule
i − frootkitj | = 1100

U2  (loadmodule, normal) = U2(normal, loadmodule) =  
∑

|floadmodule
i − fnormal

j | = 550

U2 (loadmodule, new) = U2 (new, loadmodule) = 
∑

|floadmodule
i − fnewj | = 1650

U2 (rootkit, rootkit) = 
∑

|frootkiti − frootkitj | = 0

U2 (rootkit, normal) = U2 (normal, rootkit) = 
∑

|frootkiti − fnormal
j | = 550

U2 (rootkit, new) = U2 (new, rootkit) = 
∑

|frootkiti − fnewj | = 550

U2  (normal, normal) = 
∑

|fnormal
i − fnormal

j | = 0

U2 (normal, new) = U2 (new, normal) = 
∑

|fnormal
i − fnewj | = 1100

U2 (normal, normal) = 
∑

|fnewi − fnewj | = 0

We note in Table 4 below, that this game contains dominated strategies for player 
1 (intruder), since:

∀s−i ∈ S2, u1(s1, s−i) < u1(s
′

i, s−i)

Table 4  Table of gain

Ids

Buff_overflow Loadmodule Rootkit Normal New

Intrus Buffer_
overflow

(72,0) (72,495) (72, 1595) (72, 1045) (72,2145)

Table 5  Elimination of dominated strategies to deduce buffer_overflow attack

Ids

Buff_overflow Loadmodule Rootkit Normal New

Intruder Buffer_over-
flow

(72,0) (72,495) (72, 1595) (72, 1045) (72,2145)

Loadmodule (459,495) (459,0) (459,1100) (459,550) (459,1650)

Rootkit (1559,1595) (1559,1100) (1559,0) (1559,550) (1559,550)

Normal (1009,1045) (1009,550) (1009,550) (1009,0) (1009,1100)

New (2109,2145) (2109,1650) (2109,550) (2109,1100) (2109,0)
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After elimination of its dominated strategies, the reduced game is obtained in 
Table 4. So, the attack which represented by the vector 

[

5 12 6 2 10 8 17 28 2 1
]

 
belongs to buffer_overflow class (see Table 5).

The procedure is the same for other vectors of attack and the results are the fol-
lowing: (Tables 6, 7, 8 and 9).

So, the vector 
[

26 75 151 160 150 144 60 136 91 126
]

 belong to normal 
class

So, the vector 
[

197 115 20 99 31 62 132 47 131 10
]

 belong to loadmodule 
class

So, the vector 
[

77 152 120 212 119 240 135 266 287 253
]

 belong to rootkit 
class

So, the vector 
[

105 387 251 229 252 363 338 232 131 174
]

 belong to new 
class

We note that the results of our model are exactly the same as those of the linear 
programming model [1]. Indeed, in [1], the author found: (x61 = 1), and the behavior 

Table 6  Elimination of dominated strategies to deduce normal behavior

IDS

Buff_overflow Loadmodule Rootkit Normal New

Intrusder Buffer_over-
flow

(1064,0) (1064,495) (1064, 1595) (1064, 1045) (1064,2145)

Loadmodule (589,495) (589,0) (589,1100) (589,550) (589,1650)

Rootkit (763,1595) (763,1100) (763,0) (763,550) (763,550)

Normal (553,1045) (553,550) (553,550) (553,0) (553,1100)

New (1148,2145) (1148,1650) (1148,550) (1148,1100) (1148,0)

Table 7  Elimination of dominated strategies to deduce loadmodule attack

Ids

Buff_overflow Loadmodule Rootkit Normal New

Intrusder Buffer_over-
flow

(789,0) (789,495) (789, 1595) (789, 1045) (789,2145)

Loadmodule (598,495) (598,0) (598,1100) (598,550) (598,1650)

Rootkit (1250,1595) (1250,1100) (1250,0) (1250,550) (1250,550)

Normal (798,1045) (798,550) (798,550) (798,0) (798,1100)

New (1740,2145) (1740,1650) (1740,550) (1740,1100) (1740,0)

Table 8  Elimination of dominated strategies to deduce rootkit attack

IDS

Buff_overflow Loadmodule Rootkit Normal New

Intrusder Buffer_over-
flow

(1806,0) (1806,495) (1806, 1595) (1806, 1045) (1806,2145)

Loadmodule (1311,495) (1311,0) (1311,1100) (1311,550) (1311,1650)

Rootkit (517,1595) (517,1100) (517,0) (517,550) (517,550)

Normal (771,1045) (771,550) (771,550) (771,0) (771,1100)

New (661,2145) (661,1650) (661,550) (661,1100) (661,0)



364 M. Kemiche and R. Beghdad

N1 is a buffer_overflow attack; (x73 = 1), and the behavior N2 is a normal behavior; 
(x82 = 1), and the behavior N3 is a loadmodule attack; (x94 = 1), and the behavior N4 is 
a rootkit attack; (x105 = 1), and the behavior N5 is a ‘‘New” attack.

6  Experiments

6.1  Simulation Parameters

To achieve the same results as those of the article, we conducted experiments with 
exactly the same parameters as those used in [1]: they used the 11 features: A1, A10 
A12 A13 A14 A16 A17 A18 A22 A23 A24 (attributes in bold described in Table 1) 
and ignored the following three features: A5, A32, A33 because they produce false 
negatives. The learning and the testing datasets used in our experiments are composed 
with the same sample [1] selected from KDD dataset. Each features vector used in this 
section is composed of mean values (each element of each vector is a mean value).

The learning dataset is composed of 78 occurrences: normal (26), buffer_over-
flow (30), load_module (9), perl (3), rootkit (10). The testing dataset is composed 
of 161 occurrences: normal (50), buffer_overflow (21), httptunnel (42), loadmod-
ule (2), perl (2), ps (16), rootkit (13), sqlattack (2), xterm (13).

The different U2R attacks and the normal behavior were represented by the fol-
lowing vectors:

Fnormal
=

[

0 0 1 0 0 0 0 0 0 15.5 15.5
]

Fbuffer_overflow =
[

115.5 3 1 2 1 0 0 0 0 1 1
]

Floadmodule
=

[

821 0.5 0.5 0.5 0 2 1 0 1 1
]

Fperl =
[

35 0 1 0 1 2 2 1 0 1 1
]

Frootkit =
[

30 0 0 0 0 0 0 0 0 1.5 1.5
]

Fhttptunnel =
[

115.5 3 1 2 1 0 0 0 0 1 1
]

Fps =
[

168, 72 2.07 0.79 3.71 0.38 2.36 1.26 0.29 0 1.13 1.12
]

Fsqlattack =
[

167.54 2.12 0.83 3.66 0.41 2.51 1.43 0.34 0 1.12 1.12
]

Fxterm =
[

92.43 1.29 0.68 8.56 0.28 10.35 0.87 0.35 0 1.01 1.03
]

Table 9  Elimination of dominated strategies to deduce new attack

IDS

Buff_overflow Loadmodule Rootkit Normal New

Intrusder Buffer_over-
flow

(2407,0) (2407,495) (2407, 1595) (2407, 1045) (2407,2145)

Loadmodule (1912,495) (1912,0) (1912,1100) (1912,550) (1912,1650)

Rootkit (1358,1595) (1358,1100) (1358,0) (1358,550) (1358,550)

Normal (1512,1045) (1512,550) (1512,550) (1512,0) (1512,1100)

New (1348,2145) (1348,1650) (1348,550) (1348,1100) (1348,0)
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6.2  Simulation Results

The results of our experiments are summarized in Table 10. In one hand, accord-
ing to this result, all the tested behaviors were assigned to their respective classes, 
and all the ‘‘new” attacks were entirely detected. In the other hand, the detection 
rate of our method is 100 % and the false alarm rate is 0 % this is exactly what has 
been achieved in the article [1].

6.3  Efficiency of Our Approach

To demonstrate the efficiency of our contribution we compared both the detection 
rate (DR) and the false alarm rate (FA) of our approach to those of some already 
proposed methods. The following table summarizes the results.

According to Table 11, we can conclude that our approach highly outperforms 
all previous approaches used to detect old and new U2R attacks.

7  Conclusion

In this paper we have transformed a linear programming model [1] to detect 
U2R attacks in a model of game theory. This theory is a very important mathe-
matical discipline that can be used to analyze systems in different domains. The 
game model check if a behavior in a computer system is close enough to a known 
behavior class (attack or normal) such as we can deduce that it belongs to it. We 
evaluated its performance by achieving some simulations. Even if many methods 
were proposed to solve the same problem, nevertheless they suffer from some 

Table 10  Simulations results

Buffer_over-
flow (%)

Loadmodule 
(%)

Perl (%) Rootkit (%) Normal (%) New attacks 
(%)

Detection rate 100 100 100 100 100 100

False alarm 
rate

0 0 0 0 0 0

Table 11  Comparing our approach to similar approaches

**Our approach

** [9] [10] [5] [16] [17] [18]

DR FA DR FA DR FA DR FA DR FA DR FA DR FA

Normal 100 0 98.08 1.92 – 3.71 – – 94,42 – – – – –

Old attack 100 0 96.68 3.32 96.29 99.98 – 67,11 – 88,46 – – –

New attack 100 0 96.67 3.33 – 35.24 – ? – – – 35.94 3.37
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disadvantages. These methods lead to both low detection rate and high false alarm 
rate of the new U2R attacks. Our simulations show that our approach outperforms 
some already proposed approaches.

Our future work will focus on detecting attacks of the remaining attack catego-
ries (DoS, Probing, and R2L), with higher DR and lower false alarms, if any, and 
implementing our approach in a given system.
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1  Introduction

The field of medical education has evolved over the last decade due to technological 
 advances in medical visualisation and computing overall. The latter supported 
the development of innovative teaching methods that are as realistic as possible in 
resembling the human body in all its complexity and variety. These technological 
endeavours in medicine aim to complement current medical training methods. Yet 
on current and future generations of medical practitioners the educational methods 
could benefit dramatically from technologies that these users are already accus-
tomed to. Therefore providing, online information through various mediums such 
as 3DTV, PC, tablets and smart-phones could provide a more time-flexible and cus-
tomisable training conduit [1–4]

Evidently the live human body cannot directly be used to provide a teaching 
method for obvious safety and ethical related reasons. In turn, cadaveric mate-
rial has a number of limitations based on the chemically affected tissue having 
reduced properties of texture, colour, thickness and flexibility [2, 3]. Additionally 
the cadaver has limited lifespan and has no capacity of repetition of dissections 
or reversing processes. These physical limitations render the traditional meth-
ods unusable out with the confinements of a laboratory or specialised facility. 
The representation of the human body in a digital, three-dimensional space is 
deemed ideal for the enhancement of the training in the complex field of medi-
cine. The reason is that a detailed 3D model can be viewed in various devices and 
optimally in a Virtual Reality (VR) enabled system. The latter intrigued Medical 
Educationalists which have become increasingly interested in the inherent oppor-
tunities that these techniques offer [3, 4, 5].

Such systems could improve the mental 3D mapping of human organs and cre-
ate a logical spatial awareness of each anatomical part [6, 7]. It has to be noted 
that the proposed VR system is designed to enhance the knowledge acquisition 
by the student and not replace completely the existing methods. If the student 
experiments safely on a the VR environment could interact confidently with the 
live body in later stages. The VR system enables the user to investigate the human 
body from infinite viewing points as the 3D model can be manipulated in space 
and alter the size (magnify specific organs or areas) and relative position anatomi-
cal information [2, 3, 6]. The system can offer also summarised or analytical infor-
mation related to each selection. As such the alphanumeric information can be 
introduced in the interface seemingly alongside with the 3D visuals on demand.

This paper presents the design and development challenges for the proposed VR 
Medical System. The following section will offer a background review of emerging 
technologies. Section 3 will present the design and implementation of the related 
3D context and will elaborate on the Human-Computer Interface (HCI) design 
of the VR system. Section 4 will present the system evaluation and Sect. 5 will 
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analyse and discuss the derived results. Finally Sect. 6 will present the conclusion 
of the paper and offer the tentative plan for future work aiming towards the intro-
duction of various pathologies in the specific anatomical model.

2  Background

Historically, anatomy has been the backbone in the medical education regardless 
of specialty [8] as it provides the framework for any variation or pathology of the 
human body. Anatomy teaching depends mostly on dissection and instructional lec-
turers. The process of dissection provides students with significant three-dimensional 
views of the human anatomy structures, which cannot be gained from textbooks or 
2D images [9]. However, there are some obvious issues with the traditional modali-
ties such as the quality of training and cadavers storing amongst others [10]. Yet 
we anticipate that integration of new bespoke technological solutions and applica-
tions will improve students’ anatomical knowledge and will overcome these issues. 
Furthermore the traditional modalities used in medical education are associated with 
numerous issues as they provide a limited spatial understanding obtained from didac-
tic lectures and restricted anatomic dissection [8, 11]. Students assimilate knowledge 
more efficiently when they participate and interact with their learning context by 
self-directed activities [12]. Moreover, students who depend on visual aids exterior to 
the dissection room scored significantly higher on examination [13]. To further con-
solidate the learning experience, plastic 3D models, simulation, imaging, and videos 
were engaged in anatomy teaching.

In addition, a spatial relationship understanding from traditional modalities 
(textbooks and 2-Dimensional (2D) images) is not clear; requires expertise to 
explicate, and lacks adequate detail to demonstrate a specific teaching point [9]. 
Furthermore, the human cadaver which is one of the teaching anatomy methods is 
associated with several limitations, for instance, the rising costs, decreasing avail-
ability, and the decay in quality of useful material [13, 14, 15]. These issues are 
overcome by 3D modelling which has enabled visualization of the spatial relation-
ships between structures from various viewpoints, is reusable, is of changeable 
size, and allows explorative details which improve understanding, [9].

To improve the realism of visualisation and spatial simulation, Virtual Reality 
was identified as a suitable conduit. Previous studies employed successfully 
Virtual Reality (VR) and high fidelity patient simulation, in order to improve and 
enhance the medical education and clinical training [16, 17]. The benefits of this 
technological adoption in the teaching field offered safer experimentation environ-
ments, reduced time and cost [2]. Furthermore the Virtual Reality facilities and 
systems can be extensively customised in relatively low cost and be re-used for 
various applications [2, 3, 6].

Virtual Reality is gradually spreading as a teaching aid due to the aforemen-
tioned benefits [18]. In medicine this technology facilitates several teaching 
and diagnostic activities. In turn, VR teaching methods enable the students to 
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investigate the human body and create a three-dimensional mental picture of the 
human body structures and relationships. Real-time VR applications offer a rich, 
interactive, and highly engaging educational context, thus supporting experimental 
learning-by-doing. Notably, it can, contribute to increased interest and inspiration 
in students and to effectively support skill development [4, 8, 13].

3  VR System Development

Adhering to the aforementioned observations and previous studies we have devel-
oped a prototype Virtual Reality system for medical training. Our research focused 
primarily on anatomy teaching. We identified through consultation with medical 
practitioners the anatomical cases which typically are amongst the most complex 
and difficult to teach and comprehend. As such, the case study was based on heart 
anatomy. Our development challenges were falling in two main categories namely 
HCI and 3D context. Although both elements were designed in tandem, we had 
to develop first the 3D content so as to enable the development and evaluation of 
each interface tool based on real 3D data.

3.1  3D Context Development

The 3D heart model was developed using the industry-standard Autodesk Maya 
3D visualisation software. The model development was informed by ultra high-
definition photographic material, CT scans, X-rays, Ultrasound images, 2D 
images, schematics and specialised books’ documentation.

Notably the developing team avoided intentionally the use of any laser scan-
ning of live or cadaver material as this did not offer any benefits in the accuracy 
or speed of the 3D visualisation process. In particular, prior experimentations 
with hand-held laser scanners could not scan live organs as the breathing process 
of patients or other pulsing motion (i.e. heart-beat) distorted the scanning pro-
cess. The result of such scanning offers multiple point-clouds that could not form 
any type of surface. Further experimentation with live tissue and organs removed 
from the human body presented additional issues as the flexing of the live tissue 
distorts the shape of the organ and therefore any attempt to acquire the volumet-
ric information through laser scanning is rendered useless. Finally the acquisition 
of 3D information from a cadaver through laser scanning is also unusable as the 
embalmed human organs lose significant volume, texture and colour in contrast to 
the live ones. Moreover the dissection process can further damage the actual 3D 
structure of the human anatomy and produce inaccurate and unusable material. 
The particular method can be used mainly for facial scanning and reconstruction 
which primarily depicts skin-surface information and not internal deformable 
organs [19].
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Throughout the development of the 3D context our visualisation specialists have 
been closely supported by specialist consultant medical doctors. The medical prac-
titioners provided crucial information not only for anatomical characteristics but 
most importantly for the teaching process and sequence that the model has to reveal 
to the medical students in order to comply with the current curriculum [2, 3].

The final 3D model followed a polygon modelling production methodology 
which provides the developer with complete control over the construction of the 
three-dimensional geometry. This was deemed important as the final 3D out-
put should be optimised further for a real-time engine. Notably the VR Anatomy 
System required dissection of various heart structures to reveal underlying geom-
etry and therefore multiple layers of geometry were constructed. The 3D heart 
model was built to allow certain interaction functionality, which included the free-
dom to manipulate and separate parts of the geometry. Digital sculpting and photo 
manipulation techniques were utilised to achieve a photorealistic result.

The complete 3D heart model has been exported to Unity 3D which offers a 
flexible and affordable engine for the creation of real-time Virtual Environments 
(VE). The interface was developed in C# and embedded in the Unity 3D engine in 
order to complete the system.

3.2  Human–Computer Interaction Development

Contrary to the currently used traditional modalities our proposed user interface 
provides direct manipulation interaction enabling the user to adapt faster on the 
virtual environment. The capacity to interact freely and without physical con-
strains in the 3D space improves users’ ability to interact with the 3D model and 
apply their own learning preferences. The user can safely experiment and inves-
tigate the 3D objects in the VR environment in real-time. The photorealistic 3D 
visualisations are also responding in real-time to the digital scene’s light sources 
offering further immersion with the system as depicted in Fig. 1. The interface is 
further equipped with the capacity of selective transparencies for specific heart 
structures to enable the students to comprehend the complex heart anatomy rela-
tionships as presented in Fig. 2.

Notably the multiple iteration through the design and development of the pro-
totype HCI has benefited substantially by the constant consultation and reviewing 
from the specialised medical practitioners. The gradual refinement of the system 
improved the accuracy of the interactions and added purposeful tools related to 
real dissection processes.

During these sessions the aim was to ensure true anatomical relations of the 
different parts of the heart. Special emphasis was placed upon the design of the 
conductive system of the heart (a group of specialised nodes and fibres that gen-
erate and conduct an electric impulse that causes the myocardium to contract), 
as the visualisation of the conductive system are not detailed on the cadaver. The 
labelling process of the heart structures was revised repeatedly in order to ensure 
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precision and consistency. Finally, the position of the heart in the interface was set 
to the correct anatomical orientation.

Every element of the interface has designed with a view to improve the teaching 
engagement and knowledge acquisition in a timely manner. These principles are par-
ticularly important for a realistic medical training where performance anxiety is high 
due to the nature of the profession and the challenging situations. However in the VR 

Fig. 1  The Anatomy interface in the VR heart anatomy system. Shows the wide space for inter-
acting with the VR heart model, and the functionalities provided

Fig. 2  Screenshot from the VR heart anatomy system shows the ‘Move One’ and ‘Highlight’ 
tool in use. The user dissected multiple structures from the VR heart model
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environment the student is allowed to fail safely, gaining from the experimentation 
and the learning experiences of failure with no risk to the patient.

The HCI system was presented in two main areas of the screen. The left side 
was occupied by a set of tools presented though icons forming the main interface, 
whilst the right and largest section of the screen was devoted to the 3D interactive 
heart model, forming the anatomy interface. The main interface aims to introduce 
the viewer to the system screens and facilitate the switching between information 
pages, and the anatomy-quiz which is linked with the 3D model. The anatomy 
interface aims to engage the user directly with a fully interactive 3D model of the 
heart. The user through interaction gains an in depth understanding of the structure 
of the heart, browsing through the anatomical structures by the process of dissec-
tion and manipulation to identify individual parts and their relations with others. 
In addition to visualising the heart in three dimensions, each structure is provided 
with a brief description of relevant anatomical information, which reinforces the 
learning experience.

The design of the anatomy interface demonstrated in Fig. 1 aimed to provide the 
viewer with enhanced visualisation of the 3D heart structures in addition to “easy 
to use” functionalities. Therefore the interaction between the user and the VR heart 
model is made by selecting any of the provided functionalities in the tool bar (on 
the left of the screen: dissect structures (Move one), restart the process (Reset all), 
move all the shown structures (Move all), mark structures (Highlight), rotating the 
structures (Rotate all), enlarging the structures (Zoom in), minimising the structures 
(Zoom out), show, the ability to make the structures either visible or invisible (Show 
all, Hide all), identify heart structures using a probe (structure list), and exit to main 
screen (Exit) as presented in Figs. 2 and 3. As the height of the heart is more than 

Fig. 3  Indicative screenshot shows the presented anatomical information for the selected label 
(Sinoatrial Node)
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the width, the toolbar is placed on the left hand side of the screen. This provides a 
virtual dissecting area providing amplitude space in which the user can interact with 
the VR heart model as depicted in the screenshot of Fig. 4.

As stated above the main interface accommodates a section design as a knowl-
edge Quiz. The latter is used as an assessment tool which could be utilised both 
by lecturers and students. In particular the lecturer can use the particular section 
to examine students. The system is designed in order to be fully customizable and 
contain an extensive number of questions linked to the 3D model. Additionally the 
students could use this part of the interface in order to perform a self-evaluation 
based on previous questions and past-papers. The current quiz was developed based 
on the MRCQ exams of the Royal College of Surgeons of Edinburgh in order to 
maintain validity and challenge the participants. The quiz consists of 25 questions 
added to assess students’ knowledge based on the functionalities provided in the 
anatomy interface. The entire questions were Multiple Choice Questions (MCQs). 
The student answers by selecting one of the multiple choices. In the quiz interface 
the user is able to navigate through the model and utilise the provided tools except 
the structures’ list as depicted in Fig. 5. The content of the questions focuses on 
assessing the ability to correctly identify anatomical parts of the heart, anatomi-
cal relations of different parts, and an overall understanding of the structure of this 
organ. The questions are suitable for exam purposes and can be used in that setting, 
aiding the examiner. The student can chose an answer from the multiple choice pro-
vided answers. By the completion of the examination the user can assess the out-
come by revealing the correct responses. Colour-coding has also been employed in 
order to provide with a quick visual appraisal of the outcome. Detailed information 
regarding scoring and the correct answers is also provided.

Fig. 4  Screenshot from the VR heart anatomy system, the user can strip away the various layers 
of the heart during the quiz
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4  Prototype VR System Evaluation

For the evaluation of the prototype VR system we employed an evaluation process 
which was performed both in Europe and Middle East. The first evaluation pro-
vided a subjective feedback for the system which informed our work through minor 
amendments prior to the second evaluation in Jordan. Notably the proposed VR 
system was contrasted to the traditional teaching methods in both cases.

4.1  Evaluation Stage 1

The first stage of our evaluation involved a group of 10 Medical professionals in 
the United Kingdom (UK). The participants were from different medical back-
grounds, such as consultant surgeons, cardiologists and general practitioners. The 
group had a mixed population of medical practitioners that acquired their medical 
degree in UK and in the Middle East, yet all had their Royal College Fellowship 
acquired in the UK, as fully qualified, practising consultants. The reason to select 
from both groups was to improve the usability and acceptability of the proposed 
VR system both in European and Middle East level. As such the final system could 
be used for teaching purposes in both regions.

On this first evaluation the system was appraised both for the HCI functionality 
as well as for the accuracy and realism of the 3D context. The users were asked to 
identify a sequence of anatomical components of the heart, and perform specific 
tasks. In turn the participants filled in a questionnaire that contains 10 questions 
using a 7-points Likert scale ranging from (1) Completely Disagree (2) Mostly 
Disagree (3) Slightly Disagree (4) Neutral (5) Slightly Agree (6) Mostly Agree to 
(7) Completely Agree.

Fig. 5  User interacting with the VR Heart Anatomy System, and responds to exam questions. 
Left picture depicts this interaction with 3D projection wall, and the Right picture presents the 
user interacting with the 3DTV
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Overall, all the answers were within ‘agree’ scales. The summary of the results 
is illustrated in Fig. 6. In detail the 19 % of the answers were ‘Slightly Agree’, 
54 % of the answers ‘Mostly Agree’ and 27 % of the answers were ‘Completely 
Agree’. This means that doctors largely agreed on the provided system but they 
had some considerations regarding minor amendments that were suggested for the 
system prior to the students’ cohort evaluation in the second stage. These sugges-
tions were summarised in the following points:

•	 Highlight anatomical relations of the different parts of the heart.
•	 Improve Labelling for even smaller components and sections.
•	 Offer additional anatomical information in the structures’ list.
•	 Provide visible pathways of the conductive system for the heart.

The aforementioned amendments were implemented prior to the second stage of 
our evaluation. Some additional suggestions were taken into consideration by the 
developing team, yet were covered through other parts of the interface and as such, 
it would have been superfluous to incorporate multiple interactions for the same 
interface elements. Potentially this multiplicity could have been useful for other 
types of interfaces (i.e. mobile phones), however for an educational system it was 
deemed necessary to maintain the simplicity of interactions [20, 21, 22]. Notably 
the users offered suggestions for a more detailed anatomical information per struc-
ture. However this has been considered during the development and as such the 
system already offers an ‘Update’ option for editing the information. This update 
may vary from one Faculty of Medicine to another. Therefore, this system has the 
major anatomical information that covers the heart anatomy, and the additional 
information was left up to the lecturers. Secondly the users’ offered some ideas 
and suggestions for navigating and manipulating in the VR environment. These 
suggestions were conflicting variations of the same interface affected by personal 
preferences.

As such we maintained the simplicity of the system based on the more popular 
responses. In future work we will entertain the possibility to customise the inter-
face within the limits that dictate an efficient functionality based on our multiple 
iterative developmental stages.

19%

54%

27%
Slightly Agree

Mostly Agree

Completely Agree

Fig. 6  Interface and VR Model optimisation results, all the answers were within ‘Agree’ scales
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4.2  Evaluation Stage 2

The second stage of our evaluation involved a group of 40 third-year medical stu-
dents beginning their fundamental skills in training in University of Jordan.

Forty students were randomly selected to participate in the study. The group 
was divided in two arms of 20 students. The first arm was trained through an hour 
long lecture in the traditional physical model prior to the examination. The sec-
ond arm of 20 students received a hour long lecture through the VR heart anatomy 
system prior to their examination process. The examination entailed a set of 25 
multiple choice questions based an adaptation of the MRCS previous examination 
papers. The students had 30 min to complete the test. The evaluation results were 
in favour of the VR system with better overall performance of the students.

The produced mean scores were compared for both groups. The quiz mean scores 
for the first group (traditional physical model group) was 13.05/25 while that of the 
second group (VR heart anatomy system) was 18.95/25 as presented in Table 1.

The comparison of the two groups’ means of the examinations shows that there 
was difference in results between using traditional anatomy modalities versus 
using VR anatomy system. The primary outcome of this evaluation was the incre-
ment in the mean score quiz for the VR anatomy system as shown in Fig. 7.

Table 1  Quiz results for 2 groups (traditional physical model and VR heart anatomy system)

Groups Number of 
students

Minimum  
quiz score

Maximum 
quiz score

Mean

1. Traditional physical 
model

20 7 20 13.05

2. VR heart anatomy system 20 12 25 18.95

Fig. 7  Mean score for the physical model quiz and VR heart anatomy system
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With this evaluation it have been demonstrated that a computer-based 3D 
anatomical model presented in interactive Virtual Reality environment enhances 
medical students’ learning for heart anatomy. These results are in par with simi-
lar experiments that we have conducted previously for other medical simulation 
systems that we have developed for both anatomy and pathology training [2, 3, 8]. 
In all the comparative studies the VR systems have performed significantly better 
that the traditional teaching methods.

5  Discussion

The proposed VR medical training system was designed based in the hypoth-
esis that the use of emerging technologies can improve the knowledge acquisi-
tion process in a demanding field such as medical training. Adhering to the above 
we designed and developed a prototype system that was exclusively produced to 
facilitate the teaching of a particular organ. In our prototype, the heart was identi-
fied as a suitable subject, due to the complexity of the internal and external struc-
tures, the related pulsating motion and the plurality of anatomical variations and 
pathologies.

It has to be noted that our previous experimentation on this field offered some 
valuable pathways regarding the decisions taken for improved efficiency of the 
interface design and the optimal 3D visualisation techniques [2, 3, 6]. The devel-
opment process and iterative evaluations provided a valuable insight to the chal-
lenges related to the development of an accurate and fully functional system which 
could assist both lecturers and students.

The final prototype VR system has the capacity to offer real-time, 3D repre-
sentations of the heart structure in an interactive VR environment. This offers 
simulation capacity that has the potential to enhance the heart anatomy course as 
the evaluation results suggest. In order to provide a complete teaching tool for the 
heart anatomy, it was imperative to produce photorealistic 3D model that includes 
all the major anatomical structures of the heart. Throughout the user trials for both 
evaluation stages, the users commented in favour of the realism of the 3D model 
which represented accurately the particular organ.

The embedded HCI functionalities have also received positive feedback as they 
enabled the user to interact through simple and timely actions in real-time with 
the 3D model. The replication of actions, such as dissection of the heart into lay-
ers, enhanced further the immersion and added the direct manipulation element 
which related to real-life activities of the users. Additionally the transparency of 
each part of the heart presented an unreal, yet very useful interaction which sup-
ported immensely the teaching process in the VR environment.

The anatomical information provided for each 3D structure, provided a concrete 
learning set of information that would link directly to the 3D model and highlight 
both the selected information and the correlated 3D section of the model. This ele-
ment was highly appreciated by both professionals and trainees as it is demystifies 
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the spatial positioning and relation of each section to the neighbouring parts. This 
skill will be in turn transferable in the real-human body in contrast to traditional 
methods that presented partially or inaccurately this information through plastic 
models, 2D depictions or pre-dissected cadavers. Admittedly the professionally 
qualified medical practitioners recalled during their debriefing, after the first evalua-
tion, the difficult transition between the student level medical training and the actual 
first year in a hospital training environment as Foundation Year doctors.

To provide the system users with a complete teaching aid for general heart 
anatomy structure, the system entails finally a knowledge evaluation system which 
retrieves questions from previous examination and past papers. This system con-
cludes the training process either through guided teaching or self-directed studies. 
The system offers an analysis of the student answers and overall score which can 
be stored and used as a comparative background for future examinations. As the 
questions can be customised and edited the system can facilitate almost infinite 
number of examination papers.

Overall the proposed VR system has been developed with a view to be cost-
effective, customisable, and offer accessible functionalities. As such we utilised 
off-the-shelf equipment that we have extensively tested in the Virtual Reality and 
Simulation (VRS Lab) laboratory in order to identify potential issues prior to 
deployment. From a software point of view we utilised a very common gaming 
engine, namely Unity 3D, which offers compatibility between platforms and ease 
of development and use. Consequently the aforementioned choices were approved 
by both user groups which tested the system effectively without hardware or soft-
ware issues. The smooth operation of the developed system was favourably com-
mented upon.

6  Conclusion

The work presented within this paper proposed the design and development for 
the proposed educational aid which addresses daily issues for medical students in 
learning anatomy. The developed system was based on users’ requirements and 
followed closely the suggestions of specialised medical practitioners that have 
teaching experience in this field.

The system was developed to enhance medical education by utilising VR tech-
nology. Based on our previous research we developed a prototype VR system that 
could enhance and compliment contemporary teaching methods. Yet the proposed 
system offers customisation capacity, accessibility out-with laboratory constrains, 
repeatability of training sessions in contrast to cadaver training and safe experi-
mentation. Evidently the proposed VR Anatomy Training System circumvents the 
limitations of the traditional methods as presented also through our evaluation.

In order to facilitate an appraisal of the system two evaluation studies have been 
performed. The first included only professional participants that provided subjec-
tive feedback and scored their preferences through a Likert scale. Their suggestion 
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have been used to fine tune the system. The second evaluation with 40 medical 
students presented a more realistic view of the performance with and without the 
proposed system. The derived results supported the VR system and offered posi-
tive feedback.

In a nutshell the proposed VR system was designed to be cost efficient and 
robust from a development point of view. It was also designed to encapsulate a 
large volume of information typically taught with time consuming and un-involv-
ing methods. In contrast, the proposed system capitalises on the technologically 
accustomed new generations of medical trainees that acquire knowledge signifi-
cantly faster though various digital conduits. The hypothesis that an advance VR 
system could enhance drastically their performance and knowledge acquisition 
was supported through our initial evaluation.

Although the system offered promising results our future work will aim 
towards the development of a faster interface which could accommodate addi-
tional interaction tools. Furthermore we aim to perform further evaluation with a 
larger user sample in order to determine the users’ intention to use such system 
through a Technology Acceptance Model (TAM). Finally we envisage to develop a 
complete gesture recognition system that will enable the user to operate the inter-
face without the typical computing input constrains.
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Abstract The new method proposed here consists of a combination of two trans-
forms. The hybrid technique consists of Discrete Cosine Transform (DCT) and 1D 
or 2D discrete wavelet Transform (DWT). The method is suitable for compression 
of ECG signals. In this research, different records of MIT–BIH data base are used. 
The performance measure of the technique is done with the help of Compression 
Ratio (CR) and Percent Root Mean Square Difference (PRD). The threshold based 
technique is used to achieve better CR. The threshold value is selected based 
on the R peak. The QRS complex is detected in order to select the R peak. The 
threshold level is selected as 1, 0.5, and 0.1 % of the R peak. Further improvement 
in the CR is achieved by the DWT decomposition method. The level of decompo-
sition is carefully selected to achieve improved CR.

Keywords ECG · Compression · R peak · CR · PRD

1  Introduction

An Electrocardiogram (ECG) signal is used as an important signal by the doctors 
for diagnosis purpose. The normal ECG signal is as shown in the Fig. 1.

The ECG signal is an AC signal with a voltage level of 5 mv of peak to peak. 
The bandwidth of ECG signal is 0.05–100 Hz. The various methods of electrocar-
diography are available. In the first method [1, 4], 12 different potential differences 
are recorded from the body surface. The method is known as standard clinical ECG. 
The potential differences recorded are called as ECG leads. In the second method, 
body surface potentials are used as inputs to a three dimensional vector model of 
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cardiac excitation. The method is used to get a graphical view of the excitation of the 
heart. That is called as vector cardiogram (VCG). The third method consists of using 
only one or two ECG leads. Long monitoring of ECG signal is done in this method. 
The method is preferred in intensive care unit or in ambulatory. The sampling rate of 
ECG signal is 200–500 samples with 8–12 bit resolution.

The QRS complex detection in ECG plays an important role. Different methods 
are used for the detection of QRS complex. The signal is reduced into a set of prede-
fined tokens. Certain shapes of the ECG waveform are represented by these tokens. 
Pan and Tomkins developed a real time QRS detection algorithm (1985). The signal 
is passed through band pass filter to attenuate noise. The band pass filter is imple-
mented as a combination of high pass and low pass filter [1]. The remaining stages 
are differentiator, squaring and finally through time averaging of the signal.

The ambulatory R peak detection proposed [2] is optimized to reduce the com-
putational complexity. A new method proposed [3] is based on the empirical mode 
decomposition and adaptive threshold technique. The method can detect R peak 
for various ECG shapes.

In the proposed method, filtering and thresholding are used for the detection of 
QRS complex. After detection of the QRS peak, the difference code is calculated. 
The R peak is detected, if the difference code detects a change from +1 to −1.

2  Types of Compression

The ECG signal which needs to be stored and transmitted, in a computerized med-
ical signal processing system, the reduction of storage space is essential. This must 
also preserve the clinical content for signal reconstruction. After reconstruction, 
the signal is used as an important tool for diagnosis purpose. Various compression 
techniques are available for ECG signals [5–9].

•	 Direct Method
•	 Transform based method
•	 Parameter Extraction method

Direct methods are simpler. Some of the methods are Coordinate reduction time 
encoding system (CORTES), FAN, TURNING POINT (TP), Amplitude zone time 
epoch coding (AZTEC).

Fig. 1  ECG signal
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In Transform based method, the common transforms used are DCT, DWT, and 
DFT etc. Wavelet transform is used because of its localized and non-stationary 
property. In Parameter Extraction Methods a set of parameters extracted from 
the original signal. These parameters are used in the reconstruction process. The 
direct methods are less complex than transform methods. In the transform method, 
Energy of signal is represented by less number of samples [5, 7, 9].

3  Work Carried Out in the Field

Most of the work is carried out using transform based techniques. The transform 
based techniques are KL transform, wavelet transform [8], Burrows wheeler 
transformation [10] wavelet transform using SPIHT algorithm [6, 8], DCT [11], 
2D wavelet transform [7, 12] etc. The important point in most of the compression 
techniques is the better compression ratio.

The researcher has presented a wavelet [6] based compression based on the set 
partitioning in hierarchical trees (SPIHT) coding algorithm. The results show the 
high efficiency.

A new method [7] using 2-D wavelet transform is presented. The method uti-
lizes the fact that 2-D wavelet show redundancy between adjacent samples and 
between adjacent beats. The methodology uses four steps. The method starts with 
converting 1-D ECG signal into 2_D array, preprocessing. Then DWT is applied 
followed by thresholding and RLC. The researcher has claimed the lower calcula-
tion complexity in comparison with other methods.

The researcher [8] has proposed a wavelet ECG data codec based on the Set 
Partitioning in Hierarchical Trees compression algorithm. The method has 
achieved small percent root mean square difference (PRD) and high compression 
ratio with low implementation complexity. Compression Ratio achieved is 48:1.

Burrows Wheeler Transformation [10] method used a combination of move-
to-front coder with the Huffman coder. The data used are of small duration. The 
researcher has achieved a Compression Ratio of 2.7247. The method is useful for 
the data transfer in an ECG event recorder.

The researcher [12] has used 2-D approach. 2D approach is based on the fact 
ECG signals show redundancy between adjacent beats and between adjacent sam-
ples. The method achieves high compression ratio with low distortion and low 
computational complexity in comparison with other methods.

4  Discrete Wavelet Transform and Discrete Cosine 
Transform

The different types of wavelet transform are continuous wavelet transform; a 
wavelet series expansion and a discrete wavelet transform (DWT) [6, 14]. The dis-
crete wavelet transform is defined as
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2D wavelet exhibits redundancy between adjacent beats and between adjacent 
samples [12].

The DWT of a signal x is calculated by filtering the signal through a series of fil-
ters as shown in Fig. 2. Initially the samples are passed through a low pass filter with 
impulse response ‘g’. The signal is also decomposed simultaneously using a high-
pass filter with impulse response ‘h’. The outputs of the High pass filter gives detail 
coefficients and the outputs of Low pass filter gives approximation coefficients. Half 
the frequencies of the signal have been removed and half the samples can be dis-
carded according to Nyquist’s rule. The filter outputs are also sub-sampled by 2.

The DCT of an input sequence x is given by

The inverse discrete cosine transform is given by

5  The Performance Measure of Compression Technique

Percent Root mean square Difference (PRD) and compression ratio (CR) [16, 17].
The distortion between the original and the reconstructed signal is known as the 
PRD.
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DWT
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where, x0 indicates the original data, xr indicates the reconstructed data, and N 
represents the number of samples.

The Compression Ratio (CR) is defined as the ratio of number of bits in the 
original signal to the number of bits in the compressed signal

6  The Proposed Method

The different components of ECG signals are P, T and QRS complex. The ECG 
signal used is taken from MIT–BIH data base [13]. The software is developed 
using MATLAB tool. The proposed block diagram is shown in Fig. 3.

The procedure starts with the preprocessing stage as the signal quality may 
degrade due to noise and distortion. The first stage in this process is high pass fil-
ter. This filter removes the base line wander noise. The power line interference is 
removed using stop band filter. The extraction of QRS wave starts with the Band 
Pass filter [15]. After this stage, threshold based technique is used for extracting 
QRS wave. Once the QRS complex is extracted, the R-peak is detected.

The signal is passed through two stages of transformation. In the first stage, 
DCT is used. The second stage consists of wavelet transformation. The 1-D 
and 2-D wavelet transforms are used in the second stage of transformation. The 
Wavelet transform is further decomposed to higher levels. This achieves improved 
CR. The level of decomposition is carefully selected. The decomposition method-
ology is applied to both 1-D and 2-D wavelet transform.

The procedure used in the compression process:

•	 After reading the signal from MIT–BIH data base, do the preprocessing
•	 Extract the QRS complex
•	 Detect the R peak
•	 Pass the preprocessed signal through DCT
•	 Threshold based technique for removing extra coefficients
•	 Reconstruct the signal using IDCT
•	 Pass the reconstructed signal through DWT

(3)PRD =

√

√

√

√

[

∑N−1
n=0 [x0(n)− xr(n)]2
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]

]

100 %
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&

IDCT

DWT

&

IDWT using 

Decomposition 

Fig. 3  The block diagram
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•	 Pass the signal through various levels of DWT decomposition
•	 Reconstruct the signal using IDWT.

7  Results

The MIT-BIH data base is used for the testing purpose. The sampling frequency 
used here is 330 Hz. The ECG signal used is .dat signal. The total number of sam-
ples used is 256 and 512. After the QRS detection, the R peak is calculated. The 
threshold is calculated as percentage value based on the R peak.

The original ECG signal with 256 samples used for testing purpose is shown in 
Fig. 4. And the signal which is obtained after the removal of baseline wander noise 
using High pass filter is also shown in Fig. 4. The signal also passes through other 
stages of pre-processing. The QRS complex is extracted from the preprocessed 
ECG signal. The R peak is extracted from the QRS complex.

The signal then passes through the compression stages. The reconstructed sig-
nal after the IDCT is shown in Fig. 5.

The reconstructed signal after the IDCT stage passes through DWT and IDWT. 
The threshold based technique is used in the DCT and DWT stages. The recon-
structed signal after IDWT is shown in Fig. 6.

The results are tabulated for the hybrid stage. Tables 1 and 2 show the results 
for DCT and 1-D DWT hybrid unit using 256 and 512 samples respectively 
(Table 1).

Fig. 4  The input signal and high pass filtering
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Similarly Tables 3 and 4 show the results for DCT and 2-D DWT hybrid stage 
for 256 and 512 samples respectively.

Fig. 5  The reconstructed signal after IDCT

Fig. 6  The reconstructed signal after IDWT
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Table 1  Hybrid transform 
technique using 1_D DWT 
for 256 samples for Db1 
wavelet and Sym3 wavelet

% Threshold Type of 
wavelet

CR PRD

DCT DWT DCT DWT

0.01 % of R peak Db1 35.54 0.78 0.01 0.01

Sym3 35.54 4.68 0.01 0.01

0.1 % of R peak Db1 58.2 3.9 0.14 0.16

Sym3 58.2 25.39 0.14 0.21

0.5 % of R peak Db1 72.65 35.15 1.3 1.88

Sym3 72.65 59.37 1.3 1.63

1 % of R peak Db1 84.37 68.75 7.03 9.8

Sym3 84.37 80.46 7.03 9.16

Table 2  Hybrid transform 
technique using 1-D DWT for 
512 samples for Db1 wavelet 
& Sym3 wavelet

% Threshold Type of 
wavelet

CR PRD

DCT DWT DCT DWT

0.01 % of R peak Db1 37.5 0.39 0.02 0.02

Sym3 37.5 3.12 0.02 0.02

0.1 % of R peak Db1 59.17 4.29 0.19 0.20

Sym3 59.17 20.11 0.19 0.23

0.5 % of R peak Db1 74.21 34.76 1.66 2.21

Sym3 74.21 59.57 1.66 2.04

1 % of R peak Db1 89.64 69.72 10.13 12.65

Sym3 89.64 78.9 10.13 11.86

Table 3  Hybrid transform 
technique using 2-D DWT 
for 256 samples

% Threshold Type of 
wavelet

CR PRD

DCT DWT DCT DWT

0.1 % of R peak Db1 58.20 0.78 0.14 0.14

Sym3 58 0 0.14 0.14

0.5 % of R peak Db1 68.75 10.93 0.76 0.93

Sym3 68.75 4.68 0.76 0.77

1 % of R peak Db1 84 51.56 7.03 8.96

Sym3 84.37 34.76 7.0 8.4

Table 4  Hybrid Transform 
technique using 2-D DWT 
for 512 samples

% Threshold Type of 
wavelet

CR PRD

DCT DWT DCT DWT

0.1 % of R peak Db1 58.2 0.71 0.14 0.14

Sym3 59 0 0.19 0.19

0. 5 % of R 
peak

Db1 69.92 7.42 0.87 0.97

Sym3 69.92 2.34 0.87 0.88

1 % of R peak Db1 89 51.17 10.13 11.81

Sym3 89.64 26.17 10.13 11.44
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The results are also tabulated using different levels of DWT decomposition 
for both 1-D and 2-D wavelets. This gives further improvement in the CR and are 
shown in Tables 5 and 6.

Table 5  Hybrid Transform 
technique using 1-D 
DWT & different levels 
of decomposition for 256 
samples

% Threshold Type of wavelet CR PRD

DCT DWT DCT DWT

0.1 % of R 
peak

Level 3 DWT decomposition

Db1 58.2 4.29 0.14 0.16

Sym3 58.2 26.95 0.14 0.24

Level 4 DWT decomposition

Db1 58.2 5.27 0.14 0.15

Sym3 58.2 25 0.14 0.22

0. 5 % of R 
peak

Level 3 DWT decomposition

Db1 72.65 39.06 1.3 2.17

Sym3 72.65 62.5 1.3 1.81

Level 4 DWT decomposition

Db1 72.65 34.76 1.3 1.9

Sym3 72.65 59.37 1.3 1.69

1 % of R peak Level 3 DWT decomposition

Db1 84.37 74.21 7.03 11.50

Sym3 84.37 83.98 7.03 8.65

Table 6  Hybrid transform 
technique using 2-D DWT 
and different levels of 
decomposition for 256 
samples

% Threshold Type of 
wavelet

CR PRD

DCT DWT DCT DWT

0.1 % of R 
peak

Level 3 DWT decomposition

Db1 58.2 0.78 0.14 0.14

Sym3 58.2 3.51 0.14 0.14

Level 6 DWT decomposition

Db1 58.2 5.46 0.14 0.29

Sym3 58.2 57.16 0.14 0.14

0. 5 % of R 
peak

Level 3 DWT decomposition

Db1 72.65 24.2 1.3 2.01

Sym3 72.65 16.01 1.3 1.34

Level 6 DWT decomposition

Db1 72.65 39.84 1.3 3.71

Sym3 72.65 60.95 1.3 1.31

1 % of R peak Level 3 DWT decomposition

Db1 84.37 60.93 7.03 10.61

Sym3 84.37 49.21 7.03 7.51

Level 6 DWT decomposition

Db1 84.37 75 7.03 21.67

Sym3 84.37 67.18 7.03 7.18
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A comparison chart is shown in Table 7. The proposed method is compared 
with the methods developed by the researchers. The various methods listed 
are wavelet using SPIHT [6], 2-D Wavelet Transform Transform and run length 
coding [7], Burrows Wheeler and move to front coder [10], Beta Wavelet based 
method [14], DWT and QRS complex [15], DWT [16], and Mother wavelet 
parameterization. The proposed method shows better results than the existing 
methods (Table 7).

The performance measure of the compression technique is done with the help 
of CR and PRD. The graph showing the CR versus % threshold is shown in Fig. 7. 
The figure shows the graph for both 1-D and 2-D DWT.

8  Conclusion

The proposed method of compression is tested for both 1-D and 2-D wavelet trans-
form. The results are tabulated above. It is clear from the result table that 1-D DWT 
shows better results than 2-D DWT. The threshold value improves the CR. As we 
increase the threshold, the CR and PRD also increases. The increase in PRD beyond 
the value 10 is not desirable. This may deteriorate the clinically significant details 
of signal. Hence the value of threshold must be selected carefully. Further improve-
ment in the CR is achieved by selecting higher levels of decomposition in both 1-D 
and 2-D wavelet transform. The improvement in CR is achieved in the 3rd level of 
decomposition in case of 1-D DWT and in the 6th level of decomposition for 2_D 
DWT. Further decomposition of DWT reduces the CR value. The Symlet DWT 
shows better results than Db1. This clearly shows that the overall improvemet in CR 
is achieved by suitable threshold value and DWT decomposition. Further improve-
ment in CR is possible by suitable encoding techniques.

Table 7  Comparison chart

*not mentioned

Method CR PRD (%)

Wavelet Compression using SPIHT [6] 21.4 3.1

2D Wavelet Transform coefficients and run length coding [7] 8 0.71

Compression using Wavelet Transform and SPIHT [8] 45 1.06

Burrows Wheeler Tr. and Move to front coder [10] 2.72 *

Beta Wavelet based ECG signal compression using lossless encoding 
[14]

6.06 1.11

Compression based on Discrete Wavelet transform and QRS complex 
estimation [15]

25.15 0.7

DWT [16] 15.6 2.81

Compression based on Mother wavelet parameterization and best 
threshold level selection [17]

23.1 1.60

Proposed method (DCT/1D DWT) 74.21/59.57 1.66/2.04
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Abstract This chapter presents how to use parallel computing approaches from 
MATLAB Parallel Computing Toolbox to implement genetic algorithm for frac-
tal image compression. These approaches are: ParFor, CoDistributor and Parallel 
Cluster. This is done to decrease processing time as possible as and maintaining 
reconstructed image quality. Many experiments were executed with comparisons 
between the three approaches. The experimental results showed that decreasing 
the GA population size and increasing number of workers used for the three paral-
lel computing approaches can reduce the compression time. Best results obtained 
from implementing parallel approaches with 6 workers and 150 population size. 
The execution speed reached 4, CR reached 90.97 % and PSNR reached 34.98 db. 
At the same time, best results obtained from Parallel Cluster approach and then 
from CoDistributor approach.

Keywords Parallel computing approaches · Genetic algorithm (GA) · Fractal 
image compression (FIC) · Parallel cluster · ParFor · CoDistributor · Single 
program multiple data (SPMD)

1  Introduction

Image compression plays an important role in many research fields and can be 
regarded as one of the most important topics that were discussed in the litera-
ture studies. Fractal image compression (FIC) is a new compression techniques 
recently developed to compress images. From the literature, FIC can achieve high 
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reconstructed image quality, high compression ratio (CR), and fast decompression. 
At the same time, FIC requires huge time for executing large number of computa-
tions to find best matched domain block during compression process. Whereas, the 
FIC decompression process is fast [1, 2].

Many literatures were discussed FIC to reduce time and increase CR [2–7]. 
And different algorithms has been proposed and discussed to implement FIC 
based on partitioned iterated function systems. Each of these algorithms follows 
the same steps but the difference is in the way of partitioning images or in the met-
ric used to compare domain and range blocks [8].

Genetic algorithm (GA) can be regarded as is a search and optimization algo-
rithm that represents the biological evolutionary principles and chromosomes of 
natural genetics. GA depends on population that includes a set of chromosomes 
where each chromosome is a string of ones and zeros. A new population can be 
generated from the previous population by applying selection, crossover and muta-
tion processes. This process is repeated until either reaching maximum number of 
generations or finding optimal solution [9, 10].

Many researches in the literature [11–17] were adopted GA for implementing 
FIC to reduce compression time. Most of these researches were achieved bad CR 
and peak signal to noise ratio (PSNR) and sometimes required large number of 
computations. Whereas, few literature researches [18–20] were implemented par-
allel computing to solve different problems to reduce computation time as pos-
sible as. Whereas other researches [21–24] were implemented parallel computing 
for FIC. Finally, very few researches [25, 26] were implemented GA for FIC using 
parallel computing. Therefore, in this chapter, parallel computing approaches were 
discussed to implement GA for FIC.

MATLAB has the ability to control programming environment. MATLAB 
can automates and make you send jobs to a remote computer without the diffi-
culty of logging in, running program and take results, and transferring files [27, 
28]. We can solve computational and data-intensive problems using MATLAB 
and Simulink on multiprocessor computers using parallel computing toolbox and 
MATLAB distributed computing server software. MATLAB Parallel computing 
constructs: parallel for-loops (ParFor), distributed arrays, parallel numerical algo-
rithms, and message-passing functions to implement task parallel and data parallel 
algorithms at high level without programming for specific hardware and network 
architectures [27].

For this reason, three MATLAB parallel computing approaches were dis-
cussed and executed (ParFor, CoDistributor, and Parallel Cluster) in this chapter 
for implementing GA to compress images using FIC. This is done to achieve high 
CR and PSNR and also reduce the compression time as possible as. Experimental 
results showed good values of CR, PSNR and compression time. This chap-
ter described also, the main principles of GA, FIC, GA for FIC and many of the 
MATLAB parallel computing approaches.
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2  Genetic Algorithms Based Parallel Computing

Traditional Genetic algorithms can be summarized by the following steps [9, 10]:

1. Initialization: to generate first population of chromosomes that represents prob-
lem solutions. Each chromosome is represented as a string with zeros and ones.

2. Determine: Fitness function; number of generations; crossover and mutation 
probabilities.

3. Find corresponding values of created chromosomes in population using map-
ping rule. The fitness function is calculated for each chromosome using these 
values.

4. Selection: Each chromosome is evaluated and assigned a probability according 
to its fitness value.

5. Each pairs of chromosomes can be selected for reproduction.
6. Crossover (pc): each two selected chromosomes are combined to form new two 

chromosomes.
7. Mutation (pm): flip a single bit (1–0 or 0–1) in each selected chromosome.
8. Repeat selection, crossover and mutation until getting chromosome with mini-

mum fitness function [9, 10].

The parallel computing can improve the calculations speed of GA processes 
(selection, crossover and mutation) because these processes will be executed in 
parallel way. The parallel computing depends on dividing complex population into 
many small populations and distributing them to be executed on connected paral-
lel computers. Four types of parallel computing to implement GA: global paral-
lel genetic algorithm (PGA); coarse-grained PGA; fine-grained PGA; hybrid PGA. 
They can be implemented using MATLAB. The global PGA is implemented using 
master-slaver programming on computers. This algorithm holds one population. 
The selection, crossover and mutation processes are applied to each chromosome 
in this population. The selection operation is executed globally on whole popula-
tion (on master device) rather than locally (a sub-population on slave device). GA 
can be implement using one of the two parallel computing approaches: execute 
GA processes including fitness function in parallel; or parallelize the calculation 
of individual’s fitness [29].

3  Fractal Image Compression Algorithm

Now a days fractal image compression, utilized in many applications and research 
fields to compress the image. Different algorithms has been proposed to imple-
ment the fractal image compression, based on partitioned iterated function sys-
tems, the difference is generally in the way of partitioning images, or in the metric 
used to compare domain and range blocks, but each algorithm follow the same 
steps[MM]. FIC is based on iterated function system (IFS). FIC includes the fol-
lowing steps [11, 12, 30, 31]:
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1. An image (I) is divided into non-overlapping M (B × B) range blocks and into 
N arbitrarily located (2B × 2B) domain blocks. Range blocks are represented 
by Ri (1 ≤ i ≤ M). Domain blocks are represented by Dj (1 ≤ j ≤ N).

2. Best matched domain Dk (1 ≤ K ≤ N) and contractive affine transformation Tik 
are calculated for each range block Ri to satisfy Eq. 1:

where:

 Tik: contractive affine transformation from block Dj to block Ri.
d(Ri; Tik (Dj)): distortion measure is mean square error (MSE) between range 

block Ri and contractive domain block Tik (Dj).

3. Contractive affine transformation Tik is composed of two mappings Φj and Ɵij 
as Eq. 2:

where,
 Φj: Transformation of domain block size to same size as range block.
4. Dj is divided into non overlapping (2 × 2) unit blocks. Each pixel of trans-

formed block Φj(Dj) is an average value of 4 pixels in each unit block in Dj.
5. Ɵij includes transformation block Ɵij(Dj) by one of 8 transformations (iso-

metries): rotation around center of block Ɵij(Dj) by (0°, 90°, 180°, 270°) and 
each rotation after orthogonal reflection about mid-vertical axis of block Ɵij(Dj).

6. Transformation pij of pixel values of block obtained by first step as Eq. 3.

where,

v: pixel value of block obtained by first step.
aij  (scaling coefficient) and gij (offset):computed by least square analysis of pixel 

values of block Ri and block obtained by first step.

4  FIC Using Genetic Algorithm Based Parallel Computing

GA is used for FIC to reduce computation time instead of using traditional FIC to 
find near optimal solution. GA can be used for FIC as a simple classifier for range 
blocks to find appropriate domain block and transformation for each range block. 
At the same time, instead of searching only one point at a time to find optimal 
solutions, GA use many search points. Therefore, GA has advantage of time and 
search space reduction [32]. The detailed steps of FIC using GA were described 
in researches [11, 12, 14, 25] and can be summarized as following steps [11, 30]:

 1. Initialization by determining population size (number of chromosomes in 
population) and number of generations. Increasing population size will 
decrease the results errors.

(1)d(Ri, Tik(Dk)) = min.d(Ri, Tij(Dj))

(2)Tij = θij ◦ φj

(3)Pij(v) = aijv + gij
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 2. First generation is a set of random chromosomes that is created to represent 
the solution area. The initial population is created randomly from images 
 pixels using chromosomes (strings with 0’s and 1’s).

 3. Local iterated function system (LIFS) parameters are composed of {x, y: loca-
tion of best matched domain block, z: isometry type of best matched domain 
block, a: scaling coefficient, g: offset}.

 4. Search of domain block is completed in encoding space (one dimension). 
Whereas evaluation and selection of domain block is completed in decoding 
space (two dimension). The image I with dimension w × w is divided into 
(b × b) blocks. Search of domain block position (top-left coordinate) is coded 
by color code gi (i = 1; 2 … n).

 5. Determination of fitness function for FIC is defined by Eq. 4 [11]:

where mse (x) represents MSE between a given range block and domain.
 6. Selection to combine proportion choice with protection of best chromosome. 

The probability of a given chromosome is given by Eq. 5 [11].

where, M is population number and Fi is fitness of chromosome i.
 7. Crossover (Pc) to combine the selected two chromosomes in current popula-

tion to form new two chromosomes.
 8. Mutation (Pm) changes the two selected chromosomes with a mutation prob-

ability and flips a bit (1–0 or 0–1).
 9. New generation of new population is created randomly from evaluation each 

chromosome in previous generation according to fitness function to get new 
chromosomes from old chromosomes.

 10. Steps (5–9) are repeated to find the final generation of chromosomes. The best 
chromosome represents the optimal solution with lowest fitness function value.

Finally, one of the parallel computing approaches can be used to implement GA 
for FIC to reduce the execution time required by image encoding process.

5  MATLAB Parallel Computing Approaches

Parallel computing includes exchanging information between many connected 
computers to increase speed of computations needed by single computer and pro-
vide large amounts of memory for program execution [33]. Parallel MATLAB is 
an extension of MATLAB that takes advantage of multicore desktop machines and 
clusters. Parallel Computing Toolbox runs on a desktop and can take specifications 
of up to 8 cores there. Parallel programs can be run interactively or in batch [27]. 

(4)Fitness(x) =

{

1
mse(x)+1

mse(x) > ε

∞ mse(x) ≤ ε

}

(5)Pis = Fi/

(

m
∑

i=1

Fi

)

, (i = 1, 2, . . . ,M)
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The Distributed Computing Server controls the parallel execution of MATLAB on 
a cluster with tens or hundreds of cores. There are several ways to execute the par-
allel MATLAB program: interactive local (matlabpool); indirect local, (batch); and 
finally, indirect remote (batch) [27].

The general standard used for implementing parallel programs on many pro-
cessors in parallel computing is message passing interface (MPI) [34]. To imple-
ment MPI concepts and allow program based on Mathlab to be run on a parallel 
computer, a set of Matlab scripts (MatlabMPI) [35] is used MATLAB supported 
built-in data types and data structures that supported in parallel programming 
environment.

5.1  Co-distributor Approach

Co-Distributed arrays are special arrays that store segments of data on Matlab 
workers that are participating in a parallel computing problem. Distributed arrays 
can handle larger data sets and can be constructed in several ways: using construc-
tor functions such as rand, ones, and zeros; and concatenating arrays with same 
name but different data on different labs [27].

Full content of array is stored in workspace of each lab when using normal 
arrays. Whereas Co-Distributed arrays are partitioned into segments and store each 
segment in the workspace of different lab. Each lab has its own array segment to 
work with. Reducing the size of array that each lab has to store and process means 
a more efficient use of memory and faster processing [36]. The MATLAB software 
partitions the array into segments and assigns one segment to each lab when an 
array is distributed to a number of labs. Co-Distributed is an approach in which we 
can access data of arrays distributed among workers in parallel pool. This approach 
partition arrays across MATLAB workers for data-parallel computing. There is one 
manager process to supervise workers who cooperate on a single program. Each 
worker: has an identifier; knows how many other workers; and determine its behav-
ior based on ID. Each worker runs on a separate core and there is separate work-
space used for each worker. The client program modifies data on worker [27].

In this study, the population size is determined with number of chromosomes 
that comprise the whole population. Then, Co-Distributed arrays are used to dis-
tribute chromosomes to labs to improve the speed and evaluating fitness function.

5.2  ParFor Approach

The concept of Parallel for loop (ParFor) in MATLAB is the same as the stand-
ard for-loop. MATLAB executes a set of statements over range of values. Part of 
ParFor body is executed on MATLAB client (manager) and other part is executed 
in parallel on labs (workers). Labs evaluate iterations in no particular order and 
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independently of each other. The data on which ParFor operates is sent from the 
manager to workers, and the results are sent back to manager and pieced together.

ParFor-loop is useful in situations where you need many loop iterations of a 
simple calculation. ParFor divides the loop iterations into groups so that each lab 
executes some portion of total number of iterations. ParFor are useful when we 
have loop iterations that take a long time to execute because the lab can execute 
iterations simultaneously [29, 36].

The ParFor loop is easy to use but it only executes parallelism in terms of 
loops. Each execution of ParFor-loop body is iteration. The MATLAB workers 
evaluate iterations in no particular order and independent of each other. When 
number of workers is equal to the number of loop iterations, then each worker per-
forms only one loop iteration. But when there are more iterations than workers, 
then many workers perform more than one loop iteration. Using ParFor, the work-
ers are anonymous and the memory is shared/copied/returned.

ParFor changes how any program do calculations. It asserts that all iterations 
of loop are independent and can be done in any order or in parallel. The execution 
begins with single processor (client). When ParFor loop is encountered, the client 
is helped by pool of workers. Each worker is assigned some iterations of the loop. 
The client resumes control of execution when the loop is completed. MATLAB 
ensures that the results are the same whether the program is executed sequentially 
or with help of workers. We were only able to parallelize the loop because the iter-
ations were independent, that is, the results did not depend on the order in which 
the iterations were carried out [27]. Therefore, ParFor-loop can be used in this 
research to speed up GA selection, crossover and mutation. This is done because 
loops in these operations are independent of each other.

5.3  Single Program Multiple Data Approach

In SPMD, single program runs simultaneously across all workers and enables easy 
writing and debugging whereas multiple data can spread across workers and runs 
serially if no workers are available. Block of code executes simultaneously on 
multiple labs in a MATLAB pool. Each lab can operate on a different distributed 
data set and communicate with other participating labs while performing parallel 
computations [37]. SPMD can be used to execute code in parallel on workers of 
parallel pool.

SPMD command can be regarded as a very simplest version of MPI. There is 
only one client process and supervising workers who cooperate on a single pro-
gram. Each worker has its own identifier (ID), runs on a separate core, uses sepa-
rate workspace, and knows how many other workers. A common program is used 
and all workers meet at synchronization points. The client program can examine/
modify data on any worker and any two workers can communicate using mes-
sages. SPMD similar to MPI by allowing design any kind of parallel computation 
but requires re-arranging program and data.
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In SPMD, client and workers share a single program in which some commands 
are delimited within blocks opening with SPMD and closing with end. The cli-
ent executes commands up to first SPMD block when it pauses but the workers 
execute code in block. The client resumes execution when workers finish. The 
variables’ values defined in client program can be referenced by workers but not 
changed. Whereas variables defined by workers can be referenced/changed by cli-
ent. A program can contain several SPMD blocks. The workers pause when exe-
cution of one block is completed but they do not disappear and their workspace 
remains intact. A variable set in one SPMD block will still have that value if 
another SPMD block is encountered. In MATLAB, variables defined in a function 
disappear once the function is exited. The same thing is true for MATLAB pro-
gram that calls a function containing SPMD blocks. The worker data is preserved 
from one block to another inside the function. The worker data is disappears when 
the function is completed [27].

5.4  Parallel Cluster

Parallel Computing Toolbox software has the ability to run a local cluster of 
workers on client machine to run jobs without requiring MATLAB Distributed 
Computing Server software. For this reason, all processing required for client, 
scheduling, and task evaluation is performed on the same computer. This give 
opportunity to develop, test, and debug parallel applications before running them 
on network cluster. Many of functions that support the use of cluster profiles are: 
batch; parpool; and parcluster. Any job can be programmed on local cluster when 
programmer needs to tasks of job to evaluate functions. Using parallel computing 
toolbox client session, the basic steps in creating and running a job that contains 
simple tasks are [27]:

1. Identify a cluster by using parallel.defaultClusterProfile and use parcluster to 
create object c to represent this cluster.

parallel.defaultClusterProfile(‘local’);
c = parcluster();

2. Create job j on the cluster by executing this line: j = createJob(c)

1. Create tasks within job j. Each task evaluates mathematical operations that 
are passed as inputs argument.

createTask(j, @ operation, 1, {[1 1]});
createTask(j, @ operation, 1, {[2 2]});
createTask(j, @ operation, 1, {[n n]});

3. Submit job to queue for evaluation. The scheduler distributes job’s tasks to 
MATLAB workers. The local cluster start MATLAB worker sessions by: 
submit(j);
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4. Wait for job to complete, then get results from all tasks of job.
5. Remove job from scheduler’s storage location when obtaining results.

5.5  Batch File Approach

The batch command can send the specified job anywhere and get results back. The 
programmer needs to set up an account on the remote machine and needs to define 
a configuration on his desktop that tells him how to access the remote machine. The 
batch command is used to run a Batch Job to offload work from MATLAB session 
to run in the background in another session. Batch runs code on a local worker or a 
cluster worker but does not require a parallel pool. You can use batch to run either 
scripts. The batch approach can be summarized by the following steps [27]:

1. To create the script, type: edit mywave
2. Write MATLAB code in MATLAB Editor, and save the file and close editor.
3. Use batch command in MATLAB Command Window to run the script on a 

separate MATLAB worker: job = batch(‘mywave’)
4. The batch command does not block MATLAB, so you must wait for the job to 

finish before you can retrieve and view its results: wait(job)
5. The load command transfers variables created on worker to client workspace, 

where you can view the results: load(job, ‘A’), plot(A)
6. When job is complete, permanently delete its data and reference from workspace.

6  Research Methodology

In this chapter, three MATLAB parallel approaches from MATLAB Parallel 
Computing Toolbox such as ParFor, Co-Distributor and Parallel Cluster were used 
to implement GA for FIC. This is done according to manager/worker model of par-
allel programming to reduce computation time and increase compression perfor-
mance (PSNR and CR). Seven computers (1 manager and 6 workers) were used.

The execution environment of MATLAB needs to be configured before car-
rying out the parallel programming. This procedure has been introduced in 
MATLAB toolbox’ user guide. MATLAB Distributed Computing Server (MDCS) 
[37] is adopted for the server and each worker. This MDCS is downloaded and 
installed on all used computers to ensure the parallel programming service. 
Manager/Worker technique was selected from MDCS. GA parameters can be set 
by manager as follows: 50 generation, two values (240, 150) are selected for popu-
lation size for the main computer (manager). And two other values (40, 25) are 
used as population size in worker. The value of crossover (pc) is equal 1 and muta-
tion (pm) is equal 0.001. The size of range block is equal 4 × 4. The used Fitness 
function is represented by Eq. 4. The suggested parallel computing approach for 
FIC based GA can be summarized in Fig. 1.
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7  Experiments

Many experiments were conducted based on three parallel approaches from 
MATLAB Parallel Computing Toolbox. These approaches are: ParFor, CoDistributor, 
and Parallel Cluster. This is done using 5 colored image (DaliaPhoto1.JPEG, 

Create MDCS Manger/Server  and 6 workers.  

Manager read image and initialize GA
parameters (population, Pc, Pm, Fitness, 

max generations) and distribute to workers

Manager create random segment for population

Worker 1 Worker 2 Worker 3 Worker 4 Worker 5 Worker 6 

Each worker compute fitness and send it to Manager

Manager receive and group results and repeat GA (cossover  & mutation),
NGen=NGen+1

Image is finish

yes

no

Manager send signals to workers to establish connection.

Manager generate first generation of chromosomes and 
distribute chromosomes on the 6 workers. 

Manager create Rang Block

Manager send part of generation (chromosomes) to workers

Manager print image & performance and sends signal to stop connection with workers

NGen<= max generations

no

yes

Fig. 1  The suggested parallel computing approach for FIC based GA
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DaliaPhoto2.JPEG, DaliaPhoto3.JPEG, DaliaPhoto4.JPEG and DaliaPhoto5.JPEG) 
with different sizes and dimension as shown in Fig. 2. This section includes the evalu-
ation of using these three MATLAB parallel approaches in implementing GA for FIC.

The first three experiments were accomplished by setting GA iterations to 
50 and population size equal 240. The first experiment is related to compress 
DaliaPhoto1 using FIC PGA [25] approach. The second experiment is related 
to compress “DaliaPhoto1” using FIC PGA with ParFor approach. Whereas 
the third experiment is related to compress DaliaPhoto1 using FIC PGA with 

Fig. 2  The images. a Image: DaliaPhoto1.JPEG. b Image: DaliaPhoto2.JPEG. c Image: 
DaliaPhoto5.JPEG. d Image: DaliaPhoto3.JPEG. e Image: DaliaPhoto4.JPEG



408 O.N.A. AL-Allaf

Co-Distributor approach. Table 1 shows results (CR, PSNR and computation 
time (in seconds)) for of the first, second and third experiments respectively when 
using same values of parameters (population size equal 240, and 50 iterations and 
same number of workers. We can note from Table 1 that, the computation time is 
decreased when increasing the number of workers.

Another 3 experiments (4, 5 and 6) were accomblished by setting GA itera-
tions to 50 and population size equal 150. Each of experiment 4, experiment 5, 
and experiment 6 are related to compress image DaliaPhoto1 using FIC PGA [25], 
ParFor and Co-Distributor approaches respectivelly. Table 2 shows results (CR, 
PSNR and computation time (in seconds)) for of fourth, fifth and sixth experi-
ments respectively with population size equal 150. We can note from Table 2 that, 
the computation time is decreased when increasing the number of workers.

At the same time, we can note from Tables 1 and 2 that computation time is 
decreased when decreasing the population size. From Table 1, the execution speed 
of FIC PGA by Co-distributor has reached 51 s with PSNR equal 32.29 and CR 
equal 87.88 % when conducting two workers with population size equal 240. 
While the time required by FIC PGA [25] is 67 s and the time required by ParFor 
is 60 s. This means that the Co-Distributor approach lead to better results related 

Table 1  FIC PGA [25], ParFor, and co-distributor for image: daliaphoto1, when pop size = 240

Iterations = 50, population size = 240

FIC PGA [25] ParFor Co-distributor

Workers Time 
(sec)

PSNR CR (%) Time 
(sec)

PSNR CR (%) Time 
(sec)

PSNR CR (%)

1 75 30.19 86.30 69 31.44 87.44 60 31.64 87.64

2 67 30.66 86.70 60 31.99 87.89 51 32.29 87.88

3 54 31.47 87.31 46 32.44 88.22 35 32.74 88.56

4 47 32.17 87.79 35 32.89 88.78 22 32.99 88.97

5 30 33.20 88.19 22 33.25 89.21 15 33.75 89.75

6 26 33.29 89.11 18 33.72 89.77 10 33.92 90.65

Table 2  FIC PGA [25], ParFor, and co-distributor for image: daliaphoto1, when pop size = 150

Iterations = 50, population size = 150

FIC PGA [25] ParFor Co-distributor

Workers Time 
(sec)

PSNR CR (%) Time 
(sec)

PSNR CR (%) Time (sec) PSNR CR (%)

1 74 32.66 88.17 66 32.88 88.44 54 32.92 88.64

2 61 32.76 88.31 53 33.22 88.87 41 33.32 88.90

3 50 33.18 89.35 36 33.71 89.66 25 33.87 89.75

4 37 33.30 89.49 28 33.91 89.78 17 34.11 89.91

5 24 33.78 89.59 19 34.14 89.92 10 34.54 90.32

6 20 34.00 89.83 15 34.44 90.21 6 34.74 90.45
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to processing time, PSNR and CR. Table 1 shows also reducing the execution time 
when adopting Co-Distributor with the use of 2–6 workers and reaching (10 s) 
when using 6 workers with improving in PSNR (33.92 db) and CR equal 90.65 %. 
This means that the execution speed can be decreased by increasing the number of 
workers. Acceleration in execution time of FIC PGA has been noticed in Table 2 
while decreasing the generation size from 240 to 150. The execution time of FIC 
PGA by Co-distributor ranged between 54 and 6 s with maintaining increas-
ing in CR to reach 90.45 % and PSNR reached 34.74 db for 6 workers. Figure 3 
shows the differences in computation time required by FIC PGA [25], ParFor 
and Co-distributor (for population size = 240). Whereas Fig. 4 shows the differ-
ences in computation time required by FIC PGA [25], ParFor and Co-distributor 

Fig. 3  Time requird for 
FIC PGA [25], ParFor and 
Co-distribtor (population 
size = 240)

Fig. 4  Time requird for 
FIC PGA [25], ParFor 
and Co-distributor when 
population size = 150
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(for population size = 150). Each of Figs. 2 and 3 shows that the Co-distributor 
approach requires less computation time for compression.

Many other experiments were conducted to determine the efficiency of ParFor 
and CoDistributer parallel techniques on different images (DaliaPhoto2 to 
DaliaPhoto5). Table 3 shows the results of these experiments when use population 
size equal 240 and number of iterations equal 50.

We can note from Table 3 in the section related to population size equal 240 for 
ParFor that the average value of time when using one worker is 61.75 whereas the 
average value when using 6 workers is 17.5 and this is big difference. At the same 
time the average value of PSNR related to one worker is 31.46 and average value 
of PSNR related to 6 workers is 33.74. Also the average value of CR related to 
one worker is 87.33 and average value related to 6 workers is 89.815. This means 
that increase the number of workers will decrease the required time; increase the 
PSNR and increase the CR. At the same time, Table 4 shows the results of these 

Table 3  ParFor, and co-distributor for images: daliaphoto2 to daliaphoto5 (pop size = 240)

DaliaPhoto2.JPEG Workers Population size = 240, Iterations = 50

ParFor Co-distributor

Time (sec) PSNR CR (%) Time (sec) PSNR CR (%)

1 68 31.48 87.48 52 31.69 87.77

2 62 32.11 87.85 47 32.35 87.85

3 44 32.47 88.27 33 32.88 88.71

4 36 32.87 88.75 22 32.95 88.99

5 24 33.27 89.27 17 33.87 89.94

6 19 33.75 89.84 9 33.98 90.74

DaliaPhoto3 1 66 31.55 87.22 51 31.61 87.72

2 64 32.22 87.81 43 32.32 87.81

3 46 32.51 88.28 35 32.84 88.79

4 32 32.85 88.72 24 32.92 88.95

5 27 33.25 89.31 19 33.85 89.97

6 18 33.75 89.84 10 33.94 90.77

DaliaPhoto4 1 58 31.44 87.33 47 31.65 87.66

2 61 32.25 87.87 38 32.27 87.78

3 42 32.55 88.26 30 32.80 88.75

4 29 32.78 88.78 23 32.88 88.95

5 25 33.27 89.35 17 33.78 89.95

6 17 33.76 89.87 11 33.90 90.71

DaliaPhoto5 1 55 31.40 87.31 49 31.62 87.53

2 63 32.28 87.76 36 32.25 87.63

3 39 32.61 88.31 29 32.76 88.64

4 27 32.72 88.55 21 32.74 88.80

5 22 33.29 89.25 19 33.82 89.76

6 16 33.71 89.71 9 33.82 90.66
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experiments when use population size equal 150 and number of iterations equal 
50. We can note from this table that decrease the population size to 150 chromo-
somes will decrease the time of 6 workers to 9 s when implementing GA for FIC 
using MATLAB ParFor. Also decrease the time of 6 workers to 1 s when imple-
menting GA for FIC using MATLAB CoDistributor.

As an average performance of the parallel computing results, Table 5 shows the 
average values of (Time, PSNR and CR) when applying ParFor and CoDistributor 
to compress these four images when use population size equal 240 and number of 
iterations equal 50. At the same time, Table 6 shows the average values of (Time, 
PSNR and CR) when applying ParFor and CoDistributor to compress the same 
images when use population size equal 150 and 50 iterations.

We can note from Tables 5 and 6 that the average values of time related to 
Co-Distributor are less than the average values of time related to ParFor. The final 
experiment was conducted based on other MATLAB parallel approach named 

Table 4  ParFor, and co-distributor for images: daliaphoto2 to daliaphoto5 (pop size = 150)

DaliaPhoto2.JPEG Workers Population size = 150, Iterations = 50

ParFor Co-distributor

Time (sec) PSNR CR (%) Time (sec) PSNR CR (%)

1 65 32.88 88.44 51 32.95 88.75

2 50 33.22 88.87 39 33.45 88.95

3 35 33.71 89.66 22 33.88 89.77

4 28 33.91 89.78 11 34.32 90.22

5 17 34.14 89.92 7 34.65 90.43

6 11 34.44 90.21 3 34.89 90.65

DaliaPhoto3 1 67 32.85 88.41 49 32.91 88.68

2 51 33.25 88.82 38 33.39 88.92

3 37 33.73 89.62 21 33.86 89.70

4 25 33.89 89.74 13 34.28 90.19

5 19 34.16 89.89 9 34.58 90.37

6 12 34.47 90.19 4 34.79 90.57

DaliaPhoto4 1 55 32.79 88.42 45 32.88 88.60

2 46 33.22 88.80 31 33.29 88.94

3 32 33.70 89.64 19 33.78 89.74

4 23 33.87 89.70 11 34.30 90.17

5 17 34.14 89.82 8 34.51 90.34

6 11 34.42 90.22 2 34.72 90.51

DaliaPhoto5 1 49 32.66 88.22 42 32.66 88.51

2 41 33.12 88.65 26 33.21 88.22

3 29 33.22 89.43 17 33.65 89.13

4 25 33.61 89.32 9 34.32 90.12

5 16 34.11 89.76 5 34.45 90.21

6 9 34.22 90.11 1 34.61 90.34
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“Parallel Cluster” approach. This is done to compare the performance of the two 
MATLAB approaches ParFor and CoDistributor with other approach. Table 7 
shows the results of the three approaches when use population size equal 150.

We can note from Table 7 that lowest computation times were obtained from 
parallel Cluster approach.

Table 5  Averages when applying ParFor and co-distributor, pop size = 240

Workers Population size = 240, Iterations = 50

ParFor Co-distributor

Time (sec) PSNR CR (%) Time (sec) PSNR CR (%)

1 61.75 31.467 87.335 49.75 31.642 87.67

2 62.5 32.215 87.822 41 32.297 87.7675

3 42.75 32.535 88.28 31.75 32.82 88.7225

4 31 32.805 88.7 22.5 32.872 88.9225

5 24.5 33.27 89.295 18 33.83 89.905

6 17.5 33.742 89.815 9.75 33.91 90.72

Table 6  Averages when applying ParFor and co-distributor, pop size = 150

workers Population size = 150 Iterations = 50

ParFor Co-distributor

Time (sec) PSNR CR (%) Time (sec) PSNR CR (%)

1 59 32.795 88.3725 46.75 32.85 88.635

2 47 33.2025 88.785 33.5 33.335 88.7575

3 33.25 33.59 89.5875 19.75 33.7925 89.585

4 25.25 33.82 89.635 11 34.305 90.175

5 17.25 34.1375 89.8475 7.25 34.5475 90.3375

6 10.75 34.3875 90.1825 2.5 34.7525 90.5175

Table 7  ParFor, co-distribtor and parallel cluster for image: daliaphoto1

Iterations = 50, population size = 150

ParFor Co-distributor Parallel cluster

Workers Time 
(sec)

PSNR CR (%) Time 
(sec)

PSNR CR (%) Time 
(sec)

PSNR CR (%)

1 66 32.88 88.44 54 32.92 88.64 47 32.99 88.88

2 53 33.22 88.87 41 33.32 88.90 38 33.50 88.97

3 36 33.71 89.66 25 33.87 89.75 22 33.92 89.89

4 28 33.91 89.78 17 34.11 89.91 14 34.36 90.01

5 19 34.14 89.92 10 34.54 90.32 7 34.73 90.58

6 15 34.44 90.21 6 34.74 90.45 4 34.98 90.97
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8  Conclusion

Three MATLAB parallel approaches (ParFor, Co-Distributor and Parallel Cluster) 
were adopted in this research to decrease the computation time of FIC based GA. 
Many experiments were conducted with using: five images (DaliaPhoto1.JPEG 
to DaliaPhoto5.JPEG); different population size (240 and 150); controlling GA 
parameters (crossover and mutation). This is done to improve PSNR and CR 
while decreasing the computation time. The results showed that increasing the 
number of workers in parallel programming will decrease the computation time 
required for FIC based GA. Also this time can be decreased when we decrease 
the population size from 240 to 150 chromosomes with maintaining  increasing 
the decompressed image quality (PSNR) and CR. The experimental results 
showed that, the Co-Distributor parallel approach requires less computation time 
than ParFor approach. At the same time, best quality of the decompressed image 
(PSNR) and CR can be increased when adopting Co-Distributor. At the end, the 
results of MATLAB parallel computing approach “Parallel Cluster” are better 
than the results of Co-Distributor approach. In the future, an analytical survey 
will be conducted to give a detailed description about the literature studies related 
to implementing GA for FIC based on different parallel computing approaches. 
Comparisons between the results of this study with the results of the related 
 studies will be conducted.
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