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Preface

The long-standing goal of the MABS workshop series has been to bring together
researchers from multi-agent systems engineering and the social, economic, and
organizational sciences, and this volume represents the 15th in this series. It is based on
papers accepted for the 15th International Workshop on Multi-Agent-Based Simulation
(MABS 2014), which was held in conjunction with the Autonomous Agents and Multi-
Agent Systems conference (AAMAS) in Paris, May 2014. The papers presented at the
workshop were extended, revised, and re-reviewed, incorporating points from the
discussions held at the workshop with their original ideas.

Forty-four papers were submitted to the workshop, of which 18 were accepted for
presentation, an acceptance rate of approximately 40 %. The authors of these papers
work in institutions around the world, from 19 different countries. In addition to the
paper presentations, this year for the first time, the workshop incorporated a tutorial
session. This session was co-presented by Rob Axtell and Scott Moss, and provided
food for thought both for newcomers to the field and for experienced researchers in this
area. This tutorial generated much discussion, allowed airing of different perspectives,
and, we believe, helped to stimulate the discussions around the papers that were pre-
sented later in the workshop. As in previous years, the workshop attracted a large
number of participants above and beyond those who presented papers, and indeed the
room that was originally allocated to the workshop proved to be too small. We apol-
ogize to anyone who tried to attend the first session of the workshop but was unable to
get into the room.

The workshop could not have taken place without the contributions of many people.
We would like to express our gratitude to Rob Axtell and Scott Moss for the stimu-
lating tutorial, and to all the members of the Program Committee, who reviewed papers
before the workshop, and then again for these post-proceedings. Thanks are also due to
Rafael Bordini and José M. Vidal (AAMAS 2014 workshop chairs), to Ana Bazzan
and Michael Huhns (AAMAS 2014 General Chairs), to Alessio Lomuscio and Paul
Scerri (AAMAS 2014 Program Chairs), and to Amal El Fallah Seghrouchni (AAMAS
2014 Local Arrangements Chair).

September 2014 Francisco Grimaldo
Emma Norling
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Event-Driven Multi-agent Simulation

Ruth Meyer(B)

Centre for Policy Modelling, Manchester Metropolitan University, Oxford Road,
Manchester M15 6BH, UK

r.meyer@mmu.ac.uk

Abstract. Most agent-based models today apply a time-driven app-
roach, i.e. simulation time is advanced in equidistant steps. This time
advance method is considerably easier to implement than the more flex-
ible and efficient event-driven approach.

Applying the event-driven approach requires that (a) the durations
for agent and environment actions are determined before they terminate,
(b) each agent is able to instantly react to changes in its environment,
and (c) the update of the state of the environment can be kept efficient
despite updating agents asynchronously.

The simulation toolkit famos fulfils these requirements, extending
an existing discrete-event simulator. The toolkit also supports a flexible
representation of space and the movement of agents in that space. These
are areas where existing toolkits for agent-based modelling show short-
comings, despite the fact that a majority of multi-agent models explicitly
model space and allow for mobile agents.

Keywords: Event-driven time advance · Discrete event simulation ·
Agent-based simulation · Spatially explicit agent-based model

1 Introduction

The last ten years have seen a surge in agent-based simulation models. Sev-
eral disciplines have since adopted the multi-agent approach as a new para-
digm for undertaking research; amongst them the social sciences [11], economics
[36], geography [15] and ecology [14]. Across disciplines, agent-based models
are applied to investigate complex systems [10]. One of the main reasons for this
expansion is the availability of software toolkits, which support agent-based mod-
elling and simulation well enough to make the approach attractive for domain
experts in a variety of application areas [33].

Agent-based simulation views the system to be modelled as a multi-agent
system, i.e. as consisting of autonomous agents interacting in and with an envi-
ronment. To build an agent-based model a modeller has to specify both the
structure of the model and its dynamic behaviour over time. Simulation toolkits
therefore need to provide constructs to implement a set of agents, their relation-
ships, which influence their interactions, and their joint environment, which may
be spatially explicit and contain dynamic processes in addition to the agents.
c© Springer International Publishing Switzerland 2015
F. Grimaldo and E. Norling (Eds.): MABS 2014, LNAI 9002, pp. 3–16, 2015.
DOI: 10.1007/978-3-319-14627-0 1



4 R. Meyer

For the description of the dynamic behaviour the actions of agents and,
if necessary, the environment have to be related to simulation time. There are
several ways to do this. Most widely used is the time-driven approach [26], which
divides simulation time into regular intervals (time steps) and updates all agents
synchronously at every time step. The modeller needs to identify the agents’
actions and specify the order in which they are to be executed at each time
step (see e.g. [14], p. 111). Another approach is the event-driven time advance,
which combines irregular time intervals with an asynchronous update of agents
(see Sect. 2).

The predominance of the time-driven approach can be explained from both
its ease of implementation with regard to the simulation infrastructure – no ded-
icated scheduler and event list are necessary – and its simplification of modelling
the agents’ behaviour, since all actions implicitly obtain a duration (≤ Δt, the
length of the fixed time step) and a modeller only has to specify the order of
actions occurring during the same time step. Tutorials for existing software toolk-
its and introductory textbooks consolidate the use of the time-driven approach
in their example models (see e.g. [13,23,25,27,28]).

Moreover, an analysis of existing toolkits for agent-based simulation shows
that toolkits that allow for an event-driven time advance like Repast [29], Swarm
[27] or James II [16] offer little or no support for the implementation of agents
and environment, whereas toolkits with such functionality like NetLogo [41],
SeSam [18] or Jason [7] tend to constrain model execution to the time-driven
approach. This indicates that “there is a gap in the current design space for a
toolkit which both provides/prescribes some structure for implementing agents
but also provides a full Discrete Event scheduling implementation for the model’s
execution” ([37], p. 85).

Thus, agent-based models using an event-driven approach are still rare
(examples are [38] and [22]), even though this approach has been tried and
tested for decades in traditional discrete-event simulation (see e.g. [2,21]).

In the following, we first discuss the advantages of an event-driven time
advance (Sect. 2) before introducing a toolkit for multi-agent simulation that
applies this approach (Sect. 3). Two example models, a re-implementation of
Schelling’s famous segregation model (Sect. 4) and the model of a city courier
service (Sect. 5), demonstrate key features of this toolkit. The paper finishes with
a discussion (Sect. 6) and conclusion (Sect. 7).

2 The Case for Event-Driven Time Advance

In the event-driven approach simulation time advances from one event to the
next. Each event models a change in the system, e.g. an agent receiving a message
or arriving at a particular location in space. The intervals between events can be
of any length as they are determined by the processes occurring in the system.
The state of the system is assumed constant between events.

There are several reasons to adopt an event-driven time advance in agent-
based models. Firstly, this approach is more efficient than the time-driven app-
roach, since it regards only those points in time when changes actually occur
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and skips inactive phases of the system. In addition, only entities affected by
the current event have to be updated. Secondly, it is more accurate as it allows
events to occur at the correct time whereas the time-driven approach “collects”
all events occurring within one time step and treats them as if they are happen-
ing at the same time, i.e. the end of the fixed time interval. Thirdly, this leads to
it being more flexible, since it can accommodate a heterogeneous discretisation
of time (e.g. periods of time with many events happening close together inter-
spersed with periods where only a few events occur) as well as agents operating
on different time scales.

While for many systems a time-driven simulation is well suited or at least ade-
quate, other systems require a correct mapping of events to points in simulation
time. Examples can be found in different application domains, from competition
over particular habitats in ecology (e.g. [14], p. 112) to chemical reactions ([3], p.
26ff) to financial markets ([6,8,17]). A time-driven approach would either falsify
results due to treating consecutive events as happening simultaneously if the
fixed time interval Δt is too big, or would be very inefficient because Δt has
to be chosen as the smallest interval between two events. The latter introduces
the additional problem that this interval is often not known beforehand so that
several simulation runs are required to determine it. Since a time-driven app-
roach can easily be mapped to an event-driven approach, the event-driven time
advance allows for the simulation of a more comprehensive class of models.

In addition, it can be argued that the fixed clock rate and synchronous agent
update of the time-driven approach defies the concept of autonomy that underlies
the definition of agents in multi-agent systems: “Forcing all agents of the MAS
to act in lock step does not fit with autonomy of agents” ([40], p. 177). An event-
driven approach is more suitable as it does not a priori impose synchronisation
on agents ([4], p. 269). Social processes in particular are rarely synchronous,
which is why it is equally rarely appropriate to model them by updating agents
synchronously once per time step ([1], p. 41).

3 A Framework for Event-Driven Multi-agent Simulations

The Framework for Agent-oriented Modelling and Simulation (famos1)
combines multi-agent simulation with an event-driven time advance and an
explicit representation of space. A comparison with existing agent-based simu-
lation toolkits poses the question how necessary a new toolkit could be. Several
ABMS toolkits contain a discrete-event scheduler within their features; the most
widely used are Swarm [27], Mason [24] and Repast [29] or Repast Simphony
[28]. Using the event-driven approach in agent-based models is therefore possible.
We would like to argue though, that it is not sufficient to provide the necessary
simulation infrastructure. Its use also has to be adequately supported and here
current simulation toolkits are lacking.

On the one hand, their documentation focusses on how to implement time-
driven models (see e.g. [27], p. 3; [23], p. 16f; [28], p. 18ff). On the other hand,
1 Available at http://famos.sourceforge.net.

http://famos.sourceforge.net
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the constructs they provide to model agent behaviour, environment including
space, and interactions between agents and environment have not been adapted
to the requirements of an event-driven time advance. These requirements include

1. determining the duration of actions so that the respective termination event
can be scheduled in time;

2. enabling each agent to instantly react to changes in its environment, even
though it is technically passive during time-consuming phases;

3. ensuring an efficient update of the environment state (which may include the
current positions of mobile agents) despite updating agents asynchronously.

The toolkit famos presented in this paper addresses these requirements.
It supports event-driven multi-agent simulation appropriately by not only pro-
viding the necessary simulation infrastructure but also dedicated constructs for
modelling agent behaviour and spatially explicit environments that have been
adapted for use with an event-driven time advance.

3.1 Modelling Time

To avoid re-inventing the wheel, famos builds on an existing discrete-event simu-
lation framework and extends it with multi-agent simulation features. desmo-j2

([31], ch. 10) is an open-source software development framework for discrete-
event simulation and supports two of the classical world views: event scheduling
and process interaction. In addition to directly re-using desmo-j’s simulation
infrastructure (scheduler, event list, simulation clock), agent-based models in
famos can use entities and event routines or simulation processes to model any
dynamic behaviour of the environment that is not related to agents, e.g. renew-
able resources.

The requirements imposed by the event-driven time advance are addressed
as follows:

1. The durations of model-independent actions like sensing the environment,
manipulation of objects in the environment, sending messages or moving in
space, which famos provides, are determined automatically. In the current
version of the framework, all actions are assumed to be instantaneous except
for movement. The duration of a move is calculated from the current speed of
the agent and the distance covered, which in turn is calculated by the space
model. For model-specific actions that are not provided by famos a modeller
may use the stochastic distributions of the underlying simulation framework
desmo-j to determine durations.

2. To guarantee that each agent can instantly react to changes in its environment
famos lets the environment send all agents that are affected by the change
a special notification signal, i.e. those agents in whose area of perception
(defined by an agent-specific sensor range) the change occurred. This signal
causes an agent to automatically be scheduled for re-activation so that it can
interrupt its current, simulation-time consuming action and decide itself if
and how it wants to react to the change.

2 Available at http://desmoj.sourceforge.net.

http://desmoj.sourceforge.net
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3. Discrete-event simulation links all state changes to instantaneous events with
no changes happening between events. Time-consuming actions have to be
mapped to a series of events (at least start and end); their effect usually hap-
pens at the end event. In famos this only poses a problem for the movement
of agents as the current positions of mobile agents may become too inexact
when they are updated at the end of a longer movement process. To be able to
keep positions of mobile agents exact enough while avoiding an update of the
environment every time before an agent might access it, longer movements
across several cells or nodes are divided into small steps that are regarded
as atomic transactions. An atomic step is defined as the movement between
adjacent cells in a grid or adjacent nodes in a graph. The change of position is
visible in the environment whenever an agent has crossed the border between
two grid cells or has passed the first half of the edge between two nodes. Its
event time is calculated automatically. The moving agent is re-activated after
each step by receiving a notification from the environment, which enables it
to review its situation and adapt its movement accordingly if need be.

This adaptation of movement to the requirements of the event-driven app-
roach is encapsulated in a particular Movement component. Its method move()
provides agents with the ability to move in space by automatically calculating the
duration of the move and scheduling a respective re-activation event. The com-
ponent can be adapted to model-specific needs by choosing or implementing a
particular movement strategy, which is in charge of determining the next position
to move to. Pre-defined strategies are walking randomly (RandomWalk), follow-
ing a gradient (GradientTrace), moving in a given direction (MoveInDirection)
and following a planned route (MoveAlongPath).

This support of an agent’s movement exceeds the functionality of comparable
simulation toolkits, where a modeller has to combine primitive commands (delete
at current position, add at new position, update agent coordinates) to achieve a
change of position ([32], p. 614).

3.2 Modelling Space

The flexible, discrete space representation is another of famos’s fortes. It com-
bines the prevalent grids of agent-based models with directed graphs by using the
fact that each tessellation possesses a dual graph. This relation between tessella-
tions and graphs may be self-evident but is rarely used explicitly.3 An exception
are Voronoi diagrams, whose dual graphs are known as Delaunay Triangulations
(see e.g. [5]). While the former can be used to solve nearest neighbour problems,
the latter are applied e.g. in Geographic Information Systems as digital elevation
models.

famos’s space representation regards space as made up of discrete space
elements connected by neighbourhood relationships. These neighbourhood links
influence an agent’s perception and movement by determining which elements
3 Another example is David O’Sullivan’s combination of graphs with irregular cellular

automata to model spatial processes in cities [30].
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are accessible from the agent’s current position. A directed graph is used to store
the spatial structure by mapping space elements to nodes and neighbourhood
relationships to directed edges. This mapping can be done automatically so that
there is no additional effort required for the modeller. In the current version
of famos this is implemented for regular grids with square/rectangular cells
(RectangularGrid) or hexagonal cells (HexagonalGrid) and irregular grids,
which are defined as a set of points. From these, both the Voronoi diagram
(IrregularGrid2D) and the dual graph are calculated.

Access to the space model is routed solely through the environment, which
acts as a façade (according to the design pattern of the same name [12]) providing
agents with an interface not only to the space but also to the communication
infrastructure and organisational groups.

3.3 Modelling Agents

famos abstracts from a particular agent architecture and adopts a modular app-
roach. An agent possesses a number of abilities (communication, access to the
environment, movement), which may be extended as needed, and an interchange-
able behaviour component. In adaptation to the event-driven time advance, each
agent has its own internal “event” list, which stores external signals (notifica-
tions from the environment, messages from other agents) and internal signals
(generated by the agent itself) in chronological order. The agent automatically
schedules itself for re-activation for the time of the most imminent next signal.
On re-activation all imminent signals are passed to the behaviour component for
processing.

At the moment four such components are implemented, offering different
methods to model an agent’s behaviour. The simplest is a variant of event-
oriented modelling (SimpleBehaviour), in which the agent’s reaction to signals
can be specified by implementing the process() method. Proactive behaviour
can be achieved by scheduling internal signals for certain points in time with
the agent-internal methods scheduleIn() or scheduleAt(). This component is
ideally suited to model large populations of reactive agents and is used in the
example model described in the next section. The component implementing a
variant of the process interaction world view (ProcessBehaviour) is particularly
suited to model proactive behaviour, which is only occasionally interrupted by
events. The rule-based component (RuleEngine) integrates the rule engine Jess4

to allow for declarative behaviour modelling. The most comprehensive compo-
nent (StateMachine) facilitates the use of state diagrams to model an agent’s
behaviour. These can be specified using a graphical editor and then automati-
cally parsed into executable code.

4 Example 1: Schelling’s Segregation Model

To test and demonstrate some of famos’s key features the well-known segrega-
tion model described by Thomas Schelling [34] was chosen to be re-implemented.
4 http://www.jessrules.com/jess.

http://www.jessrules.com/jess
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Though simple, this agent-based model nevertheless allows us to showcase both
the advantages of the event-driven approach and the flexible space model.

In the model two types of agents live on a square grid neighbourhood. Each
agent is content with its position if at least 3 of its 8 neighbours are of the same
type (tolerance threshold 0.375). If this is not the case, it will move to a free
position on the grid. While Schelling originally defined the new position to be the
closest free cell where the agent would be content, in computer implementations
of the model this is usually replaced by choosing a random free cell.

The version implemented in famos follows this approach. Since the agents
solely react on the state of their local environment their behaviour can easily
be modelled with famos’s simplest behaviour component, the event-oriented
SimpleBehaviour. Here, the modeller has to specify an agent’s reaction to
incoming signals (events). In the case of the segregation model, these are noti-
fications from the environment whenever a change occurred within the agent’s
sensor range, i.e. another agent moved in or out of the neighbourhood, or the
agent itself arrived at a new position. An agent’s reaction consists of checking
if it is still content with its position and – if that is not the case – moving to a
randomly chosen new position.

The action of choosing a position and moving there is delegated to frame-
work classes. famos provides several movement strategies (see Sect. 3.2) that
can either be used as is or extended by a modeller to adapt to their pur-
poses. To enable agents to pick a random new position anywhere on the grid
instead of just in their direct neighbourhood the existing RandomWalk strategy
was sub-classed to include all free cells into the selection process. This new
SegregationStrategy class was then plugged into one of the standard move-
ment components of famos. Since the model abstracts from the duration of the
actual movement in that a move to a neighbouring cell is treated the same as a
“jump” to the other end of the grid, the ConstantTimeMovement provides the
right functionality here. Inside the behaviour specification, the modeller now just
needs to call the move() method to make an agent select and then move to a
new position.

Figure 1 shows the results of simulation runs with each of the three different
grid spaces famos provides. The left column pictures the situation at the start
of a run, with the agents randomly scattered across the space, whereas the right
column contains the situation at the end of the respective run. The runs differ
only in the chosen representation of space, the other parameters have been kept
the same across all runs. Each grid consists of 400 cells and is populated with
140 blue and 140 green agents, whose tolerance threshold is set to the original
value of 0.375. The duration for a move to a new position is set to 1.0 units of
simulation time.

5 Example 2: City Courier Service Model

A more complex example, which demonstrates famos’s comprehensive support
for the movement of agents in space and its adaptation to the event-driven time
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Fig. 1. Screenshots of the segregation model in famos from simulation runs with the
three different grids RectangularGrid (top), HexagonalGrid and IrregularGrid2D

(bottom). The left column shows the situation at the start, the right column at the
end of a simulation run.
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advance, is the model of a city courier service [19,20]. The courier service in
question consists of a fleet of bike and car couriers, who deliver orders throughout
the city. They decide themselves which orders to take and plan their own route.
A central office receives orders from clients and passes them on to the couriers via
radio using a variant of the contract net protocol [35], which gives idle couriers
priority and allows for special requests of clients.

The courier service system is naturally driven by events: Arrival, placement,
pick up and delivery of orders as well as start and end of work of couriers.
A model needs to map the occurrence of these events in real time correctly
to simulated time to avoid falsifying results. The model also needs an explicit
representation of space since the current positions of the couriers influence their
decision making and thus the system dynamics.

Using famos such a model can be implemented with relatively little effort.
The main task for a modeller is to specify the behaviour of the agents (office
and couriers), while the agents’ environment (space, communication and organ-
isation structures) can be realised with the predefined components of famos.
Since famos uses a directed graph as the underlying space model, the detailed
road network of the city of Hamburg, consisting of more than 17,000 nodes and
48,000 edges, can be represented without problems (see Fig. 2). Edge attributes
modelling road types influence speed and route choice of couriers in relation to
their vehicle (bike or car). famos’s movement component is parameterised with
a model-specific rating function, which determines the duration of a move along
an edge depending on the courier’s vehicle and the edge’s attributes. This is the
only model-specific adaptation of the framework’s black box classes necessary
for the courier model.

The behaviour of office and couriers is complex enough to warrant mod-
elling on a higher level than the simple reactive or proactive components Simple
Behaviour and ProcessBehaviour provide. The fact that both individual behav-
iour and interaction of office and couriers are mainly controlled by events like
arrival or delivery of an order suggests the use of the StateMachine component.
The implementation of executable state diagrams in famos is compliant with the
UML semantics and supports hierarchical states, orthogonal regions, inter-level
transitions and internal transitions, i.e. reactions to events that do not involve a
state change. This makes it possible to model the part of a courier’s behaviour
regarding communication with the office as independent from the aspect of order
processing. Only the deliberative aspects of courier behaviour (deciding which
orders to take on and in which order to process them) are not yet supported by
components in famos and have to be implemented directly in the underlying
programming language Java.

Figure 2 shows the screenshot of a simulation run with the courier service
model, using empirical data from existing courier service companies amounting
to 200 couriers and 2200 orders per day.

6 Discussion

The segregation model shows typical features of a discrete event system and is
therefore well suited for the event-driven multi-agent simulation that this paper
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Fig. 2. Screenshot of the courier service model in famos. Courier agents are coloured
according to vehicle (red: car, green: bike) and current load (light: idle, dark: at least
one order) (Color figure online).

proposes. After the initialisation phase, where all agents have to check if they are
satisfied with their position, another check is only required if the local state of the
environment has changed. All changes in this model are due to either an agent
moving away from a position or an agent arriving at a new position. With a con-
stant duration for each move this results in a quasi-time-driven simulation – but
without the need to synchronously update all agents at each time “step”.

Since famos has agents receive a signal whenever a change occurs within
their area of perception or they arrive at a new position, an event-driven control
can be consistently implemented for the segregation model. A modeller just
has to specify the appropriate reaction to this signal – checking if the agent is
still content and possibly moving to a new position – in the agent’s behaviour
description.

The flexible space model allows to simulate the segregation model with differ-
ent grids without having to adapt the description of the agent’s behaviour. This is
due to the explicit representation of locations as Position objects, which results
in providing a layer of abstraction between the agents and the space model. In
addition, using a directed graph as the underlying space representation allows
for the uniform application of all movement strategies to different space mod-
els. Thus, the agents’ access to their spatial environment is independent of a
particular space model.
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The courier service model is an example of a much more complex system
that is also driven by events: The arrival of an order at the central office triggers
the allocation process whose successful termination – awarding of an order to a
courier – in turn triggers the pick-up and delivery process. Event-driven multi-
agent simulation as proposed in this paper allows for a natural modelling of this
system.

The empirical data available for the courier service model includes exact
times for external events, i.e. those events that affect the system boundaries:
arrival of orders and start and end of work of couriers. Depending on these
events, the times of all other events arise from the simulation of the system.
An event-driven time advance makes it possible to maintain the accuracy set
by the empirical data – given that the duration of all relevant activities can be
determined exactly enough. The courier service model applies the assumption
that uniform, state-independent activities like the order-related actions of the
office (receiving an order, announcing an order via radio, awarding an order to a
courier) on average always take the same time; thus they are assigned a constant
duration.

In contrast, the travel times of couriers and their response time to order
announcements depend on the current state of the system and therefore have
to be determined during the simulation. While the calculation of travel times
can simply be delegated to the framework famos due to its high-level support
of movement in space, the determination of how quickly a courier responds to
an order announcement via radio has to be done without framework support.
In the model, it is approximated by a courier’s interest in the order, which is
calculated from the potential profit and the courier’s current workload. The
interest is assumed to be inversely proportional to the courier’s reaction time,
i.e. the higher the interest, the sooner the courier will offer to take the order.

7 Conclusion and Outlook

Systems that are inherently driven by events can be found in such diverse appli-
cation domains as ecology (e.g. [14], p. 112), chemistry (e.g. [3], p. 26ff), financial
markets (e.g. [6]) and the courier service described in Sect. 5. If correct timing
of events is important for a system’s behaviour event-driven time advance is
necessary to adequately model such systems. The toolkit famos and its appli-
cation in the segregation model and the courier service model demonstrate that
event-driven multi-agent simulation is feasible when appropriately supported.
This means that not only are the technical requirements met by providing a
suitable simulation infrastructure, but also that support is offered at the level
of the agents and the environment. Particular focus lay on developing a flexi-
ble representation of space and comprehensively supporting movement in space
because the majority of agent-based models use an explicit space model with
mobile agents [9] and the movement needs to be adapted to the event-driven
approach.
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Many aspects of famos have so far been implemented only provisionally.
This pertains in particular to the support of data analysis and validation, for
which only the minimum requirements like recording simulation output data and
providing visualisations during a simulation run are met. Further components to
specify cognitive or deliberate agent behaviour are desirable. In addition, com-
bining several, task-specific behaviour components, which could be exchanged
at run-time, would allow for adaptive agents.
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7. Bordini, R.H., Hübner, J.F.: Agent-based simulation using BDI programming in
Jason. In: Uhrmacher and Weyns [39], pp. 451–476

8. Daniel, G.: Asynchronous Simulations of a Limit Order Book. Dissertation, Uni-
versity of Manchester, Faculty of Science and Engineering (2006)
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Abstract. Agent-based modeling and simulation (ABMS) became an attractive
and efficient way to model large-scale complex systems. The use of models
always raises the question whether the model is correctly encoded (verification)
and accurately represents the real system (validation). However, achieving a
sufficiently credible agent-based simulation (ABS) model is still difficult due to
weak verification, validation and testing (VV&T) techniques. Moreover, there is
no comprehensive and integrated toolkit for VV&T of ABS models that dem-
onstrates that inaccuracies exist and/or which reveals the existing errors in the
model. Based on this observation, we designed and developed RatKit: a toolkit
for ABS models to conduct VV&T. RatKit facilitates the VV&T process of
ABMS by providing an integrated environment that allows repeatable and
automated execution of ABS tests. This paper presents RatKit in detail and
demonstrates its effectiveness by showing its applicability on a simple well-
known case study: predator - prey.

Keywords: Agent-based modeling and simulation � Model testing � Verifica-
tion and validation

1 Introduction

Agent-based modeling and Simulation (ABMS) is a very multidisciplinary complex
system modeling and simulation technique, which is has been used increasingly during
the last decade. The multidisciplinary scope of ABMS ranges from the life sciences
(e.g. Biological Networks [6], Ecology [7], social Sciences [8], Scientometrics [9] to
Large-scale Complex Adaptive COmmunicatiOn Networks and environmentS
(CACOONS) [10] such as Wireless Sensor Networks and the Internet of Things
(IoT)). While in some domains, ABMS is used for understanding complex phenomena,
in other domains it is used for designing complex systems. However, whatever the
objective is, in all of these domains large sets of agents interacting locally give rise to
bottom-up collective behaviors. The collective behaviors of agents, whether emergent
or not [11], depend on the local competences, the local perceptions and the partial
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knowledge of agents as well as the global parameter values of the simulation run.
A slight difference in any of these properties (whether intentional or not) may result in
totally different collective behaviors. Such a consequence leads either to a misunder-
standing of the system of interest or a bad system design.

Besides, despite all ABMS platforms are developed by computer scientists, the
users of these platforms (i.e. The developers of ABMS models) are more heteroge-
neous. Depending on the application domains, they can be (1) computer scientists that
are building ABS models for their domains, (2) non-computer scientists that are
building models for their domains or (3) computer scientists that are working closely
with non-computer scientists. On the one hand, non-computer scientist modelers are
experts in their domains (i.e. Domain experts) and are said to be capable of building the
right models. However, translating these models into their corresponding software
models (i.e. ABS models) can sometimes be problematic and open to mistakes.
Moreover, since they have less expertise concerning software development, it is a big
mystery as to whether they are building the models right or not. On the other hand,
computer scientist modelers are better at building models correctly, but they usually
lack the expertise to build the right models.

In this sense, correct design and implementation of ABS simulation models are
becoming highly important to increase reliability and to improve confidence. The use of
models always raises the question whether the model is correctly encoded (verification)
and accurately represents the real system (validation). Model verification deals with
“building the model right”while model validation deals with “building the right model”,
as stated in [1]. Model verification is the process of determining that a model is meeting
specified model requirements and reflecting the system of interest accurately. Also,
model validation is the process of determining the degree to which a model is an accurate
representation of the system of interest from the perspective of the intended modeling
objectives. Both verification and validation are processes that gather evidence of a
model’s reliability or accuracy; thus, verification and validation (V&V) cannot prove
that a model is definitely correct and accurate for all possible scenarios, but, rather, it can
provide evidence that the model is sufficiently accurate for its intended use [27].

In the literature, there are two main focuses for building accurate ABS models:
model fitting and model testing [28]. For both of these focuses the ultimate goal is to
have an ABS model that appropriately mimics the real system, however each focus has
different ways to achieve this. Model testing demonstrates that inaccuracies exist in the
model and reveals the existing errors in the model. In model testing, test data or test
cases are subject to the model to see if it functions properly [2]. Model testing focuses
on observable behaviors of the real system according to the experimental or real data.
On the other hand, model fitting focuses on achieving non-observable behaviors of the
real system that are not gathered with scientific or experimental methods. Even though
these focuses are at opposite ends of the spectrum, and certainly hybrids of these
focuses offers the solution of aforementioned V&V requirements of ABS models.

Model testing and model fitting, are general techniques that can be conducted to
perform verification and/or validation of ABS models. In this study, we extend the
model testing scope with the requirements of model fitting. We aimed to enrich model
testing methods with test scenario visualization, visual tests and logging support in
order to support model fitting, especially for domain experts and non-computer
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scientists. As [12] points out traditional testing techniques for VV&T cannot be
transferred easily to ABS. There are some efforts [13–17], but these studies do not
directly deal with model testing processes and focus on late validation and verification.
As well, there are few proposed model testing frameworks to conduct validation and
verification throughout the model testing process [15, 18, 19]. Among them, [18]
proposed an integrated testing framework, but unfortunately this framework not easy to
use for non-computer scientists.

Based on the above observations, our desire is to develop an automated and inte-
grated testing framework for ABSs in order to facilitate the model testing process for all
types of model developers. Towards this objective, we took the generic testing
framework proposed by Gürcan et al. [18] and improved it one step further by taking
into account the requirements of testing frameworks for ABMS. Previously, testing
requirements for ABMS are defined and testing levels of ABMS that can be subject of
the model testing process are clarified in our previous studies [18, 22]. We also revise
our multi-level testing categorization by keeping in sight the requirements of ABS
testing frameworks.

2 Requirements of Agent Based Simulation Testing
Frameworks

VV&T leads the simulation model development to increase understanding of the
potential of models and to decide when to believe a model, and when not to, and to
interpret and to use the model’s results [29]. However, it should be noted that VV&T is
not a silver bullet. VV&T also has some limitations and constraints. Apparently, one
intending to design a testing framework should take into consideration the requirements
below.

• Integrity: Testing of the model is not separate from the model development
(especially since it covers the verification). Rather, these tasks are tightly coupled,
since a testing framework for ABMS should be integrated or pluggable to the
simulation environment in order to behave like a simulation engine, to interpret the
model outputs and to execute the testing criteria corresponding to the evaluation
rules. Thus, applying VV&T in the early steps in model development can be easily
achieved.

• Multilevel Testing: Multilevel testing involves testing the model elements at dif-
ferent levels of organization; micro-, meso- and macro-levels. Due to the multilevel
nature of ABMS [25] and experiences reported in the literature [26], obviously a
testing framework dedicated to ABMS should support multilevel testing as dis-
cussed in other studies [18, 22, 24]. Corresponding to the multilevel testing, model
components tested at lower levels can be used in upper levels. So, multilevel testing
does not distinguish testing requirements. Rather, it presents a systematic way to
test simulation models iteratively.

• Automated Testing: Automatic testing is the capability of executing model tests
together and individually. Multilevel tests are not independent from each other.
Moreover, each level is a prerequisite of the upper-level for proper testing. Testing
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model with the model development in a multilevel manner systematically organizes
the model to achieve intended reliability and accuracy. Therefore, automated testing
is the essential requirement for the complementarity of the testing levels. Thus, the
impact of the new model components or behaviors added to the model can be easily
understood without any extra effort.

• Monitoring: Monitoring the simulation models, the behaviors of agents, or
occurrence of special or unexpected cases are the main expectations for testing.
Monitoring an agent in micro-level, a group of agent in meso-level or the whole
model in macro-level testing is the main requirement to evaluate models. Such a
testing framework should provide evidence to the modelers in order to assess about
the model behaviors or outputs. However, monitoring should be conducted without
any intervention to the model behavior if we want reliable information about the
model. Most of the existing monitoring efforts [15, 18] prefer to intervene in the
scheduling of agents, agent behaviors or the simulated environment. In this case,
observations gathered may be different from the real outputs of the model.

• Parameter Tuning: Simulation parameters are the key values for the model and
affect the simulation behaviors. A dedicated testing framework should provide
parameter tuning capability [5] to the modeler to find appropriate parameter values,
showing the domino effect between parameters, testing the variety of parameter
values, drawing the boundaries for the parameter value set, testing the parameter
sensitivity, etc. To perform parameter tuning modelers choose to run the model
multiple times with different initial values in order to find the appropriate values.
But instead of such a testing framework supports parametric test scenario definition
can handle this issue.

• Presenting Model Observation: Evaluation of the model observations against the
real data is the subject of testing [2]. Model observations are not only final outputs,
but also the data that are captured at any time during the model execution.
An observation value can be the value of an agent attribute, state, parameter,
environment parameter or resource. Presenting observations to the modeler con-
tributes to evaluate the potential of the model.

• Visualization Support: VV&T of ABMS do not only focus on quantitative
methods [15]. Especially for non-computer scientists, a testing framework should
present visual outputs to support model fitting[]. However, visualization is not only
to visualize the simulation execution, but also to present or to summarize obser-
vations. Drawing a graphical representation of observation history should help
modelers to review simulation execution or the behaviors of the agents. In this
sense, modelers can monitor the behaviors of agents or a group of agents with
different conditions without any extra effort. To perform VV&T based on classical
quantitative techniques narrows the VV&T perspective. However, a testing
framework that is enriched with the support of visualization provides a broader
perspective in order to evaluate the potential of the model.

• Logging: Logging [15] is presenting a history of the model execution to the
modeler. Some of the situations not considered in a test scenario can be determined
with the help of logs. Especially in meso- and macro- testing levels, when the
number of agents in the model under test increases, the impact of logging during
assessment can be easily achieved. Reviewing logs help modelers to monitor the
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model behaviors easily. Logging should be optional and should support logging
levels in order to avoid confusion.

• Ease-of-Use: Testing proposals [13–17] for ABS is hard-to-use and requires extra
effort. VV&T is difficult enough for modelers because of its nature. Therefore, it
should be identical to the model development to address all modelers, especially
non-computer scientists. Thus, modelers do not need to any extra effort to perform
model VV&T.

It’s inevitable that such a testing framework for ABMS should support these
requirements. Towards this objective, we designed and developed RatKit for ABMS to
facilitate the model testing process taking into consideration ABMS audience
requirements and expectations.

3 Related Work

There has been little work that specifically addresses testing of ABSs and also simu-
lation models.

MASTER is proposed by Wright et al. [19], is a simulation model testing frame-
work for ABSs and compatible with the MASON. MASTER is an external testing tool
that provides defining acceptance tests for simulation models. MASTER aims to detect
suspicious simulation runs corresponding to the user defined assertions. The modeler
defines normal situations, facts, constraints and abnormal situations for the model
under test; the framework monitors the simulation runs and evaluates deviations from
the normal situations. MASTER is a semi-automatic testing tool and only focuses on
prepared simulation models. Rather than developing credible simulation models, it
focuses on final VV&T process.

VOMAS, proposed by Niazi et al. [15], is one tool for VV&T of ABMS. They
propose using a group of specialized agents; agents specialized in monitoring and
testing, over an overlay network to conduct the VV&T process. The agents of the
overlay use defined constraints in order to detect unusual behaviors, and report vio-
lations if they occur. However, it is not clear how the constraints for the overlay agents
are derived and how observations are evaluated. And also, monitoring of the model
agents is not clarified. Intervention into the simulation agents breaks the normal sim-
ulation run and VV&T gets further away from its main objective.

4 RatKit: A Repeatable Automated Testing Toolkit
for ABMS

RatKit (Repeatable Automated Testing toolKIT) is a testing toolkit to facilitate model
testing. Testing requires the execution of the model under test as stated in [18]. In this
context, each specific model designed for testing is called Test Scenario. Each Test
Scenario is defined for specific purpose(s) and includes the required test cases, activ-
ities, sequences, and observations. Observations are collected by the Test Environment
during the execution of the test scenario. The Test Agent is responsible for evaluating
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these assertions according to the collected observations in order to check if these
testable elements [18] behave as expected or not.

4.1 RatKit Architecture

The UML model of the RatKit is given in Fig. 1. RatKit uses Junit1 testing infra-
structure for all testing purposes like assertions, test runners, etc. RatKitRunner is the
main class for the architecture and the Junit test runner for simulation tests. When a test
class is annotated by the annotation @RunWith (RatKitRunner.class) all test methods
of the test class are evaluated by the TestAgent. RatKit toolkit is implemented for the
Repast simulation environment [23] (RatKit4Repast2).

RatKitRunner first initializes the given test scenario for each test method and
creates test scenario elements using RatKitScenarioLoader. RatKitScenarioLoader
creates the necessary test scenario files corresponding to the defined test method
parameters. RatKit provides test developers to define parametric, periodic and
repeatable test executions with the @RatKitTest annotation. RatKitScenarioLoader
evaluates the defined parameters for the test scenario and decides the type of test
execution. Each RatKitParameter definition corresponds to a simulation model
parameter. RatKitParameter values can be constant, number, value iterations like 0 to
100, or a list of values. RatKitParameterSweeper evaluates these parameter definitions
and triggers the RatKitRunner for parametric/periodic test scenario executions.

Fig. 1. RatKit architecture (UML class model)

1 JUnit. http://www.junit.org (Accessed: July 2014).
2 RatKit4Repast http://code.google.com/p/ratkit (Accessed: September 2014).
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The test scenario is a sub-model of the model in order to achieve expected
behaviors. For simulation tests, each test, corresponding to the testing levels, should
have at least one observation point definition. TestAgent executes the assertions cor-
responding to the observation results. There are two types of observation definitions:
SimpleObservationPoint (SP) and AggregateObservationPoint (AOP). SP definitions
provide gathering model element properties; a property of an agent or an environment
variable. AOP definitions provide summarized results for the model under test using
aggregate functions (count, max, min etc.). Each observation point definition is handled
by the RatKitRunner and presents it to the TestAgent during the execution of the test
cases as an ObservationResult. Each observation result is time stamped, when it’s
observed and by whom (agent identifier) if required. RatKitTestEnvironment holds the
current observation history, a map of the observation results gathered during the
execution, and presents to the TestAgent. According to the test execution behavior of
the developer, TestAgent executes evaluations (assertions) corresponding to the
observations.

5 Case Study: Predator Prey

In this section, we demonstrate the effectiveness of RatKit and its applicability on a
well-known case study: Predator Prey. We use a model of wolf-sheep predation [4] of
the Repast Simphony [23] that is intentionally simple as an introductory tutorial. While
the example is not intended to show real VV&T phenomenon, the model’s complexity
is high enough to illustrate developing ABMS tests.

This model represents a simple variation of predator prey behavior using three
agent types: wolf, sheep, and grass. Both the wolves and sheep move randomly on a
grid, and lose energy. The wolves and sheep need to feed in order to replenish their
energy, and they will die once their energy level reaches zero. Wolves prey on sheep
and may eat them if the two are located in the same spatial position. Sheep may
similarly eat grass if the sheep is located on a patch that contains living grass.

In the case study, all of the possible test scenarios are implemented corresponding
to our testing levels. It’s ready for download in the Ratkit website. Because of page
limits we only present a meso-level test: wolf agent prey on a sheep agent. The
definition of the test scenario is shown in the Fig. 2. WolfSheepInteractionScenario-
Builder class defines the test scenario. In the scenario, there are two fake agents [18]:
FakeSheep, FakeWolf. These agent classes are extended from original agent classes to
prevent random movement of the real agent classes. The real purpose of the test
scenario is to test the interaction between wolf and sheep agent in the same spatial
position. Therefore, both of the scenario agents are located in the same (20, 30)
position. We expect at the first tick of the test execution the wolf agent will prey on the
sheep agent in the same spatial position.

The test method of the test scenario is shown in Fig. 3. Case study test cases are
defined by the wolfEatSheep method which is annotated by the @RatKitTest anno-
tation. The test method annotation includes the definitions of test scenario, execution
parameters, simulation model parameters and observation points. In our test scenario,
sheepgainfromfood, wolfgainfromfood, wolfreproduce, sheepreproduce are model
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parameters. These are required parameters for the initialization of agent instances and
also parameter values which affect agent’s behaviors in the simulated environment.
Sheepgainfromfood, wolfreproduce, sheepreproduce are constant type parameters. And
wolfgainfromfood parameter type is defined as the number (type = NUMBER). In the
execution of simulation tests, the parameter value will be increased from 5 to 10 by the
RatKit infrastructure.

In this scenario, we intend to test the wolf agent to see whether it gains energy and
the sheep agent dies. Firstly, we need to monitor the energy value of the wolf agent. For
this reason, we define a simple observation target SimpleAgent class instance (we want
to monitor all wolves in the simulated environment) by collecting the values of the
“getEnergy” method with the identifier “getLabel” value. Observation results are
presented to the developers with an identifier and a time value (in which tick obser-
vation result is gathered).

In test cases, we need to separate which result belongs to which agent. In the
definition of test scenarios, we define the identifiers of the agents like “wolf1” and
“sheep1”.

Another purpose of the test case to test whether the sheep agent has died (removed
from the simulated environment). For this reason, we define an aggregate observation
point for counting the sheep agent instances in the environment for each tick of the
simulation run. The aggregate observation point targets the Sheep agents by using the
“count” aggregate function which is named as “sheep_count”.

In that test method body firstly an instance of the RatKitTestEnvironment class is
initialized. This class is responsible for presenting observation results to the developers.
To test whether the wolf agent gains energy from the eating behavior that is executed in
the first tick (tick value is 1.0), we need to get observation results of the “getEnergy”
observation results of the initial and final ticks. The wolf agent is created with an initial
energy; its energy is decreased by one for each simulation tick and in the first tick the

  WolfSheepScenarioBuilder  Preda-

torPreyScenarioBuilder { 
 @Override 

  createAgents() { 

Wolf wolf =getEnvironment().fakeWolf("wolf1"); 
Sheep sheep = getEnvironment().fakeSheep("sheep1"); 
getContext (). add (wolf); 
getContext().add(sheep); 
Grid grid = getContext().getProjection("grid"); 
grid.moveTo (sheep, 20, 30); 
grid.moveTo (wolf,  20, 30); 
 } 
} 

Fig. 2. Test scenario definition
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wolf agent gains energy by eating the sheep agent. These values are evaluated based on
the model parameter “wolfgainfood” value.

Another purpose of the test method is comparing the initial and the final sheep count
in the environment. For this reason, we get the “sheep_count” observation results of the
initial and the final tick value. And we expect here that there are no sheep in the final tick.

Fig. 3. Test method definition
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6 Future Works and Conclusions

This paper has introduced RatKit and its VV&T approach against ABMS. A tool
supporting all needs and aforementioned requirements for VV&T targeting ABMS is
an important lack. Our main motivation is filling this gap by the development of
RatKit.

Currently using RatKit, users can define simulation tests according to their VV&T
purposes. All of the tests are implemented by the users. However, for future work we
intend to support automated test case generation from the test scenarios. Most of the
testing requirements for the models except domain specific ones have some common
points. So, automatic generation of common test cases will be supported by RatKit next
versions. In this study, we defined the requirements of ABMS testing frameworks.

Besides, as we mentioned before, a testing framework leading to right design and
implementation of ABS models are highly important in order to be able to increase
their reliability. For another future work, we intend to define a test driven development
methodology for ABMS. Trying to verify, validate and test the ABS models after
model building makes ABS development more complex. Such a test driven develop-
ment methodology that is supported by a testing framework is another gap in the
ABMS literature.
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Abstract. Many previous societies have killed themselves off and, in the
process, devastated their environments. Perhaps the most famous of these is that
of “Easter Island”. This suggests a grand challenge: that of helping discover
what kinds of rationality and/or coordination mechanisms might allow humans
and the greatest possible variety of other species to coexist. As their contribution
towards this, the agent community could investigate these questions within
simulations to suggest hypotheses as to how this could be done. The particular
problem for our community is that of designing and releasing a society of
plausible agents into a simulated ecology and assessing: (a) whether the agents
survive and (b) if they do survive, what impact they have upon the diversity of
other species in the simulation. No other community is currently in a position to
explore this problem as a whole. The simulated ecology needs to implement a
suitably dynamic, complex and reactive environment for the test to be mean-
ingful. In such a simulation, agents (as any other entity) would have to eat other
entities to survive, but if they destroy the species they depend upon they are
likely to die off themselves. Up to now there has been a lack of simulations that
combine a complex model of the ecology with a multi-agent model of society –

there have been complex models of society but with simple ecological repre-
sentations and complex ecological models but with little of human social
complexity in them. In order for progress to be made with humanity’s challenge,
we will have to move beyond simple ideas and solutions and embrace the
complexity of the socio-ecological complex as a whole. A suitable dynamic
ecological model and simple tests with agents are described to illustrate this
challenge, as the first steps towards a meaningful test bed to under pin the
implied research programme.

1 The Dangers of Ecological Damage and Societal Collapse

The evidence is overwhelming that, many times, humans have destroyed the ecologies
they inhabited to their own and other species detriment – sometimes causing whole
settlements or civilizations to disappear. Examples include: the inhabitants of Easter
Island who built its famous stone statues in a race for status and killed all trees on the
island in the process [13], or the Mayan civilization where a combination of increasing
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climatic aridity, demands of agriculture and societal conflicts lead to an abandonment
of their impressive step temples in the jungle [15]. However you look at it, humans
have a profound effect upon the ecosystems they come into contact with, even to the
extent that (as some have argued) we are in the middle of the sixth great extinction
event – the Holocene [11].

However, how humans will effect a particular ecosystem is not always clear –

sometimes it seems that a balance between humans and the rest of the ecosystem is
established, but at other times, the arrival of humans can only be described as cata-
strophic [8]. The “Social Intelligence Hypothesis” [12] suggests that the main adaptive
advantage that our brains give us is our ability to socially organize. In this view our
brains provide us with social intelligence first (for example abilities to: recognize other
individuals, to develop a personal identity relative to a group, to be able to commu-
nicate, to be sensitive to status, to imitate, to train our offspring for a long time, and to
adsorb a whole culture when experienced over a long time); any “general” intelligence
we have as individuals is a by-product of these social abilities.

Due to these social abilities, groups of humans can inhabit a variety of ecological
niches. They do this by adapting to a niche in terms of developing a body of knowledge,
including words, ideas, techniques, social norms, systems of value and ways of orga-
nizing, that enables the group to survive there [14]. Once established, this body of
knowledge can be passed down to new members of the group so that the group can
retain its ability to survive in that niche over time. Broadly, this set of knowledge can be
associated with the culture of the group. Thus, the abilities of groups of humans can
change far more rapidly than that of most animals that have to rely on genetic evolution.
Humans are thus at a distinct advantage in terms of any adaptive “arms race” with other
species. Their social intelligence has equipped them to survive in a hostile and unpre-
dictable world, ensuring their own immediate survival as their priority (as with other
species).

However, they do not necessarily plan for the long-term and can cause such a
degree of environmental damage to the niches they inhabit that they endanger the
survival of their own group [8]. In this way, the arrival of humans within a system of
ecosystems can have a profound impact – not merely changing the extent of extinction
but also the whole way that the dynamics of that ecosystem works. The abilities of
humans are over-tuned towards immediate survival, with the contrary result that, in the
longer-term, they grab resources to themselves in a way that can jeopardize their own
group survival. Now that humans, using their technology, can inhabit almost any
ecological niche on earth, any ecological disaster that we cause might well not be
limited to a particular niche but may affect us globally.

The wider challenge for humanity is to find a way of living on our planet, however
that is, in order to ensure our own long-term survival along with the survival of the
greatest possible diversity of other species. This may involve the development of new
coordination mechanisms that might allow a planet of people to agree to binding,
mutual plans of action. It may involve educating people in certain ways of thinking that
will change how we look at and plan for the future. It may require the construction of
new ways of communication or new incentive schemes to encourage and spread more
sustainable lifestyles. However it is almost impossible to see how any of these inno-
vations would actually work without trying them, and we do not have time to try all of
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them before significant ecological disaster is upon us. Thus it is that agent-based
modellers might have a particular part to play in solving this.

2 The Particular Challenge for the Multi-agent Community

What that multi-agent based simulation could do towards solving this project is to help
pre-select which strategies are worth trying. This would involve building up a test-bed
that is realistic enough that human survival strategies could be tried out and some of the
complex consequences understood. In this was MABS could contribute to the devel-
opment of viable ways of living, and hence make a real contribution to the survival of
our and other species on this planet. This challenge can be seen as an amplification of
that implicitly posed in [2] or else a contribution to that of [7].

There have been many agent-based simulations addressing the interaction of man
with the environment, going back (at least) to 1994 [1] (see [3] for a review). Individual-
based ecological models go back even further (see [9] for a review). However to fully
address this challenge we need to have a multi-agent model concerning human decision
making and social interaction combined with an individual-based model of an ecology
that more fully reflects the dynamism and complexity of real ecologies. Up to now,
models of humans interacting with their environment have had either a relatively simple
model of human interaction or a simple model of the ecosystem they are embedded in
(such as a systems dynamic model). As it said in [6] in 2012:

“…The more serious shortcomings of existing modelling techniques, however, are of a struc-
tural nature: the failure to adequately capture nonlinear feedbacks within resource and
environmental systems and between human societies and these systems.” (p. 523)

In other words, to fully address this challenge we need to start to understand how
the complexity of human cognition, the complexity of human society and the com-
plexity of dynamic ecologies might interact. Otherwise, we might miss some of the
complications that might affect our and other species survival. Merely playing with
abstract ideas or hypotheses, however attractive and plausible they are to us, is unlikely
to be sufficient – the combined socio-ecological complexity is simply too great, and any
assumptions to the contrary likely to be wishful thinking [9]. Thus, to really contribute
something beyond computational analogies to the debate we need to move to simu-
lations that capture more of the observed complexity of the problem. This paper
represents a step in this direction – towards the construction of a test-bed that will allow
different survival strategies to be experimentally evaluated in a model that is realistic
enough to reveal some of the otherwise unpredictable consequences.

The Socio-Ecological Test-Bed. To ensure that the environment in which the agents
representing humans and their society is sufficiently challenging, we require a model
where:

(a) The environment needs to include space, so that there can be a differentiation in
terms of niches and allow for some spatial migration between locations

(b) The environment needs to include niches with different characteristics, for
example deserts (which can not sustain life) and natural barriers to migration
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(c) Complex food webs of species need to be able to develop within each niche either
extracting resources from the environment or other individuals (predation)

(d) New species need to be able to evolve in response to the pressure of the envi-
ronment, other species and humans

(e) Agents representing humans need to be embedded within these niches, needing to
use/eat other species to enable their own survival

Once such a test bed is established, the challenge would be implemented in several
phases:

1. Bed in the ecology. Run the ecological model for a while to allow a rich and
dynamic ecology to evolve.

2. Inject the human agents. Then place a small society of agents with given cognitive
and social abilities into the ecological simulation.

3. Assess the result. After a suitable period of simulation time assess the outcome.

The assessment of the final state of the simulation could be done in a variety of
ways, including:

• Measuring the diversity of the ecology, for example the average genetic difference
between individuals, as in [5] (excluding humans).

• The species-number distribution – how many species are there with a population of
at least 2n, where n varies (the “Species Abundance Distribution” of [10].

• The number of trophic layers that have survived for a period of time since the
injection of human agents, shown by the distribution of trophic layers.

• The health of the society of agents, in terms of the number of surviving humans and
its variability over time.

Measures such as these can be brought together to assess the sustainability/health of
the socio-ecological system as a whole.

Thus this challenge can be encapsulated as follows:

To design plausible cognitive and social abilities that, when implemented in agents and
assessed in the above way, reliably result in a sustainable and healthy socio-ecological
system.

3 Towards a Socio-Ecological Test-Bed

To illustrate such a test-bed, I describe a simulation test-bed that meets the stated
criteria, has been tested with simple agents representing humans, and assessed in some
of the above ways.

The Basic Set-Up. In this, entities, plants, herbivores and predators, are represented as
individual objects. They inhabit one of a number of patches arranged in a 2D grid that
makes up the world. Each patch is well mixed so that interactions within that patch are
random, but there is a probability that each individual can migrate to one of the four
neighbouring patches each tick. Each patch and individual has a binary bit-string that
represents its characteristics. There is a basic energy economy; so that energy is
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‘rained’ down into the world (each tick), divided equally between patches, and which
ultimately drives the whole ecology. These bit-strings and a fixed random interaction
matrix, described below, determine whether an individual can extract energy from a
patch or predate upon another. The bit-string of any individual is passed to any progeny
but there is a probability that one of the significant bits of their characteristic is flipped
at birth.

Species Abilities and the Energy Extraction/Predation they Allow. Key to this
understanding this simulation is how it is determined whether individuals can extract
energy from a patch or predate upon another. This method is adapted from that in [4].
A random interaction matrix with the dimensions of the length of individuals’ bit-
strings is generated at the start of a simulation. It is filled with normally distributed
random floating-point numbers (mean 0, SD 1/3). This interaction matrix determines
which entity can eat another entity as follows: (1) the non-zero bits of the predator
select the columns of the matrix, the non-zero bits of the potential prey select the rows;
(2) the intersection of the selected rows and columns determine a set of numbers,
(3) these are summed; (4) if the sum is greater than zero the predator can eat the prey, in
which case the prey dies and the predator gains a percentage of its energy value (the
rest is lost). This calculation is illustrated in Fig. 1.

Essentially the same process is used to determine which entities can extract energy
directly from the environment, except that the part of the prey is taken by the patch with
its bit string (padded with zeros to reach the appropriate length). In this case only those
with scores greater than zero get any of the patch’s energy. The patch’s energy is
divided between all qualifying individuals in proportion to their score against the patch.
This scheme has the consequence that no individuals can extract energy from a patch
with a bit-string of all zeros (a ‘desert’).

This interaction scheme allows complex food webs to be evolved, for example via a
genetic “arms-race” between predator species and prey species, since it allows for

Fig. 1. The use of the interaction matrix to determine predation as well as energy extraction
from a patch to give its relative fitness
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adaption with respect to another specific species. It also allows for competitive adaption
to particular kinds of patches. In other words fitness is not an absolute number but
relative to the environment and the other existing species, if it extracts energy from this,
or another species. Reference [4] showed that this kind of scheme can be used to evolve
complex ecologies with plausible characteristics including food webs with similar
network characteristics to those of observed food-webs (however this was for a single
patch).

Simulation Execution. At the start of the simulation, the random interaction matrix is
generated. Each patch is allocated a random bit-string with the given number of bits,
padded out with zeros to make it the same length as individuals’ bit-strings. The
“environmental complexity” is the number of significant characteristics that patches
can have – the number of bits in their bit-string. Bit strings of length 2 allow for 4 types
of patch, of length 3 for 8 types etc.

The simulation starts with no individuals. Each tick:

• Energy Distribution. A fixed amount of energy is added to the model, equally
divided between all the patches.

• Death. A life tax is subtracted from all individuals, if their total energy is less than
zero it is removed.

• Initial seeding. (In the initial phase), until a viable population is established, a single
random individual is introduced with a given probability each tick.

• Energy extraction from patch. The energy stored in a patch is divided among the
individuals on that patch that have a positive score when its bit-string is evaluated
against the patch’s bit-string (in the above manner) in proportion to its relative
fitness, at the simulation’s efficiency rate.

• Predation. In a random order, each individual is randomly paired with a given
number of others on the patch. If it has a positive dominance score against the other,
the other is removed and the individual gains a fixed proportion of its energy, given
by the “efficiency” parameter.

• Maximum Store. Individuals can only retain so much energy, so any above the
maximum level set is discarded.

• Birth. If an entity has a level of energy > the “reproduce-level”, it gives birth to a
new entity with the same bit-string as itself, with a probability of mutation. The new
entity has an energy of 1, subtracted from the energy of the parent.

• Migration. With a probability determined by the “migration” parameter, the indi-
vidual is moved to one of the neighbouring 4 patches.

4 Typical Behaviour of the Basic Simulation

There are four different ecological kinds of outcome observed in this model: (1) a non-
viable outcome where nothing thrives or reproduces, defined as being fewer than 10
individuals in the whole space, (2) a situation where one, or two, plant species dom-
inate, (3) a plant ecology, not case 1 or 2, with no herbivores or higher predators and,
(4) a mixed ecology like case 3 but with herbivores and higher predators. In practice if
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there are fewer than 10 individuals there are usually one or no individuals within a few
simulation ticks, and if there are either one or two species or many. Thus although the
division is somewhat arbitrary, it very clearly distinguishes four cases between
observed simulation trajectories. Furthermore these four kinds tend to persist for many
simulation ticks so that each can be meaningfully identified. These are each described
with outcomes from a typical run below. Some of the later results will be in terms of the
occurrences of each of these four types.

Each description is accompanied with three figures (left) is a visualisation of the
patches and individuals, the colours of the background patches indicates its bit-string,
plants are indicated by a small star, individuals higher up the food-chain are indicated
by a circle whose size is related to how many other individuals they have eaten; (centre)
is a graph of the number of species over time; and (right) is a graph showing the
number of individuals of each trophic level on a shifted log scale.

Non-Viable Ecology. Here species do not manage to extract any energy from the
environment, so any introduced species quickly starve with no reproduction. There is
only ever one individual since when this one dies a new random one is introduced
(Fig. 2).

Dominant Species Ecology. Here one, or a few, species dominate. The dominant
species is both a plant and a predator, eating any new other species that appear. Thus,
occasionally individuals are classified as belonging to a higher order trophic level,
although no other species manages to achieve a long-term survival. Very occasionally
two or three dominant species occur, each destroying the others that wander into the
patches they dominate (Fig. 3).

Fig. 2. Typical Non-Viable Ecology (left) the world state (middle) Number of Species (right)
Log, 1 + Number of Individuals at each trophic level

Fig. 3. Typical Dominant Species Ecology (left) the world state (middle) Number of Species
(right) Log, 1 + Number of Individuals at each trophic level
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Rich Plant Ecology. In this case a rich plant ecology develops where many different
species compete as to their efficiency in extracting energy from the different kinds of
patch, and are resistant to potential herbivores who, if introduced, simply starve.
In terms of the number of individuals this state often produces the greatest number of
species and the highest population (in terms of number of individuals). Species only
gradually replace older ones as they marginally out-compete them in terms of energy
extraction (Fig. 4).

Mixed Ecology. In the last case, successful herbivores and higher predators evolve to
produce a highly dynamic ecology. There is a continual “arms race” both in terms of
bit-string evolution as well as over the space of patches. There are typically far fewer
species than in the rich plant ecologies since many plant species are wiped out. This
typically results in a power law in numbers of individuals at each trophic level with an
order of magnitude between the prevalence of each layer. Here you get a more constant
replacement of older species as found in [8] (Fig. 5).

The ‘Human’ Agents. Broadly speaking, the agents representing humans should be
processed in manner similar to any other individual with only a few differences. The
most important difference is in the acquisition and passing on of techniques among
their own group. Thus their “bit string” that determines their ability to predate upon (or
resist being predated upon) is not determined genetically but can be learned socially by

Fig. 4. Typical Herbivore Ecology (left) the world state (middle) Number of Species (right) Log,
1 + Number of Individuals at each trophic level

Fig. 5. Typical Mixed Ecology. (left) the world state (middle) Number of Species (right) Log,
1 + Number of Individuals at each trophic level
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imitation from parents and/or peers. Whether an agent predates upon another individual
and when it moves to a neighbouring patch could be part of what is determined by the
agent’s decision processes. One might well set the required minimum energy that
humans need to give birth as much higher than for other individuals and allow them to
store more energy. They might have a complex social structure with food passing
between themselves according to its rules (e.g. an internal economy). They may have a
tribal structure that allows each individual to recognise others from their own tribe and
those who are outsiders, which may affect their behaviour. Many other extensions are
possible to reflect other human attributes, e.g. warfare between groups, deliberate
planting of crops or hoarding.

Some Illustrative Results. Figure 1 shows the a graph of the number of species in a
typical initial stage of the model, showing the development of plants, then herbivores

and finally predators, providing a suitably complex and dynamic environment, with a
range of trophic levels, ready for the injection of agents representing humans.

To give a simple flavour of some of the possible results, some very simple agents
were injected at the point indicated in Fig. 6. Then the simulation was run for a further
1000 simulation ticks with different migration rates (the probability any entity or agent
would move to a nearby patch in the 2D grid). 25 otherwise independent runs were
performed both with and without ‘human’ agents added, and the final mean ecological
diversity measured.

Typical Behaviours in a Run with “Human” Agents Injected. There seem to be a
variety of different kinds of trajectory possible once the agents have been introduced
into the model.

One possibility is that they do not manage to predate upon any existing organisms
and rapidly die out. In this case they have little impact upon the ecology. Another is
that they predate only upon a thin top layer of ‘herbivores’/‘predators’ and then die out
after they have eliminated any of those around themselves. This has the effect of a
temporary depression in the numbers of these, which recover as soon as the agents have
gone. These are not illustrated since they are obvious.

A third, more catastrophic possibility is that the agents predate upon all the other
individuals in the simulation, allowing a population explosion that eventually results in

Herbivores
Appear

First Successful
Plant

Simulation
“Frozen”

Carnivores
Appear

Fig. 6. A typical run of the model during the “Bedding In” phase, making the state of the
simulation suitable for the injection of agents representing humans
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the consumption of all other entities in the world, after which the agents gradually
starve. This is the sequence illustrated in Fig. 7.

A fourth possibility is that some kind of spatial predator-prey dynamics emerge for
a while between agents and other entities. An illustration of this is in Fig. 8. Here
“waves” of agents develop, consuming all in their path but in such a pattern that new
clumps of entities develop in the patches they have disappeared from (due to the
previous elimination of food). This is a spatial “cat and mouse” situation, which
depends upon the agents not spreading evenly but accidently leaving patches and those
patches being able to be seeded by other entities and thriving there.

A graph of their numbers may look like classic predator-prey dynamics such as in
Fig. 9, although this apparently simple summary might not reflect what is happening
within a more complex spatial dynamic. There are, of course, more complex mixes of
dynamics where the pattern is not so distinguishable to the eye.

Some Illustrative General Results. As we see from Figs. 10 and 11 below, the agents
have a consistent and negative impact upon the ecologies of other entities they invade,
but, generally, a higher negative impact at higher levels of migration, which tends to
make the ecologies more uniform. However, as Fig. 10 indicates, this is far from a
uniform effect, reducing the diversity incrementally. Rather it indicates an increasing
proportion of ecological catastrophes (the green proportion in Fig. 11) that occur in
many cases.

Fig. 7. A sequence of world snapshots of an invasion of agents (faces) into a ‘plant’ ecology
(dots) with fast rate of migration, causing self extinction due to elimination of ‘plants’
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Fig. 8. A sequence of world snapshots with slower migration with the ‘human’ agents (faces)
eating all resources as they go, but new ‘plant’ entities (dots) re-growing after they have left

Fig. 9. Number of agents and ‘plant’ entitiess in a run of the simulation starting from a rich plant
ecology, from the point at which humans were introduced, where: L0 = trophic level 0 entities
(plants, top line), L1 = level 1 (herbivores, none), L2 + predators (none), and P (bottom line) is
the number of ‘human’ agents.
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5 Conclusion – A Challenge

Multi-agent simulation could apply its expertise in terms of specifying and exploring
the cognitive/social abilities of agents with respect to such a test bed, and start to tease
out the complex and often counter-intuitive effects of such abilities. Knowledge about
this could play a real part in helping us understand our own, fragile and complex,
relationship with the ecologies we inhabit and exploit. It is time to show that multi-
agent based simulation can deliver tangible results that can significantly contribute to
the challenge of surviving on our planet and living with a variety of other species.

Fig. 10. Mean diversity for different migration rates with (bottom series) and without (top series)
human agents (error bars indicate a 95 % confidence interval).

Fig. 11. Proportions of final ecological states at final tick over independent runs for different
migration rates, with and without agents, where: lighter grey = plants only, darker grey = with
higher trophic levels, darkest grey = monoculture, lightest grey = non viable (Color figure
online).
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The Challenge to all in the MABS community it to discover how human-like agents
might be organised and so: (a) understand some of the possible consequences of
various survival strategies and (b) help select which of the many possible strategies are
worth trying out for real.
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Abstract. Environment is a basic concept of agent-based modeling and
simulation (ABMS), in which agents exist and interact, can perceive
and act. Common approaches to model environment in ABMS consider
environment as a physical space (typically a 2D grid) or as a virtual
space that supports agent to agent interaction. In this paper, we intro-
duce a method for modeling the environment in agent-based simulations
that integrates both its physical and social aspects. Borrowing from Sys-
tem Dynamics, we specify environment as a set of stocks and flows.
Stocks represent physical resources, spatial locations and social struc-
tures in a uniform way. Stocks can be perceived and modified by agents
through flows. Our method considers and describes the environment as a
combination of spatial space (or network), physical structure, and social
structure, which makes the inter-relation between the global state envi-
ronment variables and the behavior of the agents explicit. We illustrate
the use of the method through its application to a case study in consumer
lighting.

Keywords: Agent-based modeling · System dynamics · Environment

1 Introduction

Agent-based models provide insights into the social systems they represent.
A social system consists of social and physical structures, external to the actors,
that facilitate or constraint actors behaviors and interactions. These components,
and their link with the agent however, are often implicit in agent-based models.

The social and physical components of an agent-based model make up the
environment which is generally defined as independent abstraction providing the
conditions for the agents to exist, enabling access to resources and facilitating
interaction between agents [19]. Even though, environment is commonly viewed
as a purely spatial entity in ABMS literature (e.g., in Netlogo), some researchers
have defined the social and physical aspects of agent-based models [9,11,13,15].
For example, [11] defines physical environment in terms of physical components
(e.g., computer, street, house). These components are connected to each other
and to the agents. The social environment in these models is defined on the

c© Springer International Publishing Switzerland 2015
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basis of institutions (e.g., eating norms, driving rules). These concepts define
the environment around an individual agent. The limitation of their concep-
tual definition however, is in defining environment variables, whether social and
physical, that are global to the whole simulation, influencing all agents behaviors
and being influenced by them. This limitation also holds for other research in
the literature because in ABMS, the system is generally viewed as bottom-up
and global variables that define the overall state of the system are not explicitly
defined.

Besides the lack of definition for global state variables, another drawback of
the current practices for modeling agent environments, is that the interrelation
between the global level and individual level is also not captured. According to
Coleman’s bathtub model [7] however, global variables influence the perception
of individuals in a social system, which in turn affect their decision making
behavior that changes the initial state of the environment. Therefore, to provide
a comprehensive definition of environment in agent-based models, we need to
have an explicit definition of social and physical environment variables that
show the global state of the system. In addition, we also need to capture the
interrelation between these variables and the agents.

To define global state variables and their interrelation with the agents, we
propose to look at the variables and relations in terms of stocks and flows. For
example, if food resource is an environment stock, we define flow of food that goes
to the agents which in turn influences the availability of food in the environment.
Likewise, a social environment stock such as fashion, affects agents perception
about a certain product, and the agents behavior in turn determines what stays
in fashion. In fact, this can also be considered as an indirect interaction between
agents through the environment [13,19].

In this paper, we propose an approach to model global environment vari-
ables and their interrelation with agents using a system dynamics perspective.
The reason we propose this solution is that system dynamics views the sys-
tem in terms of aggregate values [18]. Tracking these type of values would help
us study the influence of individual behaviour on global parameters of interest
(e.g., resource availability, general acceptance of a product). These parameters
show the general behaviour of a social system which are commonly the points
of interest for many simulations and policy problems in general.

The structure of this paper is as follows. In Sect. 2, we look into environment
modeling more in depth, we explain system dynamics and present the concepts
that we will be using to define our modeling approach. In Sect. 3, we present an
example case which we will be using in Sect. 4, to explain our proposed approach.
In Sect. 5, we will explain the consumer lighting model. In Sect. 6 we will finish
with some discussion and concluding remarks.

2 Background

2.1 Environment in Agent Systems

In ABMS, agents interact with each other and with the environment to perform
tasks that represent actual events in the system. Although the concept of agent
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as a social entity is relatively clear for modelers, the concept of the environment
and its function and responsibility remain unclear [5].

The common approach in ABMS considers environment as a spatial entity
that facilitates interaction between agents and enables different forms of net-
works between agents. In fact, [2] emphasize that environment in ABMS is a
first order entity when the spatial dimension are important to be considered.
Furthermore, [13] introduces environment in ABMS as a physical environment
that imposes restriction on the location of agents. This kind of environment can
be built by defining a 2D or 3D virtual space which is especially important in
cases where spatial dimension is important (e.g., land use modeling). Besides the
spatial definitions of the environment, [5] investigate the role of environment in
agent-based models by assigning regulation functions to the environment.

In contrary to ABMS, in multi-agent systems (MAS) literature, many stud-
ies have been conducted that indicate the role of environment as a first-class
abstraction for the modeling of MAS [19]. Some of these studies propose con-
ceptual models of the environment similar to the work of [11] for ABMS (e.g.,
[2]). Reference [4] proposes a multi-layered framework called: Multi Agent Situ-
ated System (MMASS) which provides a representation of the environment. In
MMASS, an environment is modeled as a set of interconnected layers so that
every layer’s structure is an indirect graph of sites. These layers can be abstrac-
tion of the physical environment or can also be related to the logical aspects. In
addition, connections can be specified between layers. Reference [16] proposes a
model of agents and artifacts. Artifacts are dynamically constructed and shared
by the agents. Their research eventually lead to the CArtAgo (Common Arti-
facts for Agents Open framework) for prototyping artifact-based environment
[17] which emphasizes the functionality of tools and objects (artifacts) and how
agents work with these objects and tools in a system.

In both ABMS and MAS literature, besides the spatial representation, envi-
ronment is viewed and used at the level of individuals through the definition
of entities such as artifacts, physical components, norms and institutions. Such
physical and social components are recognized by individual agents as entities
that they can use or posses, or ones that for example restrict them. Therefore,
although these concepts are external to the agents, they are viewed locally by
them and they do not represent the global state of the environment in terms
of aggregate variables (e.g., sum of all light bulbs in society, general perception
about LED lamps). Nor do these concepts provide insights about how aggregate
values in the environment would influence the agents or be influenced by them.

2.2 System Dynamics

System dynamics modeling is an equation-based approach for constructing sim-
ulations especially at the macro level. We use the general concepts of system
dynamics modeling [8,18], namely stock and flow to extend the conventional
environment in agent-based models.
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Stocks represent specific elements of a system whose values depend on the past
behavior of the system. Stocks accumulate inflow minus outflow and their value
represents the state of system.

Flows represent the rate that changes the value of stocks in a system in every
instance of time. Flows can be either inflow, increasing the stocks value or can be
outflows, decreasing the stocks. The value of stocks are changed by their related
flows.

The concepts of stock and flow are familiar concept that are being used in
our daily lives. For instance, bank balance is a stock that is increased by the flow
deposit and decreased by the flow money expenditure.

A global state variable of an agent-based environment can also be defined
using stocks and flows at the macro level because the aggregation of agents’
behaviors results in emergent states that are at a higher level than the agents
themselves.

3 Working Example

As a running example,we take a consumer lighting case to explain our approach
for modeling global state variables and their interrelations with the agents in
ABMS.

Developments in electric lighting technology have increased the life time of
the bulbs and their energy efficiency [10]. For example, over 98 % of the elec-
tricity used in the traditional incandescent bulbs is converted into heat and not
into light. However, Compact Fluorescent Lamp (CFL) or Light-Emitting Diod
(LED) are nowadays the more efficient alternative lighting products.

Nonetheless, consumers have only partially adopted CFL and LED technol-
ogy because of a number of obstacles [14]. First, CFL and modern LED saving
lamps are characterized by high up-front costs for consumers and poor light
quality. Second, halogen lamps are more attractive than CFL and LED lamps
because they fit in popular designs and have favorable color and size.

Different studies have been conducted about how different policies may
change the people’s preference to buy more efficient lamp [6]. The European
Union’s phase-out of incandescent lighting is a clear strategy that will change
the sector. It involves regulations designed to remove the cheapest forms of inef-
ficient household lighting from stores. Reference [1] developed an agent-based
simulation to study adoption of LED and CFL lamp technology by consumers
in a virtual society. This model encompasses consumers that buy lamp, based
on the available luminaries in their houses, their personal preferences and the
preferences of their acquaintances. Furthermore, retailers sell different lamps
and producers produce lamps in the model. The behavior of all these agents is
affected by the government agent who implements different policy in the sys-
tem with the goal of moving the society towards more efficient lighting choices.
Reference [1] investigate three policies in their work: banning light bulbs, taxing
light bulbs, or subsidizing energy efficient alternative.
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In this paper, we explain how our proposed method can be used to model
global environment variables in an agent-based model of the consumer lighting
example in order to study the effect of various policies on the global outcomes
of the system.

4 A System Dynamics Agent Environment

In conventional ABMS, environment refers to the spatial space in which every
agent has a location or is connected to other agents via a network [13]. This
definition however, does not provide an explicit representation of social and
physical variables that represent the global state of the system.

We use the definition of social and physical structures in [11], to extend envi-
ronment for ABMS by defining global variables and specifying their interrelation
with the agents in the system.

Physical Environment. The physical environment is composed of physical com-
ponents [11]. Physical components have properties such as shape, color and price.
These physical components may be used by agents to perform actions. We define
physical state variables as variables that show the global state of the aggregation
of such physical components. Therefore, while at the individual level, a physical
component such as a lamp can be produced, bought, and sold by the agents,
at the global level, the sum of all these lamps, which is affected by the same
agent actions, influences their availability in the market or their popularity. For
instance, when a producer agent produces a lamp, he decreases the amount of
different raw material (stock) and increases the number of products in his inven-
tory (stock).

Social Environment. We consider institution as the building block of the social
environment [11]. An institution is a rule, norm or strategy that is followed by
agents in a simulation. We use institutions as flows that change the social state
variables. Therefore, to define a social state variable, we define a variable that is
influenced by a number of institutions. For example, if an institutional rule says
that “the government must give subsidy to producers who produce LED lamps”,
we define a social state variable that has an inflow of subsidy based on this
institution and name it as government support. The rule “the government bans
production of light bulbs” also relates to this social state variable. As another
example, if a norm in the society is that “consumers talk to their neighbors
about their experiences with lamps”, a social state variable that would take this
norm as a flow, is awareness.

Both social and physical state aspects of the environment are defined as
stock and linked to agents as we will explain in the next section. While the
physical elements of an environment are tangible, the social elements are the
less tangible part of the system. For instance, in our working example awareness
about a product in society is an intangible part and the amount of products
which are available in shops or market are the tangible part of the environment.



46 R. Hesan et al.

The physical and social state variables are both essential for modeling and testing
policies which are in fact the goal of many agent-based models. We will discuss
this issue later on in the paper.

Another point to mention here is that besides the immediate outcome of
local interaction between agents (e.g., immediate outcome of buying lamp =
ownership of lamp by buyer), agent interaction may also have global outcomes
that are important to capture as state variables. For instance, the awareness
variable defined previously, is the global result of agents communicating their
opinion about lamps among each other.

The Conceptual Model
Figure 1 shows the UML class diagram of our proposed model of the environment.
For the purpose of this paper, we assume that the physical components owned
by the agents or the institutions they follow are defined in the agent class1, in
order to have a clearer focus on how we define the state variables and how they
are connected to agents.

The environment consists of agents, stocks and flows. There are two types of
stocks: physical state variable and social state variable. Flows are the means to
connect these variables to the agents. The agents are the active entities whose
actions, and perceptions of environment lead to changes in the physical and
social stocks of the environment.

The state of the environment in every instance of time is a series of stocks’
value that can be characterized as St = {s1t, s2t, s3t, ...}. For example s1t is the
value of stock number 1 at time t. Agents perceive the environment state and

Fig. 1. The class diagram of the system dynamics environment

1 Following the definition of [11], physical components and institutions are external
to the agents. However, since in this paper we are making a distinction between
local and global entities, for now, we assume that all the local entities are within the
agents.
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Fig. 2. Perception and Action Sequence

perform actions based on their decision mechanism. Agents’ actions will change
the value of stocks through the flows. We have two kind of flows: inflow, which
increase the value of stocks, and outflow, which decrease the value of stocks. We
can represent environment’s state as the following:

{s1t+1, s2t+1, s3t+1, ...} = {s1t +
∑

i=1

inflow1ai
− ∑

j=1

outflow1aj
, s2t+

∑

i=1

inflow2ai
− ∑

j=1

outflow2aj
, s3t +

∑

i=1

inflow3ai
− ∑

j=1

outflow3aj
, ...} (1)

Figure 2 illustrates how the state of the environment is changed by the agents
activities. We use the consumer lighting example in the next section to show how
this method works in more detail.

5 Consumer Lighting Model

Figure 3 illustrates the consumer lighting model. In this model, the rounded
rectangles represent the stocks, the arrows show the flows and the dashed arrows
show where the perceptions of the agents from the environment is coming from.

There are four types of agents in the model: consumer, retailer, producer
and government. Awareness, government support, retailer price and
producer price are the social state variables in the system. Available lamps
in shops, available lamps in market and lamps in society are the physi-
cal state variables in the environment of the consumer lighting model. The goal of
the consumers is to buy lighting products in order to have pleasant light in their
house. The goal of the producers is to produce different kinds of lamps to offer
in the market in order to have income. Retailers will sell lamps to consumers
in order to increase their income. Government wants to reduce electricity con-
sumption through different policy implementations. The agents actions which
are defined according to their goals affect the environment’s flows which in turn
result in changes in the state of the system (environment stocks).

Consumers consider several criteria in their lamp purchase decision: preference
for subjective lamp qualities (color, price, efficiency, and life time), opinions
(perception) on the lamp’s characteristics (lamp model, brand, and technology
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Fig. 3. Lighting Case Model

type), and popularity of LED lamps which is defined as awareness in the envi-
ronment. Consumers buy lamps which declines available lamps in shops and
they will change the awareness about the new efficient lamp by word of mouth.
Consumers are influenced by the price of products, and awareness about the
product in the whole environment.

Retailers will decrease available lamps in market by buying products and
transferring them to shops. They will change the retailer price in shops and
they will also affect the awareness about a product in the environment by adver-
tising (shown as a flow between retailer and awareness). producer price
influences the retailers decision making process about setting a price on the
lamps in the shop.

Producers increase the available lamps in market by producing more lamps.
They will change the producer price and influence the awareness about a
product in the environment by advertising, similar to the retailers. The amount
of government support is changed by the government by providing subsides
to the producers. Besides, the amount of government support will encourage
producers to produce more subsidized products. There is also a link between
lamps in society and the producer which we will discuss later.
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Government will intervene in society to support efficient lighting products. The
link between the government and awareness shows that the government can
increase awareness in society by some activity like advertising. In addition, the
government increases available lamp in society by buying efficient lighting
products for public area which triggers some important dynamics in the con-
sumer lighting system.

Dynamics of the Model
Feedback is an important feature of a dynamic system: a system whose behavior
changes over time [3]. The notion of feedback refers to a situation in which
two or more variables of the system are influencing each other which may lead
to growth or decaying behavior. As we are studying the dynamic behavior of
the lighting case, it is worthwhile to study the feedbacks which determine the
dynamic behavior of system.

The first clear feedback happens between consumers and awareness in soci-
ety. More awareness in society about efficient products results in increased
popularity of the products, which will in turn increase the awareness in the
environment. The second feedback is between consumers and the available
lamp in society either in consumer’s home or in public places. Ubiquity of a
technology in society can influence the preference of consumer about a product.
Therefore, if the government buys efficient lighting products, this triggers the
feedback between amount of lamp in society and the preference of consumers.

One of the obstacles that discourages people to buy new efficient lamps is
their high up front costs. Since people do not buy these new costly products,
producers cannot produce them in an economic scale. Economic scale has a sig-
nificant effect on the price of products. The cost per unit of product decreases
with increasing scale since the fixed costs are spread over more products. The
final important feedback that we will mention happens between consumers, the
available lamps in society, the producers, and the retailers. Due to eco-
nomic scale, when people buy more products, the price will go down which will
then encourage people to adopt new efficient lamps instead of non-efficient ones.

Modeling Policies
As previously mentioned, many agent-based models are built for testing poli-
cies. Policies are implemented with a set of policy instruments which can be
social (e.g., speed limit rule) or/and physical (e.g., speed camera) [12]. Policies
also have goals which are usually aimed at achieving desired global outcomes
through individual behavior (e.g., decrease number of deaths by car accidents)
[12]. Both the instruments and the goals are covered in an agent-based model
that is extended with the state variables.

Reference [1] propose three policies: banning light bulbs, taxing light bulbs,
or subsidizing energy efficient alternatives. All these three policies were aimed at
intervening in the supply part of the system. Along with these three policies, we
propose two new policies in order to influence the demand part of the system:
(1) increasing the awareness about the new lighting products by advertising
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and (2) increasing the number of lamps in society by installing efficient lamps
in public areas. These policies can activate the word of mouth dynamics and
economics scale dynamics which we discussed in the previous section.

6 Discussion and Conclusion

In this paper, we proposed a method for modeling the global aspects of the
environment in agent-based models and capturing the interrelation between the
global states and local entities including the agents. We illustrate this method
by applying it to a consumer lighting scenario.

In ABMS, the environment in which agents behave and interact in, is com-
monly considered as a spatial space to visualize agents and their interaction in
the system. Nonetheless, some researchers define an agent-based model in terms
of the social and physical aspects surrounding the agents, influencing their behav-
ior and being influenced by them. However, even when the social and physical
aspects are defined in the agent-based model, their level of abstraction is at the
individual level.

The global aspects of the environment are essential for studying social sys-
tems because they provide insight into how individuals influence the system as
a whole and how the global state of the system is perceived by the agents and
influences their behavior. Therefore, in this paper, we proposed a method to add
global social and physical variables to agent-based models in order to address
this requirement. Since system dynamics modeling also has a global perspective
on the system, we were inspired from this modeling approach in our proposed
method.

The proposed method contributes to ABMS is several aspects. Firstly, since
we extended the definition of physical components and institutions in [11], our
definition of an agent environment now has two levels: one at the agent level
with concepts like house, driving norm etc., and one at the global level where
aggregate concepts such as general awareness are defined. We have also defined
the relationship between these two levels to show how the local environment can
lead to aggregate states in the system. Secondly, the global outcomes of agent
interaction can also be captured with our proposed method, which provides
further insights into how individuals influence the system as a whole. Thirdly,
the method provides enhancement in implementing policies and testing them. As
mentioned previously, with the global state variables introduced in this paper,
the modeler can study how individuals influence the goal of a policy which can
in fact be modeled as (a) stock(s). Of course, agent-based modeling platforms
such as Netlogo and Repast already facilitate the definition of global variables.
However, our contribution lies in the fact that we are using system dynamics
as the method to implement such variables. Fourthly, by providing a visual
representation of the environment as illustrated in Fig. 3, it becomes easier for
modelers to study the interrelations and feedbacks in the system.

One final contribution of this method is that since we are taking two fun-
damental elements of system dynamics modeling (stocks and flows), ABMS can
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become more within the reach of the system dynamics community. Although sys-
tem dynamics modeling, as a macro-level approach, is traditionally constructed
by stocks that are changed by flows, we propose that the concept of stock and
flow is compatible with agent based modeling and can be integrated with the
concept of agent. In practice, system dynamics modeling assumes agents to be
all homogeneous and therefore takes one representative for the whole popula-
tion. However, with our proposed method, system dynamics modelers can use
the advantage of considering heterogeneous agents and different decision making
processes.

In this paper, we viewed agents as black boxes and did not go into the details
of decision making processes or local interaction. However, it appears that the
concept of stock and flow can also be considered in the decision making process
of agents and their local interactions. Therefore, our next goal is to find out how
the internal perception of the agents and their decision making behavior can be
captured through this perspective.
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Abstract. This article proposes a model of culturally influenced deci-
sion processes. In particular, cultures influence individual motivation,
jointly with human nature and personality. The use of this model is then
illustrated by a simulation model of the impact of cultural differences on
organizational performance (efficiency, flexibility and member satisfac-
tion) in two organizational structures (bureaucracies and adhocracies).
This model is validated against empirical evidence from social sciences.

Keywords: Social simulation · Simulation techniques · Tools and envi-
ronments · Artificial societies

1 Introduction

“Leaders dictate, subordinates obey”. Well, not the same everywhere. The accep-
tance of such a statement, which describes a collectively accepted social pattern,
is shown to be highly correlated with culture. More generally, strong correla-
tions between cultures and social patterns have been discovered. But, obviously,
cultures do not directly influence societies. They influence individuals, whose
collective action influences societies.

Sometimes, explaining how social phenomenon arise from the influence of
culture on individuals is straightforward. For instance, the first sentence is eas-
ily explained by the individual sensitivity towards statuses, which is known to be
culturally driven. Some other times, explaining correlations is far more compli-
cated (e.g. determining the influence of culture on trading). Simple explanations
may not be sufficient to cope with this complexity. So, more complex models
such as agent based models (ABMs) are developed: by describing how cultures
influence individuals, social patterns emerging from such a model can provide
insights leading to new explanations.

Trivially, cultures influence individual practices (e.g. greeting in bowing or
shaking hands). But, in cultures also influence inner motives, driving individual
and collective action much more subtly while remaining quite strong. This article
aims at producing the simplest possible agent decision model where individual
motives are culturally-influenced, while not being only dependent on culture.
Because culture is a very complex concept, we only use its core aspect, which
can be seen as determining the preferences over a set of (fixed) values which
influence motives.
c© Springer International Publishing Switzerland 2015
F. Grimaldo and E. Norling (Eds.): MABS 2014, LNAI 9002, pp. 55–71, 2015.
DOI: 10.1007/978-3-319-14627-0 5
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This model is then illustrated on a simple concrete case. This case reproduces
social science observations, that individuals in cultures promoting openness to
change are more satisfied in adhocracies, while those promoting conservatism are
more satisfied in bureaucracies. This illustration, while not providing an expla-
nation for a rather unknown social phenomena shows instead a concrete applica-
tion of our model of culturally influenced motives in a well documented situation.
Consequently, this illustration supports that our model allows to obtain results
that are coherent with social science findings.

In Sect. 2, we present our culturally influenced motivation model jointly with
their theoretical foundations. Then, our culturally influenced motivation model
is applied to build a model of agents performing in organizations in Sect. 3 and
finally the comparison between the output of this model and social science find-
ings is described in Sect. 4.

2 Modeling Culturally-Influenced Motivated Decisions

2.1 Theoretical Foundations

Culture and Motives. Reference [7] suggests that motives are influenced by
three sources: human nature (e.g. survival needs), shared by all humans; cul-
ture, shared within communities; personality which are unique. The distinction
between these three sources is also related to Maslow’s hierarchy of needs [7]:
lowest levels are highly correlated with human nature while the order of highest
levels is influenced by cultures and personalities.

As an important notice, motives, inspired by [2] are abstract drives or desires.
All individuals have the motive to eat and the importance given to this motive
can be culturally dependent. Then, these motives are turned in concrete goals or
intentions: for instance, individuals can intend to have lunch. These intentions
can be made concrete through plans (which can also be culturally dependent,
like eating with sticks or forks and knives). In this article, we focus only on
the abstract influence of culture on motives, leaving more concrete action for
future work. To that extent, in our model, plans leading to concrete action are
“predefined”, but can of course be generated dynamically or make evolving.

Conceptualizing Cultures. Culture has been defined numerous times without
reaching a consensus. Nonetheless, there is a general agreement that cultures
are pieces of knowledge shared within communities. Reference [7] defines cul-
ture as the importance given to values (what is important for individuals, e.g.
“being good” or “being rational”) and practices (how to behave, e.g. shaking
hands or bowing for greeting) shared within communities. Schwartz [9] proposes
a set of values that is supposed to be fixed for all people: Self-Transcendence
(Universalism, Benevolence), Conservation (Conformity, Tradition, Security),
Self-Improvement (Achievement, Power) and Openness to Change (Stimulation,
Self-direction). Values drives individuals towards reaching some type of situation.
To that extent, values influence inner individual motives, while not influencing
concrete plans pursued by agents.
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Fig. 1. Conceptual representation of the decision model

Cultural Dimensions. In spite of consensus on a formal definition, some
research [6,7] empirically discovered the existence of cultural preferences, referred
to as cultural dimensions, that can be measured via a cultural dimension score.
As an example of such a dimension, Uncertainty Avoidance (UAI) measures the
cultural sensitivity with regard to uncertainty. Cultures promoting high UAI
tend to prefer regulated and stable environments while those promoting low
UAI are likely to prefer trying out new solutions in less constrained environ-
ments. Note that these dimensions are related to national cultures: they do not
necessarily reflect individual preferences, but rather indicate individual tenden-
cies. Cultural dimensions can be related to values by indicating that they lead
to preferences for certain types of values from the Schwartz values classification.
Thus, UAI can be conceptually correlated with a preference for conservation
(conformity, tradition) or openness to change (stimulation, self-direction).

Former ABMs. Reference [12] uses cultural dimensions to model inter-cultural
trade. This model expands a former trade model in using culture to instantiate
numerical parameters (e.g. an UAI variable influencing the tendency to double-
check received products when dealing with unknowns). On a similar track, [3]
investigates modeling the influence of culture on norm emergence, trying to pro-
vide explanations about why the European smoking ban is accepted in some
countries but not all. Finally, [4] describes how cultural values influence the plan
selection process in considering them constraints imposed to agents. Although
some of this work already considers culture in terms of preferences over values,
none of this work combines the influence of culture with that of other motiva-
tional sources directly, which is the aim of the present paper.

2.2 Model

In this model, we aim at enriching the representation of the influence of cul-
ture on decisions by going beyond using cultural dimensions to influence surface
behavior. We want cultures to influence decisions from a deeper motivational
aspect, by representing them as preferences towards values. In addition, we want
that other aspects of individuals (namely, human nature and personality), play
a role in motivation. A global depiction of this model is represented in Fig. 1.

Identity and Motives. As said before, we assume three sources of influence
over motives, referred as identity: human nature, (cultural) values and individ-
ual preferences (personality). In the case study presented in this article, motives
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represented by: ms survival drive, only influenced by human nature; motc open-
ness to change and mc conservatism, both only influenced by culture. The set
of motives is M = {ms,motc,mc}. For simplicity, each motive is influenced by
only one part of the identity and the influence of personality over motives is
discarded in this article.

Motive Satisfaction. Agent beliefs evaluate each motive satisfaction, modeled
by the function sata : M → MS for each agent a from the set of agents A, where
MS is a set of motive satisfaction. If MS is ordered, the lower sata(m), the least
m is satisfied. In the case study, MS is [0, 1]. sat allows modeling needs possibly
independently satisfiable: agents can feel safe and bored at the same time.

Importance. Depending on their identity, agents can give more or less impor-
tance to different motives. This importance is represented by impa : M → I,
where I is the set of importance. Unlike sat which changes depending on agent
beliefs, imp is expected to remain constant. In the illustration I is [0, 1]. In
addition, imp is normalized: ∀a ∈ A,

∑
m∈M impa(m) = 1.

If I is partially ordered, the higher impa(m), the more m ∈ M is important
for a. With such a representation, it becomes easy to model Maslow properties
such as survival drives are more important than values. In addition, in this model,
cultures are represented by changing the relative importance between values.

Desires. The inclination of an agent to act because of some motive is influenced
both by the satisfaction and the importance of this motive. Desires are repre-
sented by desa : MS × I → D, where D is the set of desires. If MS, I and
D are ordered, desa should be monotonically decreasing with regard to its first
argument and increasing with regard to its second. In the illustration, I is [0, 1].
desa(ms, i) = (1 − ms) × i. An agent desire towards some motive is represented
by desa : M → D such that desa(m) = desa(sata(m), impa(m)).

This models capture the property that important or unsatisfied motives
become more desirable for agents. Consequently, less important motives can
become desirable if unsatisfied and more important motives are satisfied. In
addition, lower level needs from the Maslow pyramid can be made are more
easily desired than others. Idem for culturally important values.

Global Satisfaction. The global satisfaction of agents is determined by each
motive satisfaction and importance. Formally, agent satisfaction is represented
by: Sata ∈ GS, where GS represent the set of global satisfactions. If MS, I
and GS are ordered, Sata should monotonically increase with regard to sata
and desa. In the illustration, Sata =

∑
m∈M sata(ms) × impa(ms). Since imp

is normalized, this representation captures the property that more important
motives have more impact on global satisfaction.

Plan Satisfaction. In order to select which action to perform, agents have
to be capable of estimating how plans satisfy their motives. This estimation is
represented by sata : P × M → MS, where P is the set of plans. sata can be
expanded by sata : P → GS by determining global agent satisfaction from each
motive estimated satisfaction. sata is just an estimation. Complex aspects, such
as uncertainty are also part of the estimated satisfaction of a plan, represented
by GS.
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Fig. 2. Illustration of the evaluation of situations and plans (using line thickness).
Human nature, culture and personality influence motive importance, beliefs influence
motive satisfaction; importance and satisfaction influence desires; beliefs and desires
influence estimation of plan satisfaction, influencing plan selection.

Plan selection. Finally, agents select the most satisfactory plan. Given the set
of available plans AP , the selection is represented by best plana ∈ AP . If GS is
partially ordered, then best plana should belong to (argmaxp∈AP sata(p)). In the
illustration, best plana = argmaxp∈AP

∑
m∈M satp(m) × desa(m). This model

represents the traditional utility function maximization. Note that best plana is
indirectly influenced by agent preferences and thus by culture.

Overview of Agent Decision Dynamics (Fig. 2). Agents desires result from
the combination of beliefs (obtained through perception) and their motives.
Then, desires are combined with available plans (resulting from beliefs) to deter-
mine how satisfactory a plan can be. The output of this combination depends
on the organization as well as on agent beliefs. Then, the most satisfactory plan
is selected for the next agent action.

2.3 Modeling the Influence of Culture on Decisions

Cultural Importance. Our model integrates the influence of human nature,
cultures and personalities on motivation via the imp function. Changing culture
is done by modifying imp. While the signature of imp permit a wide range of
functions, imp implementation is kept simple in the use case.

Human nature influence is represented by hn ∈ [0, 1], culture by c ∈ [0, 1]
and personality by p ∈ [0, 1] such that hn+c+p = 1. For our simulations p is set
to 0 to prevent personalities to blur results, hn is set to 0.6 and c to 0.4. Human
nature influences on the importance given to survival drives: imp(ms) = hn and
cultures on values: imp(motc) + imp(mc) = c.
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Conform to cultural theories [7], our representation of cultures influence the
relative importance given to values. In the use case, since imp is normalized,
the relative preference towards conformity can be represented via α ∈ [0, 1].
imp(motc) = α × c and imp(mc) = α × (1 − c). So, if α = 0, extreme cultural
importance is given to openness to change. When α increases, cultural impor-
tance is increasingly given to conservation at the expense of openness to change.
Note that this representation captures the property that cultures and human
nature are differentiated (α does not influences hn).

Additional values can be used: in previous version we integrated self-
enhancement (achievement, power) and self-transcendence (universalism, benev-
olence) Schwartz values. They are removed from the current model in order to
keep experimentations simple and concise. If V ⊆ M is the set of values, their
importance should respect this property:

∑
v∈V imp(v) = c

Designing Cultural Importance. A few important properties have to be con-
sidered when designing imp. First, in order to match Maslow hierarchy of needs,
human nature, which emphasize the importance of human drives, should be given
more importance than cultural values or personal aspirations. Nonetheless, the
model still captures scenario where culture can be more influential than nature
(e.g. agents capable of self-sacrifice).

Another important design aspect is the differentiation between the three
sources of motivation: human nature should be the same for everyone, while
culture is shared within communities and personalities are unique.

Changing culture just by altering the single α parameter can appear to
be overly simple. Actually, this very particular implementation is on purpose
designed to be simple. It serves as demonstration that easy and simple repre-
sentations can be sufficient to obtain coherent results when using our model. Of
course, more values can be integrated. Plus, a lot of freedom is given on design-
ing evaluators, such as satp, des (which relies on imp). For interested readers, an
illustration of the design of complex decision processes influenced by preferences
over values can be found in [10].

3 Case Study: Culture and Organizational Performance

This section serves as an illustration the motivational model described in Sect. 2.
This illustration investigates the influence of cultures of individual satisfaction
and on collective performance in various types of organizations. In particular,
two cultures are studied: conservatism and open to change as well as two orga-
nizational patterns: bureaucracies and adhocracies.

This model purposefully investigates a research question which has a clear
answer from social sciences. Namely, conservative cultures and bureaucracies
combine well, as well as open to change cultures and adhocracies. Nonetheless,
there is, up to our knowledge, no simulation model which emerges this collective
behavior from individual cultures. The main aim of this model is not to provide
an answer to a controversial social science question. Instead, we want to show
that our motivation model can be used on a concrete case, by being capable of
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observing expected collective properties from an expected cultural influence on
individual behavior.

In addition, this illustration simplifies on purpose numerous aspects of the
theory. While modeling in detail interactions occurring within organizations can
be of great interest for providing explanations, going too far into detail would
increase the model complexity while not better illustrating the motivation model.
This simplification also avoids the risk for modelers to integrate culturally-driven
bias into implementation details1. Second, culture seems to impact less on lowest-
levels details, which are generally more environmentally constrained. In addition,
abstracting away from lowest level details prevents results to be specific for a
peculiar environmental or organizational detail. Finally, simplification avoids
integrating very technical aspects which impact on organizational performance
and sensitivity to culture are not yet extensively studied by former research.
Instead, more importance can be given on clearly influencing aspects.

3.1 Previous Work

Organizations. Organizations have received a large amount of attention from
social sciences. Reference [8] proposes a description of 5 typical organizational
patterns (simple structure, machine bureaucracy, professional bureaucracy, divi-
sionalized form and adhocracy). Each of these organizational pattern is fits for
some type of environment (simple/complex, static/dynamic).

This article makes use of machine bureaucracies and adhocracies. While try-
ing to define them is far out of the scope of this article, some key aspects are
to be highlighted. Machine bureaucracies cooperation is promoted by standard-
ization: behavior is restricted by procedures, which leads to repetition of action,
allowing to improve individual efficiency and reducing necessary communication.
In addition, a strong hierarchy is generally in place in order to centralize infor-
mation and decision at various level of importance (e.g. team level, factory level,
nation level). Adhocracies relies on informal structures. Individuals gather in
working groups depending on tasks to be solved. Due to the volatile nature of
these groups, rules of behavior tend to be rare and formal structure (such as
leadership) have little benefits.

Reference [1] simulates of two organizational patterns (simple structure and
adhocracy) in various environments. Each structure is in turn better than the
other depending on the environmental conditions. Our illustration expands this
idea in also integrating some cultural influence on individual behavior and thus
on collective performance.

Culture and Organizations. Reference [7] links cultural dimensions and
Mintzberg’s archetypal organizations. The acceptance of some organizational
patterns (and thus its coordination mechanism) depends on cultural preferences.
For instance, bureaucracies, enforcing standardization are preferred in cultures
which are sensitive to uncertainty. These preferences are summarized in Fig. 3.
Our illustration model aims at providing explanations about how correlations
1 Actually, the design of this model lead us to some culturally-motivated debates.
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Fig. 3. Cultural dimension and preferred organizational form (conceptual)

between cultures and organizations emerge from the individual-based cultural
influence, in the case of adhocracies and machine bureaucracies. Conceptually,
conservatism is linked to high UAI and high PDI2, while openness to change is
linked to low UAI and low PDI. To that extent, adhocracies are expected to be
preferred in open-to-change cultures while bureaucracies to be preferred in con-
servative cultures. On a similar track, [11] conceptualize the influence of culture
on numerous organizational aspects such as coordination structure, communica-
tion processes, failure handling. This work was used to check whether aspects of
the illustration model where coherent with theories.

3.2 Simulation Model

In order to ground investigated organizations and to give some meaning to
numerical values, the model represents the functioning of an IT department.
The department provides three kind of services: maintenance (e.g. keeping email
servers running), user support (e.g. helpdesk) and software development (e.g.
providing code for other organizations). This organization receives requests from
users for each of those services. Each request is treated as an independent task,
represented by the task set T . Tasks are solved by the intervention of a single
agent for some amount of time. This amount of time is lowered if agents have the
right expertise (represented by the expertise set E). Tasks have a deadline, hid-
den to agents, after which they are failed if not handled. Successfully resolving
tasks influences organization success OS ∈ [0, 1]. Maintenance tasks are critical,
making them more influential on organizational success than others.

Organizations can be either bureaucracies or adhocracies. In case of bureau-
cracies, a special entity, the leader, order subordinates to do some specific task
(referred as tl). Subordinates can still reject tl for another task.

Agents either select tasks or work on them. This task selection is made using
our motivation mechanism, depending on agent’s environment (e.g. OS, tl) and
beliefs (domain of expertise).

Environment. The environment represents the set of requests made by users to
the IT organization, treated as the set of tasks T and the organizational success,
represented by OS.
2 PDI refers to “power distance”, the importance given by individuals to statuses.
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Task Origin: Tasks originate from one of the three proposed services. Origins
are represented by the set O = {om, os, od}, where om stands for maintenance
tasks origin, os for support tasks and od for software development tasks. Task
origins, represented by origin : T → O, are randomly drawn from O.

The main distinction between task origins is that maintenance tasks have
more impact on OS than others. The distinction between os and od is important
for an extended version of the current model which includes Self-Transcendence
and Self-Enhancement values (promoting cooperation and competition). For sim-
plicity and space, these distinctions are removed from the current model.

Expertise: Tasks require some expertise in order to be resolved more efficiently.
This expertise is represented by exp : T → E, where E is the set of expertises.
Task expertises are randomly drawn.

Task Deadline: Tasks can be failed if not being processed quickly enough. Dead-
lines, which are not visible by agents, is failed is represented by dl : T → N. In
our simulations, deadlines occur 20 rounds after tasks are issued. This parame-
ter is high enough for expert workers to easily resolve tasks but low enough for
making not experts agents or maladapted resolutions to risk failures.

Task resolution: Tasks can be resolved in various ways: quickly rq, procedurally
rp or creatively rc. The set of task resolutions is R = {rq, rp, rc}. This model
simplifies reality: in practice not any resolution is allowed every time, but we
assume that agents have always the choice.

Time to completion: Tasks require some time for being completed, which depends
on several parameters: the task, resolver’s expertise and the selected resolution.
This time is represented by ttc : T × R × E → R such that: ttc(t, r, e) = btd(t) ×
emf(t, e) × rf(p, e) where bdt : T → R represents the base task duration, emf :
T × E → R represents the expertise match factor and rf : T × R × E → R

represents the influence of the type of resolution on the task resolution.
∀t ∈ T, bdt(t) = 3, so tasks have the same base duration, which is set in rela-

tion with the task deadline. emf(w, t) = 1 if exp(t) = e, otherwise emf(w, t) = 2.
This function represents the gain from performing a task the agent is expert at.
rf represents the impact of the task resolution on the time required for solving
tasks with the following formula: rf(t, r, e) = 1 iff (r = rq)∨(r = rp∧exp(t) = e,
otherwise rf(t, r, e) = 3 if r = Rp∧exp(t) �= e and rf(t, rc, e) = 1.5. Quick resolu-
tion are more efficient. Procedural resolution can be as fast as a quick resolution
if the agent is an expert, otherwise much less efficient. Finally, creative resolu-
tions are slightly less efficient than quick resolutions but more efficient than an
inexpert procedural resolutions.

Organizational success: represented by OS ∈ [0, 1]. Maintenance task are the
main mission of the IT service and are thus more important for organizational
success than others. When maintenance tasks are failed, OS is set to OS × 0.95
and to OS ×0.99 for other task origins. When a maintenance task is successfully
performed OS is set to OS + (1 − OS) × 0.02 and to OS + (1 − OS) × 0.01
otherwise. The main property of this representation is that OS increases when
workers perform well decrease otherwise, with a discounted memory over time.
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Available Tasks: AT is the set of available tasks, which are issued but not yet
done, failed or being processed.

Agents. Agents perform tasks received by the organization. The set of agents
is A. In our experiments, |A| is set to 15, creating a multi-worker setting while
keeping reasonable computational complexity3.

Expertise: Agents have expertise domains, represented by exp : A → E. Agents
are more efficient when solving tasks within their field of expertise. In our sim-
ulations, exp is uniformly drawn from E. This representation is a simplification
of reality (e.g. expertises can be related), it captures capture the benefits of
expertise on worker performance. Moreover, |E| also models the fitness between
agents and their environment: since task expertise are also uniformly drawn, the
probability for a task-worker matching expertise between is |E|−1.

Current task: The task on which an agent a is currently working is represented
by ta ∈ T ∪ ⊥. ⊥ represents “no task” if no task is available.

Leader orders: Bureaucracies comprise leaders that propose tasks to subordi-
nates. Proposed tasks are represented by tl : A → {T ∪ ⊥}. tl(a) is uniformly
drawn from {t ∈ AT |exp(t) = exp(a)} if this set is not empty. Otherwise, tl is
randomly drawn from AT . This model represents bureaucracy-like task alloca-
tion: experts are allocated tasks within their field of expertise if possible.

Implementation of Culturally-Influenced Decision Process. A few ele-
ments from the motivation decision process remain to be defined for this partic-
ular setting. Namely, how agents evaluate their satisfaction for each motive and
how they estimate the satisfaction resulting from their actions.

Motive Satisfaction: The satisfaction of the survival drive ms is represented by
sata(ms) = 1

1+e−4(2OS−1) . This formula links ms to OS with a sigmoid function.
Thus, sat(w,ms) is high for high OS values and decreases quickly when OS
decreases below a threshold (around 0.7). This formula represents that satisfac-
tion of survival needs is high when the organization performs well and depletes
quickly when organizational success decreases too much.

Conservatism drives are satisfied in following standards, being obedient and
acting like others, while open to change drives are satisfied when acting cre-
atively. Openness to change and conservatism values satisfaction depends on
two beliefs variables ec and ep recording past activity evaluation. ec records the
amount of creatively action in the past and ep records the time spent acting con-
form to procedures. At the end of every round, ec increases by 0.05×(1−ec) when
acting creatively and ec ← 0.99 × ec otherwise. Similarly for ep. These update
functions discount with time the importance of oldest actions. Motive satisfac-
tions of motc and mc are represented by sata(motc) = ec and sat(w,mc) = ep.
These formula have the property to increase when doing appropriate behavior
and decrease over time. The importance of events is discounted over time.
3 The simulation complexity is proportional to |A|, times the amount of rounds per

simulation and the number of simulations to run. To that extent, |A| is set to a
reasonable value.
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Plans: Agent plans is a task and its desired resolution, represented by the set
P = T × R. The set of available plans is AP = {(t, r)|t ∈ AT, r ∈ R}.

Estimated Plan Satisfaction: The organizational structure influences the way
individuals satisfy their motives. Organizational archetypes, in addition to their
impact on formal coordination structures, also influence on how individuals sat-
isfy their drives. In both organizations, openness to change is satisfied by creative
task resolution. But, the satisfaction of conservatism motives is more sensitive to
the organization. Since adhocracies have no leader, thus conservatism motives
cannot be satisfied via obedience. Instead, these motives can be satisfied by
satisfying conformity and tradition, that is, performing similar tasks as oth-
ers and following professional standards. In machine bureaucracies, instead of
preferring performing similar tasks as others, conformity is satisfied by obeying
leaders. Concerning survival needs, in adhocracies one’s job is directly correlated
to organizational survival. Thus, survival drives are satisfied in performing crit-
ical (maintenance) tasks. Conversely, machine bureaucracies tend to empower
leaders. Thus, obedience is a better solution to satisfy survival drives.

Formally, for survival drive ms, satp((t, r),ms) = 1 if t = tl (the agent
obeys the leader) in machine bureaucracies or if t is a maintenance task in
adhocracies. Otherwise satp((t, r),ms) = 0. For openness to change drive motc,
satp((t, rc),motc) = 1. satp((t, r),motc) = 0 if r �= rc. For conservatism drive
mc, satp((t, r),mc) = 1 if r is a standardized resolution and if t = tl in a
hierarchical organization or if the origin of t is the most frequently performed
by other workers. Otherwise, satp((t, r),mc) = 0.

Then, rewards are discounted by the estimated time to completion for this
task, that is divided by ttc(t, r, exp(a)) for plan (t, r) and agent a.

Simulation Loop. The model iterates over a loop, where each round corre-
sponds to one hour. Each round, incoming requests are added as tasks; agents
work on their allocated task ta; finished and failed tasks are removed; task-less
agents decide on picking an available and how to resolve it.

Each time step, some new tasks are processed by the organization by the
organization. In our simulations 5 tasks are issued each turn. This parameter
is correlated to organizational processing capacity (depending on the number of
agents). This value is high enough for workers to be busy but low enough for
workers to be confronted to tasks they are not expert at.

3.3 Key Dynamics of the Model

Dilemmas: The environment forces agents into dilemmas: shall they botch a
task with a quick resolution, with high efficiency, avoiding discounting expected
survival reward over too long? Or shall they prefer to be creative, costing more
time but allowing to satisfy their self-direction motives? Or to follow procedures,
at any cost? What makes a decision change from one to another?

Since culture influences on individual preferences towards openness to change
and conformism, agents are more likely to favor one decision over another. This
lead to various patterns at the individual and collective level.
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Maslow Hierarchy of Needs: These dilemmas happen only when survival needs
are satisfied. Since human nature motives are more important than higher level
cultural aspects, survival, when not satisfied, is always given more importance
than higher levels, more influenced by culture.

Agent Satisfaction and Organizational Structure: A core mechanism of this model
is that individual motives are satisfied differently depending on organizational
structure. Thus, this structure influences individual decisions. For instance, agents
tend to obey leaders in bureaucracies because that is the way their survival
motive are satisfied. In adhocracies, this motive is satisfied in instead in per-
forming maintenance tasks.

Organizational structure influences in turn satisfaction influences collective
patterns. In bureaucracies, subordinates are allocated tasks they are expert at if
available. In this case, workers can generally satisfy their conservation motives
“for free”. Conversely, openness to change, requiring creative solutions4 are
slightly less efficient than procedural resolutions unless workers are not experts.
In case of high survival desire and not expert tasks, workers can prefer a quick
resolutions, reducing the time to completion. In adhocracies, in spite of being
given more freedom, agents are driven to perform maintenance tasks when OS
is low. Thus, opportunities to perform tasks they are expert at can be lost,
potentially leading to performance loss.

Environmental Complexity: Finally, in altering |E| (which represents environ-
mental complexity), tasks and agent expertise can be more or less in accordance.
Since procedural resolution efficiency suffers the most from lack of expertise, con-
servation is likely to be less efficient (and thus less satisfied) than openness to
change in complex environments.

4 Experiments

4.1 Setup

Experimental Variables and Measures. Experiments investigate the impact
of culture on collective organizational performance (efficiency, flexibility, mem-
ber’s satisfaction), depending on organizational structure (adhocracy or bureau-
cracy) and environmental complexity. Cultural preferences are determined by
α ∈ [0, 1], the relative preference towards conservation and openness to change
from Schwartz values. The higher α the more workers prefer conservatism on
openness to change. Environmental complexity represents the fitness of the orga-
nization with regard to its environment, here represented by |E|, lowering the
probability of having a matching expertise between agent expertise and task
requirements. The higher |E| the more complex is the environment.

Efficiency is measured by the organizational success OS at the endrun. Flex-
ibility correspond to the degree to which the organizational efficiency decreases
4 In a former version, some “original” tasks could satisfy creativity. Open to change

workers were occasionally insubordinated in well-doing organizations.
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Fig. 4. Efficiency in bureaucracies (left) and adhocracies (right) depending on culture
and environmental complexity

Fig. 5. Differences in OS between performance of bureaucracies and adhocracies in
similar environmental setups

when the environment gets more complex. It is measured by OSn+2−OSn where
OSi is the organizational success (and thus efficiency) when |E| = i. Individual
satisfaction is measured by the average over Sat of agents. Each result is the
average of 20 runs of 150 rounds each. Organizations contain 15 workers.

Studied Hypotheses. These experiments are conducted in order to test the
conformity of our model of culturally influenced motivations with regard to well-
studied social science observations. These observations provide a stable and well-
studied “benchmark” to show the dynamics of our model of culturally-influenced
motives. Consequently, if the output is not conform to expectations (and a stable
theory provides a lot of expectations), then the only reason is that our model
is faulty: we cannot hide behind subjective interpretation of theories. While
not providing new answers about social sciences, we reinforce the As suggested
by theories in Fig. 3, positive correlations are expected between efficiency and
satisfaction in bureaucracies and conservative cultures. Idem, positive correla-
tions are expected with adhocracies and open to change cultures. In addition,
for both organizations, positive correlations between flexibility and openness to
change are expected. Finally, Mintzberg’s culturally-independent property that
adhocracies are fitter for complex environment while bureaucracies are fitter for
simpler ones is also expected to be retrieved.
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Fig. 6. Individual satisfaction in bureaucracies (left) and adhocracies (right)

4.2 Results

Culture, Organizational Structure and Efficiency. Figure 4 presents the
relationship between culture (α), environmental complexity (|E|), organizational
structure and organizational efficiency measured by the organizational success
variable OS. In this figure, lighter cells represent higher efficiency. A horizontal
polarization for bureaucracies can be seen: given any environmental complexity,
higher conservatism leads to higher performance. For adhocracies, moderate level
of conservation leads to higher efficiency for lowest complexity. The positive
influence of conservation decreases when the complexity increases. This result
is explained by the low cost of following standards in low complexity. In both
cases, efficiency is correlated to conservation in bureaucracies and openness to
change in adhocracies. This observation underlies a correlation between culture
and preferred organizational structure.

Reference [5] shows evidence that “power distance moderated the relation-
ship between empowerment practices and performance, such that there was
lower performance for countries assumed to be high in power distance”. In order
to investigate if our model replicates this observation, bureaucracy and adhoc-
racy efficiency are compared in Fig. 5. Lighter cells mean that adhocracies are
more efficient than bureaucracies. For any given environmental complexity level,
higher preference towards conservation leads to darker zones. So, adhocracies
are less and less efficient than bureaucracies when preference towards conserva-
tion (higher power distance) increases, which correlate with the aforementioned
evidence.

Culture, Organizational Structure and Satisfaction. Figure 6 depicts
individual satisfaction in adhocracies and bureaucracies depending on culture
and environmental complexity. Lighter cells represent higher satisfaction.
Both figures display a horizontal polarization. In bureaucracies, satisfaction is
correlated with conservatism while in adhocracies, satisfaction is correlated with
openness to change. Once again, a correlation between satisfaction, organiza-
tional pattern and culture is observed. This observation also matches with [5]:
“the relationship between empowerment and satisfaction differed across levels
of power distance, such that empowerment was negatively associated with satis-
faction in high power distance samples”. In our model, satisfaction is negatively
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Fig. 7. Gradient of OS along |E| in bureaucracies (left) and adhocracies (right)

associated with power distance (conformism) when individuals are empowered
(in adhocracies).

Note the particular case of low environmental complexity and openness to
change preference: individuals are more satisfied with in spite of lower efficiency
(so, lower survival satisfaction). This case correspond to organizations confronted
to a friendly environment: since survival is mostly satisfied, agents gain more
satisfaction in value satisfaction.

Flexibility. Figure 7 represents the derivation of efficiency of organizations along
increasing level of environmental complexity. Dark zones represent important
performance drop due to environmental complexity increase. Both organizational
structures display a similar pattern. Darkest zones are darker or more frequent in
higher conformity. So, in conservative cultures, performance drops due complex-
ity increases are more frequent and important. Consequently, organizations in
conservative cultures are less flexible than organizations in more open to change
cultures. This correlation suggested in [7,11], which describe that PDI and UAI
have a negative impact on flexibility.

Mintzberg’s Properties. Our model also replicates culturally independent
phenomena described by Mintzberg [8]. Figure 5 replicates that, yet slightly
influenced by culture, machine bureaucracies have higher organizational suc-
cess (OS) than adhocracies in simple environments but less success in complex
environments.

5 Conclusion

This article presents an agent decision model which explicitly links the influence
of culture on motivation. Motivation is also non-cultural influenced by human
nature and personality. Human nature, culture and personality influence the
relative importance between motives. This importance, combined with need sat-
isfaction, determines agent desires. These desires are influence in turn plan to be
selected. Then, this model is illustrated by replicating the influence of culture
on organizations as observed by social sciences.

Our decision model differs from the conceptual approach of recent social sim-
ulation cultural models such as [12]. Instead of representing culture using cul-
tural dimension scores, which correspond to a cultural tendency to display some
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type of behavioral response, we represent cultures by the relative importance
given to values. This model, which is directly inspired by theories of culture [7],
allows to go beyond altering surface level behaviors, but rather uses cultures as a
factor of agent motivation thus influencing fundamental motives. This makes our
approach more generally applicable and independent of specific applications.

By treating culture as preferences over values, our model can capture inter-
esting properties of cultures. For instance, power distance and collectivism are
empirically shown to be related. Since, in our model, cultural dimensions are to
be inferred from individual behavior5, correlations between these dimensions can
easily be reproduced by our model: these two dimensions are related by some
shared (or at least closely related) underlying cultural values.

The current paper shows a first step towards building computational mod-
els of culture that are conceptually closer to the theory of culture: a culture
made of values and practices influencing individuals from their desires to their
actions, while not discarding the influence of their own personalities and survival
drives. Our model opens the way towards more elaborated and complex models
of individual decision processes which integrate cultural aspects.

More complex models can enrich our simple model of culturally-driven moti-
vations. As tracks for future work, we propose to integrate culturally-driven
practices into agent decision (e.g. how to greet, how to eat), which provides
immediately observable aspects of culture. In addition, ABMs appear to be a
suitable tool for modeling dynamic aspects of culture, for instance how culture
is acquired when entering into a new social environment, but also how individu-
als “switch” cultures when they change social context. Finally, we also propose
to investigate the case where agents are heterogeneous, capable or representing
different personalities, but also to acquire different aspects of culture.

Acknowledgments. The first author wishes to thank (anonymous) reviewers for their
rich and constructive feedback.
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Abstract. This paper describes an agent-based model to investigate the origins
of gender differences in social status. The agents’ basic behaviour is modelled
according to Kemper’s sociological status-power theory. Differences in the
socializing forces of the surrounding society are modelled using Hofstede’s
dimensions of culture. Particulars of play behaviour are modelled using
experimental child development studies from various cultures. The resulting
model is presented and discussed. Social identity as a group of either non-
gendered children, boys, or girls, seems a powerful force, multiplying the effect
of biological differences. The model is actually general enough to be applicable
to a wide range of social behaviours with minimal changes.

Keywords: Agent-based model � Gender � Aggression � Rough-and-tumble �
Social identity � Status-power theory � Culture � Self-organisation � Emergence

1 Introduction

“Poor Toby! He was so eager to join the big kids in their evening games of Capture the
Flag and Kill the Pill. It’s a great tradition among the kids at the marine biology lab
where we’ve spent many summers. But little did Toby know that he would soon become
“the pill”. He came home in a fury, bruised, crying and as angry as I’ve ever seen him.
Luckily, his injuries weren’t serious, but when I interrogated him to find out who’d done
this, the real source of his rage became clear. It wasn’t all the tackling and roughhousing
he was upset about. It was that he’d been beaten by… a girl!” [7] (p. 264 – Toby is a
ten-year old US boy, the author is his mother).

In all the populous societies in the world, there is a degree to which men receive
more status or wield more power than women, according to various criteria such as
visibility in public life, representation in well-paying jobs, sexual prerogatives, vio-
lence and crime rates. The difference could be small, as e.g. in Sweden, or large, as in
Saudi Arabia. It could be generally accepted, contested, or denied.

Our concern in this paper is to explore whether an agent-based model about the
micro-dynamics of play between pre-puberty girls and boys can throw light on the
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origins of gender differences in power. We concentrate on children under the
assumption that they may come closer to a ‘tabula rasa’ than do grown-ups, that their
behaviours may be more guileless and observable, and less affected by external cir-
cumstances, than those of grown-ups.

What are the main possible influences on these differences? The traditional
opposition is between ‘nature’ and ‘nurture’. The ‘nature’ point of view is that bio-
logical differences between the sexes cause the power balance – or imbalance, if you
will. The ‘nurture’ point of view is that gender differences are a product of sociali-
zation. At birth, socialization has yet to begin. Boys are slightly bigger and fussier at
birth, but parents react in vastly gendered ways to their babies’ sex, even before birth.
The opening quote about Toby shows that by ten years of age, children can be keenly
aware about gender and its status aspects.

Agent-based models allow exploring the interaction between nature and nurture in a
process of self-organization or emergence. This means the gender differences could start
small but be enlarged to various degrees in various societies by interaction with those
already socialized into the mainstream culture, and by the institutions of that culture.

In this article we describe an agent-based modelling framework to investigate the
roles of nature, nurture and self-organization for the emergence of gender differences.
We model a mixed-sex playground with ten-year old children and some minimal
prototypical interaction activities, and look at the emerging patterns of interaction.

The model requires several types of theories as its foundation. This is important
because we aim for a generic model of social reality, of which the playground example
is just one instantiation. First, we need a theory that tells us what motivates the
children. We selected the sociological status-power theory by Kemper [19], for its
simplicity and universality. We supplement it with notions from Tajfel’s Social Identity
theory [28]. Next, we need a theory to span the cultural spectrum of socializing
influences. For this we took Hofstede’s [13] dimensions of culture because they are the
society level indicators with the largest nomological network, i.e. validity. Third, we
need to use specific theory on child development and play. Here we use a variety of
books and articles, with a central role for Eliot’s recent study [7].

The core elements of Kemper’s theory are highlighted in our choice of concepts.
First, Hofstede’s work on culture shows a strong influence of the dimension of mas-
culinity-femininity on comparative gender status. This dimension actually distinguishes
status-based versus power-based social organization, and fits Kemper’s framework
well. Hofstede [15] argued that the same distinction was found to be important for
social organization in non-human primates by Hemelrijk [10, 11] in agent-based
models of dominance interactions. Second, there is ample evidence from child
development literature that points at important roles of both rough and tumble and
fighting for hierarchical relations between children within and among genders.

The bodies of theory used are briefly introduced in the next sections. After this we
explain how they are used in our agent based model. Because that model operation-
alizes agent behaviours such as playing and quarrelling, it also requires variables and
mechanisms that the theory does not specify. After a summary of the research questions
in the second section, the third section describes our design, including links to the
theories. After that the results of preliminary simulation runs are presented and con-
clusions are drawn for further work.
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2 Research Questions

We are investigating the emergence of differences in status across genders, and the
emergence of specializations in social role among boys and girls. To do this we
consider a number of possible causal factors:

• biological, innate differences between boys’ and girls’ characteristics, assuming
individual variation;

• behavioural differences between the sexes, again assuming individual variation, and
in belief update,

• differences in social identity between boys, girls and ‘generalized children’, as
apparent in penalizing or rewarding certain behaviour;

• cultural influences on the previous factors;
• self-organized (‘emergent’) outcomes of interaction.

The means to study these questions is a simulation that allows varying the first four of
the above factors. This modelling exercise creates two levels of aggregation: the
individual children (agents), and the simulated world (playground). Based on variations
in the agents and the rules of interaction, different gender patterns can occur. We build
the agents in this simulated world as faithfully as possible based on the theories that we
selected, create rules for the agents’ interaction as far as possible also based on these
theories, then run the simulation to study the results at system level.

We created one version “boy-girl” in which reference groups are simply modelled
by a systematic bias in favour of the gender with the highest average status, and another
one ‘ref-group” with full-fledged reference group logic. At the time of writing, we
managed to test the first much more thoroughly than the second version. The paper
therefore deals with the boy-girl version unless otherwise specified.

Our main hypothesis is that the effect of nurture (operationalized through culture
and reference group norms) will dominate the effect of nature (operationalized through
kindness, beauty and power). In particular:

1. Social status will correlate with kindness in feminine cultures.
2. Social status will correlate with power in masculine cultures.
3. Rough-and-tumble will boost social status.
4. Categorical differences in status accord based on gender will enlarge any tendency

to gender-based status differentiation.

3 Theory Base

3.1 Status-Power Theory

US sociologist Theodore D. Kemper [19] proposes that our social behaviour revolves
around the concepts of status and power. It could be summarized as “Make status,
avoid power”.

Status as Kemper uses it is not just a pecking order variable, though it includes that
element. It is something that we continually both claim from one another and confer
upon one another through our actions. An example may illustrate this. If, at the office,
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I greet Linda upon entering her room unannounced, I confer status on Linda; how much
will be determined by the modalities of the greeting. My choice of greeting will depend
on things such as our hierarchical and personal relationship, what preceded between us,
my personality, the nature and urgency of the issue at hand, and whether others are
present. At the same time, by entering unannounced I make the status claim of being
somebody entitled to enter Linda’s room. Formally, status is the voluntary compliance
with the wishes of another.

Power comes into play when we want someone to do things and they do not
voluntarily comply: we can then coerce them in some way, by pleading, lying or
violence. Many actions have both a power and a status component. For instance in our
example, if Linda does not want to confer status upon me by hearing me, she could
look up, say “Excuse me, but I’m, very busy, could you come back later?” and then
resume working; this might be a status move, indicating that I have not enough status to
enter. I’d probably also interpret Linda’s action of resuming work as a power move –

I would have wanted Linda to continue looking at me to hear my reason for entering,
and I expect Linda to know this..

Reference group is another important notion in Kemper’s theory. Sociologically
speaking, our actions are influenced by a committee of reference groups.. Sometimes
this can be quite complex; e.g. when the greeting rules from the tennis club, where
I play in a team with Linda, differ from those of the office, which ones to use?

Kemper’s theory posits that people attempt to maximize their status while pro-
tecting themselves from the power of others. People are also driven to confer status on
the deserving. Status is earned by a proper dose of status conferral upon others,
refraining from over-claiming status with them, and using power in ways backed by
authority granted by the reference groups.

3.2 Social Identity Theory

In accordance to reference groups in Kemper terms, Social Identity Theory [28] has
some elements that can be used in our simulation. It states that part of the self-concept
is built in terms of membership of social categories. Social categories define a set of
features that drive and regulate conduct of behaviour of its members. These features
represent the ideology, such as values and norms, that members should follow,
therefore sustaining a frame for status worthiness. A member that behaves according to
the ideal is worthy of status, but one that deviates is blamed and disregarded.

The influence that a social identity has on the behaviour of a person depends on
how salient it is in a situation. The theory postulates that certain situations, such as the
presence of an out-group, make social identities more salient, thus raising the influence
of its ideology in the person. In such cases, the person behaves more like a member of
the group and less like an individual. In addition, the strength of this effect is related to
the emotional commitment of the person to the social identity. A person is more likely
to activate a social identity if (s)he is positively committed to it. The commitment, as
well as the construction and identification of the ideal into one’s social reality, comes
from experience and socialization processes.
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The social identity defines a frame of social structure as well, including status order
and social relationships. By activating different social identities the social structure
changes as well. This partially explains why certain approaches to Linda, of the
example in the previous section, may work in the tennis club and not in the office.
It could be the case that according to the social identity that is salient in the office the
status difference is higher than it is in the frame of the social identity that is salient in
the tennis club.

3.3 Cultural Dimensions of Values

For the cultural component of our model we follow the theory of Geert Hofstede. In the
most recent version of that theory [13] there are six dimensions of culture, each of
which represents one of the big issues of social life that the members of a society have
to contend with. The associated dimensions are bipolar continua, on each of which each
society takes a position. These societal traits are not to be confused (but, alas, often are)
with personality traits such as those found by McCrae et al., although there are
national-level correlations [14].

If social life revolves around status and power, then this should be reflected in
dimensions of culture. We would expect different societies to have different propen-
sities to use power, for instance; power sanctioned by a society being known as
authority. The dimensions point to systematic differences in how the people in a culture
tend to act – thus both enacting and perpetuating their culture, and sometimes modi-
fying it.

In what follows we present each dimension of culture in Kemperian terms.

Individualism. Individualism-collectivism is a society’s specification for the unit that
has the right to claim and receive status. In an individualistic society, individuals are
the units. In a collectivistic one, groups are.

In an individualistic society, there will be more reference groups, differing in their
reach of control over the agent’s mind. Ideals in these groups might include heroes,
friends, or one’s nuclear family members, deities and fiction characters. In a collec-
tivistic setting, one inclusive reference group, the extended family, clan, or people, is
likely to take priority over the others.

Power distance. Large versus small power distance is the willingness to accept status
and/or power domination. It is about voluntary status-accord and granting of authority,
based on ascribed characteristics, not on actions. The net effect is that default status-
accord in an interaction will be asymmetric: participants will seek to find out their
respective status, and if they deem themselves inferior in ascribed status, they will give
way. Some status markers are age and gender. Note that the term ‘power’ in Hofstede
differs from Kemper’s ‘power’ In this paper we follow Kemper’s meaning except in the
name of the ‘power distance’ dimension of culture.

Masculinity. Masculinity versus femininity is a preference for either power-oriented or
status-oriented social relations. It is about voluntary status-accord to others based on
their performance in competitive settings – in other words, based on their power sensu
Kemper. The net effect is that people in interaction tend to seek status either by winning
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competitive sequences, or by aligning themselves with powerful ‘winners’ (presidential
candidates, deities, sports heroes). The converse, femininity, stands for voluntary
status-accord to those who refrain from using or showing power. A feminine culture
may also penalize overt power moves and status displays.

Uncertainty Avoidance. This is the degree of anxiety in a culture in relation to strange
things or unfamiliar situations. It leads to status conferral on the familiar and status
withdrawal from the unfamiliar.

Masculinity-Femininity and gender roles. The Anglo-saxon and Scandinavian world
are culturally much alike but for the dimension of masculinity – femininity. This makes
them comparable to Hemelrijk’s despotic and egalitarian macaque societies, as pro-
posed by Hofstede [15]. On average, men hold more masculine values than women,
confirming the ‘Mars – Venus’ hypothesis. Curiously, there seems to be a tendency for
women in more masculine societies to more often achieve prominence in the pecking
order in companies. In masculine societies, career women hold more masculine values
than other women in these societies [13]. This probably reflects a selection process:
women without such values quit the rat race. In political life, the trend is different: in
government, women are more numerous in feminine societies than in masculine ones.
The difference between business and politics is that in business, women are promoted
by co-optation: existing alpha persons, usually males, have to accept newcomers
among or above them. In politics, the anonymous voting system can promote women to
the top. In the Netherlands, a country with a very feminine culture, the trend for women
to be less prominent in business than in politics is clear.

3.4 Empirical Studies of Child Behaviour

Infants. Brain scientist Lise Eliot made a grand sweep through the literature on gender
[7]. Her conclusion is that at birth, biologically speaking the variation within each sex
is a lot greater than the differences between the sexes. The only reliable difference at
birth is that boys are a bit bigger and more active. A meta-study of 46 studies [3] found
boy babies to be 0.2 standard deviations more physically active than girls.

In contrast to the small biological differences found at birth, socialization by parents
shows obvious and large effects. Haviland and Malatesta [9] show that when baby girls
were cross-dressed as boys, observers were more likely to ascribe anger or distress to
them, and vice versa. In another study with 3- to 6- months’ old New York babies and
their mothers, Haviland and Malatesta found that mothers showed a conspicuous lack
of responsiveness to their baby sons’ expressions of pain, as well as to their baby girls’
expressions of anger [22].

Aggression. Starting at about age 4, boys are found to be more physically aggressive
than girls [24]. For some time, this finding led to reduced attention to aggression in
girls, until it was found that girls used ‘relation aggression’ more, such as exclusion
from peer groups.

Crick assessed aggression and prosocial behaviours in a school in the US Mid-
West. Physical and relational aggression and prosocial behaviours were found to be
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separate behavioural categories stable across time. Children that were aggressive and
lacked prosocial behaviours developed social maladjustment [5].

Lansu [20] investigated popularity and aggression among 10–12 year olds. Popular
peers evoked subliminal avoidance response in a joystick task. For unpopular peers, the
response was gender-biased: girls evoked approach, whereas boys evoked avoidance.
In a second study she found that popular peers attract unconscious attention, especially
from other popular peers. Popular boys especially attracted attention from girls. A third
study investigating explicit likeability and implicit avoidance/approach found the fol-
lowing (ibid. p. 164, or see [21]):

“Prosocial adolescents were evaluated more positively, and evaluated others more
positively, on the explicit likeability ratings. There were implicit effects for aggressive
girls. Girls who were known for their bullying and relational aggression such as
gossiping, ignoring others and excluding others evaluated their peers negatively at the
implicit level. They tended to avoid their peers in the joystick task. Aggressive boys did
not show this tendency”.

Lansu carried out a fourth study that showed adolescents to be on their best
behaviour when interacting with more popular peers in a discussion task.

Rough and tumble. Rough and tumble (R&T) is defined as “a physically vigorous set
of behaviours, including chasing, jumping and play fighting, accompanied by positive
feelings from the players towards one another” [6, 17]. R&T is found among all human
cultures and more generally among non-human primates, as well as other social
mammals and birds. It happens a lot in peer groups of children, such as one finds on
playgrounds. R&T involves reciprocal behaviour often observed in role change, such as
chasing and being chased [26]. Jarvis [17] cites a number of studies that find R&T to
involve much social learning, particularly among male primates. A very robust finding is
that R&T is more common among boys than girls [6, 27, 29, 30]. In her review DiPietro
[6] found R&T to occupy for 3%–5% of play time at preschool time, 7%–8% between
6–10 years of age, and to peak at 10% between 7 and 11 years. It then rapidly fell to
5% at 11–13 years and 3% at 14 years, to almost disappear in adulthood.

R&T can lead to enjoyable play, or it can lead to fighting. Anthony Pellegrini, in a
South-eastern US school with children aged 5, 7 and 10, found that popular children’s
use of R&T was positively correlated with social problem solving [25].

Children who engage in R&T tend to be friends, and tend to be of equal status, until
adolescence when slightly stronger children approach slightly weaker ones [16, 27]. Toge-
ther with the finding that among all human cultures, as well as among non-human animals,
males do more R&T than females, this suggests a role in preparing for sexual selection.

The line between rough-and-tumble and aggression is sometimes a contested one,
as shown by RuthWoods [31] in an ethnography of a London primary school. Girls will
claim aggression where boys claim friendly intent.

Culture. It can be assumed that biological sex (boy or girls) and norms for behaviour
(boyish or girlish) are correlated to a degree that varies with cultural masculinity.
The research on children so far has almost entirely been from culturally masculine
societies. This is recognized by some authors. Hilary Aydt and William Corsaro, for
instance, comparing preschool children from Italy (Bologna and Modena) and the USA
(African American and white American), say (p. 1309) “we can infer that the level of
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segregation of children would vary according to the degree the adult culture considers
men and boys to be aggressive and women and girls to be passive” [1].

Do child studies from Sweden, the world’s most feminine society according to the
Hofstede database, yield a different picture? Evaldsson [8] studied 11–12 year-olds in a
multi-ethnic school in Sweden. The immigrant children at the school were fluent in
Swedish and had been there for 3–7 years. The environment was decidedly culturally
feminine: “In contrast with American school settings (…) girls’ participation in team
sports such as handball, basketball and soccer were promoted through physical education
classes in cross-sex groups during school hours and same-sex sport clubs outside school”
(ibid, p. 479–480). Evaldsson found that when playing foursquare, girls used ‘slams’
freely with boys but would ‘throw like girls’ to physically less skilled girls. Cross-sex
games were quite common. She compares her findings to those of Thorne (1993) in the
USA: “In contrast to what Thorne (p. 67) found, cross-sex games such as ‘boys against
girls’ remained relatively stable and often lasted for several weeks. (…) The boys did not
enter the girls’ groups with the intention of disrupting the game, as Thorne found (…)”.

Even in this gender-egalitarian atmosphere there was still a degree of gender
separation; one group of 10–13 year old boys played football with only occasionally
girls joining, some less physically skilled girls avoided mixed-sex games, and some
less physically skilled boys avoided boys-against-girls games. Also, symbolic gender
identity management took place. In particular, physically unskilled boys were dis-
counted by the other boys, so that only the skilled ones became representative of the
social category of boys (p. 493). Generally however, it was clear to these children that
“differences in physicality within the girls’ (and the boys’) group were even greater
than the differences across the gender groups”.

This latter statement reflects what Eliot found in her review: as far as nature goes,
boys and girls seem much more heterogeneous within their class than between; but
socialization dramatically draws the genders apart in the USA. Girls tend to under-
perform if their social identity as girls is stressed [2, 4, 18]. It would seem that this is
much less so in Sweden. Because girls and boys mixed there, they learned that girls and
boys are in most respects not categorically different, but similar with overlapping
variation. They learned to see one another as ‘children’ instead of ‘boys’ or ‘girls’.

Finally, in a cross-cultural study among six-year olds, Martínez-Lozano et al. [23]
found that Dutch children in a dyad were more likely to leave after a conflict if they did
not get their way, whereas Spanish children were more likely to submit to the demands
of their playmate. This could reflect a difference in power distance, larger in Spain, and/
or in individualism, stronger in the Netherlands.

4 Agent-Based Model Design: The Boy-Girl Version

4.1 Representing Status-Power Theory in Child Behaviour

Status. Children are driven to confer and receive appropriate status: more is better,
receiving too little status evokes the urge to use power in retaliation. The agents all start
at status = 0.5 and converge on a dynamic status distribution that may or may not show
a gender status gap (GSG; see Fig. 1).
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Individual characteristics. Agents have a tendency to confer
status, which we called their kindness in our model. They
have a tendency to be found worthy of status conferrals,
which we called their beauty, which might also be thought of
as attractiveness or charisma. They have a capacity to use
power sensu Kemper called their power. Power maximizes
potential rough-and-tumble. All of the agent attributes are
normally distributed on a 0..1 scale, and we can vary their means separately for boys
and girls. They are depicted in the interface: smile for beauty, big eyes for kindness,
power as the leftmost number, status as size.

Dyadic relationship. Each agent maintains a directed friendship indicator towards
each of the others. This takes the form of a vector called has-been-nice of all agents
with which it has played, in which it stores the memory of whether the other agent
conferred adequate status. At each interaction, the existing value of has-been-nice is
discounted against the new value depending on the parameter status-volatility. Thus,
both agents in a dyad have a has-been-nice for one another that need not be symmetric.
We can vary the update rate of girls and boys separately.

Reference groups: social identity. The model has two agent groups: boys and girls.
A switch sex-factor-on-conferral (SFoC) decides whether boys and girls act in a
gender-aware manner. If it is on, boys and girls will subtract the SFoC from their
conferrals to children of the other sex. The SFoC thus acts as a social identity-related
modification of status conferrals that is updated on each tick.

Power exchange. The three kinds of aggression found in the literature are distin-
guished. Physical aggression is modelled in two ways. First, rough-and-tumble bonus
parts of status conferrals may be disregarded by the recipient but never by the sender,
so that the two may disagree about how much status was conferred. Second, and more
seriously, there can be open power exchange in fights. A fight benefits the stronger
child’s status, unless it is blamed by the group, in which the attacker loses status.

Relational aggression in our simulation can also be modelled as fights. Besides it
can occur if a child stays away from another one based on their mutual history (neg-
ative ‘has-been-nice’). Lack of prosociality is modelled simply as a low kindness level.

Rough-and-tumble. The fact that R&T usually happens between friends and is
enjoyable has led us to model it as an aspect of status conferral rather than as power
move. Humphreys and Smith [16] (p. 208) have a nice way of putting it:

“This suggests that a rough-and-tumble initiation was more in the nature of an
invitation to which the recipient was free to respond in any manner or not at all than a
challenge which had either to be met or refused”.

4.2 Representing Nurture Through Culture

Four of Hofstede’s dimensions of culture are operational in the simulation. They are
used for system-wide parameters ranging from 0 to 100 that symbolize the social
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environment internalized by the agents. The dimension scores were taken from [13].
This approach was shown to be feasible by Hofstede et al. [12].

Individualism. IDV moderates the likelihood that a child will leave a group when
unhappy with the conferral it received, or the fight it was subjected to.

Power distance. PDI determines the likelihood that a child will pick a fight or leave a
group, depending on its status. Low-status agents in large-power-distance cultures will
be subdued and less likely to leave the group or pick a fight.

Masculinity. MAS moderates the likelihood of fighting (depending on the agent’s
power) and of conferring status rewards or penalties to fighters based on reference
group ideals.

Uncertainty avoidance. Large UAI increases the likelihood that a group will blame a
child for picking a fight against a child of the opposite sex.

Cultural masculinity and social identity. Rough-and-tumble and fighting are subject
to norms of praise or blame from the reference group, depending on the ideal. In a
culture with MAS = 0, fighting is usually blamed, and this probability goes down when
MAS goes up according to the formula:

to-report attacker-blamed-by-group? 
report (random-float 1 > 1 – affront – 0.5 * sex-gap? * segregation-tendency –

0.5 * (1 – MAS / 100) +  
([status] of receiver – [status] of giver) * PDI / 100) 

Fig. 1. Conferrals and resulting status distribution after 301 ticks for the same school class of 20
boys and 20 girls under different parameters. Left: conferrals per tick; green = happy,
blue = mildly unhappy, black = fight condoned by group; red = fight blamed by group. Top row:
MAS = 100, SFoCn;resulting GSG = 0.6. All boys dominate all girls. Bottom row: MAS = 0,
SFoC off; resulting GSG = 0. No trace of a glass celling (Color figure online).
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In which

• Affront = status deficit perceived by receiver.
• Segregation-tendency = (((100-IDV) + UAI)/200).

4.3 Dynamics

The playground is an undifferentiated square. Children are randomly introduced at the
outset, with equal status of 0.5, and then play during a run of a variable number of
ticks. A tick represents something akin to a few seconds, enough to have a status
exchange. 300 ticks would constitute a school break (Fig. 1).

Finding playmates. In each tick, each child that is alone looks for a child to play with.
If it finds one it becomes ‘attracted’, which is a status claim. If the potential playmate
accepts the claim and is ‘attracted’ back, they will join. If the playmate was alone, the
two of them form a new group. If the playmate is already in a group, the first child joins
that child’s group, adopting its reference group’s status bookkeeping.

Status exchange: conferral. Once in a group the child selects a group member at
random to exchange status with, assuming that in a group, all children are playing
together even if some might be more attractive than others. A status exchange involves
a status conferral by the giver and an interpretation by the receiver. The conferral may
include a rough-and-tumble action.

Status exchange: interpretation. If the receiver interprets the conferral as insufficient,
that is, as lower than its current status in the reference group in action, then the receiver
may, depending on the perceived status deficit (‘perceived-affront’) decide to pick a
fight. Willingness-to-fight is dependent on culture.

Power exchange. In case of a fight, power of the two fighters becomes important in
determining the outcome, along with perceived-affront. The winner gains status
whereas the loser loses an equal amount.

Leaving a group. After a fight, one or both fighters may decide to leave the group.
An agent could also leave if it was unsatisfied with a conferral it received but did not
actually fight.

Fig. 2. Agent parameters (horizontal) vs status (vertical), after 301 ticks in a culture with
MAS = 0. Status has become correlated with beauty and kindness.
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5 Model Results

The boy-girl version was tested with 20 runs per condition on classes of 30 girls and 30
boys. Figure 1 shows plots of univariate analysis of variance with gender-status-gap as
the dependent variable.

Hypothesis 1. “Social status does correlate with kindness in feminine cultures”
is confirmed by Fig. 2. The figure averages runs with girl-kindness = 1 and girl-
kindness = 1.5 (girls kinder than boys). Under MAS = 0 the GSG is negative, meaning
boys have lower average status than girls. This is the case even if boys are stronger
(girl-power = 0.5) (Fig. 3).

Hypothesis 2. “Social status will correlate with power in masculine cultures”, is also
confirmed. As MAS goes up, the GSG favours boys more, and the effect of differences
in power is amplified.

Hypothesis 3. “Rough-and-tumble will boost social status” is not shown in a figure for
lack of space. The same runs as in Fig. 1 but with R&T turned on yield higher GSG in
all conditions, the difference increasing from 0.01 at MAS = 0 and girl-power = 1–0.55
at MAS = 100 and girl-power = 0.5.

Fig. 3. ANOVA of gender-status-gap (GSG) against MAS and girl-power. No rough-and-
tumble.

Gender Differences: The Role of Nature, Nurture, Social Identity and Self-organization 83



Hypothesis 4. “Categorical differences in status accord based on gender will enlarge
any tendency to gender-based status differentiation” receives overwhelming support, to
the extent that it can precipitate full glass ceiling phenomena in which no girls achieve
high status. Switching SFoC on can lead to gender status gaps of .2 under MAS = 0,
until .4 under MAS = 100 (Fig. 4).

6 Discussion

The playground simulation operationalizes ‘nature’ as possible differences in power
between boys and girls, in tendency to perform power-related behaviours (rough-and-
tumble and fighting), as well as in relationship updating. The effects of even large
variations of these are modest.

The simulation operationalizes ‘nurture’ as culture parameters in combination with
variable social identity. The combined effect is pervasive, since it strongly modifies the
social reward to engage in the power-related practices. This combined effect materi-
alizes through self-organization of boys and girls. As such the model seems a prom-
ising way to study self-organization in all kinds of social settings, such as
organizations, schools, and social life in general.

Fig. 4. Gender-status-gap (GSG) against sex-factor-on-conferral (SFoC) & MAS.
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The results suggest that reference group dynamics are by far the most powerful
causal factor for the establishment of glass-ceiling like phenomena. If girls receive less
status just because they are girls, this has huge emergent effects. And they do, as
illustrated by the case of little Toby with which this article began. Our social identity
model version is a promising tool for future development.

The second most powerful factor in the simulation is culture, in this case a mas-
culine value system that supports the use of power in the pursuit of status.

Nature, in the form of differences in ‘in-born’ kindness and power between the
sexes, plays a modest role in itself. This role can be very strongly amplified by culture
and by reference group logic, through emergent results of interaction.

One more remark can be made pertaining to gender roles. In feminine societies in
our model, fighting is blameable. This leads to flatter status hierarchies, but not nec-
essarily to gender equality, since any occurring gender gap will go uncontested.
Masculine societies lead to larger gender gaps but with some strong girls fighting
themselves to the top. This confirms [11] on macaques and [13] on humans.

Methodological remarks can also be made. This study operationalizes three major
social scientific theories and a body of experimental work on development psychology.
The integration of these three is new and tentative. The resulting model is a hypothesis-
generating engine; it begs more questions than it answers. Here are some important
questions for further investigation.

• How to model this system with actual reference groups, in which every child may
have a different social status in every reference group? We have a version of a
simulation that does this, but at the time of writing the results are too tentative to say
much about them.

• How to integrate praiseworthiness or blameworthiness of fighting better with social
identity theory? For instance, at present there is no concept of ‘fair fighting’, that is,
refraining from fighting weak opponents, or children of the other sex.

• How to articulate the dynamics of membership of a group or category versus
commitment to it?

• How do agents maintain their ‘status landscape’ across reference groups? This
involves which groups to commit to and spend time in, and how to transfer status
information between reference groups. The dynamics of commitment to reference
groups are likely to be nontrivial.

• What are the system-level consequences of the previous point, i.e. how are statuses
ranked between reference groups? Status and power relationships between reference
groups might be called prejudices, prototypes, or ideal types.

• In connection with the previous one, what if a conferral to one member of a
reference group is interpreted as a conferral to the identity of that group?

• To what extent can we re-use this model for other purposes, e.g. the social reality of
the financial world?

• How far can these particular theories take our models? On what grounds should we
change or supplement them?
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7 Conclusion

The model introduced here confirms the importance of emergent patterns of behaviour
in modifying differences due to both nature and nurture. Social identity issues seem
more pervasive in bringing the effects of influences from both nature and nurture about.
In the lives of children, nurture amplifies nature through self-organisation.

On a meta-level, the model convincingly shows that it is worthwhile to put social
scientific theory in the centre of agent-based models that investigate theoretical points.
This enables to both create convincing models and scrutinize the theories used.

This work is only the first step in what could be a rich area for further study of
various areas of social reality, not just children’s lives.
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Abstract. Multiagent systems have been used to model and study social
systems. Such studies have focused on cooperation and coordination
dilemmas. The goal was to investigate how a population of agents could
escape those dilemmas. Typically those studies assume large populations
either fixed size or infinite. However, when we introduce variable sized
population, a new risk arises consisting on population extinction, which
is a stable point of the corresponding dynamics. We present the Energy
Based Evolutionary Algorithm, a model where agents are born, interact,
reproduce and die. Interaction is mediated by some game which is the
sole means of acquiring energy needed for reproduction. In this paper
we show that when an agent is capable of selecting its partners based
on knowledge of successful interactions, the population is able to survive
longer when compared with random partner selection. We present results
using a set of well known games.

1 Introduction

Cooperative and coordination dilemmas have been used to model economic or
biological scenarios [5,10]. Given the mismatch between experimental outcomes
and behavioural prediction of Game Theory, there is a wealth of work to explain
these results [1,14,16,25,27,28,33]. A common denominator in the majority of
these works is either infinite population or finite but constant size population.
However these features are unrealistic because real populations fluctuate due to
internal or external influences.

There are population models that allow variable population. Most of them use
Agent Based Models (ABM) [11], or are artificial ecosystems [15,30]. Often they
deal with specific problems and generalisation to other games may be difficult.

While standard Evolutionary Game Theory (EGT) models use either infi-
nite populations or constant finite populations, ABMs have been used to model
scenarios where populations could go extinct. This can happen because agent’s
actions do not provide him enough resources to reproduce. Since such models
are often used in specific problems it is important to create a general evolution-
ary algorithm that can be applied to any game and where extinctions can occur
independently of game characteristics.

c© Springer International Publishing Switzerland 2015
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In this paper we present a population model called Energy Based Evolution-
ary Algorithm (EnBEA) with variable population size, that can be applied to
any scenario modelled by a game. In our model agents are born, interact with
each other, reproduce and die. When we apply our model to a set of cooper-
ative and coordination dilemmas, they produce extinction dilemmas. As such,
our model is suitable to study how a population can avoid extinction.

The ability to select partners based on knowledge of previous interactions
can explain the prevalence of cooperation in many cooperative dilemmas [1].
As such we analyse its influence on the occurrence of extinctions in EnBEA.

2 Related Work

The prevalence of cooperation has been studied using models based on differen-
tial equations such as the replicator equation or the Moran process [22]. There
are a set of assumptions behind the replicator equation [31]. One assumes a con-
siderably large or infinite population. Another assumes a well mixed-population
such that everybody plays with everybody else. A similar approach is randomly
pairing players. These are unrealistic assumptions and have led to alternative
proposals. Among them are structured populations where players are placed
in the nodes of some graph and interactions are restricted to links between
nodes [23,37]. In structured populations, agents have the possibility of selecting
their partners [33]. Other approaches include finite but constant size popula-
tion whose dynamics are modelled by a Moran process. Despite not allowing
varying population size, they have been used to model scenarios that may cause
extinctions such as climate change [34].

ABM address the difficulties of creating a formal model of a complex sys-
tem [8]. After investigation of artificial ecosystems populated [15,29] specific
protocols to construct such systems have emerged [11].

There are ABMs that analyse the possibility of extinctions but they do that in
specific contexts such as modelling population growth of endangered species [3],
tree mortality [17], impact of logging activities in bird species [39]. Some of
these models are characterised by using specific differential equations or operate
at higher level than the individual. Often they are specific to their case study
and their methods are not directly transferable to another scenario.

McLane et al. provide in [21] a review of ABM used in the literature of
ecology to address the issues of managing ecosystems. They presented a set
of behaviours that individuals can choose in their life cycle: habitat selection,
foraging, reproduction, and dispersal. In the papers that they reviewed, some
used all the behaviours in the set while others used just one. Such a set of
behaviours could constitute the set of actions of some generic game played by
animals. Moreover we can roughly divide them in two sets, one where an animal
obtains energy (foraging) and a second where an animal spends energy (habitat
selection, reproduction, and dispersal).

Partner selection is one of the possible explanations for the prevalence of
cooperation [24,36]. This characteristic is also combined with the possibility
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of refusing an interaction. The selection mechanism is usually dependent on the
game: in Prisoner’s Dilemma (PD) it depends on the partner defecting or not [1],
in trading networks it depends on the trading offer [38]. However, there was no
concern to generalise the mechanism to be applied to any game, which is a
problem that our work tackles.

3 Description of the Evolutionary Algorithm

3.1 Population Model

In this section we will give a formal description of EnBEA. It is a population
model where agents are born, interact, reproduce and die. Agent interaction is
mediated by some game. Interaction is essential because agents acquire or lose
energy when playing games and energy is necessary to reproduce. Agents can
die because of old age, starvation (lack of energy) and overcrowding.

We use games as an energy transfer process. This means a redefinition of the
payoff function. A game G is a tuple (N,A,E) where N is a set of n players,
A = {A1, . . . , An} and each Ai a set of actions for player i, and E = {e1, . . . , en}
is a set of energy functions, with ei : A1 × . . . × An → R being the energy
obtained by player i given the actions of the n players.

An agent α is characterised by a strategy s which he uses to play game G,
an energy level e and an age. We thus have α = (s, e, a). In each iteration t of
EnBEA a population of agents, P = {α1, . . .} is updated through three phases.

play in this phase all agents play the game and update their energy. Partners
can be randomly selected or agents can choose them.

reproduction in this phase the agents whose energy is above some threshold
produce one offspring by cloning and mutation, and their energy is decre-
mented by some value.

death in this phase the entire population goes through death events that depend
on population size, on agent’s age and agent’s energy. Age of surviving agents
is incremented by one.

In the play phase, the game is used as energy transfer. Regarding the relation
between the payoff function and the energy function, we have extended the
approach followed in [19] and considered the case where the obtained energy is
scaled and translated to the interval [−1, 1]:

e ← e +
π

max(π, |π|) , (1)

where π represents the payoff obtained by an agent, and π and π are the highest
and lowest payoffs obtainable in game G.

Scaling allows us to compare the evolutionary dynamics of games with dif-
ferent payoff functions, e.g. comparing the number of offspring per iteration or
the number of iterations until an extinction occurred. We could remove scaling,
if we made energy range equal to payoff range.
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With Eq. (1) we introduce the possibility of an agent dying through starva-
tion when the energy drops below zero, thus augmenting the risk of extinction.
Instead of zero, we could have used another energy threshold in the decision to
remove agents, which would only amount to one more parameter in our model.
This case is more realistic as the payoff value reflects gains and costs of an agent.
Consider for instance, the costs of providing in the Public Good Provision game
or of being exploited in the PD game.

When an agent’s energy reaches the reproduction threshold e
R
, it is decre-

mented by this value, and a new offspring is inserted in the population. Moreover,
we have to deal with the possibility of an agent’s energy dropping below zero.
Similarly to [1] we remove an agent when its energy drops below zero. The energy
of newborns could be zero, but this puts pressure on the first played games to
obtain positive energy, otherwise infancy mortality may be high. Instead we opt
for providing each newborn with e

B
units of energy. Therefore, the dynamics of

an agent’s energy depends on two parameters, namely e
R

and e
B
.

In order to avoid exponential growth, in each iteration of the algorithm all
agents go through death events. We consider two events: one depends on pop-
ulation size and a second that depends on agent’s age. The probability of an
agent dying due to overcrowding is:

P (death population size) =
1

1 + e6
K−|P|

K

, (2)

where |P| is the current population size and K is a parameter that we call
carrying capacity. This probability is a sigmoid function. The exponent was
chosen because the logistic curve outside the interval [−6, 6] is approximately
either zero or one. In the event of the entire population doubling size, it will not
go from a zero probability of dying to certain extinction. This assumes that each
agent has at most one offspring per simulation iteration.

The probability of an agent dying because of old age is:

P (death agent’s age) =
1

1 + e
L−a
V

, (3)

where L is agents’ life expectancy and V controls the variance in the age at
which agents die through old age.

3.2 Partner Selection

The play phase of EnBEA does not specify how agents select their game partners.
In this paper we test and compare two scenarios. One with random partner
selection and a second where agents can select partners. Since EnBEA can be
applied to any n-player game, we also need a partner selection model that is
independent of the game. We choose the model presented in [18]. An agent in
this partner selection model has a vector of size l. Each position of this vector
contains a probability and a set of n−1 candidate partners. When an agent needs
to play a game, he selects a set from a position in this vector. Sets with higher
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probability have more chance of being picked. After playing the game the agent
compares the payoff obtained with threshold π

T
. If the payoff is higher the vector

is not changed. Otherwise, the selected set of candidate partners is replaced by
a random set and its associated probability is multiplied by factor δ < 1. Since
the probability decreases, in order to maintain unit sum, the decreased amount
is distributed evenly among the other positions in the vector.

As long as the population remains stable, the net effect of this partner selec-
tion is that good sets of candidate partners absorb the probabilities of discarded
sets of candidate partners. Whenever an agent that is in a set of candidate
partners dies, a random set with live candidate partners is inserted in the cor-
responding vector position.

In this model we can have random partner selection whenever the vector size
is zero. This allows us to study the evolution of partner selection. This partner
selection is generic as it can be applied to any game, which contrasts with other
approaches (e.g. [35]).

4 Experimental Analysis

In this section we will present the experimental analysis that we have performed
with EnBEA. We will start by describing the set of standard games that we
used. We finish with the description of EnBEA related parameters.

4.1 2 × 2 Symmetric Games

The class of 2-player 2-action symmetric games comprises several cooperative
and coordination dilemmas. These games are Prisoner’s Dilemma (PD), Stag
Hunt, Snowdrift or Hawk-Dove, and Harmony. In [1] the authors have studied
the evolution of cooperation in PD with a tailored partner selection model.
In [34] the authors investigated networks of contacts to promote coordination in
Snowdrift. The payoff matrix of this class can be characterised by two parameters
if players’ payoff when both cooperate is one and when both defect is zero.
Parameter T is named temptation and represents the defecting player’s payoff
when the opponent cooperates. The payoff of the opponent is represented by
parameter S and is named sucker. The analysis of the population dynamics can
be restricted to the set (T, S) ∈ [0, 2]× [−1, 1]. This divides the parameter space
in four quadrants: the upper-left corresponds to Harmony, the upper-right to
Snowdrift, the bottom-left to Stag Hunt and the bottom-right to PD. To handle
these games we need to add to the agent’s chromosome a single gene representing
the probability to cooperate, pc. When this gene is mutated, pc is perturbed by a
Gaussian distribution with mean zero and standard deviation 0.1. The resulting
value is truncated to remain in interval [0, 1].

In order to analyse the population dynamics of this class of games under
EnBEA we varied payoffs T and S from their lower values to their higher values
in 0.2 increments. The initial population was homogeneous and the probability
to cooperate varied between zero and one in 0.2 increments. Table 1a summarises
the parameters used in this experiment.
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Table 1. Game specific parameters used in the experiments.

T temptation {0, 0.2, 0.4, . . . , 2}
S sucker {−1,−0.8, . . . , 1}
pc cooperate

probability
{0, 0.2, 0.4, . . . , 1}

|P0| size of initial
population

10

(a) Parameters used in 2 × 2 symmetric
games.

n number players {3, 4, 5, . . . , 8}
c provision cost {0.1, 0.2, . . . , 0.9}
pc provision

probability
{0, 0.2, 0.4, . . . , 1}

|P0| size of initial
population

10

(b) Parameters used in PGP.

n number stages {4, 6, 8, . . . , 14}
d pot increase {0.2, 0.3, . . . , 0.7}
ps pot share {0.6, 0.65, . . . , 0.9}

number of odd
players in P0

10

number of even
players in P0

10

(c) Parameters used in Centipede.

p0 money pot size {4, 6, 8, . . . , 14}
d dictator strategy

in P0

{0, 2, 4, . . . , p0}

a serf strategy in
P0

{0, 2, 4, . . . , p0}

number of
dictators in P0

10

number of serfs
in P0

10

(d) Parameters used in Ultimatum.

4.2 Public Good Provision

We have also performed simulations using the PGP game [4,13]. This game is
commonly studied to analyse cooperative dilemmas. It is considered a general-
isation of PD to n players. In previous work [18] we have shown that partner
selection avoided extinctions. However, in that work there was no death by star-
vation. In the PGP game, a player that contributes to the good, incurs a cost
c. The good is worth g for each player. We fixed the good value to g = 1 and
varied the other game parameters n and c. Similarly to 2 × 2 games, to handle
PGP we need to add a single gene, with the probability to provide pp to the
agent’s chromosome. The mutation operator adds to pp a random value from a
Gaussian distribution with mean zero and standard deviation 0.1. The resulting
value is truncated to remain in interval [0, 1].

In this game, we have varied the number of players in the game, the provision
cost, and the composition of the initial population. All agents were homogeneous
and their probability to provide the good varied between zero and one in 0.2
increments. Table 1b summarises the parameters tested in the simulations.

4.3 Centipede

The Centipede game is a sequential game of perfect recall where in each stage
a player decides if he keeps a higher share of a pot of money or decides to
pass the pot to the other player [20,27,32]. If the player keeps the higher share
the game stops. If he passes the pot is increased by some external entity. The
game has some fixed number of stages. In the last stage if the deciding player
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stops he receives the higher share of the pot. Otherwise the pot is increased
but he receives the lower share. The payoff structure is constructed such that
the payoff the deciding player obtains at stage t is higher than he obtains at
stage t + 1. This raises a cooperation problem since backward induction results
in a player stopping the game in the first stage thus obtaining a lower payoff.
Recently [19] we have witnessed in the Centipede game that players are able to
survive extinctions when they are generalists, that is they can play both roles of
this asymmetric game, but we have not analysed the impact of partner selection
on preventing or delaying extinctions.

The game can be characterised by the initial size of the pot, p0, how the
pot is increased, d, and the pot share given to the player that decides whether
to stop or not, ps. In this paper we use an arithmetic progression for pot size.
Since Centipede is an asymmetric game, we considered two types of players: odd
represents the players that decide in odd stages; even represents the players that
decide in even stages.

The chromosome contains two genes. The first gene (binary) represents the
player type while the second gene (natural number) represents the stage where he
decides to stop the game. The first gene is never mutated, while the second gene
is perturbed by a discrete Gaussian distribution with mean zero and standard
deviation one. Recall that in our current implementation of the algorithm, if
players of the same type are paired, they obtain zero energy. Otherwise, they
play the game.

To decrease the number of parameters, we set the initial size of the pot to one,
p0 = 1. The number of stages varied between four and 14 in increments of two.
The pot increment varied between 0.2 and 0.7. The pot share varied between 0.6
and 0.9 in 0.05 increments. The initial population had ten odd players and ten
even players. Both players stopped the game at the last stage. Table 1c shows
the parameters used in the experiments.

4.4 Ultimatum

The Ultimatum game is an one shot game where a dictator proposes a divi-
sion of a pot of money to a serf. If the serf accepts the division, both players get the
share, otherwise they get nothing. This game has many Nash Equilibria (NEs) all
of them having the serf accepting some division. The serf strategy of accepting any
division is the only one that is subgame perfect. This contrasts with experiments
involving people with different quantities of money [5]. These showed acceptance
with fair divisions of the pot and refusals of unfair divisions. Regarding formal-
isation, the pot size p0 is a natural number. The dictator strategy, d, belongs to
the set A1 = {0, 1, . . . , p0} where each number represents a pot share he keeps to
himself. The serf action space can also be represented by the same set, A2 = A1,
but in this case it represents the threshold, a, for accepting a division. This game
is different from the previous in that an agent has a type meaning he is either a
dictator or a serf. Moreover, in our simulations an offspring’s type is always equal
to the parent’s type. This means that if a type goes extinct, the other type follows
suit. An agent’s chromosome has two genes. One represents his type (either dic-
tator or serf) and another represents the corresponding strategy (either d or a).
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Only the strategy gene is perturbed by a discrete Gaussian distribution with zero
mean and standard deviation 1. The resulting value was truncated to remain in
the integer set from zero to p0.

In order to analyse the population dynamics, we have varied the pot size, p0
from 4 to 14 with increments of 2. The initial population has ten dictators and ten
serfs with all dictators identical and all serfs identical. We tested combinations
(d, a) ∈ {0, 2, . . . , p0} × {0, 2, . . . , p0} such that the initial serfs accepted the
proposals of the initial dictators. Table 1d shows the parameters tested in the
experiments.

4.5 Partner Selection Parameters

We have performed simulations with – agents can select partners (ASP) – and
without the partner selection model presented earlier – random partner selection
(RPS). Simulations with the partner selection model add to the agent’s chromo-
some three more genes. One for the vector size, l, one for payoff threshold π

T
and

a third for the probability update factor, δ. Whenever the mutation operator is
applied to any of these genes, the first gene is perturbed by a discrete Gaussian
distribution with mean zero and standard deviation one, while the second and
third genes are perturbed by a Gaussian distribution with mean zero and devi-
ation 0.1. In any case, the resulting value is truncated to a valid value. In these
simulations, the values of these genes in the initial population were the following:
l = 0, δ = 0.5 and π

T
= 0.5. The rationale was to see if partner selection could

evolve and then avoid or delay extinctions.

4.6 EnBEA Parameters

In the experiments that we performed we used panmictic population. Although
unrealistic, given that we used a carrying capacity, K, of 100, it is reasonable
to assume that all agents can potentially interact with each other. When agents
are capable of choosing with whom they will play, networks of agents can be
formed. The initial population size depends on the game. In symmetric games
it is 10 and in asymmetric games (Centipede and Ultimatum) it is 20, because
agents have a role.

In this work we are interested in analysing different versions of the games
we have used and to measure the occurrence of extinctions. With reproduction
energy, e

R
, set to 50, an agent that obtains per game the highest payoff, repro-

duces in less than 50 iterations. Since life expectancy, L, is set to 150, such agent
can produce on average three offspring during its lifetime. Offspring were subject
to a single-gene mutation with 10% probability. This is an evolutionary model
with clonal reproduction subject to mutation.

The number of iterations was set to 10000, two orders of magnitude higher
than an agent’s average lifetime, in order to have a duration enough to observe
an extinction or not. In order to obtain statistical results, we performed ten runs
for each parameter combination. Table 2 shows the values of these parameters.
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Table 2. Common parameters used in all games.

K carrying capacity 100
eR reproduction energy 50

energy birth 10
L old age 150

mutation probability 10%
number of iterations 10000
number or runs 10

5 Results

For each simulation run we recorded the number of iterations it lasted1. We
assume that if a simulation reaches the maximum number of iterations (10000)
there is no extinction. Figure 1 shows the average number of iterations ratio
between ASP and RPS simulations for some parameter combinations of the
tested games. Some simulations with ASP lasted four times longer than RPS
simulations. In the 2 × 2 Harmony game there is no visible effect of partner
selection. In this game there is no cooperation nor coordination dilemma and
as a consequence extinctions occur only when the initial population is entirely
composed of exploiters.

Figure 2 shows the cooperation level versus the number of iterations. The
cooperation level is computed either from the initial population parameters or
from the game parameters. In 2 × 2 games the cooperation level equals agents’
cooperation probability, and in PGP it equals agents’ provision probability. In
Centipede we define it as a weighted average of pot share and pot increase, 2(1−
ps)+1−pi. This expression means that a game is more cooperative when payoffs
are equally distributed both among players and stages. In Ultimatum we define it
as (1−2|d′ −0.5|)(1−2|a′ −0.5|) where d′ and a′ are the normalised dictator and
serf’s strategies, with respect to p0. This means that cooperation level is higher in
the case of high and similar division and acceptance thresholds of dictator and
serf. Overall, the higher is the cooperation level in the initial population, the
higher is the number of iterations. Except for the 2 × 2 games there is a general
tendency for partner choice to increase the duration of simulations, in some cases
avoiding extinction altogether. There are some parameter combinations that
always result in extinctions independently of whether random partner selection
is used or agents can select their partners. These combinations correspond to PD,
to PGP with high provision cost or an initial population with low probability of
providing the good, to Centipede with high pot share, and to Ultimatum with
division proposal higher than the acceptance threshold.

– Extinctions occur in PD because defectors exploit cooperators who cannot
acquire enough energy to reproduce and will die of starvation or old age.

1 The simulation was implemented in Mercury, a declarative language, and is available
at http://github.com/plsm/EBEA.

http://github.com/plsm/EBEA
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Fig. 1. Average number of iterations ratio between ASP and RPS simulations for some
parameter combinations. The greener the point, the longer is the corresponding set of
ASP simulations.

In this particular 2×2 game the payoff of defection is negative. As cooperators
die, exploiters take over the population, but when they play among themselves,
they obtain zero energy. This means they die of old age without any offspring.

– PGP is an extension of PD to multiple players. The reason for extinctions
is the same as in PD: exploiters take over the population but they cannot
acquire any energy when playing among themselves.

– The reason for extinctions in Centipede with high pot share are due to one type
of player rapidly achieving the reproduction threshold. This type reproduces
faster and replaces the other type, which cannot achieve the reproduction
threshold. Agents with the latter type die of old age without producing suf-
ficient offspring. Afterwards agents with the former type do not have anyone
to play with thus earn no energy to reproduce.

– In Ultimatum when the initial population has serfs or dictators that receive
a large share of the pot, they reproduce faster. This is similar to exploiters
taking over the population in PD or PGP, and likewise, they will go extinct.
When the pot is equally divided among players (cooperation level equal to
one), neither role is benefited, and they reproduce at the same pace. Partner
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Fig. 2. Cooperation level versus number of iterations between ASP (green triangles)
and RPS simulations (red squares) for some parameter combinations. Each point rep-
resents an average over a set of parameter combinations. For visibility purposes squares
are slightly displaced upwards while triangles are slightly displaced downwards (Color
figure online).

selection allows each role to promote a cooperative strategy in his partner.
Notice that this game is very sensitive to the cooperation level. Only very
slight variations from the optimal cooperation level are able to sustain the
population. A particular case should be noticed. A fair dictator offering 50%
break and serfs accepting 50% or less constitute a perfect balance and last
for a long time, before mutations change this balance (see bottom rightmost
triangles in Ultimatum results in Fig. 2).

We have performed a Kolmogorov–Smirnov test between two sets of sim-
ulation lengths. One set was taken from simulations with only RPS, while the
other set was taken from simulations whith ASP. Other parameters had the same
value. Figure 3 shows the p-value of this statistical test for some parameter com-
binations of the tested games. A triangle means the null hypothesis was rejected
meaning the distribution of the number of iterations was different. If the trian-
gle points upward, then the average number of iterations of ASP simulations is
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Fig. 3. Results of the Kolmogorov-Smirnov test on RPS and ASP simulation lengths.
A circle means simulation lengths belong to the same distribution (null hypothesis).
The lower is the p-value, the darker is the circle. Lowest p-values are represented
by triangles which correspond to accepted hypothesis. A triangle pointing upwards
(downwards) means partner selection increased (decreased) simulation length.

higher than RPS. This means that partner selection can delay extinction. The
percentage of statistical tests where the null hypothesis was rejected was 23.4%
for 2×2 games, 65.5% for PGP, 32.9% for Centipede and 30.7% for ultimatum.
One can see that partner selection has different effects depending on the game.
It is more prominent in PGP where ASP simulations lasted longer.

6 Discussion

We have applied the core evolutionary algorithm that we have described in the
previous section in a set of well known games. In the simulations that we have
performed we have observed the occurrence of extinctions only due to old age or
starvation. In Harmony, Snowdrift, Centipede and Ultimatum there is no death
by starvation because the payoffs are always positive. By comparison to [19]
where there was only death by overcrowding, we noticed an expected increase in
the cases of population extinction, since there are more death causes.
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Simulations with partner selection last longer than simulations with random
partners. The improvement depends on the game with PGP showing the best
results. Population dynamics are sensitive to initial conditions. If agents in the
initial population cannot gain any energy because they are pure exploiters, no
pot division is accepted, or only one type (serfs or even) is present, then the
population is condemned from the start. For instance, in Ultimatum there is no
point in having an initial population with dictators and serfs that do not reach
an agreement. On the other hand, in Harmony there is no dilemma, so it does not
matter if agents are capable of choosing their partner or not. Therefore Harmony
acts as a neutral control game whose population dynamics are the same for any
parameter combination.

The increase in the number of iterations in ASP simulations was not greater
because the parameters of the partner selection model of agents in the initial
population was set to random selection. Therefore, agents had to evolve the
capability of selecting partners. This requires a combination of mutations in the
genes that encode partner selection. However, mutation may introduce a defec-
tor that exploits existing cooperators thus leading the population to extinction.
If instead the initial population had the right combination of partner selection
parameter values, then a simulation can last longer. For instance, in Ultimatum
the average number of iterations increases around 15%. If we increase the maxi-
mum number of iterations to 50000, then simulation length increases last 200%
in Ultimatum and 12% in PGP.

7 Conclusions

In our evolutionary algorithm, reproduction depends on the amount of energy
obtained in games. Offspring do not replace parents but compete for time to
obtain the necessary energy to spread their genes. This process allows for varying
population size, either at the edge of the carrying capacity or down to extinction.
This algorithm is similar to an agent-based approach [2,6] in that we have a
simple model of the lifetime of an agent: birth, growth, reproduction and death.
However, our approach using a game as an energy transfer process is general
enough to be a model of biological [9] or economical [12] systems.

Extinctions are a dilemma at the population level that agents must deal with.
Players do not have explicit knowledge of the extinction dilemma as they have
of direct payoffs. Therefore extinction is an implicit phenomenon. In this paper
we have extended previous work [18,19] to study extinctions under different
conditions: starvation, no offspring, and no partner with adequate role.

Our algorithm can also be used to analyse the population dynamics of spe-
cialised versus generalised players. Consider the case of asymmetric games such
as Centipede or Ultimatum where players can be specialised in one of the two
roles of these games. On the other hand, generalists can play any role of the
game and thus are able to cope better with population perturbations [26]. This
reasoning can be extended to cooperation and coordination dilemmas. Exploiters
have to prevent the death of their targets otherwise both will go extinct. Lack
of coordination results in players not receiving any energy thus they risk dying
of old age without any offspring.
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This process (energy dynamics and population control) is different from other
approaches [1,15]. Even when they use energy, the focus is not the evolution-
ary algorithm and extinctions are not possible. Interactions between players are
mediated by some game, which determines how much energy a player obtains.
Therefore it is applicable to any game, either some simple game such as Iterated
Prisoner’s Dilemma [1] or a complex game where strategies are computer pro-
grams [15]. Population control is also independent of the game as it only depends
on population size and agents’ age.

In this paper we have shown that a set of cooperation dilemma games turn
out to be population level dilemmas because agents can go extinct. We have
compared random partner selection and the capability of selecting partners. In
both cases, agents start with the capability of selecting partners randomly. This
is a hard condition for the second case, in that evolution has to find the correct
partner selection parameter values. Once they appear in a population agents
can live longer. If we soften the starting conditions for the second case (agents
start with the correct values), preliminary results show even higher number of
iterations.

Regarding future work, we plan to investigate what type of network connec-
tions arise with partner selection, how stable a population is, and additional fea-
tures that delay or avoid extinctions. There are many societal problems such as
resource management [7] that can be better analysed with EnBEA. This can be
implemented if we introduce a fourth step in EnBEA that given agents’ actions,
current game parameters and common parameters such as carrying capacity,
returns the set of parameters to be used in the following iteration of EnBEA.
One can investigate how agents could be organised, what norms they should fol-
low, which institutions should exist in order to avoid a collapse in the resource
base. High game payoffs or carrying capacity values can be interpreted as a stable
resource. Lower values can be interpreted as a polluted or depleted resource.
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Abstract. In an environment in which free-riders are better off than
cooperators, social control is required to foster and maintain cooper-
ation. There are two main paths through which social control can be
applied: punishment and reputation. Using a Public Goods Game, we
show that gossip, used for assortment under three different strategies,
can be effective in large groups, whereas its efficacy is reduced in small
groups, with no main effect of the gossiping strategy. We also test four
different combinations of gossip and costly punishment, showing that a
combination of punishment and reputation-based partner selection leads
to higher cooperation rates.

Keywords: Evolution of cooperation · Reputation · Gossip · Punish-
ment

1 Introduction

When cooperators can be easily exploited by those who reap the benefits of
cooperation without paying its costs, free-riders will definitely outcompete altru-
ists [18]. How is it possible to reduce the profitability of free-riding in a social
dilemma, like a public goods game? Models of large-scale human cooperation
show that cooperative behavior can be evolutionarily stable if free riders are pun-
ished, thus making defection less profitable by means of decreasing the cheaters’
payoffs at a cost for the punisher.

There is a large body of evidence showing that humans are willing to punish
non-cooperators, even when this implies a reduction in their payoffs [7]. Accord-
ing to ”strong reciprocity” theory, punishment is a decentralized, spontaneous
and effective solution against cheaters, a solution made possible by the presence
of strong reciprocators, i.e., individuals who altruistically reward cooperative
acts and punish norm violating behaviors [8]. This view has been recently ques-
tioned, and there is mounting evidence that the results on strong reciprocity
obtained in the lab can be hardly generalized to what happens in the field [13].
Furthermore, punishment inevitably leads to a second-order collective problem
c© Springer International Publishing Switzerland 2015
F. Grimaldo and E. Norling (Eds.): MABS 2014, LNAI 9002, pp. 104–118, 2015.
DOI: 10.1007/978-3-319-14627-0 8
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because punishing is costly, therefore refusing to punish non-cooperators maxi-
mizes individual welfare. A solution to this has been proposed in [20], where the
authors use reputation to link reciprocity and collective action, showing that
large-scale cooperation can be stabilized. Using a combination of one-shot Pub-
lic Goods game and a series of mutual aid games they show that the threat of
exclusion from indirect reciprocity can sustain collective action. In this setting,
social exclusion reduces free-riding and it has no costs for the punishers (what
Panchanathan and Boyd call shunners), who can withhold help from free-riders
without damaging their reputations.

In models of indirect reciprocity supported by reputation, individuals can
base their decision to help others on the basis of observation of their past
behaviors. Even without direct experience, cooperation can thrive thanks to the
exchange of information based on direct observation of others’ interaction [19],
or on reported experience [1,19,23], even when group size increases. If punishing
implies paying a cost in order to make the other pay higher costs for his defec-
tion, reputation works because information about agents’ past actions becomes
known to potential partners, and this allows cooperators to avoid ill-reputed
individuals. In Axelrod’s words [2]: ‘Knowing people’s reputation allows you to
know something about what strategy they use even before you have to make your
first choice’ (p. 151). The importance of reputation for promoting and sustaining
social control is uncontroversial, as demonstrated both in lab experiments [22],
and in simulation settings, in which reputation has proven to be a cheap and
effective means to avoid cheaters and increase cooperators’ payoffs [9,10,21].

Moreover, prosocial gossip may effectively bypass the second-order free-rider
problem, wherein the costs associated with solving one social dilemma might
produce a new one [14,15]). Reputation-based theories of cooperation [1] con-
sider reputation as a by-product of direct observation, thus equivalent to a label
or a score, as the well-known image score theory developed in [19]. Agents, in
that model, can choose whether to help another individual at a certain cost to
himself, or to avoid this cost. This decision is based on agents’ image scores
which are publicly visible. An agent’s image score increases when he donates to
another agent and decreases in the opposite case, thus working as a reliable indi-
cator of the agents’ past behaviors and cooperative attitudes. In such a setting,
cooperation can emerge because free-riders have low image scores, therefore they
can be easily avoided by cooperators. However, the result depends on the public
availability of accurate information:

‘cooperation based on indirect reciprocity depends crucially on the ability of

a player to estimate the image score of the opponent. In the above model,

we assume that the image score of each individual is known to every other

member of the population’. ([19] p. 575).

Although effective, image score is completely unrealistic, especially if used to
account for the evolution of cooperation in human societies. In large groups
of unrelated individuals, direct observation is not possible, and records of an
individual’s past behaviors are usually not freely and publicly available. What is
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abundant and costless among humans is gossip, i.e., reported information about
others’ past actions that can be used to avoid free-riders, either by refusing to
interact with them, or joining another group in which free-riders are supposedly
absent.

2 Gossip as a More Realistic Information Transmission

Unlike previous works [19,20], in which information about others is publicly
available and is used to discriminate between cooperators and non-cooperators
in a indirect reciprocity game [19], we design a model in which information is
privately transmitted among gossipers. Also, we account for the fact that infor-
mation is noisy and reputation is sticky, two features that characterize human
societies, in which gossip does not necessarily have a positive effect. A third
element of novelty of our work is the use of a multi-players game, such as the
public goods game (PGG from now on), in which interactions happen in groups,
with a conflict of interest among agents. In such a setting, our work is aimed
at investigating whether different reputation-based strategies may have an effect
on cooperation rates in mixed populations, and also to compare performances of
gossipers, who exchange information about their peers, and punishers, who pay
a cost in order to reduce cheaters’ payoffs.

We are interested in contrasting benefits and costs of gossip with those of
costly punishment, but we also aim at specifying how action strategies may
complement reputation spreading. While punishing a free-rider is an action with
immediate consequences on the free-rider’s payoff, reputation spreading implies
an information transmission, but the way in which this information is used is
usually not specified. For a complete definition of the gossip and reputation
behaviour, we have to define how agents are going to transform this information
into action. Here, we propose three reputation-based strategies: gossipers can
refuse to contribute to the group (strategy refuse, actively look for a better group
(strategy compare), or apply a more refined form of partner choice. In this latter
case, group formation is delegated to a single agent, randomly selected to act
as a leader, and then allowed to choose its group mates (strategy leader). If the
leader is a gossiper, it can use information received about others in order to
select the most cooperative partners and avoid the uncooperative ones.

If we define the object level as containing all the actions that influence score
directly, the PGG constitutes the main interaction at the object level for our
model. Punishment also happens at the object level, as it is a response strategy
influencing scores directly. Distinct from the object level, the information level
contains observation results, for example compliance information as employed
by punisher agents, but also inter-agent information diffusion by gossip. Note
that a gossip strategy by itself is incomplete, because it is only specified at
the information level; a complete mechanisms need to influence the object level
just as punishments does (see Fig. 1). Thus, information is applied to the object
level by means of costly punishment; by withholding participation to the next
game (gossipers under refuse strategy); or by weak (gossipers with compare) or



Group Size and Gossip Strategies: An ABM Tool 107

Fig. 1. Actions at different levels. Left: a punishment mechanism is complete as it con-
tains both information specification (observation only) and action specification that
effects the object level. Right: gossip and reputation mechanisms dictate how informa-
tion is diffused and grows, but they don’t have an unique response. In this work, we
study responses as partner selection and refusal.

strong (leader) partner selection. These last three mechanisms constitute the
application, or response as we will call it in the rest of the paper, at the object
level of gossip and reputation information.

Building upon results obtained in previous work [3,11], our agents are coop-
erative at the object level (with the exception of the free-riders), but can change
their behavior on the basis of their peers’ actions. Agents start gossiping and
punishing, respectively, when the number of free-riders in their group is consid-
ered too high, i.e., it exceeds a given threshold (which is set at 0.2 of the group
size). The threshold represents an attempt to take into account the fact that
free-riders may be difficult to discover and that some missed contributions can
go undetected.

It is well known that group size can be a critical factor in models of social
interaction. We are interested in understanding the interplay between our strate-
gies and group size, so we report results obtained in small groups (5 agents),
medium size group (10 agents), and large groups (25 agents).

To this purpose, we have implemented our model using NetLogo [24]. The
implementation is general-purpose and highly customizable, even beyond the
purposes of the present paper1.

The paper is organized as follows: Sect. 2 explains the simulation model using
an ODD protocol, Sect. 3 presents experiments and results, whereas in Sect. 4
the results are discussed and some conclusions are sketched.

3 The Model

Building up on the simulation framework developed in [11] using NetLogo, we
added two new strategies in order to deepen our understanding of the role of
1 The model can be downloaded at http://labss.istc.cnr.it/code/punishment-and-

reputation.

http://labss.istc.cnr.it/code/punishment-and-reputation
http://labss.istc.cnr.it/code/punishment-and-reputation
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reputation mechanisms in supporting cooperation in mixed populations in which
different types of agents play a public goods game (PGG), the classical experi-
mental model used to investigate social dilemmas [17]. In this game, agents in
a group decide whether or not to contribute to a public pot at a net personal
cost c, in order to create a benefit b (normally with b > c). The pot is then
divided equally amongst all the participants in the group, without considering
their contributions.

In compliance with the ODD protocol [12] for describing ABM models and
simulations, the model will be described now in terms of purpose, entities,
processes and objectives.

3.1 Purpose

Using a PGG, we investigate how cooperation can be maintained in mixed popu-
lations in which there are cooperators, free-riders, punishers and gossipers. While
the former two populations play always the same strategy, irrespective of what
other agents do, the latter types of agents are reactive. The group’s total pay-
off is maximized when everyone contributes all of their private endowment to
the public pool. However, game-theory predicts zero contributions because any
rational agent does best contributing zero, regardless of whatever anyone else
does.

It is well known that punishment reduces profitability of free-riding and
increases cooperation [3,6], but less is known about the effect of gossiping, which
is a kind a informal social control widely used in human societies. This is espe-
cially true if we refer to information transmission in a one-to-one way, instead
of public information available through direct observation.

In a previous work [11], we have shown the effects of two gossip strategies on
the emergence of cooperation: defect (a retaliatory strategy that agents played
against those with a bad reputation), and refuse. Here we consider two alterna-
tive strategies, compare and leader, with the aim of introducing partner choice
in the model and testing its performance on cooperation rates. Our hypothesis is
that when partner choice is available, a reputation-based strategy for social con-
trol should be effective in promoting cooperation and selecting out free-riders.
We also predict that there is an interaction effect between group size and gos-
sip strategy, therefore in bigger groups a gossip-based strategy should perform
better. For this reason, we test our model in a first experiment for three differ-
ent group sizes: 5, 10, and 25 agents. To the best of our knowledge, this work
is the first attempt to model different gossip strategies and to compare their
performance on cooperation rates in a mixed population.

In a second experiment, we also measure different combinations of harsh and
mild reactions, with the aim of understanding what happens when punishers and
gossipers start defecting in a retaliatory way, and to what extent cooperation is
robust to this behavior.

Our simulation allows to:

– explore three different ways of implementing gossip in a PGG, and to test the
effectiveness of different gossip-based behaviors on cooperation rates, popula-
tions’ scores and survival rates;
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– identify the most effective combination of costly punishment and gossip in a
situation in which Gossipers and Punishers may react to free-riding more or
less harshly.

3.2 Entities, State Variables and Scales

The main entities in our model are agents, either non-reactive or reactive. In the
former category we find cooperators (C), who always contribute to the common
pool, and free-riders (FR), who never contribute. In the latter category, punish-
ers (P) and gossipers (G) start as cooperators, but they change their behavior
in response to the percentage of detected free-riders in their group: when the
number of known defectors in a group exceeds a threshold set at 20% of group
size (following [3]), punishers and gossipers become active and apply a counter
strategy defined below.

At the onset of the simulation, each agent is endowed with an initial amount
of 50 points that can be put in the common pool, or used to punish others;
regardless of the strategy, agents are culled from the game when their cumulated
payoff goes to zero (death of the agent) and they are not replaced. The cost of
contributing to the PGG is set to 1, the unit of our utility scale, and the sum
of all the contributions is multiplied by a factor set to 3. The public good, i.e.,
the resulting quantity, is divided evenly among all group members, regardless of
individual contributions.

As for counter strategies, punishment works by reducing the payoff of free-
riders through the imposition of a cost sustained by the punisher. Punishers pay
1 unit in order to reduce free-riders’s payoff by 5. Punishers keeps on punishing
until they run out of resources.

Each step, a simple evolutionary algorithm is applied. Agents are ordered by
score, and those sitting at the bottom of the ranking are removed and replaced
with an identical number of clones generated by a random subset of the surviving
ones. The replacement rate is set at 8 % of the population, and this kind of
algorithm has been already used in the social sciences [3].

For each strategy we calculate the average score in time, as the accumulation
of points obtained in the PGG, and the population for each strategy, as modified
by evolution and death. We also calculate the cooperation rate as the ratio of
agents who contributed to the last game, a value bounded between 0 and 1.
Note that complete cooperation can be reached only if the FR population gets
extinct.

Algorithm 1. Description of punishers behaviors
While {Number of Timesteps}

* Random group formation of the population;
* Agents take First Stage decision;
* Gather and Distribution of the Public good in each group;
* First Stage Decisions are made public within the group;
* Agents make Second Stage decision;
* Punishment Execution;
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An important variable is group size, which is known to have an effect on
cooperation rates in PGG [3]. We tested our strategies for three different dimen-
sions of groups: small group (5 agents), intermediate group (10 agents) and large
group (25 agents).

In the second study, we fine-tuned the reactions, dividing Punishers and
Gossipers into two sub-sets [11]:

– Nice Punishers (Np) cooperate in the passive state; once active, they punish
free-riders at a cost to themselves, but they continue to cooperate in the PGG.
This behavior will continue until the agent eventually exits the active state
when cheaters’ rate goes below 0.2 of group size.

– Mean Punishers (Mp) contribute in the passive state; once active, they punish
free-riders and free ride themselves in the PGG until they exit the active state.

– Nice Gossipers (Ng) are cooperative in the passive state; once active, they
start spreading information about free-riders, and keep on cooperating in the
PGG.

– Mean Gossipers (Mg) contribute in the passive state; once active, they spread
information about free-riders, and always defect in the PGG until the agent
eventually exits the active state.

Algorithm 2. Description of gossipers’ behaviors - REFUSE
While {Number of Time-steps}

* Random group formation of the population;
* Gossipers check others’ reputation;
If number of bad images (known FRs plus anyone who defected and had been marked with a bad image) equals

or is higher than beta * numagents
* Reputation diffusion
* Gossipers refuse the interaction

* Gossipers take the First stage decision according to their active/passive status;
* Gather and Distribution of the Public good in each group;
* Images are updated (bad images added; there is no restoration of bad images if one cooperated)

3.3 Process Overview and Scheduling

The behavior of reactive populations is described in the Algorithms 1 to 4.
Punishers punish after contributions are made public, whereas gossip reaction
works as a proactive strategy that is triggered by agents’ reputations.

4 Experiments and Results

We conducted two simulation experiments in which simulations lasted for 200
time steps. In the first set of simulations, we explore a 3× 3 set of conditions,
with three different group size of 5, 10, and 25 agents. We measured cooper-
ation rates, populations’ scores and population size in mixed populations with
gossipers playing three different strategies: compare, leader and refuse. Each con-
dition was repeated ten times, for a total of 90 simulation runs. The results are
reported in Sect. 4.1.



Group Size and Gossip Strategies: An ABM Tool 111

Fig. 2. Cooperation rate (cr) in time by response and group size. In large groups (25
agents), the final cooperation rate is higher, and this is especially true if compared
to the intermediary group size (10 agents). Agents in 10-sized groups show the lowest
level of cooperation.

The second experiment was performed in a 4× 2× 2 set of conditions, again
repeated 10 times each, for a total of 160 simulations. For all plots, points in
time are averages over repetitions. Results are reported in Sect. 4.2.

4.1 First Experiment: Testing Responses

First, we wanted to test whether cooperation can evolve and be maintained
in a mixed population in which gossip is the only means of social control. Given
the strategies employed, cooperation can be generated by any mix of population
in a non-active state, except for the FR. In Fig. 2, the average cooperation rate
for all agents is presented. Large groups (25 agents) outperform the others for all
responses. In intermediate size groups (10 agents) we observe the lowest cooper-
ation rates. A possible explanation is that with 10 agents in group there are too
many agents for direct reciprocity to be effective, but too few for reputation to
work. With regard to response strategies, compare always leads to lower coop-
eration levels, while leader and refuse do not show a consistent ordering. The
leader response prevails in larger groups and is the only strategy that supports
full cooperation, while refuse prevails in smaller groups.

Algorithm 3. Description of gossipers’ behaviors - COMPARE
While {Number of Time-steps}

* Random group formation of the population;
* Gossipers check other agents’ reputation;
If number of bad images (known FRs plus anyone who defected and had been marked with a bad image) equals

or is higher than beta * numagents
* Reputation diffusion
* Gossipers evaluate another group at random, and join it if the percentage of known free-riders there

is lower than in the current group. Another agent is randomly picked to join the original group of
the shifting agent.

* Gossipers take the First stage decision according to their active/passive status;
* Gather and Distribution of the Public good in each group;
* First Stage Decisions are made public within the group;
* Images are updated (bad images added; there is no restoration of bad images if one cooperated).
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Algorithm 4. Description of gossipers’ behaviors - LEADER
While {Number of Time-steps}

* A given number of agents (depending on the the total population and the group size g) are randomly selected
to act as leaders

If Leader is a gossiper
* check agents without bad images and tries to build a group with them (if there aren’t enough not-

bad-image agents he will admits some bad-image to fill up the group)
ElseIf Leader is not a gossiper

* gather agents and form a group (G) = (groupsize-1)
* Gossipers check other agents’ reputation;
If number of bad images (known FRs plus anyone who defected and had been marked with a bad image) equals

or is higher than beta * numagents
* Reputation diffusion (active gossipers inform other gossipers about known cheaters in the group (if

gossip=10 they spread info ten times depending on the number of recipients available)
* Gossipers take the First stage decision according to their active/passive status;
* Gather and Distribution of the Public good in each group;
* First Stage Decisions are made public within the group;
* Images are updated (bad images added; there is no restoration of bad images if one cooperated).

To have a better understanding of the emergence of cooperation, we look into
cumulated scores (the results of the PGG) for each strategy. These are shown in
Fig. 3. Free-riders’ payoffs are higher in groups of 5 and 10 agents, where, after
an initial increase, all other populations reach a maximum score around step 60,
followed by a collapse.

To the contrary, in larger (25 agents) groups reputation strategies are effective
in keeping free-riders under control. This result supports our view of gossip as
a powerful mean to sustain cooperation in large groups. In particular, when
gossipers played the compare response they achieved the highest payoffs in the
population, dominating all other strategies; when they used leader or refuse,
they got the highest payoffs together with cooperators. Punishers, while being
an essential ingredient for cheating control, obtain low payoffs in all situations.

Another measure of success is reported in Fig. 4 where the final popula-
tion sizes are shown. For groups of size 5 or 10, the FR strategy outperformed
other populations, being in several cases the only survivor after 200 steps.
Larger groups (25 agents) showed a different pattern: the cooperative strate-
gies, summed together, managed to contain them within the initial simulation
steps, and ended out controlling the whole population.

Finally we run a conditional inference tree analysis [16], to isolate, among
all the possible variables, the ones that have a major impact on our results.
Conditional inference trees are used to estimate a regression between a set of
variables, in this case group size and response strategy, ordering them on the
basis of the strength of their association to the effect (in this case, cooperation
rate).

As shown in Fig. 5, in large groups cooperation is higher (leaves 9, 10 and 11).
Independent of group size, the group strategy is always divided between leader
and refuse in one branch, and compare in the other. Refuse is a conservative
strategy and leader allows for full partner selection, therefore they can promote
cooperation and favour gossipers. On the other hand, agents playing the compare
strategy have only one possibility to change their group, therefore they can end
up in a group of strangers with a higher number of free-riders than in their
original group.
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Fig. 3. Average strategy scores in time for each strategy. Rows: gossip response;
columns: group size. Free-riders (FR) prevail in group size 5 and 10, while the coop-
erative strategies fare better in groups of 25 agents. Notice the special case of the
compare-1 gossip strategy separates gossipers (Mg) from punishers (Mp), the latter
generally paying the cost of cooperation.

Fig. 4. Number of agents (pop) in time by group size and response. Rows: gossip
strategy; columns: group size. The intermediate group level (10 agents per group)
shows the higher extinction rate.
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Fig. 5. Conditional inference tree on data for the last 20 steps of the first experiment.
The group size (agpergroup variable) divides the tree between small groups (≤5) and
large groups. Subsequently, the gossip response (gs variable) divides the tree between
leader (L) and refuse (R) in one branch, and compare (C1 ) in the other. The better
cooperation rates (Y variables) are in large groups.

4.2 Second Experiment: Severity of Mechanisms

In the second experiment, we wanted to compare two levels of severity for the
mechanisms that support cooperation, that is, for punishment and reputation.
As with the previous experiment, we record cooperation rates, scores and pop-
ulations, with the aim to find out the best combination between harsh/mild
punishment and harsh/mild gossip.

Results are reported for global cooperation rates in Fig. 6. Here, cooperation
rates in time for the 4 combinations of Nice and Mean are displayed, in a 3× 3
experiments setting with group size of 5, 10 and 25. Gossipers can adopt one
of the three responses compare, leader and refuse. Each line shows the global
cooperation rate for a single experiment with 100 agents per strategy in combi-
nations of mean and nice variants. We remind that mean punishers (Mp) and
gossipers (Mg) do not only react to known cheaters in their group by punish-
ing or gossiping, but they also defect, while nice ones only apply the relative
response.

In this experiment, cooperation was difficult to achieve when gossipers defected
and punishers reacted without defecting. On the other hand, we observed very
high cooperation rates, up to 1, with the combination of mean punishment and
nice gossip in large groups. This suggests that once mean punishers had reduced
the number of free-riders, a cooperating gossip (for the compare response) or any
kind of gossip (for leader and refuse) was effective in promoting cooperation in
large groups.

The conditional inference tree analysis [16], as shown in Fig. 7, confirms that
in large groups cooperation could reach values close to or equal to 1 when the
reactions were in combination, like Mean Punishment-Nice Gossip and gossipers
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Fig. 6. Cooperation rates for mixed populations in which Punishers and Gossipers
strategies are combined. Each line shows the global cooperation rate for a single exper-
iment. The highest cooperation rates are reached in the population in which punishers
also defect against known free-riders, whereas Gossipers adopt a milder strategy. This
combination outperforms all the other strategies in small and large groups.

played either compare or refuse (leaves 10 and 11). This supported our hypothesis
about the effectiveness of partner choice in promoting cooperation, especially
when cheaters were selected out by punishers.

5 Discussion and Future Work

Among humans, gossip is a powerful tool for social control, and information
transmission might have played a crucial role in the evolution of cooperation, as
suggested by Robin Dunbar:

‘Lacking language, monkeys and apes are constrained in what they can know

... But language allows us to seek out what has been going on behind our backs.

Indeed, we can even be proactive about it and tell our friends and relations

what we have seen when we think it might be in their interests to know’ ([4],

p. 103).

In the last decade, research on reputation-supported cooperation has unveiled the
importance of getting information about others’ past behaviors through direct
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Fig. 7. The conditional inference tree on data for the last 20 steps of the second
experiment shows that the main effect on cooperation rates is connected with Mean
Punishment (Mp) in combination with both Mg and Ng. The second level of discrimi-
nation is due to group size, and the third mostly to reaction strategies. In general, the
Mp branch leads to higher levels of cooperation with the exception of small groups for
C1 and L reactions.

observation, but less is known about the role played by transmission. In an envi-
ronment in which free-riders can be easily spotted because of some visible marker,
like a score publicly visible, cooperation can easily emerge, but this model can-
not be extended to human societies, where free-riders do not show any mark
and they also have an incentive in concealing their tendencies and behaviors. In
this work, we modeled gossip as information transmission among agents and we
linked it with three different ways of using the information received. When we
discover that someone is a free-rider we can react in several ways, like refraining
from interaction (strategy refuse in our model), or avoiding that person and
joining another group (strategy compare). There are also cases in which humans
can actively select their partners, creating a new group in which only reliable
cooperators are present (strategy leader).

Our data provide some additional insights into the role of gossip spread-
ing on cooperation levels in mixed populations in which gossipers can transmit
information and tune their behaviors on the basis of information received from
their peers. We show that cooperation rates are higher when agents can compare
their present situation and switch to a better one, i.e. they can avoid free-riders,
and this solution allows gossipers to get the highest scores in large groups of 25
agents. We also show that the combination of punishment and gossip can lead
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cooperation to its maximum in large groups, irrespective of the specific gossip
strategy. This result is especially interesting because it is in line with ethno-
graphic studies of human societies in which material punishment and gossiping
about free-riders usually go hand in hand [5].

Building upon previous work in which we modelled gossip in a more ideal-
typical way [11], here we made an effort towards a more realistic modeling
of gossip spreading, allowing agents to spread gossip at the beginning of each
encounter, informing their peers (other gossipers) about the identity of known
free-riders in the group. Preventive gossip is a way of warning one’s peers against
the risks of exploitation, but additional work is needed in order to identify the
best conditions for the emergence of gossip. The model that we have developed
is just one of several steps required in that direction. It should be supported by
experimental and observation data, and, possibly with the help of these data,
get refined and replicated.
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Abstract. Agent-based modeling is used to simulate human behaviors
in different fields. The process of building believable models of human
behavior requires that domain experts and Artificial Intelligence experts
work closely together to build custom models for each domain, which
requires significant effort. The aim of this study is to automate at least
some parts of this process. We present an algorithm called magic, which
produces an agent behavioral model from raw observational data. It
calculates transition probabilities between actions and identifies deci-
sion points at which the agent requires additional information in order
to choose the appropriate action. Our experiments using synthetically-
generated data and real-world data from a hospital setting show that the
magic algorithm can automatically produce an agent decision process.
The agent’s underlying behavior can then be modified by domain experts,
thus reducing the complexity of producing believable agent behavior from
field data.

1 Introduction

Agent-based modeling has been used to simulate traffic patterns, markets, supply
chains, wildlife ecology, and networking. It is a popular method for simulating
complex systems because of its ability to show emergent behaviors, or behaviors
that arise from the interaction between the different agents. Unfortunately, the
creation of an agent-based behavioral model can be a difficult task, especially
when modeling humans that are involved in complex processes. Frequently, sim-
ulation models involving human decision processes are created using observed
behavior sequences. This model development paradigm requires that both the
programmer and the domain expert work together to create a computational
model which correctly reflects the observed behavior.

In this paper, we present magic (Models Automatically Generated from
Information Collected), an algorithm for extracting behavior models from raw
observational data consisting of time-stamped sequential observations of the sub-
ject’s behavior. Our behavior model, described in Sect. 3, resembles a Markov
c© Springer International Publishing Switzerland 2015
F. Grimaldo and E. Norling (Eds.): MABS 2014, LNAI 9002, pp. 121–132, 2015.
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Decision Process (MDP), but with added support for cyclic behavior and addi-
tional nodes known as decision points that indicate when the agent requires
outside input in order to proceed. In order to demonstrate the ease of modifi-
cation of the behavior model for use in simulation, we have also developed an
editing tool that allows the model to be altered, and illustrated its use in a 3D
simulation of a nurse administering medications to patients on a hospital floor.

We test our algorithm both in a synthetic test setting and a hospital set-
ting where we build a simulation of a nurse as she carries out a medication
administration process in a hospital. Data for the nursing simulation was gath-
ered by following several nurses for 6 weeks as they administered medications
to their patients [7,8,13]. Our experimental results demonstrate that the magic
algorithm can automatically build appropriate behavioral models.

2 Related Work

One possible method of building a model of human behavior is by deep analysis of
the human decision process and human cognition. This is, in essence, the goal
of cognitive psychology, which tells us that the heuristics humans use to make
decisions are highly varied and individualized [4]. This lack of a clear model
of the human decision-making process made an alternate method of deriving a
decision process an attractive alternative.

Agent decision processes that have instead been derived from sequences of
behavior observed over time have proved successful in many areas, including
human behavior modeling. For example, in smart home studies, sensor pat-
tern readings have been used to determine human behavior patterns in order to
automate heating and lighting systems in accordance with the owners’ lifestyle
[2,6,10]. In the RoboCup competition, a framework was developed not only to
learn from logged human behavior, but to then train other agents by using the
behavior it had learned [3]. The 2012 BotPrize competition, an Unreal Tour-
nament DeathMatch-style game where human judges attempt to distinguish
between AI-players and humans, had a tie for first place between two bots that
used mirrored human behavior sequences, fooling more than 50 percent of the
judges in the competition [12]. Thus, there is ample evidence in different settings
that agents that effectively and believably simulate human behavior can be built
by deriving decision processes from observed sequences of human behavior.

In robotic planning, there has also been some success in deriving decision
processes from observed behavior. The learning of primitives [1] or low-level
actions [5] using variations of HMM’s enables robots to learn by imitating behav-
ior, although these methods necessitate online rather than offline learning. More
recently, a method has been proposed to enable robots to learn offline using
human-readable text files [9]. This method, however, requires natural language
processing and the careful construction of an appropriate ontology, unlike our
research, in which the task names are provided by domain experts, and behavior
is recorded by trained observers.

In simulation, agents have required the specialized skills of AI experts working
together with domain experts to create the needed agent behaviors. In contrast,
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our research aims to develop algorithms and tools to automatically build these
agents’ behaviors using the raw observational data. That is, we want to take
observed workflow data as input and output a generalized behavior model. Also,
since these models will almost certainly require some modification, we propose
to develop tools for domain experts, who are not AI experts or developers, to be
able to modify these behaviors as needed.

3 Behavioral Model: Sequential Compressed Markov
Decision Process

The type of behaviors we wish to model can almost be captured using a Markov
Decision Process [11]. However, since MDP’s do not allow for an internal state,
they cannot be used to represent a finite loop of a length prescribed by an outside
input. For example, in our healthcare domain, we need to represent the fact that
a nurse will administer a fixed number of medications to a patient, so she will
repeat a finite set of tasks some fixed number of times, such as 5 steps for each
one of the 3 medications. We need a behavior model that can also represent
these repeated sequences.

In this study, we created a variation of the Markov Decision Process that we
will refer to as a Sequential Compressed Markov Decision Process, or SCMDP.
This SCMDP extends the basic MDP by including decision points which have
direct links to other states based on external inputs instead of a transition
probability.

Definition 1. (Sequential Compressed Markov Decision Process) An SCMDP
consists of an initial state s0 and an end state sn both taken from a set S of
states where |S| = n, a transition function T (s, p, s′), a set of decision points
D ⊂ S, and a set of decision point transitions P (d, s, e) where d ∈ D and e is
some external input.

In the SCMDP, states correspond to tasks performed by the agent, such as
“wash hands” or “enter room.” The transition function T gives the probability p
that the agent will transition from one state to another, therefore doing the
corresponding task. All transition probabilities from any given state will always
add to 1, as they do in an MDP. Start and end states s0 and sn are designated to
account for the fact that only certain tasks are likely to occur at the beginning
or end of a sequence.

The decision points D are a set of special states within the decision process.
They represent the entrance to a cycle. Each decision point has at least two
edges extending out from it. One edge goes to the first state in the cycle, and
the other to the action that is to be taken after the cycle ends. The cycle begins
and ends due to some external information e. The transitions out of decision
points are represented by P . For example, a nurse agent might repeat the same
set of tasks for each medication that must be administered to a patient. The
external information in this case is the number of medications that the patient
requires. The decision point keeps track of how many medications have been
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Start

s1 s2

Decision
Point

s3 s4

End

Fig. 1. Example SCMDP.

administered thus far and ends the cycle when there are no more medications
to administer. It is possible to have more than one transition out of a decision
point, therefore requiring more than one piece of external information, such as
whether the medication the patient needs is available, and whether it is located
in the medication room or the pharmacy.

Figure 1 shows a simple example of an SCMDP. Note that at the decision
point, the agent can either repeat the cycle by going back to s3 or end the
sequence by choosing to go to s4. In this example, the cycle consists of only one
state, s3, but there could be any number of states before the agent gets back
to the decision point. The decision between s3 and s4 is made using external
information not shown in the diagram. In practice, this external information
will depend upon the domain that the SCMDP is modeling.

3.1 The MAGIC Algorithm

The magic algorithm, shown in Fig. 2, takes as input a text file of sequential
task observations and outputs an SCMDP. This input text file consists of a
sequence of observations O, where each observation o ∈ O is a sequence of
tasks, oi = (t1, t2, . . . tki), that we have observed a person perform. For example,
one observation corresponds to the sequence of tasks that we watched a nurse
perform from the time she entered a patient’s room on Monday 9:32 am until
the time that she left the room. We assume that all of the observations have
recognizable start and end points. In the nursing example, these start and end
states correspond to a change in the patient’s room number.

The magic algorithm tries to identify and extract cycles in the raw input
data, which is especially difficult given the fact that the data might contain errors
in the form of transposed tasks. For example, in the observation t1, t2, t3, t4, t5, t6,
t7, t3, t5, t4, t8 the set of tasks t3, t4, t5 should be recognized as a cycle because
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magic (O)

1 C = [ ] // List of cycles
2 m = k // Maximum number of tasks in a cycle, defined by user
3 O′ = [] // Updated List of Observations
4 S = [] // List of lists of tasks that have been replaced with cycle pointers
5 for o ∈ O
6 o, S, C = magic-assistant(o, S,m,C)
7 O′.append(o)
8 T = calculate-transitions(O′, S)
9 return T, S

contains(o, s)

1 if ∃0≤i≤j≤|o| o[i..j] ∩ s! = ∅ // Does o contain s, sequentially?
2 return i, j // If so, return the start and end points in o.
3 return nil

magic-assistant(o, S,m,C)

1 t = ∅ // List of repeated tasks
2 for c ∈ C
3 for j = 0 to |o| − (|c| + 1)
4 s, e = contains(o, c)
5 if s, e �= ∅
6 o[s..e] = c // Replace the list of tasks with a pointer to the cycle in the cycle list
7 S.append(o[s..e]) // Add list of repeated tasks to list for transition calculations
8 while m > 2
9 for i = 0 to |o| − (m + 1)

10 j = i + m − 1
11 t = o[i..j] // Set of contiguous tasks taken from the observation
12 s, e = contains(o, t)
13 if s, e �= ∅
14 if ¬∃c∈C t ⊆ c // If t is not a subset of an old cycle
15 C.append(t)
16 o[s..e] = t // Replace the list of tasks with a pointer to the appropriate cycle
17 S.append(o[s..e]) // Add list of repeated tasks to list for transition calculations
18 m = m − 1
19 return o, S, C

Fig. 2. The magic algorithm. The contains procedure tells us if the list of observations
o contains the set of tasks t anywhere within it, but contiguously. The magic-assistant
procedure identifies cycles, checks if they are subsets of existing cycles, and records any
new cycles found.

they appear twice, even if in different order: the first time as t3, t4, t5 and the
second time as t3, t5, t4. This match is performed by the contains procedure,
shown in Fig. 2, which tells us if the list of observations o contains the set of tasks
t anywhere within it, contiguously, and then returns the indexes i, j within o that
mark the start and end of the set of tasks t, or nil if they are not contained in o.

The magic-assistant procedure takes as input a single observation o, the
list of tasks S that have been replaced by a cycle, the current list of cycles
found C, and an integer m which is the maximum number of tasks that we will
allow in a cycle. magic-assistant first checks to see if o contains any cycles
that are already in the cycle list C, as seen in lines 6–7. If any are found, then
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it modifies o so that tasks that we recognized as belonging to c are replaced
with a pointer to c in C (see line 6). The list of tasks that have been replaced is
appended to S, so that the transition probabilities within the cycle can also be
calculated.

magic-assistant then steps through the observation sequence (see lines 8–18)
selecting the maximum number of tasks in a cycle, converting them to a set swhere
s = o[i..|s| − 1] and using the contains helper function to check for repetitions
of that set of tasks in the same observation, that is, checking for a cycle. If a new
cycle is found, we determine if it is a subset of one of the cycles that is already on
the cycle list C. If the cycle is not yet on the list, it is added to C. The cycle is then
replaced in the observation o with a reference to its location on the cycle list C.
Finally, magic-assistant returns the new modified observation o and the list of
tasks S that have been replaced by a cycle c ∈ C.

The magic procedure repeatedly calls magic-assistant for each observation
o and appends the new modified observations to O′. Finally, it calculates the
transition probabilities T using the new O′ and the list S by adding how many
times a state follows another one and using the proportions as probabilities. In
other words, if state s6 appears right after s2 in 1/3 of the observations where
we see s2, then we set T (s2, 1/3, s6).

As an illustration of the way that the magic algorithm functions, consider
the set of observations in Fig. 3, which simulates the attempt to play fetch with
a dog who doesn’t seem to understand the concept of giving the ball back. Since
the length of the maximum observation is 8, we know the longest possible cycle
will be 3, because the start and end states cannot be in a cycle. Thus, we set
m = 3 in magic. However, there are no cycles 3 tasks in length. The first
and only cycle found is c = (throw -ball , chase-dog), which also matches the
set (chase-dog , throw -ball .) Each time c is found, the list of tasks that are
replaced by the pointer to c in the list of cycles C is added to the list of lists of
tasks S, to be used in transition calculations inside of the cycle. An illustration
of the SCMDP produced by magic is shown in Fig. 4. At the decision point the
agent needs the external knowledge of whether or not it has the ball, and whether
or not the dog wants to play. If the agent has the ball, it can throw the ball.
If not, it must chase the dog to get the ball. If the dog doesn’t want to play any
longer, the agent will go inside. Going outside is always the first event in the
sequence, and going back inside is always the last event.

go-out , throw -ball , chase-dog , throw -ball , chase-dog , throw -ball , chase-dog , go-in
go-out , throw -ball , chase-dog , throw -ball , chase-dog , go-in
go-out , throw -ball , go-in
go-out , throw -ball , chase-dog , throw -ball , chase-dog , throw -ball , chase-dog , go-in
go-out , throw -ball , chase-dog , chase-dog , go-in
go-out , chase-dog , throw -ball , throw -ball , chase-dog , throw -ball , chase-dog , go-in
go-out , throw -ball , chase-dog , throw -ball , chase-dog , throw -ball , go-in
go-out , throw -ball , chase-dog , throw -ball , chase-dog , throw -ball , chase-dog , go-in

Fig. 3. Example input data for MAGIC algorithm.
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Fig. 4. Example SCMDP produced using magic algorithm

The cycle created by our decision point ensures that, after completing the
tasks of throwing the ball and chasing the dog, the agent returns to the decision
point to once again make a decision based upon who has the ball, and whether
or not the dog wants to play. This allows behavior that is based upon the human
behavior pattern, but does not necessarily repeat one particular logged observa-
tion. For instance, if the agent goes outside and the dog does not want to play,
the agent will go inside again. Likewise, the agent would continue playing fetch
with the dog for more than three cycles if the dog still wants to play.

The modeler and the domain expert must choose the specific external inputs
needed at the decision nodes. In this simple case, it is easy to determine that
the input is simply whether or not the dog wants to play. In the case of a more
complex model, however, the domain expert may need to tell the modeler what
the agent would need to know in order to proceed. Well-named tasks in the
logged data make this process simpler, so it is important for trained observers
who are logging behavior to be as accurate and clear as possible in naming tasks.
It is likewise important that they remain consistent. If the same task is given
two different names by observers, it will appear as different tasks in the final
model.

4 Validation Using Synthetic Data

In order to test how well magic can extract cycles from raw data, we performed
a test in which we created a synthetic model of a simple agent from which we
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could generate observational sequences. We then used the magic algorithm to
attempt to recover the original model from the observations.

The SCMDP we created mimics a player’s movements in a first-person
shooter “capture the flag” game. The agent has a single decision point called
Idle. At this point, the agent needs to know if it is injured, needs ammunition,
sees its opponent, or is at the checkpoint that must be seized in order to win
the game. There are two possible initial actions: crouch or duck, and there are
two possible final stages: win or die. The SCMDP used for this test is shown in
Fig. 5.

We used a Python script to generate 10,000 strings from the SCMDP and
fed these as input 10 times to the magic algorithm, for a total of 100,000

Fig. 5. SCMDP used for testing the magic algorithm. The numbers in red (above) are
the original transition probabilities in the SCMDP. The numbers in black (below) are
the probabilities found by magic (Color figure online).
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randomly generated strings. The resulting SCMDP mirrored the original’s pat-
tern, providing an appropriate decision graph for an agent in a first-person
shooter “capture the flag” game. The transition probabilities found by magic
were, on average, within 0.19 percent of the ones in the original SCDMDP, with
a variance of 0.08 percent, as shown by the black numbers (below) in Fig. 5.

Our results show that, with the use of 10,000 strings, we are able to closely
approximate the original pattern with minimal deviation between individual test
runs. The low error rate in transition values indicated that, by adding enough
data, we were able to overcome the disadvantage of unusual behavior patterns,
allowing us to recover the correct pattern of behavior using the magic algorithm.
The identification of task cycles enabled us to determine the location of the
decision point, indicating that the Idle state is a state where the agent would
require further information before making a decision, rather than simply relying
upon a percentage chance of a transition.

We then performed further tests on this SCMDP by adding Gaussian white
noise with 1 % variance to the input data, meant to simulate the type of errors
we might encounter in data gathering and subject observation. The addition of
this noise did not disrupt the location of the identification of the decision point.
It did cause a minimal error in transition values, which was easily correctable by
removing transitions that had less than one percent chance of occurring. This
slight adjustment to transition calculations also enabled better compensation for
occasional unusual behavior patterns.

4.1 Validation with Real-World Data

A pilot study of the nurse medication administration process was conducted in
a hospital setting [7,8,13]. In this study, over a 6 week period of time, nurses
were shadowed by trained observers, and their activities were recorded using
an iPad application. The actions used by the observers were chosen by domain
experts. Observation data from 6 of the 17 observed nurses were used for the
study, and the resulting files were combined into a CSV file. The start and end of
each observation sequence was determined by when a nurse entered and exited
a room, as evidenced by the room number in the log files. In total, there were
10,391 tasks recorded which together comprised 313 observations.

An example of a subset of the data used is shown in Table 1.
Despite the limited amount of sample data, we were able to achieve some

success using the MAGIC algorithm. We were able to identify 12 decision points
needing external information, such as the number of medications the patient
required, or whether or not the patient needed special medication. Some of these
were less obvious in nature, such as whether or not the nurse needed to wear
gloves, whether or not the patient needed the medication explained, or whether
the patient refused to take the medication.

The nursing study was particularly interesting because the nurses had two
distinct approaches to patient care, as identified by domain experts (clinicians,
in this case). We have referred to these approaches as bundled and unbundled.
Nurses that took the unbundled approach visited a patient’s room to administer
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Table 1. Example of nursing data.

Room number Behavior

628 enter room

628 greet patient

628 scan patient id

628 review patient computer record

628 review patient med box

628 scan patient meds

628 document med admin

628 scan patient meds

628 scan patient meds

628 document med admin

628 scan patient meds

628 document med admin

628 review patient med box

628 scan patient meds

628 prepare meds for admin

628 administer meds

628 prepare meds for admin

628 setup for med admin

628 administer meds

628 other care

medication, and then returned later to perform any other necessary tasks, while
nurses that took the bundled approach performed all required tasks during the
same visit. The SCMDP we obtained from the test data reflected the fact that it
contained both methods, as indicated by the decision point that requires knowl-
edge of whether or not the patient requires other care than simply administering
medications. While this pilot data set provided us with the location of the appro-
priate decision points, because of the difference in approaches to patient care, it
will be necessary to have a greater number of observations to ensure the correct
transition values.

Despite the smaller size of the data set, by using this format, we were able to
create simulations using both NetLogo and the Unity3D game engine that can
read the text file and use it as a logic controller for the nurse agent’s behavior,
as seen in Fig. 6. This allowed the nurse domain experts to visualize current
medication administration processes.
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Fig. 6. The MAGICBAG Tool (left) and the NurseView simulation (right). Simulation
video at http://youtu.be/JH94PolDhZQ

5 Summary

As cognitive modeling is difficult, imitation is a viable alternative to achieve
believable human behavior in simulation. Statistical analysis of observed data
allows us to achieve a pattern of human actions, essentially simulating human
behavior by mimicking human behavior.

While building behavior models by hand can be complex and time-consuming,
there is a better alternative. We have shown that it is possible to derive an agent
decision process using the magic algorithm which encapsulates the observational
data in a small behavior model (SCMDP) that responds to external input, pro-
vided there is sufficient data, and tasks are labelled consistently.

Even with an automatically generated decision process, it will be necessary
for an expert in the area that is being modeled to review the results. The process,
however, will be less complex and time-consuming than making all of the neces-
sary calculations by hand. The simple, standardized output format used in this
study is easy to parse, allowing adjustments to be made quickly, and making it
easy to load in a wide variety of simulation environments. Therefore, as part of
our ongoing work, we have created a NetLogo tool, called MAGICBAG (MAGIC
Behavior Adjustment Graph), which allows modelers to adjust the graph in a
more visual and intuitive manner. We are continuing to refine this tool, and to
test the magic algorithm in different domains in order to further confirm its
capability to work as a generic tool, rather than being domain-specific. We are
also developing methods to determine decision points that are not cycle-specific
in order to alleviate more of the modifications to the model that must be made
by the domain expert, thereby further reducing modeling time.
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Abstract. In the domain of social simulation, there are very few papers
reporting on the statistical analysis of simulation results, while it is very
common in empirical social sciences. The paper advocates the recourse
to the statistical analysis of social simulation outputs, as a very efficient
way to improve the interpretation of simulation results and so the under-
standing of the system that is the model’s target. This is illustrated by
the study of a simulation model designed to analyze a real case regard-
ing the management of a river in South West of France. Several standard
statistics methods are used to shed light on the possible outcomes of the
debate between the stakeholders.

Keywords: Agent-based modeling · Social simulation · Statistical
analysis

1 Introduction

The standard way to build a social simulation model may be sketched as this:
you are concerned by or interested in a phenomenon that occurs in some system
of reference which, according to the classification of [5], may be either a partic-
ular “empirical space-time circumscribed” case, the application of a “theoretical
construct intended to investigate some properties that apply to a wide range of
empirical phenomena” or “focus[es] on general social phenomena”, or stylized
fact. This phenomenon of interest is characterized by indexes, which allow to
measure various features of each occurrence of the phenomenon and whose value
is either directly measured, given by an expert, collected in any way or resulting
of a treatment of these. Then, the simulation model is built to produce outputs,
also issued directly or resulting from additional treatments, which values are as
close as possible to the indexes when it is run in the appropriate conditions.

To validate the model and to ensure that the mechanisms it embeds are able to
reproduce the phenomenon of interest, the model building process includes the use
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of statistics to identify the model’s parameters whose initial values influence the
model’s surface response (sensitivity analysis) and to give to each parameter the
most suitable value (calibration). The simulation model is run many times, and
optimization techniques are used to calibrate the parameters in such a way that
the (mainly univariate) statistical properties of each output variable (i.e., mean,
standard deviation or distribution, auto-correlation if the variable is distributed
in space or time, ...) are as close as possible, (i.e., with a reasonable confidence
interval) to the properties of the corresponding index in the system of reference.
The same holds when statistics is used for the replication of a model as e.g., [15].

In simulation models designed for the study of systems such as the customer
waiting times of a queuing system, bottleneck in a mass transit system during
rush hour, the throughput of a production workshop or the mean time to failure
of a machine, it is very common to perform statistical analyses for operation
research regarding the system performances (duration of the start-up phase,
steady-state analysis, confidence intervals, ...). In these engineering cases, the
model is analyzed to know its own internal control logic, not in order to improve
its mirroring (or whatever relationship between the model and its target) of a
system of reference; see [11] or [1] or [10] as instances of many papers on this
topic at the Winter Simulation Conference.

Many authors advocate the systematic analysis of simulation models in accor-
dance with [3] and [9]. The need for engineering principles and tools to improve
the practice of Multi-Agent Based Simulation and enhance the knowledge
obtained in this way is increasingly recognized; see for instance [12,13] regard-
ing the Design of Experiments. In this line, we claim that this kind of statistical
analysis is beneficial for the study of social simulation models as well. While the
system of reference (SR) is most often observed only once, since experimenta-
tion in social affairs are rarely feasible, the simulation model is run many times
(at least thirty times or more) and thus we can proceed to a statistical analysis
of the data produced by these runs as if we had thirty exemplars of the system
of reference. In fact, a statistical analysis is very common in empirical social
sciences for the analysis of questionnaire surveys, data collected from archival
records or dataset pick up in whatever way.

Then, the question is no longer to compare the unique value of each index
observed in the SR with the mean value of the corresponding simulation output;
it is to consider each run as an observation of a SR’s numeric analog and to
proceed to a statistical analysis of this dataset. Beyond the matching between the
SR indexes and the simulation outcomes, the purpose of the analysis is to uncover
structural or behavioral patterns that could be buried into the dataset [8]. This
knowledge comes from the operating mode of the simulation model under various
circumstances (instantiated by the series of random values for each run) and
thus it bears on its deep characteristics, features which can not be identified in
the course of a single observation.

Then, three cases can occur:

– the feature is already identified and well known by the experts of the SR, so
that the data analysis brings a new piece to the validation of the model;
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– the feature is in contradiction with what the experts know about the SR,
so that the data analysis questions, more or less severely, the validity of the
model;

– the feature is not a fact known by the experts of the SR but it is consistent
with their actual understanding, so that the data analysis is likely to bring
a new piece of knowledge about the SR, to the extent that the relationships
between the SR and the model are well-defined.

We guess there is no uniform way to conduct the statistical analysis of any
simulation model results, because the methods likely to provide interesting find-
ings depend on the very nature of the SR and the hypotheses that the model
is aiming to test. Moreover, statistics is a quickly growing discipline and new
analysis techniques are continuously developed to tackle specific questions.

So, in the following of this paper, we will just illustrate how statistical analy-
sis techniques can be exploited to enhance the knowledge about social simulation
models, and in this way the knowledge about the system of references under con-
sideration. The model and the simulation outputs have been produced using a
social simulation platform, SocLab1, designed for analyzing power and collab-
oration relationships within social organizations. This platform allows the user
to edit models of organizations, to study the properties of models with analytic
tools, and to compute by simulation the behaviors that the members of the
organization could adopt each other.

The remaining of the paper is as follows. We first present the SocLab mod-
eling framework, the main features of an organization it allows to consider and
the questions it intends to address. Section 3 presents our real-world case study
related to water management in a French area and the simulation outputs. The
following sections show how quite simple statistic analyses bring answers to a
number of questions about social features of the system. A discussion and a
conclusion are finally provided in Sect. 7.

2 The SocLab Modelling of Social Organizations

The SocLab framework formalizes and slightly extends the Sociology of Orga-
nized Action (SOA), introduced by [6]. For space limitation we just outline the
syntax and semantics of SocLab models, a comprehensive presentation of this
framework and its use may be found in [17].

Roughly speaking, SOA proposes to explain why people behave as they do,
especially when they do not behave as they are supposed to, with regard to
the organization’s rules. An organization is defined as a set of actors and a set
of relationships based on the access to resources. Each actor has some goals,
which are a mix of his own objectives and his organizational roles, and he
needs some resources to reach these goals. On the other hand, each actor controls
the access to some resources, and so determines to what extent those needing
1 http://soclabproject.wordpress.com.

http://soclabproject.wordpress.com
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these resources have the means to achieve their goals. Actors are reciprocally
dependent on each other.

Actors are assumed to be rational, that is to say their behavior is driven by
their beliefs on the best way to achieve their goals. So, each actor cooperates
with others in the management of resources under its control to get from them
access to the resources it needs. We call the process, by which they mutually
adjust their behaviors with respect to others, the social actor game. The well-
known regulation phenomenon results from this process: the adjustments drive
actors to exhibit quite steady behaviors as if they obey to external rules. So,
SocLab proposes to shed light to the regulation of organizations, how and why
they occur, with what shape.

Figure 1 shows the SocLab metamodel of the structure of organizations.
Accordingly, the model of an organization includes:

– the list of the actors;
– the list of the resources: each resource is controlled (or managed) by one

actor2. This actor behaves in a more or less cooperative way and the state of
a resource measures (on a scale of −10 to 10) how much he tends (or not) to
cooperate with others by favoring (or hindering) accesses to the resource;

– the stake of every actor on every resource: this quantity measures the impor-
tance of the resource for the actor; a not null stake means that the actor
actually depends on the resource. The more a resource is needed to achieve
an actor’s important goal, the higher the corresponding stake (on a scale of
zero to ten; the sum of the stakes for every actor sums to ten);

– the effect function of a resource on an actor who has a not null stake on this
resource: this function quantifies how well the actor can use the resource to
achieve his goals, depending on the state of the resource;

– the solidarities of every actor towards each of the others.

effect()

stake

Depend
move()

state

Resource

act()

/capacity
/satisfaction

Actor

Control1..n 1

1..n 1..n

Fig. 1. The SocLab metamodel of organizations as a UML class diagram

2 SocLab allows resources to be controlled by several actors but, from the social point
of view, each one is the unique performer of his own behavior.
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A configuration (or state) of the organization is defined as the vector of the
resource states. Thus, a configuration is characterized by the level of cooperation
of each actor with regard to others. In any configuration of an organization,
every actor gets from others some capacity to access the resources it needs to
achieve his objectives. This capability of an actor a when the organization is in a
configuration s = (sr)r∈R is calculated as the sum on the resources of the values
of effect functions weighted by the actor’s stakes:

capability(a, s) =
∑

r∈R

(stake(a, r) × effectr(a, sr)) .

This raw capability is weighted by the solidarities between actors, so that
the important output we will consider is the satisfaction of actors, where:

satisfaction(a, s) =
∑

b∈A

[

solidarity(a, b) ×
∑

r∈R

(stake(b, r) × effectr(b, sr))

]

.

(1)
To compute the configurations that are likely to be issued by the regula-

tion process within an organization, the SocLab platform includes a simulation
engine which implements the social game and so computes which behavior each
actor is likely to adopt [7,16]. To this end, a multi-agent implementation of the
model of an organization provides the actors with rationality for playing the
social actor game. Social actor agents try, as a meta-goal, to get a high level
of satisfaction, i.e., to have the means needed to achieve their concrete goals.
However, according to the bounded rationality assumption [19], they just look
for a “satisficing” level of satisfaction, not an illusory optimal one. So, within a
trial-error reinforcement learning process, each actor maintains a dynamic level
of aspiration, and a simulation terminates when a stationary state is reached
because every actor has a satisfaction that is over his level of aspiration. A state
is stationary if actors manage the resources they control in such a way that every
one accepts his level of satisfaction: then, the organization can work in this way,
a regulated configuration has been found. The length of a simulation, i.e., the
number of steps necessary to reach a stationary state, indicates how difficult it
is for the actors to jointly find how to cooperate.

3 The Management of the Touch River

The simulation model to which we will apply statistical tools concerns the man-
agement of a river called Touch. A detailed presentation of the case is given
in [17,18], including the empirical and theoretical dimensions of the system of
reference and a detailed presentation of the SocLab model.

Touch is a tributary of the Garonne in which it flows downstream of Toulouse,
an agglomeration of one million inhabitants in the South West of France. Its
catchment area covers 60 municipalities and its course crosses 29 municipalities.
Three fourth of these municipalities stand upstream and are mainly agricul-
tural villages or small towns. Other municipalities, located downstream, form
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a dense urban area of the Toulouse agglomeration. Downstream municipalities
have had to deal with several episodes of flooding during the past decades. They
have tried to protect themselves by building dikes that, even if expensive, are
not sufficient to eliminate the flooding risks, and they consider that upstream
municipalities do not cooperate enough. On the contrary, upstream municipali-
ties, strongly influenced by farmers, consider that they have done their best for
preventing flooding by letting some land lying uncultivated in order to absorb
the excess of water in case of flooding.

Since 1995, the French water policy requires the elaboration of a flood risk
prevention plan (FRPP) for each river, and this obligation was reinforced by the
European Water Framework Directive (WFD 2000/60/EC), transposed into the
French law as the Law on Water and Aquatic Ecosystems (LEMA, Law of 30
December 2006). On the occasion of the establishment of the PRPP of the Touch,
B. Baldet [4] studied the difficulties to reach an agreement that combines the
views of all the field stakeholders and administrative authorities. He analyzed the
field observations to the light of several sociological theories. The SocLab model,
whose simulation results are analyzed in this paper, describes the system of
organized action devoted to the elaboration of a new Touch’s FRPP. It has been
designed in order to formally confirm (or infirm) the empirical findings of the
sociological study and the possibility of hypotheses about the future management
of the Touch.

The simulation model includes 10 actors which are involved in the manage-
ment of the river and so are interested in the definition and the application of
the FRPP. In this model, each actor controls a single resource that synthesizes
its means of actions:

– actor 1: Departmental Territory Direction (DDT) acts as the State represen-
tative and will instruct the new FRPP; it controls the Validation resource;

– actor 2: National Office for Water and Aquatic Ecosystem (ONEMA) is the
reference agency for the monitoring of water and aquatic environment; it con-
trols the Expertise resource;

– actor 3: Adour-Garonne Water Agency (AEAG) is the operational authority
in charge of strategic plans at the basin level. Accounting for the requirements
of the various water uses and of the protection of aquatic ecosystems, it defines,
supervises and funds the water policy; it controls the Funding resource;

– actor 4: a citizen organization of riparian farmers in the upstream area. They
own floodplain lands and, as riparian, they have the right to use the river and
must maintain the banks; it controls the Lobbying resource;

– actor 5: the group of 25 upstream municipalities that have 21,000 inhabitants;
it controls the Control of flow resource;

– actor 6: the group of 4 downstream municipalities (75,000 inhabitants) that
are incriminated at each occurrence of a natural catastrophe. Due to flooding
threats, they must prohibit any building on a portion of their territory; it
controls the Self funding resource;
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– actor 7: the inter-communal association for water civil engineering (SIAH),
in charge of the management of Touch3. It has to maintain the river bed
and banks and is funded by actor 3. It includes representatives of the 29
riparian municipalities and is managed by an active technician who favors the
cooperation among municipalities while worrying about the Good Ecological
Status of the river; it controls the River management resource;

– actors 8 and 9: political authorities, the regional and departmental councils,
respectively. They can bring additional financial support to civil engineering
measures; each one controls an Additional funding resource;

– actor 10: an engineering consulting firm, specialized in water, energy and
environment, in charge of technical studies. It controls the Studies resource;

The actors who are the most engaged in the negotiation are actors 6, 4 and
5 from the population point of view, and actors 7, 3 and 9 from the institutional
point of view. All these actors are strongly concerned by both the elaboration and
the further implementation of the FRPP. Actors 1, 2, 8 and 10 are less concerned.
In this model, each actor controls a single resource that summarizes its means to
influence the discussion. We skip a technical presentation of the SocLab model
resulting from the sociological analysis - it is useless for the following of this
paper - and all details may be found in [18].

The analysis of the debates, notably within the SIAH, shows three main
options for the Touch management, each one supported by committed actors:

(O1) : protecting the downstream towns against floods, and defending the inter-
ests of these municipalities (supported by actor 6);

(O2) : protecting the daily life of upstream villages, and especially supporting
agricultural activities (supported by actors 4 and 5);

(O3) : ensuring a good ecological state of the aquatic environment, that is view-
ing the river as a component of an ecological system (the hydromorpholog-
ical view) and not just as a water pipe (the hydrological view) (supported
by actors 2 and 3).

Upstream and downstream municipalities are interdependent, though their
respective interests are different or even conflicting. So the elaboration of the
FRPP includes a fourth option which is probably the main issue of the discussions:

(O4) : finding a solution which is a compromise acceptable to the population
and its representatives (sought by actors 7, 3, 1, 8 and 9 by order of influ-
ence, according to their respective status). This issue is essential because,
whatever the chosen solution for the Touch management, it will not be
effectively implemented if it is not agreed by the operational actors.

The SocLab platform provides tools for the analytical investigation of (the
model of) organizations. For instance, it computes indexes about structural or
3 Literally “Syndicat Intercommunal d’Aménagement Hydraulique” of the Touch river.

It is entrusted by the State with the maintenance of the river for the sake of the
riparian proprietors, which own the bank and the bed of the river. See http://www.
siah-du-touch.org for more details.

http://www.siah-du-touch.org
http://www.siah-du-touch.org
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state-dependent properties of an organization and allows to interactively explore
the space of the configurations by computing, e.g., the configurations which
optimize or minimize the satisfaction of a given actor or the Nash equilibria.
These analytical results frame the context where the regulation process takes
place. They contribute to the interpretation of simulation results by placing
what actually happens in the range of what could happen.

The dataset we examine contains the outputs of 100 simulation experiments
with the same initial values: the resources are put in the neutral state (i.e., the
value 0, and runs with different values give same results). Thus, experiments
vary just by the seed of the random numbers generator. The output variables
are the number of steps to reach convergence (a stationary configuration), the
state of the 10 resources and the resulting satisfaction of actors at the end
of the simulation. The higher the state of a relation, the more cooperative the
controlling actor is. The level of cooperation of a resource is evaluated as the total
satisfaction it provides, accounting for the fact that most relations are conflictive:
most states provide a positive satisfaction to some of the (dependent) actors and
a negative satisfaction to others.

The satisfaction of each actor, i.e., its capability to reach its goals, is deter-
mined according to Eq. (1) by its solidarities, the state of the resources he
depends on, its stakes and the effect functions of the resources it depends on.
A quick sensitivity analysis of these parameters (without checking interactions)
shows that the model’s response is not sensible to a variation of 15 % of their
values. Each actors put 3 or 4 stake points on the relation it controls so that its
satisfaction depends on about one third of its own behavior. The range of values
of actors’ satisfactions are quite dispersed, from 90 (actor 2) to 195 (actor 6).
The lower bounds (the worst configuration for each of them) range from −25
(actor 2) to −85 (actor 6) and the upper bounds (the best configuration) from
60 (actor 8) to 110 (actor 6). The dataset may be found in [20] together with
some other results4.

4 Univariate Statistical Analysis

A quick overview of the variables distributions is provided in Fig. 2. The number
of steps is strongly skewed with a small number of simulations having a very
large number of steps; so, the mean or median are not a good summary of the
distribution.

Most resource states (except for “Self funding”, “River management” and
“Additional funding”) also have a skewed distribution, with several outliers hav-
ing small values. The scattering of the state variables is very varied: some vari-
ables have a very small dispersion, like “Validation” (which is frequently equal
to 10, its maximum possible value) or “Additional funding 2” which is almost
always equal to 6 (also its upper bound value). For these resources, as well as for
“Lobbying”, “Control of flow” and “River management” (but to a lesser extent),

4 See also http://www.nathalievilla.org/soclab.html.

http://www.nathalievilla.org/soclab.html
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Fig. 2. Boxplots for the number of steps before the simulations converge (left), the
resource states (middle) and the actor satisfactions (right, grey boxplots indicate a
median satisfaction below 50).

the management of these resources seem almost fixed in advance by organiza-
tional constraints that strongly determine the behavior of the controller actors.
On the contrary, “Expertise”, or even “Self funding” and “Additional funding”
are resources that have a larger dispersion (for “Expertise” the values spread
on the whole range from −8 to 8): the actors which control these resources are
less constrained by the organization and a deeper analysis is necessary to decide
whether they hesitate between quite equivalent attitudes or whether they have
enough power to strategically adapt their behavior to the context.

The satisfactions of actors are given in value, but they could be considered in
proportion to account for the disparity of their respective range of values. Most of
them are approximately symmetric, but with a small variability regarding their
range. Actors 3, 8 and 9 are the most satisfied in almost all simulations (actor 8
appears the most satisfied, but it is less committed in the game), while actors 4,
6 and 10 are frequently poorly satisfied. As actor 6 has a low satisfaction, the
option (O1) will probably not prevail. The same holds for actors 4 and 5 and
the option (O2), but to a lesser extent. As the satisfaction of actors 2 and 3 is
slightly better, the option (O3) seems to be the most likely. As the satisfaction
of actor 7 is medium, it seems that a compromise that would be acceptable by
most actors is possible (O4), and this is compliant with the fact that none of
the options (O1), (O2) or (O3) strongly prevails upon the others.



142 C. Sibertin-Blanc and N. Villa-Vialaneix

The dispersion of the actors’ satisfactions shows that the position of actors 4,
9, 6 and 3 are well settled, while the positions of actors 5 and 7 are more precari-
ous. Regarding the respective range of values, the actor satisfactions are globally
more steady (with smaller dispersions) than the resource states: the variation
coefficients of actor satisfactions have a range of 0.02 to 0.06, whereas those of
resource states have a range of 0.06 to 0.98 (except for “Additional Funding 2”).
This fact might be interpreted as a form of fairness among actors ensured by a
complex system effect: actors compensate a decrease of accessibility to a needed
resource by a better access to other ones.

5 Correlation Analysis

Figure 3 shows a graphical representation of the correlation coefficients between
all pairs of variables. The number of steps has a slight negative influence on all
actors (and resources), except for upstream actors 4 and 5. This is a general
and meaningful property of the simulation algorithm: long simulations indicate
that actors struggle to find a configuration that provides each of them with
an acceptable level of satisfaction, and this difficulty to cooperate entails lower
levels of satisfaction for most actors. Here, Actors 4 and 5 are the beneficiaries of
delay in convergence, and their conflict with the remaining of the organization
will be confirmed by further analysis in the following section.

The correlations between the actors’ satisfactions show two groups of strongly
related actors: actors 1, 2 and 3; actors 8 and 9. Actors 1, 2 and 3 are orga-
nizations that represent the State and carry out public policies. The positive
correlation between their satisfactions means that their main interests are con-
sistent and that these three domains of the State policy strengthen one another.
Moreover, actor 7, instituted by actor 1 and funded by actor 3, is shown to be in
accordance with the State services. Actors 8 and 9 are political institutions and
it is satisfactory that they have similar interests on topics such as the river man-
agement, despite their political divergence. Moreover, the correlation between
the two groups is positive: there is no conflict between the State representatives
and the local authorities.

As for actors 4, 5 and 6, the most concerned with the river functioning,
they have to be regarded in conjunction with actor 7, which is the place where
they can build a compromise together. Actor 5 seems careful; surprisingly, it
does not support the farmer association nor is it in conflict with downstream
municipalities. The case of actor 4 requires a specific attention: it is in conflict
with actors 6 and 7, and also with most of other actors. It is responsible for long-
lasting simulations but we will see that it is not powerful enough to make its
interests to prevail (this is because the effect functions of the relation it controls
have a small amplitude). The satisfaction of actor 7 is positively correlated with
those of actors 5 and 6, also in addition to those of the state representatives
group: these actors support the options (O1), (O2) or (O3). This fact confirms
the possibility of a compromise (O4), which has already been pointed out in the
analysis of the actor satisfactions.
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Fig. 3. Graphical representation of the correlation coefficients between pairs of vari-
ables: the thinner the ellipse, the larger the absolute value of the correlation coefficient
(see [14], implemented in the R package ellipse). The grey level matches the absolute
value of the correlation coefficient (darker colors are used for larger values).

Regarding the correlation between actors and resources, let us recall that,
through the effect of solidarities (see Eq. (1)), each actor depends more or less
on most resources. Table 1 shows the global influence of each resource on actors.
Some actor satisfactions are strongly correlated with the state of a specific
resource: “Expertise” conditions the satisfaction of Actor 1, in accordance with
its strong concern with ecological issues that are important in the management
of this resource. The satisfaction of Actors 8 and 9 is strongly correlated with
“Funding” because a higher financial engagement from Actor 3 means a lesser
need for their financial effort; moreover, we have seen that the commitment of
Actor 3 on ecological issues meets the concerns of Actors 8 and 9. “Control
of flow” is the most influential resource on actors, in value and in proportion
regarding its small dispersion (see Fig. 1): it is positively correlated with the
satisfaction of Actor 4 and strongly negatively correlated with the satisfaction
of all other actors, except Actor 5: a low level of this resource means a stronger
control on the river and thus a higher decision power for Actors 2, 3, 6 and 7.
“Self funding” is strongly negatively correlated with the satisfactions of Actors
5 and 7: a high level for this resource means a higher decision power for Actor 6
which reduces the decision power of actors 5 and 7. Finally, “Lobbying” is not
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Table 1. The influences of each relation as: the (absolute in case of the “Absolute
Influence”) sum of the values of its correlations with actors’ satisfactions); its correla-
tion with the satisfaction of its controlling actor; its relevance (as the sum of the stakes
actors put on it).

Absolute Effective Influence on the Relevance

Influence Influence Controlling Actor

Validation 1.30 1.25 0.45 13

Expertise 2.04 1.83 0.41 5

Funding 3.52 3.52 0.24 12.5

Lobbying 0.54 0.22 0.03 9

Control of flow 4.00 −2.41 0.11 14

Self funding 3.24 −2.83 0.15 10

River management 2.42 0.24 −0.25 21.5

Add. funding CR 1.18 −0.01 0.27 4.5

Add. funding DR 1.13 −0.51 0.27 4.5

Studies 1.62 0.58 0.81 5.5

very influential on the actors’ satisfaction and thus, while actor 4 is in conflict
with others, it does not have the means to make its point of view to prevail.

These results show that, despite its analytical structure, the behavior-
selecting processes of actors make the model strongly non-linear: the column
“Influence on the controlling actor” of Table 1 shows that the satisfaction of most
actors is not so much correlated with the resource it controls and, as expected,
actors compensate losses due to their concessions by a better access to oth-
ers’ resources. As an other conclusion, the correlation between the “Absolute
Influence” and “Relevance” columns is 0.47: if the control of an highly relevant
resource is, of course an advantage for an actor, that does not ensure to him
with a high influence; to this end the actor must also properly use this resource
and their capability5 to do that varies from 0.06 (actor 4) to 0.41 (actor 2).
There is no remarkable correlation between any pair of relations. Despite the
significant correlations between their satisfactions, actors behave independently
one another. There is no coordination or coalition within a subgroup of actors,
no actor seems to influence the behavior of another one; in other words, each
actor is autonomous with regard to others. A Principal Component Analysis of
the resources’ states confirms this fact since the first two components explain
just 29.7 percent of the variance: no relation plays a preponderant role.

Regarding actors, the first two components of the Principal Component
Analysis explain 69 percent of the variance and confirm the analysis of pairwise
5 The cleverness of actors in the SocLab model is not in question since each of them

applies the same learning algorithm to select the state of the resource it controls.
The difference in capability of actors results from their constraints to obtain a good
level of satisfaction.



Data Analysis of Social Simulations Outputs 145

Fig. 4. The position of each actor shows its relative contribution to the variance of
actors’ satisfactions. Actor 4 is in clear opposition with all others, mainly Actors 5, 6,
7 and 3.

correlations between actors’ satisfactions (see Fig. 4). Actors 10 and 5 are not
very influential; actor 4 is in conflict with all others, especially 5, 6 and 7; actors
8 and 9 are on their side; actors 1, 2 and 3 also go together. Finally, the position
of actor 7 is very noticeable, since it is the key actor for the option (O4): being
very close to actors 5 and 6 and not so far from actor 3, it seems to have the
means to promote this option.

6 The Modes of Simulations’ Outputs

According to SOA, simulations may include runs whose outputs are quite far
from the actual observations of the system of reference: they correspond to
“potentialities”, possible ways of operating of the organization, to configurations
which do not actually occur but might be observed in the future. Indeed, the
regulated behavior exhibited by a social system is the result of past events, occa-
sional opportunities or constraints, random choices made at bifurcation points
or whatever contingent circumstance while, to the extent of its adaptability
and latent variety [2], the organization could as well operate in another way
under other circumstances. A tight matching between simulation outputs and
the indexes of the organization is just interpreted as a structural property of
the organization: a strong regulation which prevents actors to depart from a
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normative behavior. When simulation results are dispersed, the simulation algo-
rithm can exhibit runs which are either widely scattered corresponding to an
organization that is little regulated or are clustered corresponding to alterna-
tive functionings and possible futures. Regarding our case study, it is of first
importance to know whether runs are uniformly distributed or whether there
are modes in correspondence with the possible options (O1) to (O4). In the
latter case, their respective frequencies may serve as a forecast of the possible
issues in the debate.

This requires that the analysis does no longer focus on the variables but
on the vector provided by each simulation run as a whole. To this end, we use
the hierarchical clustering method which seeks to build clusters containing sim-
ilar simulations. Pairwise distance between simulations are computed using the
Euclidean distance of the vectors of scaled variables (i.e., variables are centered
and reduced to unit variance) containing all satisfactions, all resources and the
number of steps (so that observations in the same cluster are alike for all these
values) and a bottom up approach is used to hierarchically aggregate the simula-
tions into clusters in a greedy way. A linkage criterion specifies the dissimilarity
between clusters: we used the Ward’s method which minimizes the total within-
cluster variance at each step of the hierarchy. The number of clusters is chosen
classically by cutting the hierarchical tree at the smallest height that corresponds
to a large increase in within-cluster variance. The result of this analysis is shown
in Fig. 5 where four clusters can be identified.

Then, for each cluster, the mean value of the actors and resources scaled vari-
ables can be calculated for this class, as shown in Fig. 6. For instance, regarding
the resource plot, the state of the “River Management” resource decreases from
cluster 2 to cluster 3. Using the same method as for the constitution of the 4 clus-
ters, the resources are compared regarding their values in the clusters, resulting
in the dendrogram at the top of the panel. According to this super-classification,
the “Studies” and “Validation” resources are very close; the same holds for the
“River Management” and “Add. Funding 2” resources, which are also close to
“Add. Funding 1”. The smallest the length of the dendrogram path between
two resources, the most similar values these resources have among the four clus-
ters. Similarly, the dendrogram at the left side of each plot shows the similarity
between the clusters regarding the values of the resources or the actors. This
display of the clustering should be completed by boxplots gathered either by
clusters or by elements.

From these figures, the following conclusions can be made:

– It appears that the upstream municipalities are rather in opposition with the
other actors of the organization since actor 4 is the most far from other actors
and the “Control of flow” resource (controlled by actor 5) is the most far from
other resources.

– The hierarchical clustering identifies four clusters that can be related to the
four options emerging from the empirical analysis.

– Cluster 2 corresponds to reaching the best compromise in the process of elabo-
rating the new public policy of Touch (O4); simulations are shorter (857 steps
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Fig. 5. Hierarchical clustering. Experiments are partitioned into 4 clusters (numbered
from 1 (at left) to 4 (at right)) as represented by the colored rectangles. An outlier
(simulation number 16) can also be identified (at the right hand side of the figure).

instead of about 1300 for other clusters) and the average satisfaction of actors
is higher (56 instead of about 52.7). Unfortunately, it is not the most likely
outcome, since the cluster includes only 7 % of simulations, but it is a possible
outcome.

– Cluster 1 (containing 20 simulations) contains simulations that are almost
the opposite of cluster 2: in this cluster, all actors except actor 4 have a
lower satisfaction than in other cases (51.6). In these simulations, the state of
“Control of flow” is high and the state of “Funding” and “Expertise” is low.
These simulations correspond to the success of option (O2) over the other
options: actors 4 and 5 succeed in making their interest prevails over other
actors’ interests.

– Clusters 3 and 4 (respectively, 42 and 31 simulations) are the closest clusters
(see Fig. 5 and the left side dendrogram of Fig. 6) with mostly average values,
where most actor satisfactions and resource states take an intermediate value
between those of clusters 1 and 2. These clusters gather 75 % of the simulations
and thus correspond to the most likely outcome of the negotiation process.

– Cluster 3 is characterized by a stable low satisfaction for actors 5 and 7 and by
a high state for “Self funding”. These simulations are rather in favor of option
(O1). In cluster 4, actors 4 and 5 are more satisfied than in the other clusters
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Fig. 6. Mean scaled satisfactions of actors (left) and states of resources (right) in the 4
clusters (darker colors correspond to higher values). As the values are scaled values by
variable (actors, resources), the colors should be compared by columns, not by rows.

and the state of “Self funding” and “Studies” is low. These simulations are
rather in favor of option (O2).

7 Conclusion and Discussion

The paper has given an example of the benefice of the statistical analysis of
simulation outputs distributions to reveal causality patterns and improve the
understanding the operating mode of the system of reference. Mostly, the rele-
vance of the model of the considered organizational setting has been confirmed
as well as the likelihood of the behavior-selecting learning process of actors. In
addition, some unexpected, but consistent facts have been revealed such as the
singularity of upstream municipalities with regard to the whole organization.

When a simulation model is an abstraction of a phenomenon modeled as a
“stylized fact”, the purpose is to propose a mechanism, as simple as possible,
able to generate the phenomenon as an emergence from the interactions between
the system’s components. In this case, the study of the simulation outputs aims
mainly to verify whether outputs are steadily focused with a small standard
deviation, since their dispersion means that the proposed mechanism is not a
good explanation for the phenomenon.

When the simulation model refers to a concrete system as the case considered
in this paper, a “good fit” between the system of reference indexes and the
simulations outputs must also be checked first to confirm the relevance of the
model. In this case, the model includes a wider heterogeneity of agents, with a
variety of individual features and goals, and so a larger number of properties are
to be investigated. Then, further data analyses of simulation outputs can bring
new knowledge and a much deeper understanding of structural and behavioral
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properties of the model. These model’s properties may then be interpreted in
terms of properties of the system of reference to the extent the matching between
the elements of the model and the system of reference is well defined. The nature
of the properties of interest straight depends on the questions that motivate the
elaboration of the model. Thus, there is no method that could be applied in
a systematic way and, among the huge number of tools and derived data that
could be calculated, it is to the designer of the model to find the ones allowing
to shed light on the question he considers.
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4. Baldet, B.: Gérer la rivière ou la crue? Le gouvernement du risque d’inondation
entre enjeux localisés et approche instrumentée. Le cas de la vallée du Touch en
Haute-Garonne. Ph.D thesis (Sociology), Université de Toulouse, 26th June 2012
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Abstract. The field of “digital humanities” is about using the latest
digital methodologies in order to tackle humanities disciplines and social
sciences questions. The ARCHIVES project belongs to this new research
area. It proposes a methodology to build agent-based models of historical
events, in particular crisis events, in order to answer new questions about
them or explore them in new ways. In this paper, we present the first
implementation of ARCHIVES on the case study of the management of
floods in Hà Nô. i (Viê.t Nam) in 1926. We show how we collected, digi-
tized and indexed numerous historical documents from various sources,
built a historical geographic information system to represent the environ-
ment and flooding events and finally designed an agent-based model of
human activities in this reconstructed environment. We then show how
this model helped us understanding the decisions made by the different
actors during this event, testing multiple scenarios and answering several
questions concerning the management of the flooding events.

Keywords: Agent-based model · Historical geographic information sys-
tems · Historical event simulation · Crisis management

1 Introduction

It is now widely accepted that the adaptation of human communities to natural
hazards is partly based on a better understanding of similar past events and
of the measures undertaken by impacted groups to adapt to them. This “living
memory” has the potential to improve their perception of the risks associated
to these hazards and, hopefully, to increase their resilience to them. However, it
requires that: (1) data related to these hazards are accessible; (2) relevant infor-
mation can be extracted from it; (3) “narratives” can be reconstructed from
these information; (4) they can be easily shared and transmitted. This is classi-
cally the task of archivists and historians to make sure that these conditions are
fulfilled. However, these last years, the new area of research of Digital Humanities
c© Springer International Publishing Switzerland 2015
F. Grimaldo and E. Norling (Eds.): MABS 2014, LNAI 9002, pp. 151–163, 2015.
DOI: 10.1007/978-3-319-14627-0 11



152 N. Gasmi et al.

that consists in integrating computer technology into the activities of humanities
scholars, has brought innovative approaches and methods to fulfill these tasks.

The ARCHIVES project is part of this new research area. It has for goal to
propose a methodology that would enable to support the work of the historians,
in a systematic and automated way, from the analysis of documents to the design
of realistic geo-historical computer models. Our aim is that, using these models,
users can both visualize what happened and explore what could have happened
in alternative “what-if” scenarios. Our claim is that this tangible, albeit virtual,
approach to historical “fictions” will provide researchers with a novel methodol-
ogy for synthesizing large corpuses of documents and, at the same time, become
a vector for transmitting lessons from past disasters to a contemporary audience.
In addition, it is an attempt to give an experimental approach to History [6]. Pre-
vious works have used agent-based modeling and simulation to tackle historical
and archeological questions, e.g. [1] tested possible causes of the disappearance
of the Kayenti Anasazi and [5] investigated the resilience of the ancient Maya
civilization. But such projects simulate a whole civilization over hundreds years,
whereas we focus on a short event (a crisis) at a very low level (individual human
beings), with (often) a large amount of detailed documents.

In this paper, we present a first implementation of ARCHIVES concerning
the study of the floods in Hà Nô. i (Viê.t Nam) at the beginning of the 20th
century. The aim of this study is to better understand decisions that have been
taken during those exceptional events and especially to understand the role of
the political actors implied in the decision process. This case study is particularly
interesting as the problem of floods in Hà Nô. i is still topical. Moreover, a lot of
period documents have been written and stored concerning these events.

This paper is organized as follow: Sect. 2 presents the historical context of the
case study. Section 3 is dedicated to the presentation of the methodology that
has been carried out. Section 4 presents the final model that has been developed.
Section 5 exposes the results and proposes a discussion about them. At last
Sect. 6 concludes and proposes some perspectives.

2 Historical Context

2.1 Viê.t Nam and Floods: A Thousand Years Story

Due to its climatic and geographical location, and in particular to the fact it is
structured around two huge deltas (the Red River delta in the north and the
Mekong River in the south), Viê.t Nam has faced devastating floods all along its
history [7,8]. Opposite strategies have been used in the two deltas that struc-
ture the country: while the north has emphasized the construction of dykes
to stem the Red River, the south has adapted by digging a dense network of
canals in the Mekong River delta. And, despite the political upheavals under-
gone by the country in the last centuries, and more recently during the Nguyẽ̂n
dynasty (1802–1945), the French colonization (1865–1954), the independence
(1955) or the reform policy ( , 1986), these strategies have remained vir-
tually unchanged.
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In this study we focus on the Red River delta. In this area both in the past
and today, effects of floods are often devastating both for the population and
for economy and agriculture, because the area is very populous and produces a
huge amount of rice. Even in 1930, 6,5 millions inhabitants lived in the delta
(with a density very high of 430 people par km2) and cultivated 1,1 millions ha
of rice fields.

Works to build dykes on the Red River began in 1099. All over history, speed
and progress of works have followed the strength and wealth of the government.
In particular in the XIIIth century, with the reinforcement of the power the
Trà̂n dynasty, huge works have been done from the source of the river to the
sea. Gourou in [3] considered that the embanking of the whole river has been
achieved at the eve of the French colonial period (1865), with about 4000 km of
dykes.

2.2 Political and Social Context in Viê.t Nam in 1926

In 1926, the north (Tonkin) and the center (Annam) of the Viê.t Nam were under
a French protectorate, whereas the south (Cochinchina) was a French colony.
They were all part of the French Indochina, a federation that also included
Cambodia and Laos protectorates.

The fact that the Tonkin was at that time a protectorate (and not a colony)
had several consequences in terms of governance. In particular indigenous institu-
tions, from the emperor and his ministries to local authorities, were maintained.
The country was divided into provinces, provinces into districts and districts into
commune. Each of these levels was managed by local authorities hierarchically
organized. The French authority was limited to the Resident Superior of Tonkin
that managed all the area and one Resident of France per province. There was no
French authority in sub-levels. In addition to authorities (Residents), the French
organization also included technical services (public works, hydraulic...).

It is important to note that officially, there is no hierarchical relationship
between the French organization and the Vietnamese one. As illustrated in the
Fig. 1, the Resident of France in Bá̆c Ninh (the province on which we focus for
the floods, on the east of Hà Nô. i on the other side of the Red River) could only
request intervention to his Vietnamese homolog, but cannot order anything.

2.3 Floods in Hà Nô. i in 1926

This study focuses on the particular case of floods in Hà Nô. i during the summer
1926 (from the 25th of July until November when the last breach have been
plugged). We can distinguish two main parts in the disaster management. In the
sequel we will focus on the first one.

The first period, from the 25th of July to the 30th of July, corresponds to the
increase of the water level and the breaches in dykes. The first priority was to
protect the dykes and in particular to avoid water submersion, which is the main
reason of dyke breaches. The best (and the only) way to do it is to increase
their height by building small dykes on top of them using anything available
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Fig. 1. Hierarchical organization of the Tonkin and the Bắc Ninh province

(e.g. ground of the dyke itself). So the main task of the authorities was to go
from commune to commune to order the construction of small dykes and to
supervise works. Even with these works, in the 28th and 29th of July, dykes
were broken in three main locations: Gia Quá̂t, Ái Mô. and Lâm Du (Fig. 2).

From the 31st of July to November, French authorities began large works to
plug the three breaches. Technical services called up thousands of Vietnamese
workers and provided a large amount of materials (e.g. sandbags or bamboos)
to plug the three main breaches, which took months for the Lâm Du’s one. The
authorities had also to deal with thousands of victims: they provided foods and
raw materials to build shelters. They also tried to determine responsibilities: an
inquiry has concluded to the guilt of the vice-chief of the district where the three
breaches occurred (Gia Lâm). Thanks to this inquiry, a lot of written documents
and reports have survived until now in the Vietnamese archives.

3 Methodology and Tools

3.1 General Methodology

In order to achieve our goal, we propose a methodology composed of 3 steps:

1. Building of a comprehensive and navigable corpus from the heterogeneous set
of archives.

2. Representation of this corpus in its multiple (spatial, temporal, social) dimen-
sions so that it can be manipulated and explored freely by users.
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3. Building of models of the reality depicted by the corpus so that they can offer
an account of what happened but also become the objects of experiments.

The first step consists in building the corpus. Indeed, the memory of a past
event is preserved by society and state through testimony or records, materialized
by various documents from heterogeneous sources that offer a fragmented vision,
sometimes contradictory, of reality. The goal of this step is to collect all the
documents that are relevant for the studied event and to digitize them.

The second step consists in enriching and contextualizing this textual cor-
pus. It requires linking it to a geospatial representation. Maps are essential in
disaster preparedness as they provide information of paramount importance:
communities know where impacts have been the greatest in past events or where
infrastructures are likely to be weaker which gives a chance to adapt more quickly
and thoroughly to a new disaster. Spatializing this corpus also represents a great
opportunity for historians to establish relationships between events distant in
time.

Fig. 2. Summary of the three main breaches during the floods of 1926
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The last steps consists in deriving geo-historical models from geo-historical
representations. Indeed, the corpus and its associated multidimensional repre-
sentation carry a linear causality, which can prevent users to gain an empirical
understanding of the decisions taken by the actors in their context. The course of
the event and the decisions are all inputs of this representation, while an experi-
mental approach based on hypothetical reasoning (“what would have happened
if ...”, “what effect this decision could have had on ...”) would require some of
them to become outputs as well, so as to enable the exploration of alternative
paths or the assessment of hypotheses.

In the next sections, we detail the three steps and their implementation for
the Hà Nô. i floods of 1926.

3.2 Step 1: Building of the Corpus

The first step consists in building the corpus. This step requires to:

– define the event to study and the questions that the model should answer,
– identify the possible sources of data,
– delimit the study area,
– delimit the calendar.

Note that these delimitations could be modified at any moment during the
complete process (our methodology follows the Agile trend). Thus, the goal here
is to define area and calendar delimitations big enough in order to be sure not to
miss documents that could be important later. It is the same for the questions
that the model would have to answer. During this step, it is not mandatory to
have precise questions: some questions could be deleted and modified throughout
the complete process if necessary.

Concerning our case study, the main question that we wanted to answer
about floods in Hà Nô. i in 1926 is: what were the impacts of the decisions that
have been taken during this event?

For the sources of data, we identified 3 main sources:

– The National Archives Center #1 (Hà Nô. i, Viê.t Nam),
– The French mapping agency - IGN (Paris, France),
– The French School of Asian Studies - EFEO (Hà Nô. i, Viê.t Nam).

After a quick analysis of the documents, we proposed a first area delimitation:
Hà Nô. i and its surrounding. Concerning the calendar delimitation, we choose to
consider months around July 1926.

Once these required elements defined, the next sub-step consists in collect-
ing, digitizing and indexing all the available data in the identified sources that
have a link with the study question and that are consistent with the area and
calendar delimitations. In our case study, we collected topographic maps of Hà
Nô. i (and its surroundings) of 1925. In addition, we collected documents about
the management of these floods. We got qualitative data about the water level
and qualitative data about exchanges and communication between actors. More
precisely, we used:
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– The report of the Resident of France in Bá̆c Ninh (RFBN) with the chronology
of events and the causes and responsibilities of each breach.

– The report of the Vietnamese Head of the district of Gia Lâm to the RFBN
with the events, decision chains and dysfunctioning in order execution.

– The report of the inquiry of the province judge about responsibilities of local
actors in dyke breaches (in particular the district Vice-Head’s responsibility).

Note that in our context, the collection process was complicated by the lin-
guistic diversity of the documents, written in hán nôm (Sino-Vietnamese), French
or (romanized script). And, despite progresses in digitization, analyzing
and indexing documents remains a largely manual and tedious task.

3.3 Step 2: Representation of the Corpus

This step concerns the representation of the corpus. It is composed of two sub-
steps: the first one is to create accurate GIS data from the disparate maps
available in the corpus; resorting to recent sources (Digital Elevation Models,
satellite imagery, etc.) if necessary. The second is to integrate temporal infor-
mation and to offer the same querying and navigation facilities in time than the
ones existing for 2D and 3D spatial data.

In the context of our case study, we build a GIS (see Fig. 3) composed of
following layers:

– buildings, source: vectorisation of the 1925 Hà Nô. i map (IGN),
– Red River, source: vectorisation of the 1925 Hà Nô. i map (IGN),
– lakes, vectorisation of the 1925 Hà Nô. i map (IGN),
– dykes, source: vectorisation of a map from National Archives Center #1,
– DEM (resolution of 10 m), source: vectorisation of the 1925 Hà Nô. i map -

contour lines (IGN).

The creation of GIS has required an important work of digitization and cal-
ibration of the data (in particular, for the dykes).

Concerning the second sub-step, we have developed a web-mapping applica-
tion (Fig. 4), based on Geoserver, allowing navigation through a web interface
in time and space. This work required georeferencing all the documents in time
and space and transforming these information into a GIS layer.

3.4 Step 3: Development of Models

This step consists in developing a model according to the corpus that will answer
the questions identified in Step 1. This model will rely on Agent-Based Modeling
(ABM) as its core technology. ABM has been used over the last twenty years in a
growing number of disciplines, including social sciences. This approach has now
become the paradigm of choice to couple models from different domains into
a same integrated model: in the case of flooding, for instance, hydrodynamic
models representing the dynamics of the event itself need to be coupled with the
models used to simulate human decision-making, taking into account the fact
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Fig. 3. GIS built from historical data and maps

Fig. 4. Snapshot of the web-mapping application
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that each model can change the boundary conditions under which other models
operate. A key issue of this step is to couple the GIS data with historical data
and then to integrate them into the model to produce new knowledge. It is also
very important that historians participate to this step. Indeed, our claim is that
their implication and their understanding of the models produced is mandatory
for the success of the modeling process. In this context the use of graphical
formalisms like UML is very interesting as they are easily understandable by all.

In our case study, a difficulty comes from the representation of the vari-
ous decision-making processes, as they rely on information on management and
adaptation measures undertaken by the social actors before, during and after
the event considered. This has implied the ability to identify these actors, to
understand their individual roles and inter-individual relationships and to build
models of their decision-making and communication processes. To this purpose,
we relied on existing Artificial Intelligence techniques (such as the FIPA com-
munication language [2]). The challenge was to extract from the transcript of
decisions and communications, the information related to the management and
adaptation measures undertaken by the social actors.

4 Model

4.1 Purpose of the Model

The model developed has for main purpose to study the decisions made by the
different actors during the Hà Nô. i floods of 1926 and their impacts in terms of
flooded area and causality.

4.2 Entities

To this purpose we have defined two kinds of entities: physical entities and actors.
All these entities (with their attributes) are summarized in a UML diagram
presented in Fig. 5.

We have defined physical entities in our model that can be divided in 3
groups:

– Space entities: cells. A cell represents a partition of the space that is homoge-
nous in terms of altitude and water level.

– Hydrological entities: rivers and lakes.
– Obstacle entities: buildings and dykes.

From data collected in the previous step, we have been able to identify all
the individual actors involved in the floods management, i.e. all the actors men-
tioned in the (French) archives (cf. Fig. 1). Among all these actors, we identify
three main groups, with different roles in the flood management:

– Decision-makers, who include the French administration, Resident of France
in Tonkin and in Bá̆c Ninh province, and central technical services. These
actors are the senders of about 86 % of all the messages.
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– Order transmitters, i.e. actors involved in the Vietnamese hierarchy from the
province to the commune level.

– Order executors, i.e. the manpower that practically execute the orders.

This distinction has driven our modeling of actors. As we focus on the man-
agement of the event during the crisis, i.e. the reaction to it, we do not need
to model high-level decision-makers, as they are mostly involved in planning
phases. Among order transmitters, we simplify by considering only one actor
at each level (province, district and township, denoted as local authorities).
Finally, we choose to introduce a kind of agent “commune” that will gather the
local authority, its manpower and the dykes the local authority is responsible
of. In addition this kind of agent will be an intermediate between actors and the
hydraulic part of the model. This modeling choice is based of several hypotheses
that we made on this model: we do not represent each coolie and villager indi-
vidually; in particular we consider they do not have an autonomous behavior
(they cannot disobey). In addition, we consider that manpower is not a blocking
resource, so we do not represent it explicitly. These hypotheses are of course
strong, they will be discussed in conclusion.

Fig. 5. UML class diagram of the model

4.3 Processes

Hydrological Process. Due to the lack of precise data concerning the Red
River at the study period (flow, cross section...), we chose to use a simple flowing
model based on a grid (the cell entities). Another advantage of this type of models
is to be more easily understood by historians.
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Each cell represents an area which has homogenous altitude and water level.
In addition, it has a height variable that corresponds to the sum of its altitude,
water level and max height of its obstacles. At each simulation step that repre-
sents 2 h, all the cells are sorted by height. Then, from the lowest to the highest,
each cell that contains water (water level >0) diffuses its water to the lower
cells (in terms of height) in its (Moore) neighborhood. This diffusion works as
follow: the cell sorts by height all its neighbor cells that are lower than it. Then,
from the lowest to the highest, it diffuses to this cell a quantity of water that
corresponds to the difference of height between the two cells.

We also implemented a dyke destruction process: if the water level on the cell
containing the dyke is not null (meaning that there is water above the dyke) for
at least 12 consecutive simulation steps, the dyke breaks (the dyke agent dies).

Crisis Management. Given the hydraulic model presented above, we introduce
a model dealing with the crisis management including the actors introduced
above. This model will mainly represent the way actors fight against floods (in
particular against the water level increase) and the way orders and information
are transmitted through the actor network. We thus aim at investigating how
orders and information transmissions induce the building of small dykes.

To this purpose, the main process we consider is the top-down order chain.
Basically, when the Red River water level is higher than a given threshold, the
Head of the province will order to Heads of district to build small dykes. Heads
of districts will thus move to meet local authorities actors, order them to build
small dykes (with a given height) and supervise works that will be performed by
villagers or coolies. Then the Head of districts will move to another commune
and so on. This pattern has been (manually for the moment) identified in several
exchanges in archives.

4.4 Implementation of the Model

The model was implemented with the GAMA platform1 [4]. This generic mod-
eling and simulation platform is particularly well-suited to our application con-
text as it allows to simply integrate GIS data and offers the possibility to use
FIPA-ACL [2] for agent communication. In addition, its integrated agent-based
modeling language (the GAML), which is easy to understand, has allowed to
ease the exchange between the different participants of the project.

The implemented model offers a realistic rendering of the city of Hà Nô. i in
1926 (Fig. 6). It allows users to interact with the simulation at runtime to see the
impact of a dyke breaking. In addition, it provides a multi scale online analysis
of the flow of messages occurring during the flood event. Messages coming from
different parts of the administrative hierarchy is represented as a new layer on the
already existing representation of the city as shown in Fig. 6 where aggregated
and instantaneous graph are displayed on top of Hà Nô. i map.
1 http://code.google.com/p/gama-platform/.

http://code.google.com/p/gama-platform/
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5 Results and Discussion

First results are very encouraging: we are able to reproduce in a realistic way
from historical documents both the physical phenomenon (the floods) and its
management by authorities (in a given time scale). They tend to show that, even
in an ideal situation from a social point of view, without disobeying villagers or
local authorities who do not execute orders, submersion of dykes could not have
been avoided. This reinforces conclusions of some of the people involved in the
crisis management that there is no human responsibility in the set of breaches
in the dykes during these floods in contrary to the French inquiry conclusions.

Fig. 6. Snapshot of the model implemented in GAMA

A very important outcome of this work were the reflections it generates about
the role and the interest of simulation for historical research and Digital Human-
ities in general. It is important to notice that we have not exactly reproduced the
events occurred in 1926 (in particular in terms of location of dyke breaches). We
built possible and realistic histories that have been produced by the processes
that occurred during the actual History. Reproducing exactly the film of the
actual events can have an interest to visualize in a 3D realistic environment
what happened, but this would be possible only by scripting the simulation.
From our point of view, this holds very little interest because this precludes us
from testing various hypotheses on the model and the effects they could have
had.

6 Conclusion

In this paper, we presented the ARCHIVES project that has for goal to propose a
methodology to model historical events to better understand them. ARCHIVES
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aims at providing historians with new tools allowing them to not only replay
historical events, but also to explore what could have happened in alternative
“what-if” scenarios.

We already carried out a first implementation of ARCHIVES for the floods
of Hà Nô. i (Viê.t Nam) in 1926 that were particularly destructive. The model
built has allowed us to test several scenarios concerning the chain of commands
(ideal situation vs actual one) and to extract knowledge from it. The next step
of ARCHIVES will be to generalize this case-study in order to provide historians
with generic tools allowing them to carry out this modeling work by themselves.
In this context, we propose first to work on digitization tools to support the
historical document collection and indexation. We propose then to work on the
integration of graphical modeling features inside GAMA. The goal is to allow
historians - that have most of the time no programming skills - to develop the
models by themselves (or at least the main part of the models).
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Abstract. Evacuation drills are conducted periodically to practice
smooth evacuations from buildings and rescue operations at emergency
sites. An agent-based evacuation simulation provides a platform for sim-
ulating human evacuation behavior during emergencies, which can be
affected by various social and human factors. These factors include agent
characteristics, societal behavior codes, evacuation guidance, and so on.
These factors make it difficult to conduct evacuation drills and develop
prevention plans for unexpected emergencies. TENDENKO aims to sim-
ulate evacuation drills at buildings where real drills cannot be conducted,
and to improve evacuation planning for the building to save more lives
during future emergencies.

1 Introduction

During emergencies, it is extremely important to safely exit buildings and per-
form rescue operations quickly. Evacuation drills are conducted periodically at
schools and shopping malls to practice smooth evacuations and effective res-
cue operations. The drills are used to estimate the time taken to exit buildings
(exit time) and improve prevention plans for predictable emergencies. However,
it is difficult to conduct drills involving many people in various scenarios in real
environments.

Disaster reports have provided crucial lessons on reducing human casualties.
One key lesson is that people tend to respond individually during emergencies.
Emergency information is usually announced through speakers or circulated as
people communicate with each other. The rapidity with which people respond
to announcements and the behavior people demonstrate can influence their own
lives and those of the people around them. Evacuation announcements signifi-
cantly influence human behavior during emergencies.

In a study on a 1965 Denver flood, Drabek found that most behavioral
responses could be classified into four categories, namely appeals to author-
ity, appeals to peers, observational confirmation, and latent confirmation [1].
Documents held by the National Institute of Standards and Technology (NIST)
related to the World Trade Center attacks on September 11, 2001, and reports
from the cabinet office of Japan on evacuations during the Great East Japan
Earthquake (GEJE) and resulting tsunami on March 11, 2011, reveal similar

c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-14627-0 12
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evacuation behavior patterns and individual responses over the past 50 years,
despite changes in the way people communicate [2,3].

To evaluate the effectiveness of evacuation drills, it is necessary to analyze
human evacuation behaviors from two perspectives: the perspective of the evac-
uee and the perspective of the rescue responder. The evacuee perspective is
concerned with how quickly and safely they can evacuate buildings. Conversely,
rescuers are concerned mainly with how smoothly and efficiently they can reach
target points and begin rescue operations. TENDENKO1 provides three features
in simulating the evacuation of a crowd of heterogeneous agents (i.e., evacuees
and rescuers) in realistic situations. First, emergency information is announced
to agents; agents then communicate information about the evacuation via var-
ious methods. Second, agents have social and personal relationships between
them and behave according to their roles within these relationships. Third,
some rescue agents move against the flow of evacuee agents, thus introducing
perception-driven behaviors at the reactive level.

The remainder of this article is organized as follows. Section 2 describes the
background and provides a review of the literature. In Sect. 3, features in the
emergency planning fields are described. Evacuation scenarios and simulation
results are discussed in Sect. 4, and a summary is provided in Sect. 5.

2 Background and Literature Review

2.1 Emergency Behaviors and Lessons

The International Organization for Standardization (ISO) published a techni-
cal report providing information on evacuees’ behavior during evacuations in
fire emergencies, and evaluated the impact on aspects contributing to securing
human lives [4]. They divided evacuation time into several stages:

tpred : The interval before the actual emergency occurs.
twarn : The interval between emergency occurrence and the time authorities

initiate alarms or warnings to individuals.
tevac : The time it takes individuals to reach safe locations after hearing the

alarms. It is comprised of pre-travel activity time (PTAT) and the time
individuals require to move to safe locations.

Table 1 illustrates the time sequence for information dissemination during
the GEJE. There were approximately 45 min before the tsunami’s full impact.
This period comprised two stages: twarn, from 14:46 to 14:49, and tevac, from
14:49 to 15:15. According to the GEJE report, only 40 % of evacuees heard the
loudspeaker emergency alert warning. Of those that heard the warning, 80 %
recognized the urgent need for evacuation, while the other 20 % did not under-
stand the announcement because of noise and confusion.

For the World Trade Center (WTC) attack, the NIST report indicates that,
when the planes crashed into the buildings, evacuation messages were announced
1 Named after a Japanese tradition of saving lives from tsunamis.
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Table 1. Event sequence for the GEJE (March 11, 2011)

Time Events

14:46 Emergency earthquake alert system

Earthquake bulletins broadcasted

The earthquake continued for about 6 min

14:49 Tsunami warnings were issued:

“A big tsunami will hit at around 15:10”

15:15 Aftershocks occurred

15:00–15:25 An initial, relatively small, tsunami struck

15:25–15:40 A much larger tsunami arrived

in buildings following guidelines provided in a manual. Individuals in both build-
ings (WTC1 and WTC2) began to evacuate when WTC1 was attacked. When
WTC2 was attacked 17 min later, approximately 83 % of WTC1 survivors
remained inside the tower. Approximately 60 % of survivors remained inside
WTC2. WTC1 and WTC2 were similar in size and layout, and nearly an equal
number of individuals were present in both buildings during the attacks. The
NIST report identified dissimilarities in evacuation percentage fluctuations
between the two buildings. The differences originated from interactive and social
factors related to leadership or evacuation guidance announcements.

Drabek pointed out similar factors in sections of his study entitled “But not
everyone responds the same” and “Confirmation: a likely action” [1]. People
typically attempt to confirm the information in warning messages in numerous
ways.

These disaster reports share common lessons:

– Some individuals evacuated immediately when the disasters occurred. How-
ever, others failed to evacuate, even though they heard the emergency alarms
sounded by the authorities.

– The latter category included individuals with family members located in
remote areas, those who attempted to contact their families by phone, and
others who continued to work because they believed they were safe.

– Once individuals understood their situation and received emergency infor-
mation and building layouts, and were able to address concerns about their
families’ safety, they implemented the announcement information. They also
benefitted from communication with other individuals.

2.2 Evacuation Simulation Systems

During emergencies, the behavior of humans differs from their usual behavior.
People’s mental condition affects their behavior. For example, when people fear
for their physical safety, they tend to think of only themselves, and flee a build-
ing without considering anything or anyone else. However, when no anxiety is
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experienced, people tend to consider others and evacuate together. Based on the
empirical findings of their study, Perry et al. summarized these human relation-
ship factors in the decision-making process [5].

Agent-based simulation (ABS) provides a platform for the development of
computing behavior related to interactive and social issues [6]. Through ABS,
Pelechano et al. illustrated that communication among people improved evacua-
tion rates [7]. They devised a scenario focusing on two types of agents: (1) lead-
ers who help others and explore new routes; and (2) agents who might panic
during emergencies that occur in unknown environments. Tsai et al. devel-
oped ESCAPES, a multi-agent evacuation simulation system incorporating four
key features: (1) different types of agents; (2) emotional interactions; (3) infor-
mational interactions; and (4) behavioral interactions [8]. Using a multi-agent
system, Prikh et al. simulated human behavior in the aftermath of a hypothet-
ical, large-scale, human-initiated crisis in the center of Washington D.C. using
a multi-agent system [9]. Okaya et al. proposed an information dissemination
model among people during evacuation and presented simulation results using
a large number of people [10]. These key features have been used to estimate
evacuation times during building design processes or to develop prevention plans
that might minimize damage and loss of human lives.

Hui et al. developed a network information diffusion model [11], and Abbas
investigated how local preferences affected the network development [12]. These
studies focused on information diffusion in human relationship networks.

3 Agent-Based Evacuation Drills and Planning

3.1 Agent States Transitions from Hearing Information
to Evacuation

The sounding of alarms and subsequent guidance provided by authorities
changed the behavior of individuals during emergencies. PTAT in tevac rep-
resents the elapsed time between the moments individuals first heard warnings
until the time they began to evacuate. PTAT involves two stages, namely recog-
nition of the emergency and responding to it. Agent behavior during these two
stages plays a critical role in the speed of the evacuation.

Figure 1 illustrates how individuals internally process authorities’ guidance
information and transfer this information to others. Individuals obtain infor-
mation by experiencing the emergency as it unfolds around them: They hear
authorities’ announcements or exchange emergency information with each other
by communicating (these actions are represented by solid black arrows in Fig. 1).
Once they have received the information, individuals attempt to comprehend it
by comparing it with their own knowledge and/or experiences. Next, they plan
their subsequent actions based on their comprehension (these actions are repre-
sented by dotted blue arrows in Fig. 1).

The authorities, as one component of the environment, serve as an informa-
tion source. Messages sent to individuals comprise warnings related to predictable
emergencies or guidance that provides evacuation instructions. Individuals select
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Fig. 1. Information diffusion model and agent behavior (Color figure online)

their actions based on their own knowledge and experiences, and their roles in
the community. The Belief-Desire-Intention (BDI) model represents individuals’
internal selection processes. Mental biases are represented by the filtering func-
tions that operate from sensing data to the set of belief, from the belief to desire,
and the desire to the set of intention.

3.2 Guidance Information Transfer During Emergencies
and Evacuation

Noise can affect the dissemination of information during emergencies and can
prevent individuals from selecting appropriate strategies that could help them
evacuate safely and quickly. The first stage involves individuals’ abilities to sense
environmental data. Some individuals miss announcements or misunderstand
messages. The second stage involves individuals’ action choices based on their
personal databases, including personal relationships comprised of data compiled
by their senses.

The choice of actions during the second stage can be reviewed according to
Weaver’s levels in Shannon’s communication model [13]:

Level A: How accurately can the symbols of communication be transmitted?
(The technical problem)

Level B: How precisely do the transmitted symbols convey the desired mean-
ing? (The semantic problem)



172 T. Niwa et al.

Table 2. Communication methods used to communicate emergencies to others.

types broadcast face-to-face SNS

range entire building surrounding no range

number large small middle

trust low middle high

Level C: How effectively does the received meaning affect conduct in the desired
way? (The effectiveness problem)

During emergencies, it is assumed that individuals hear evacuation warn-
ings or guidance (Level A). This level is related to the type of communication
devices employed. After hearing the messages, people transfer the message con-
tent to others. Some contents may be missed because of the “broken telephone”
effect and new information added to messages by recognizing dangers involved
in the situation outlined in the announcement (Level B). In a situation where
the speaker desires people to seek refuge in a safe location, the intent of the
speaker is completed when people start evacuating to safe locations (Level C).
The dotted red arrow in Fig. 1 illustrates communication that occurs at Levels
B and C.

Information passed on to people during emergencies is usually announced
through speakers or shared by people communicating with each other. As soon
as individuals hear announcements by the authorities or receive phone calls from
others, they tend to perform the following actions: transfer the information to
others; confirm the information with people nearby; or evacuate. How quickly a
person responds to announcements or calls depends on how trustworthy they
regard the source. Three different types of communications are modeled, namely
broadcast (announcement), face-to-face (word of mouth), and social network
(e-mails) (Table 2).

Broadcast: Announcements by authorities are broadcast to the general public
through a PA system.

Face-to-Face: People speak to others in their vicinity. The communicator may
be a stranger to the receivers. The area the voice reaches(range) is limited,
and the message is disseminated following the “broken telephone” pattern,
which often results in changes to the message.

Social network: SNS provides simultaneous communication transmission meth-
ods using the Internet. In numerous instances, receivers receive messages from
friends and therefore tend to trust them.
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3.3 Reactive-Level Behavior from Perception of Agents’ Roles

People swerve when nearly colliding with each other. When people see responders
approaching, they automatically make way for them to pass. While these two
behaviors are similar, they do differ at a conscious level. The motions in the
latter scenario are reactive-level behaviors. Our system categorizes the agents
around an agent into three groups to take into account the unwritten behavior
codes of the agent’s community:

Gg: normal agents, agents around the agent make no special considerations for
the agent and the agent expects that no considerations would be made for
itself.

Gh: agents with high priority, the agent gives them special consideration.
Gl: agents with low priority, the agent expects that special considerations are

expected from them.

The normal agent unintentionally makes way for rescuers and the disabled, who
are categorized as Gh agents. For occupants, a rescue responder is a Gh agent,
whereas, for the other responders, the responder is categorized as a Gg agent by
other responders.

4 Simulations for Evacuation Drills and Planning

4.1 TENDENKO: Simulation Platform

During emergencies, the behavior of humans differs from their usual behavior.
Social relationships among people, their emotions, and other factors are also
different from individual to individual. TENDENKO consists of an authority
setting mode and an evacuation simulation mode. The evacuation simulation
mode can simulate the behavior of people during emergencies, while consider-
ing people’s social and psychological factors [10]. The main components of the
simulation system are described below.

Agents: The number, location, role, and type of agent are set in the author-
ity mode according to the drill scenarios. Agent roles are rescuers, security
officers, and evacuees. The different agent types specify their actions upon
hearing the alarm: some people evacuate immediately; others do not, despite
hearing the announcements sounded by authorities. Agents’ behaviors are
represented in the BDI models [14].

Environments: The environments are 3D CAD models of buildings with differ-
ent communication model parameters. Three different types of communica-
tion models are implemented in the current version. Table 2 lists three types
of parameters: broadcast (announcements), face-to-face (word of mouth), and
social network (e-mails).

Dynamic Model: The motions of an agent are simulated based on the forces
determined by Helbing’s social force model. The force comprises two forces:
motions to go to the place of the agent’s targets and interaction forces to
avoid collision with other agents and walls around the agent. The difference
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in the categories of other agents is considered when calculating the interaction
force of reactive-level motions.

4.2 Examples of Evacuation Drill Scenarios

Followings are examples of evacuation drill simulations.

Subterranean shopping mall evacuation. Many people visit malls. Figure 2
(a) illustrates a subterranean mall in our city, Nagoya. The mall has approx-
imately 90 shops distributed into three rows; there are two main walkways
between the rows. Exits to the ground level are located every 50 m. A total of
4,039 people were randomly positioned throughout the mall. After reviewing
TENDENKO’s simulation, the management company of this subterranean
mall prepared emergency manuals, and periodically conducts drills based on
these manuals.

Building evacuation and rescue operations. Many people work in buildings.
During emergencies, rescue teams enter the building to conduct rescue opera-
tions as the building occupants evacuate the building. Figure 2 (b) shows the
facade of a five-story library building and an image of the agents’ behavior
on the second floor. The scenario depicted is of 1,000 occupants (200 occu-
pants on each floor) evacuating the building at the same time, during which
a rescue team enters the building to implement rescue operations.

4.3 Results of Evacuation Simulation

Evacuation at a Subterranean Shopping Mall. Evacuation scenarios at
the shopping mall were as follow: Fire alarms were set off to communicate the
need to move to safe locations to people. Evacuation guidance was simulated
through three communication styles.

Scenario 1: At the start of the emergency, all agents were taken through the
evacuation guidance once.

Scenario 2: The PA system was assumed to be disabled during the emergency.
Therefore, emergency news were transmitted through face-to-face communi-
cation. People within 10 m of the speaker were able to hear the guidance.

Scenario 3: People exchanged information through their mobile-phones or SNS.
A Facebook social circle was used as an example of such networks [15].
Figure 3 indicates the distributions of nodes in the network used in the
simulation.

The graphs in Fig. 4 indicate how agents evacuated the mall (evacuation rate:
the left vertical axis) and the number of agents who heard the announcement
(diffusion rate: the right vertical axis). As indicated in Sect. 3.2, various factors
influence agents’ decisions to begin evacuating during an emergency. For exam-
ple, how precisely the information is transferred to others and whether they start
action. In TENDENKO, the factors are treated as a parameter of p that agents
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(a) Image depicting the mall interiors and the initial position of 4,039 agents.
(Arrows point to agents who communicate emergencies face-to-face or via social

networking services (SNS).)

(b) Library facade (left) and image of agent behavior on the second floor (right).

Fig. 2. Evacuation drill places and simulations.

Fig. 3. Distribution of node degress in the SNS Network.

process sensing data. This parameter represents the rate at which an agent initi-
ates actions after receiving guidance or calls along the flow as a dotted red arrow
in Fig. 1.
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(a) case of p=100%. (b) case of p=50%.

Fig. 4. Evacuation rates and diffusion rates based on three communication styles.
(a) All people evacuate instantly when they hear alarm announcement. (b) Half people
evacuate instantly and others continue shopping.

Scenario 1 in Fig. 4 (a) is an ideal scenario because all people instantly started
evacuating upon hearing the announcement (rate p = 100 %). In Scenarios
2 and 3, an agent (pointed by an arrow in Fig. 3) spoke first to others around
him/her or sent mails to SNS friends. Half the number of receivers evacuated
instantly, while others continued shopping (rate p = 50 %) as shown in Fig. 4 (b).
Figure 5 are snapshots of evacuation simulation. The following can be deduced
from the graphs:

1. The evacuation rate is proportional to the diffusion rate. Broadcast rates were
limited to a certain rate and the rates of other types of communication over
time.

2. Communication via the SNS network among agents leads them to carry out
quick evacuation.
(a) At p = 100 %, the evacuation rate with SNS (scenario 3) is nearly equal

to the evacuation rate with guidance (scenario 1).
(b) At p = 50 %, the evacuation and diffusion rates with SNS (scenario 3)

increase as per the progression of steps, becoming nearly 100 %. This is
because people who received messages from SNS friends multiple times
had more prompts to start evacuating than others who heard the mes-
sages only form people around them.

These results indicate that the provision of accurate information is a crucial
factor in guiding evacuations during emergencies. In addition, while broadcast
communication among agents is ideal, this does not guarantee the dissemination
of information to all people during an emergency.

4.4 Evacuation from Building and Rescue Operations

Figures 6 (a) and (b) illustrate the counterflow of occupants and fire responders
at the main entrance. The occupants (light-colored body with dark arrow) exit
from left to right and the responders (black body with white arrow) enter the
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time step scenario 1: broadcast

50

100

150

time step scenario 2: face-to-face

50

100

150

time step scenario 3: SNS

50

100

150

Fig. 5. Snapshots of evacuations at steps 50, 100 and 150.

building from right. The triangles on their heads indicate the directions of their
movements. Figures 6 (a) and (b) are snapshots of occupants without and with
perception-driven behavior respectively. The time-sequence is ordered from left
to right. The simulation time steps are 40, 45 and 50 respectively. In the case
of occupants without perception-driven behavior, the rescue team cannot enter
the building against the flow of evacuating occupants. In the case of occupants
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(a) without perception (responders (black body) remain outside)

(b) with perception (responders move inside against occupants (light color body))

Fig. 6. Building evacuation simulation: Snapshots of counter-flows between occupants
and rescue responders entering the building from the right (Color figure online).

with perception-driven behavior, the occupants recognize the rescue agents in
the Gh category and make way for the responders to enter the building. The
rescue team can enter and move to the appointed position in the building.

5 Discussions and Summary

During emergencies, emergency information is crucial in ensuring that all people
are safely evacuated from buildings and that rescue operations can be conducted
quickly. Today, nearly everyone has a mobile phone, and people communicate
with each other using SNS. This type of communication has increased the number
of people who can be alerted of ongoing emergencies, and thus has the potential
to assist in the instant evacuation of many more people than previously possible.
In addition, SNS can help improve emergency prevention plans.

TENDENKO supports communication among agents by providing evacu-
ation guidance to agents via face-to-face and SNS communication models in
addition to the traditional broadcast announcements using PA systems. The dif-
ferences in communication methods, the content of such communication, and
the source of announcements can yield different simulation results. The sim-
ulation results we obtained indicate that, to plan for real situations, TEN-
DENKO can evaluate existing emergency planning systems and improve the
effect of such planning in buildings and areas where evacuation drills cannot be
conducted.

This work was supported by JSPS KAKEN Grant Number 24500186.
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Abstract. In this work we further the investigation into the function-
ing of the Maghribi Traders Coalition – a historically significant traders
collective that operated along the North African coast between the 10th
and 13th centuries. They acted as a closed group whose interactions were
governed by informal institutions (i.e. norms). Historical accounts point
to an apprenticeship system that was in force in this society. In this work
we propose an agent-based model of the society with the apprenticeship
mechanism and analyse the role the mechanism may have played in the
removal of cheaters from their trade relationship networks.

Keywords: Maghribi Traders Coalition · Apprenticeship system · Insti-
tutions · Norms · Social simulation · Agent-based modelling

1 Introduction

The area of New Institutional Economics [24], with its quest to delineate the
extent to which institutions based on norms and rules could have made the
difference for the development of societies we observe today, is of increasing
interest in the context of computational sociology and economics (e.g. [17]).
Equilibria-based game-theoretic approaches, such as Greif [17], have shown com-
pelling results and provide a structured formal backing that is felt to be desir-
able for comprehensive modelling. However, in order to explore the emergent
characteristics of individual-based interactions in the context of an institutional
setting, the wider scope of agent-based modelling offers an approach that does
not limit the diversity of individuals, can reveal emerging social structures that
supersede individuals’ influences, and can allow relaxation of the rationality
assumption associated with game-theoretical approaches.

In this work we review an important example from comparative historical
analysis, namely the Maghribi Traders Coalition, a term coined by Greif [17] with
respect to a traders collective that relied on informal enforcement of cooperation
based on norms to facilitate the group’s long-distance trade operations along
the North African coast between the 10th and 13th centuries. Its importance
c© Springer International Publishing Switzerland 2015
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for institutional research lies in its nature as an early documented example of
multi-party long-distance trading, which offers us a useful source of empirical
information concerning the rise of institutional mechanisms to govern networks
of interacting agents.

Prior research [14,15,17] into the reasons for stable institutional equilib-
ria that facilitated cooperation without relying on formal institutional instru-
ments, such as contracts and commercial courts, has generally been based on
the assumption of a closed group in which cultural bonds and the interlinked
nature of the Maghribis’ reciprocity relationships led to an environment of trust
that would reassure proactive reporting of non-cooperators.1 From the perspec-
tive of the social science domain of Institutional Analysis, the Maghribi Traders
Coalition is a primary historic example of how cooperative behaviour could be
achieved based on informal means, i.e. without the reliance of laws or other
explicit rules, but merely based on normative principles.

In the present work we address some aspects of the coalition’s activities that,
though documented in historical records, have not been explored computation-
ally to understand and relax some of the assumptions mentioned above, such as
the cultural embeddedness of cooperative behaviour. In particular we are look-
ing at the systematic grooming of new traders in an apprenticeship system in
which established ‘full’ traders employed inexperienced young society members,
often sons of fellow traders (‘associates’) [13], to train, and eventually mentor
their progressive integration into the wider trader relationship network. The
mentees eventually became established as full traders, or, if considered disloyal
or ineffective, were permanently excluded from the network’s trade operations.

Central contributions of this work include the conception of the Maghribi
Traders Coalition in its entirety as a structure (as.h. abuna) that emerged from
interlinked elementary tightly knit groups (as.h. abs) that still maintained some
degree of openness in order to facilitate the shift of active traders over time
(which is in contrast to the coalition’s understanding as a unified well-defined
and integrated entity). Based on this we analyse the impact of the apprenticeship
concept on the collective’s ability to identify and exclude non-cooperators.

In the following section (Sect. 2) we provide an overview of the characteristics
of the Maghribi Traders Coalition that are of relevance to this work. Then, in
Sect. 3, we carve out an agent-based model that captures the aspects of interest,
namely the apprenticeship network, and explore results for given parameter sets
(Sect. 4). We finish with a discussion of the results and their implications on the
interpretation of the institution ‘apprenticeship system’, and finally reintegrate
it with the literature context (Sect. 5).

2 Maghribi Traders Coalition

The ‘Maghribis’ (historically referred to as “Maghrebis” [9]), were named after
their geographic situation with respect to the Fatimid Empire’s world view
1 This would contrast with Southern European societies such as the Italian city states

of Genoa and Venice that operated based on formal institutions.
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centred in Fustat (nowadays: ‘Old Cairo’), and largely derived from the Jew-
ish communities of the two cities Qayrawan and al-Mahdiyya (both located in
what is nowadays Tunisia). This group had moved from Baghdad and settled
in the Western part of the Mediterranean Basin, integrating into the Muslim
environment by adopting a wide range of customs and norms, while maintain-
ing their identity based on their own religion and descent as well as the shared
experience of occasional discrimination. The Maghribis used this strong in-group
bond to their advantage as it enabled them to assure cooperation by members
based on possible social consequences of communicated misconduct (along with
a strong emphasis on gossip) and family reputation within their tightly knit cul-
tural group. As a consequence, they developed a trader network that spanned
across and beyond the Northern African coast, expanding to al-Andalus (nowa-
days Spain) in the West and the Indian Ocean in the East. For their trade
operations, traders relied on individual (personal) trader relationships that had
formal rituals of initiation (face-to-face meetings) and termination (termination
under witnesses).2 Based on this institutional instrument3 traders formed their
personal network of associates, their ‘as.h. ab’, upon which individual traders drew
to extend their trading activities by means of delegation. This associate network
created the backbone of a long-distance trader’s success as it allowed one’s eco-
nomic presence at multiple widely distributed trading locations and to benefit
from varying market prices, an aspect that would have not been achievable by
personal travel. This system of associates inherently relied on a high level of
trust between associates that performed trade-related services for each other
(such as storing goods, selling them, etc.). To reassure trust and to monitor
compliance with instructions Maghribi traders communicated extensively via
letters whose delivery was often delegated to fellow traders, overlaying the trade
network with a second, not necessarily symmetric information transmission net-
work. The receipt of such letters can be considered guaranteed, both by sending
those redundantly, but also by expecting the acknowledgement of their receipt in
future correspondence [12]. As part of those letters, traders dealt with their busi-
ness operations as well as more general gossip that included information about
markets and prices as well as conduct of fellow traders.4 Those letters are in fact
the primary source of information historians such as Goitein [9], Udovitch [23],
Greif [14,15,17], Ackerman-Lieberman [1] and Goldberg [10,11,13] used to recon-
struct the lives of medieval Jews in the Fatimid Empire.

From the different individual as.h. abs, i.e. the non-transitive personal rela-
tionship networks individual traders maintained, emerged the construct of the
as.h. abuna (‘our colleagues’), which represented the Maghribi network in its total-
ity. Performing agency services, i.e. selling each others’ goods and returning

2 These rituals describe the suh.b. a relationship whose interpretation has been subject
of more recent discussion (see [7,11,13]).

3 A more in-depth overview of different institutional instruments available to and
employed by the Maghribi traders can be found in [13,15].

4 Goldberg’s statistical analysis [11] allocates the fraction of gossip in letter content
at around 20 %.
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incurred profits, occurred without direct remuneration, as payment was consid-
ered slave-like and would have questioned the courteous nature in which trade
was pursued [13]. Instead in suh.b. a relationships, services were ‘paid’ by gaining
reciprocal favours against the other party. Furthermore, money was not han-
dled on a transactional basis, but instead traders managed accounts for each
other, increasing the mutual leverage should a party be observed to defect, or
only be suspected of shirking profits. The practically closed nature of the group,
the dependency on reciprocal favours and the delayed clearing of accounts all
assured, or at least motivated, compliance throughout one’s as.h. ab.

As refined and integrated as the methods that assured compliance appear,
the establishment of relationships did not simply occur at random but underlay
a further filtering feature: an individual’s jah, his5 ‘standing’ or ‘reputation’ [11].
Based on the perceived jah differences (and obviously the trade interest in gen-
eral, such as the traded goods) an individual could decide whether he would
engage in long-lasting relationships.

To analyse the jah’s effect one can consider the jah as a means to help traders
consider whom to enter a trade relationship with, and whom to avoid. Agency
services in the context of the suh.b. a were not monetarily rewarded. However,
a merchant’s gain (the one performing services on behalf of another) to his
investor (the one that delegates the sales to a merchant) was proportional to
the jah difference of both parties, with one of higher jah being able to demand
more services such as multiple different operations or higher volume sales [11].
On the other hand, one could consider dealings with traders of lesser jah to be
unattractive, because of the impact their lower standing could have on one’s own
jah. Even more importantly, considering that a trader with lower jah faced lesser
cost (i.e. loss in absolute reputation) when detected as a cheater, his incentives
to engage in cheating could be considered higher. We thus believe that traders
had an interest in concentrating their relationships on the traders that had not
necessarily the same but similar jah levels.6 We make this assumption a central
concern when modelling the as.h. abuna network in an agent-based manner.

The second aspect central to this contribution is to investigate the extent
to which the Maghribi apprenticeship system could have made a difference in
removing potential cheaters from the trader network. Long-distance trading was
considered to be a profession that required a carefully developed skill set and
a mentor that would be an initial business partner for newcomers striving to
become ‘full traders’. Given the common sociocultural background, traders often
inherited the profession from their parents, who sent their child to a fellow

5 It is safe to use the male form. The trader community was of patriarchal nature, with
men performing trade operations, while their (potentially multiple) wives managed
their different homesteads and warehouses. The geographic spread of marriages in
principle allowed the development of extensive trade operations across the Mediter-
ranean [1,13].

6 Note that the proposition of partner choice based on status similarity is compatible
with the principles proposed by Podolny [20] in the context of organisational studies.
He suggests that in the face of market uncertainty organisations choose partners they
had previous experience with and which are of similar status.
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associate who was then considered responsible for their livelihood in exchange for
unremunerated trade-related services by those young apprentices [13]. Over time,
those apprentices’ activities could expand beyond the dealings with their mentors
and establish their own relationships. However, given their inferior standing, the
apprentices’ operations carried strict monitoring, not only to assure their loyalty
(which could ultimately affect their own family’s reputation) but also to assess
their acquired ability before opening access to other trade connections. Those
apprenticeships were by no means short-lasting as they could take more than
a decade and bore the option for failure [13]. This refined mechanism existed
in stark contrast to Southern European traders that (a) operated in one-off
transactions, (b) applied strict role stratification into investors and merchants,
and (c) potentially employed opportunists to manage one-off business deal-
ings that were formally regulated based on contracts but also private-order
enforcement [17].

This background presented here provides the grounds for our basic model
for representing the development of the as.h. abuna as an emergent property of
1:1 agent relationships established based on a conceptualisation of reputation
grounded on jah levels. Using this base model, we can examine the extent to
which the Maghribi apprenticeship system could have restrained cheating lev-
els. Both those aspects did not find consideration in previous research. Exploring
those, we can relax the high-level assumption that cooperation based on informal
means was intrinsic to the collectivistic culture. We do not challenge this assump-
tion as such, but wish to offer a more refined analysis of previously neglected
factors that may have contributed to the cooperative outcome.

3 Simulation Model

At this stage, we want to propose an agent-based model that incorporates
selected aspects discussed above. Our model aims at increasing the level of under-
standing of the Maghribi trader collective, and does not aim at accurate repro-
duction, given that this is challenged by a lack of sufficiently detailed historical
data. More importantly, we think it is important to develop an understanding
of used institutional mechanisms, such as the jah as a regulative artefact for the
number of connections an agent would engage in and how this would affect the
performance of the overall society. We thus use a generative model to represent
the as.h. abuna, as opposed to using global thresholds (e.g. for the setup and size
of trader networks) to drive controlled emergence.

In the following we describe an agent’s proactive execution cycle (Algo-
rithm 1) as well as his reactions (Algorithm 2) to other agents’ requests. During
each execution round, each agent acts from the perspective of the merchant,
i.e. the one seeking employment by an investor (who delegates its business deal-
ings to merchants). It randomly picks another agent to offer oneself as a poten-
tial merchant. If the agent has not been previously employed it will need to
offer its services as an apprentice looking for initial employment. If the appren-
ticeship employment request is accepted, the agent commits to its employer
for a randomly picked number of rounds between apprenticeshipDurationmin
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and apprenticeshipDurationmax. During this period the apprentice agent does
not seek further employment relationships and only deals with ‘its’ mentoring
investor. Alternatively, if the merchant had been previously employed, it checks
whether the randomly picked agent’s jah lies within an acceptable range of its
own jah, the lower threshold being jah - jah * lowerJahDifference and the upper
threshold being jah + jah * upperJahDifference, with lowerJahDifference and
upperJahDifference being values between 0.0 and 1.0.

Following this, the agent trades with a fixed fraction (tradeQ) of agents it
enjoys employment relationships with. Every successful trade results in an abso-
lute jah increase of jahIncrement for both participating traders. The announce-
ment of cheaters likewise leads to a jah increase for the announcing agent.

Beyond trading, agents involve themselves in the observation of other agents.
To do so agents randomly pick a fraction of all agents (observationQ). The
random choice of observation targets may appear unrealistic at first. However,
note that agents did not necessarily need to maintain trade relationships with
observed agents, but potentially operated in the same market places and thus
were potential targets for the observation of conduct. Observers would inform
their as.h. ab not only about known but likewise about unknown peers as the
individual as.h. abs were a non-transitive private matter; observers could not
make assumptions about their partners’ other trade relationships, an uncertainty
aspect that, we believe, motivated compliance in the first place. Likewise, the
observer may not be able to observe its own trading-partner agents’ conduct.
However, for apprenticeship relationships we consider more frequent closed-loop
interactions, such as small-scale deals or services, that would allow the determi-
nation of his conduct in any case.

To represent the proactive reporting norm of announcing trading-partner
cheating, observing agents notify their entire network of trade relationships (their
respective as.h. abs) about any observation. We believe that this modelling intu-
ition is realistic as traders used different means for letter exchange (such as
land-based couriers in contrast to sea-based sending of goods), sent them redun-
dantly, mutually acknowledged their receipt, and often read them in public to
demonstrate compliance [12].

Agents age and die with a probability of pdeathBelowExpectedAge if age ≤
expectedAge at the end of each round. If older, they die with a probability of
pdeathBeyondExpectedAge . This mechanism allows us to incorporate the unexpected
death of agents. In order to keep the number of agents stable while modelling
the change of traders over time, for each dying trader a new agent is introduced,
who will need to pass the apprenticeship phase prior to full employment.

In our algorithms, an individual agent’s jah levels continuously increase as a
reflection of ‘standing’ and experience in a society. The ageing mechanism pro-
vides a natural boundary to jah levels. Also, when cheating, counter-intuitively,
the jah levels of the cheater are not adjusted (e.g. reduced). A more refined
representation would use the notion of endorsements [2]7 in which the individ-
ual’s jah would be exogenous to the individual and be derived from its social

7 This suggestion was raised by one of the anonymous reviewers.
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environment, i.e. what others think about the individual. However, we opted
for a more primitive endogenous jah model, primarily to isolate the effect of
exclusion from employment based on announcement of cheaters from the effect
of dropping jah levels of cheaters. For this iteration the primary focus lies on
cheater propagation as the institutional cornerstone, as opposed to preventing
re-employment based on increasing jah differences.

Beyond its own execution cycle an agent reacts to incoming requests, which
include requests for engagement in trading relationships (employment) and
receiving goods in order to realise the actual trade. As a final aspect agents
react to incoming cheater notifications by remembering them as well as sharing
cheater information with all agents they have trade relationships with (except
the original sender). This models the cascading effect of cheater notifications in
the Maghribi society.

Algorithms 1 and 2 show the pseudocode representation of agents’ execution
cycle and reactions.

Algorithm 1. Agent Execution Cycle
Agent picks random other agent;
if unemployed and not previously employed then

Offer oneself as apprentice;
if accepted then

Commit to apprenticeship for random duration between
apprenticeshipDurationmin and apprenticeshipDurationmax rounds;

else
if randomly picked agent is within acceptable range of own jah then

Offer oneself as employee;

end
Trade with tradeQ of employed agents;
Increase own jah by jahIncrement for each trade;
Randomly choose observationQ number of agents from all agents (incl. eventual apprentice);
foreach agent in observed agents do

Check if agent has cheated;
if agent has cheated then

Announce to other agents in own as.h. ab;
Increase own jah by jahIncrement;

end
Increment age each round;
if age ≤ expectedAge then

Check for death with probability pdeathBelowExpectedAge;
else

Check for death with probability pdeathBeyondExpectedAge;
end

We parametrize agents with an initial unified jah level and define whether
an agent cheats, and if so, assign a fixed cheating probability (pcheating). Table 1
summarizes the base parameter set used in our simulations, the intuitions of
which we will discuss in more depth.

In the simulation we model ‘rounds’ in a rough equivalence to years, with
one year being represented by 10 simulation rounds. As soon as traders enter
the simulation they participate in trade, either entering an apprenticeship or (in
the control case without the apprenticeship system) by directly engaging in trade
relationships.8 An expected trader lifespan is around 40 years, an assumption
8 We ignore any lifespan before or following active tradership.
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Algorithm 2. Agent Reactions
if receiving employment request then

if requester seeks initial employment and receiver has no other apprentice at current
stage then

Employ irrespective of jah difference;
else

if requester within jah range and not known as cheater then
Employ requester;

else
Reject request;

end

end

if receiving trade request then
if cheater then

Decide whether to cheat or to trade fair;
Trade;
Increase own jah by jahIncrement;

if receiving cheater notification by others then
Share with own as.h. ab (excluding agent who sent cheater announcement);
Increase own jah by jahIncrement;

Table 1. Simulation parameters

Parameter Value Variation in section

Number of agents 400 Sect. 4.4

Fraction of cheaters 0.4

pcheating 0.5 Sect. 4.2

expectedAge 400 rounds

apprenticeshipDurationmin 50 rounds

apprenticeshipDurationmax 100 rounds

lowerJahDifference 0.2 Sects. 4.1–4.4

upperJahDifference 1 Sect. 4.1

tradeQ 0.5 Sect. 4.4

jahIncrement 1

observationQ 0.025 Sects. 4.3 and 4.4

pdeathBelowExpectedAge 0.0001

pdeathBeyondExpectedAge 0.001

we base on documented evidence of a long-lasting suh.b. a relationship between
Nahray Ibn Niss̄ım and one of his associates [13]. Instead of removing a trader at
the expected end of his life, we introduce the more realistic notion of changing
death probabilities (pdeathBelowExpectedAge and pdeathBeyondExpectedAge) to smoo-
then the generational transition without total loss of cheater knowledge. As indi-
cated in Sect. 2, apprenticeships last for up to a decade, with the minimal value
being five years, the equivalence of which is represented in the round values for
apprenticeshipDurationmin and apprenticeshipDurationmax . We further assume
six trade interactions with the apprentice during each year of apprenticeship.
We will vary this value for the later set of simulations.
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Initially, the number of agents is parametrised at 400. Historical evidence
offers widely varying information, examples ranging from 330 [16], up to 550 [18].
However, note that those values are derived from subsets of the actual Geniza
corpus, with future research likely to offer more realistic (possibly higher) values.
In this light, the chosen value represents a rough middle ground between doc-
umented values, while being computationally tractable.9 This aspect showcases
an example of the problems when building models based on anecdotal accounts,
which we can balance with the flexibility of agent-based modelling. Instead of
arguing precise values, the central evaluation implication is to perform experi-
mental parameter variation to analyse the impact on simulation results.

Most other parameter values (the ones related to cheating, jah differences as
well as trading and observation quotas) do not rely on specific evidence, which
makes their experimental variation important, an aspect that is explored in the
following section.

4 Results

To recall, our central question is whether the apprenticeship system employed
by Maghribis could have had a filtering function by improving the society’s
resilience to cheaters. To measure this effect, we use the number of cheating
traders who maintain relationships with non-cheaters as an indicator for the
institution’s performance. We operationalise this as the mean number of cheaters
that maintain relationships with non-cheaters across all simulation rounds.10 For
this evaluation one simulation run consists of 20,000 rounds.

To evaluate the model with respect to the measure of interest we performed
parameter sweeping based on the initial parameter set by systematically varying
two parameters each for a given simulation run. Given the large amount of
possible combinations, we focused on parameters of central interest, namely the
ones related to the traders’ jah, and used those to guide further analysis.

4.1 Upper and Lower Jah Differences

Given the importance of jah differences to constrain partner choice, we initially
concentrated on the interaction between permissible lowerJahDifference and
upperJahDifference for trade partner choice – to recall, the maximum acceptable
jah difference for traders of lower status to engage with ones of higher status
(upperJahDifference), and the maximum acceptable jah difference for traders of
higher status to engage with ones of lower status (lowerJahDifference).

We instantiated simulations covering the parameter range from 0.1 (implying
a permissive relative difference of 10 %) to 1 (implying any difference in jah) in

9 A representative set of simulation runs for one parameter sweep takes about three
weeks on current hardware (Intel i7 8-core with 12 GB RAM).

10 We use ‘round’ to describe a simulation step, as opposed to ‘run’ that describes a
complete simulation execution over the parametrised number of rounds.
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steps of 0.1. The results are shown in the form of a surface plot (see Fig. 1). Sim-
ulation runs with enabled apprenticeship system are represented in green colour,
the control variant without apprenticeship system is plotted in red colour. To
provide a better overview of the relative differences in results of both configu-
rations and to isolate those from trends, a further surface (in light blue colour)
plots the inverted absolute value difference (i.e. reduction of cheaters by the
apprenticeship system). Interactive versions of this and all further result charts,
including variants that show the relative difference for each data point, are pro-
vided in [6].

Fig. 1. Number of cheaters with relationship to
non-cheater for varied upper and lower jah dif-
ferences (red surface: without apprenticeships;
green surface: with apprenticeship system; blue
surface: inverted absolute cheater reduction by
apprenticeship) (Color figure online)

Looking at the overall effect
of introducing the apprenticeship
model, for nearly the entire para-
meter space (with the exception of
trade-engagement acceptance for
all jah levels, i.e. lower jah = 1.0),
we can observe a significant drop
in cheating levels. This is driven
by the comprehensive observation
of an apprentice by his mentor and
the proactive exclusion from trade
and notification of the mentor’s
as.h. ab, should the mentee decide
to cheat.

The model displays very high
numbers of cheaters with relation-
ships to non-cheaters, which is
based on our pessimistic parame-
ter settings. However, this aspect
is secondary, given that our inter-
est lies in the understanding of the
institution, as opposed to an accu-
rate representation of historical reality.

For the specific jah level-related parameter combinations we can observe the
correlation of lower parameter values with larger numbers of socially embedded
cheaters. The reason lies in the nature of jah levels to control the establishment of
new relationships. Limiting the access for newcomers and constraining their will-
ingness to enter relationships with higher-status traders segregates the traders
into groups of relatively homogeneous jah levels. Overall, the apprenticeship
system nearly consistently fares better at limiting cheater embeddedness with
a relatively constant reduction of around 15 % for lower jah levels below 1.0.
(max. reduction: 0.216, min: −0.056, mean: 0.127, σ: 0.054). However, for high
lower jah levels we can observe a performance breakdown of the apprenticeship
system (it produces around 5.6 % more economically embedded cheaters).

The reason for this lies in the interaction frequency. Immediate admission
to full tradership without an initial apprenticeship phase results in a higher
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trade frequency and observations of those newcomers, which are then discov-
ered more rapidly, which, in consequence, leads to a lower mean. In this case
the apprenticeship-free system achieves around 5 % fewer connections. This is
an important finding, inasmuch as it reveals under which conditions the appren-
ticeship system achieves better results despite fewer interactions with cheaters
(which, as apprentices, exclusively deal with their mentors).

Varying higher jah differences, in contrast, hardly showed any effect on the
relative performance (shown as blue surface). For further simulations, we thus
fix it to the value of 1.0. Instead we consider the lower jah difference as piv-
otal for the institution’s performance as it determines how receptive estab-
lished traders are towards newcomers, which affects the filtering effect of the
apprenticeship system. The further exploration thus concentrates on the effect
of lowerJahDifference in conjunction with the cheating probability of traders
(pcheating), and beyond this, the impact of the observation quota (observationQ).

4.2 Cheating Probability and Jah Difference

A consequent choice is the analysis of the varying cheating probability, given its
likeliness to affect detection of cheating. Figure 2 shows results for the parameter
variation of pcheating in combination with lowerJahDifference. Both variables
have been systematically varied across the range from 0.1 to 1.0 (step size: 0.1).

Fig. 2. Number of cheaters with relation-
ship to non-cheater for different cheating
probabilities and jah differences

In absolute numbers, we can
observe that the cheating probabil-
ity has an impact on the number
of potential cheaters with relation-
ships to non-cheaters, which decreases
with increasing cheating probability
because of the earlier detection of
cheaters (max. reduction: 0.186, min.:
−0.082, mean: 0.119, σ: 0.062). How-
ever, the cheating probability has lit-
tle impact on the performance of the
apprenticeship system (in compari-
son to the apprenticeship-free variant).
Again, the impact of lower jah values
is of greater significance as immediate
admission of newcomers overrules the
apprenticeship system’s effect.

4.3 Observation Quota and Jah Difference

Another interesting question is how much of a difference could the extent of
observation, or monitoring, have made in maintaining a compliant trader soci-
ety. To examine this, we fix the cheating probability at 0.5 and look at the
impact of different observation quotas. For this purpose, we analyse the interac-
tion between the lower jah difference and the fraction of all traders an individual
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monitors (observationQ). We concentrate on a range from 0.025 to 0.3 (step size
0.025) for pragmatic reasons, as the assumption that agents could observe as
much as 0.3 of all agents seems unrealistic. The results are shown in Fig. 3. As
is intuitively retraceable, an increasing observation quota leads to an increas-
ing exclusion of cheaters, reaching the point of reducing cheaters with relation-
ships to non-cheaters (in the apprenticeship variant) to around 60 agents for an
observation quota of 0.3 (max. reduction: 0.203, min.: −0.257, mean: 0.023, σ:
0.097). As with the previous case, a more liberal attitude towards newcomers
(i.e. greater acceptance of lower jah values) leads to improved identification of
cheaters. However, closer inspection of the simulation outcome for both config-
urations (i.e. with apprenticeship model and without an initial apprenticeship
employment) reveals insights about the apprenticeship system’s actual purpose
as part of the informal institution employed by the Maghribis.

Fig. 3. Number of cheaters with relation-
ship to non-cheater for different observa-
tion quotas and jah differences

For higher values of jah difference
and observation quota, one can observe
a better performance for the model
that operates without apprenticeship
relationships (more than 20 % fewer
connections for an observation quota of
0.3 and lower jah difference of 1.0 as
compared to the apprenticeship-based
model). Note the lower number of
potential cheaters with relationships to
non-cheaters shown by the red surface
(no apprentices) in Fig. 3, which dom-
inates the apprenticeship-based model
for lower jah values ≥ 0.4 when paired
with higher observation quota levels
(especially for values ≥ 0.2); in such
cases the apprenticeship model permits
up to 26 % more cheater connections.
The reason for this lies in the greater probability of both attracting cheaters
as employees (greater permissible jah difference), and also a greater likelihood
of identifying cheaters enabled by the greater observation coverage. At first one
could conclude a limited or different purpose of an apprenticeship system under
those circumstances. However, one should take into account the differentiated
characteristic of the informal institution when considering higher acceptance of
jah differences and observation quota. For higher values, the function of iden-
tifying cheaters (and thus the cost in terms of lost profit associated with it) is
born by the collective of all traders. Thus all traders have to expect potential
cheating for trade encounters, which, if addressed, leads to fast identification
of newly introduced cheaters. In contrast, relying on the apprenticeship system
concentrates the uncertainty associated with introducing new traders into the
system exclusively with the apprentices’ mentors, who bear the full risk and cost
of cheating (since all trade with newcomers concentrates on their mentors) but
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who may also benefit from unremunerated cheap services, should the apprentice
turn out to act reliably truthful. The apprenticeship system thus concentrated
the risk of introducing cheaters and converted it into a potential investment on
the part of established traders. In an environment with an explicit use of the
apprenticeship system, the risk of cheating, which includes both the loss of profits
associated with the individual transaction and the loss of trust in the institution,
could be minimized for the collective, as cheaters could often be identified before
becoming fully established members of the trader community. Beyond this, par-
ticularly for lower, and probably more realistic levels of observation quota and
acceptance of lower jah values, the apprenticeship system bears a clear benefit
(more than 20 % increase in undesirable connections for the apprenticeship-free
system for observation quota of 0.05 and lower jah difference of 0.1) in reducing
cheater relationships, particularly if traders have limited interest in dealing with
agents of lesser status (jah differences < 0.4).

4.4 Reducing Interaction Frequency

To extend the argument that the apprenticeship system bears a clear benefit for
scenarios in which monitoring opportunities are limited or costly, we explore the
effect of reducing the interaction frequency.

Fig. 4. Number of cheaters with relation-
ship to non-cheater for different observation
quotas and jah differences for low trade fre-
quencies

We do so by reducing the trade
frequency, which is indirectly repre-
sented in the trade quota (tradeQ),
the fraction of all partners from
his as.h. ab a trader trades with dur-
ing each round. Initially we set a
high value of 0.5, which we reduced
to 0.1. For the apprenticeships we
reduced the assumed trade inter-
actions from initial 6 per appren-
ticeship year to 1. In both cases,
reducing the number of interac-
tions likewise reduces the chance
to observe and detect cheaters.
Figure 4 shows the experimental
results. Those show a significantly
higher performance of the appren-
ticeship system, in particular for
higher parameter settings11 (max:
0.192, min: −0.121, mean: 0.079, σ:
0.069), which supports its purposefulness for cooperation scenarios in which
observation opportunities are limited by fewer interactions.

11 This includes the borderline case of lowerJahDifference = 1.0, which nevertheless
still performs worse compared to the apprenticeship-free variant.
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To address a last concern, the model’s robustness with respect to population
variation, we tested the previous scenario against a variant with 200 agents. The
results reveal a difference between the respective performance means of around
0.006.12 This offers the suggestion that the trade network structure had a low
sensitivity to changing trader numbers and strong scalability characteristics.
However, this aspect demands further investigation in future research.

5 Discussion

This work investigates an existing scenario from the area of comparative eco-
nomics, the Maghribi Traders Coalition, and analyses the apprenticeship net-
work Maghribi traders employed to establish a professional trader community
by informal means.

The presented model analyses the function of a systematic apprenticeship
mechanism on the functioning of the ‘rather closed’ trader society (highlighted
by Greif [17]) but relaxes some of its more rigid assumptions and explores the
potential function of the apprenticeship system, which has been described in
more depth by historians such as Goldberg [13]. Exploring the apprenticeship
system not only extends the detail of analysis, but more so, it can possibly be
considered a necessary element to sustain trust in an institution that facilitated
cooperation by informal means and lasted over multiple trader generations.13

The closed system assumption used in previous approaches cannot capture this
generational aspect.

Beyond the quantitative aspect (minimisation of cheaters with relationships
to non-cheaters) the interpretation of the results offers us further insight into
the apprenticeship system’s institutional function of reducing uncertainty [19].
For the Maghribis, the apprenticeship system converted the task of identify-
ing cheaters into a potentially profitable endeavour by diverting the uncertainty
towards self-selected more risk-affine traders. Those could expect a benefit if they
employed honest apprentices to further their trade operations for a considerable
time. However, identifying a cheating newcomer comes at a cost for the risk-
taking mentor, who would share this information gain with his community to
maintain his reputation and thus save the collective from identifying the observed
mentee as a cheater, but would bear the consequences incurred by his cheating
apprentice. By effectively ‘privatising’ the uncertainty associated with cheater
detection, risk-averse traders, in contrast, could rely on a comparatively cheater-
free cooperative trader network. Furthermore, besides the increasing benefit of
apprenticeship systems for ‘more closed’ societies, limiting monitoring opportu-
nities (here represented by reduced trade interactions) contributed to (in our
case consistently) better performance of the apprenticeship system, compared to
the apprenticeship-free variant.

12 Max. difference: ∼0.042; min. diff.: ∼0.025; σ: 0.0067. See [6] for the resulting graphs.
13 The Geniza letters considered by Goldberg [13] cover the period from 990 until the

early 13th century.
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These results support the idea that, whether intentional or not, the Maghrib-
ian apprenticeship system could have been an important part of the overall infor-
mal institutional setup (beyond its obvious function to train newcomers) that
allowed the Maghribis to operate compliantly over multiple centuries.

The model proposed here is by no means a complete or accurate model of the
trader scenario, but extracts relevant aspects and concentrates on the extensive
exploration of selected model properties. The approach taken is a prototypi-
cal example for the KIDS modelling approach [5], in which anecdotal or weak
evidence is permissible to support a poor information base to reflect aspects
that would otherwise not find consideration at all. However, this increases the
demand for a systematic exploration of the model’s parameter space (jah dif-
ferences, etc.) and testing of parameter settings which are based on uncertain
information (here: number of agents).

Beyond the concrete historical case, the principle of apprenticeship rela-
tionships is commonly adopted in the area of skilled labour but likewise in
knowledge-based occupations, such as scientific research. Following the analogy
of the Maghribian apprenticeship, emerging researchers are continuously tested
for their compliance to scientific standards (e.g. plagiarism as cheating), but also
the quality of their work (e.g. significance), while giving them the opportunity
to develop their own standing. The risk of failure lies in part with the grooming
institution and the supervisor, while promising the benefit of furthering one’s
research and consequently academic jah.

Other characteristics of the historical trader society are also compatible with
contemporary findings from the area of social control. This includes the central
role of norm communication in conjunction with material sanctioning as explored
by Andrighetto et al. [3]. Giardini and Conte [8] provide an overview of the
related research field and offer a set of examples from the area of ethnography
that showcase gossip as a means of social control.

As alluded to earlier, a potential refinement is a more realistic development
of reputation, as done in Alam et al.’s work [2]. They apply the concept of
endorsements as an exogenous determinant of reputation, which we avoided in
this set of experiments as it would have challenged the differentiation of cheater
exclusion based on notification and loss of jah. However, by including a refined
representation of reputation, our approach would be more aligned with a sys-
tematic construction of network relationships by shifting from an initial random
selection (as done here) to a trust-based partner selection (see e.g. [4,22]).

A further limitation concerns the assumption of perfect memory; in this
model agents do not have a notion of ‘forgetfulness’ and retain all cheater infor-
mation until their death.14 Constraining the number of memory entries (as done
in [7]) would reflect individuals’ bounded rationality [21].15

Gaps in historical records restrict the establishment of a fully grounded model
of the Maghribis’ apprenticeship system as described by Goldberg [13]. However,
we believe the model proposed here can foster the understanding of the function

14 Note: This effectively represents intergenerational ‘forgetfulness’ on the social level.
15 In this context we wish to thank the anonymous reviewers for their contribution.
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of the specific institution ‘apprenticeship system’ in the Maghribi Traders Coali-
tion, a phenomenon not addressed elsewhere as far as we are aware.
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Abstract. In this paper, we extend the spatial agent-based prediction
market proposed by Yu and Chen at MABS 2011 into a spatial model in
which agents choose their community (neighbors) by following Schelling’s
proximity model. This extended model generalizes the spatial configura-
tion of the original model and enables us to examine the validity of the
Hayek hypothesis when the information distribution is determined by
clusters of agents with heterogeneous identities. Specifically, we examine
the role of the toleration capacity, the key parameter in the Schelling
model, which generates the clusters of agents with different sizes, and
the role of exploration capacity which determines how well an agent is
informed about his local surroundings. We find that after taking into
account market activity and price volatility, both the toleration capacity
and exploration capacity have a positive effect on the prediction accu-
racy and enhance information polling and the information aggregation of
markets. The results obtained in this agent-based simulation, therefore,
add a qualification to the well-known Hayek hypothesis and point to the
significance of individuals in information aggregation.

1 Motivation and Introduction

How accurately the prediction market can predict, up to the present, is basi-
cally an empirical issue. However, empirical studies per se cannot articulate why
sometimes the market for some events performed extremely well and sometimes
it did not [2]. While there are a number of studies trying to identify the factors
contributing to its successes or failures, the explanations supporting the found
causal links remain very verbal and informal, and a rigorous mechanism has
not been explicitly spelled out. This is partially due to the limited analytical
tractability of the prediction markets which operate in practice. In this article,
we argue that, the spatial configuration, i.e., the distribution of information over
agents, situated in different places, can matter for the prediction accuracy of the
prediction markets. However, since the usual analytical model cannot effectively
deal with these geographical variables, an agent-based spatial model of predic-
tion markets is proposed to address the geographical significance. To begin with
c© Springer International Publishing Switzerland 2015
F. Grimaldo and E. Norling (Eds.): MABS 2014, LNAI 9002, pp. 197–212, 2015.
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this line of research, our model is tailored to the future events related to political
elections only, normally known as the political futures. In other words, we shall
show how geographical factors can be part of the functioning of the prediction
accuracy of the political futures markets.

The rest of the paper is organized as follows. Section 2 introduces our pro-
posed spatial agent-based prediction markets and the two essential ingredients
in the model, namely, toleration capacity and exploration capacity. Section 3 dis-
cusses the design of our simulation and shows the simulation results. Section 4
gives the concluding remarks.

2 The Model

2.1 The Market

Network-Based Formation of Expectations and Reservation Prices.
Our first step is to make the social network explicit (Sect. 2.2). Through the
given social network, agents disseminate and acquire the information and form
their expectations of the future election outcomes, upon which their decisions
on bids and asks are based. We assume that, to form an expectation regarding
the election outcome, all agents use the sample average as the estimate, and
the sample available for each agent is identical to the set of all his connecting
agents (to be defined later). In other words, by using the sample proportion of
the connecting agents supporting each political candidate, the agent forms his
expectations about the share of the vote of each candidate. This estimated share
becomes the reservation price held by the agents. To make this point precise,
let p̂i,j be the subjective estimation of agent i regarding the share of the votes
attributed to candidate j, and bi,j be the reservation price that agent i holds for
the futures related to the vote share of candidate j. Then

bi,j = p̂i,j =
#{k : k ∈ Ni ∩ Vj}

#Ni
, i = 1, 2, ..., N, j = 1, ...,m, (1)

where Ni is the set of agent i’s connecting agents (to be defined later), and Vj is
the set of voters who support candidate j. By (1), if the estimated share of the
votes of Candidate A is 60 %, then the reservation price of the future contract
for the share of votes of Candidate A is 60 cents. With this reservation price,
the agent would not accept any bids which are lower than 60 or any asks which
are higher than 60.

Bidding and Asking Strategy. In fact, following most agent-based prediction
markets [5,9], we assume that all agents are zero-intelligent agents (the entropy-
maximizing agent) in the sense that the agent will bid or ask randomly with
the constraint of making no expected loss [1,4]. Therefore, his bid pb,i,j will be
uniformly sampled from the interval between the floor, which is zero cents, and
the reservation price bi,j , and his ask pa,i,j will be uniformly sampled from the
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Fig. 1. The flowchart of the order-book driven prediction market

interval between his reservation price and the ceiling, which is one dollar, as
shown in Eq. (2).

pb,i,j ∼ U [0, bi,j ], pa,i,j ∼ U [bi,j , 1], i = 1, 2, ..., N, j = 1, 2, ...,m. (2)

Trading Mechanism. The trading mechanism adopted to run the market is
continuous double-auction, the one frequently used in experimental economics to
test the Hayek hypothesis [7]. As shown in Fig. 1, our agent-based prediction mar-
ket starts from a random draw of the agents. Each agent shall be drawn exactly
once; in other words, the draw proceeds in a sampling-without-replacement man-
ner. When agent i is drawn, he will be randomly placed into one of the m markets
and will be equally likely to be assigned either a buyer position or a seller posi-
tion. He will then submit a bid if he is a buyer and submit an ask if he is a seller.
His bid or ask will be placed in the order book. A match happens if either his
bid (pb,i,j) is greater than the remaining lowest ask (bestpa) in the order book or
his ask (pa,i,j) is lower than the remaining highest bid (bestpb). The transaction
price will then be determined as bestpa if the former applies or as bestpb if the
latter applies.

2.2 Geographical Distribution of Agents

The social networks considered in this paper are generated from the Schelling
segregation model [6], in which the location of agents is determined by their
toleration capacity for agents with different political identities. In other words,
we replace the ethnic heterogeneity of agents in the original Schelling model with
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Fig. 2. Geographical distribution of voters and their political identity. Both panels
are the converged configurations using v1 = 45.63 % (green), v2 = 51.60 % (blue),
v3 = 2.77 % (orange), N = 13, 454, and G (number of grids) = 193 × 193. The black
grids denote the unoccupied cells, and the colored grids denote the occupied cells. The
number of occupied cells and the number of unoccupied cells are determined in such
a way that the resultant population density is close to 36 % (see Table 1). The two
panels differ in terms of the toleration capacity: on the left, s = 0.75, and, on the right,
s = 0.25. (Color figure online)

their political identity (j = 1, 2, ...,m). Agents tend to reside in the place which
is surrounded by neighbors with the same political identity. Their toleration of
neighbors with different political identities is characterized by the parameter,
toleration capacity (s). If the ratio of neighbors with different political identities
is larger than this threshold s, they tend to move to a close place which their
toleration capacity can handle. This migration process will be iterated until
it converges to a fixed configuration. We then use the resultant configuration
to represent the geographical distribution of residents with different political
identities.

Apart from the toleration capacity, an additional parameter of Schelling’s
segregation model is the demographical structure characterized by the percent-
age of agents of various political identities. Denote them by vj (j = 1, 2, ...,m).

vj =
#(Vj)

N
, j = 1, 2, ...,m, (3)

where N is the total number of agents.
Figure 2 demonstrates a geographical distribution of political identities. In

this specific example, there are a total of 13,454 agents, distributed on a checker-
board with 193×193 grids, i.e., with a population density of 36.12 %, and m = 3
(three candidates or three political parties): v1 = 45.63%, v2 = 51.60%, and
v3 = 2.77%. Agents with the three political identities are denoted by the green
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Fig. 3. The von Neumann Neighborhood with a radius of 2 (left) and 5 (right). The
above figures show the von Neumann neighborhood of agent i, as pointed to by an
arrow. The left panel is a neighborhood with a radius of 2, whereas the right panel is
a neighborhood with a radius of 5. (Color figure online)

(j = 1), blue (j = 2), and the orange color (j = 3), respectively.1 What is
demonstrated in Fig. 2 are, therefore, two of the converged configurations of
agents who followed the Schelling rule of migration. The one on the left is the
one corresponding to a toleration capacity of 0.75, and the one on the right is
the one corresponding to a toleration capacity of 0.25.

2.3 Exploration Capacity

For each agent, his information supplier, i.e., his set of connecting agents, is
determined by a von Neumann neighborhood with a given radius (r). This is
shown in Fig. 3. As shown in Eq. (1), agents are assumed to know the political
identities of all of their connecting agents in the neighborhood (agents in the
gray area), and they use this sample (local information) to estimate the share of
the votes for each candidate. The radius, r, can be interpreted as the information
exploration capacity of the agent. The larger the radius the larger the sample,
and hence the less biased and the better the estimation. In this article, we assume
that agents are homogeneous with respect to this capacity but would like to
examine how this parameter may affect the emergent market performance.

2.4 Programming with NetLogo

The above-mentioned spatial agent-based prediction market is programmed with
NetLogo 5.0.3 and is available from the OpenABM website2. Figure 4 shows a
familiar NetLogo display of running this program.
1 These parameter values are based on the 2012 Presidential Election in Taiwan. Based

on the 2012 Presidential election outcome, the DPP candidate (colored in green) won
a share of 45.63 % of the vote, the KMT candidate (colored in blue) won a share of
51.60 %, and the PFP candidate (colored in orange) won a share of 2.77 %.

2 http://www.openabm.org/model/3764/.

http://www.openabm.org/model/3764/
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Fig. 4. Display of the NetLogo program (Color figure online).

In Fig. 4, the upper left panel (panel A) gives the user-supplied control para-
meters: N = 13, 454, v1 = 40.55% (green), v2 = 51.60% (blue), v3 = 7.85%
(orange), s = 0.50 (50 %) and r = 5. The diagram shown in the right mid-
dle panel (panel B) is the converged configuration using the Schelling rule with
s = 0.5. With a radius of 5, we can have the price expectations (reservation
prices) of all three futures for all agents, i.e., bi,j (i = 1, ..., 13454, and j = 1, 2, 3).
What is shown in the right upper panel (panel C) of the figure are the three his-
tograms of the reservation prices corresponding to the green, blue and orange
party, respectively. The basic statistics, including the mean, the median and the
standard deviation, are shown in the very bottom of the figure (panel D). There
we can see that the mean and median for the green candidate are 0.4163 and
0.4155, which is a one-point upward bias away from the true value of 0.4055.
In addition, for the blue candidate, these two statistics are 0.5008 and 0.5025,
which is a one-point downward bias away from the true value of 0.5160. Maybe
the worst case is the market for the orange candidate. The two corresponding
statistics are 0.1335 and 0.1315, almost two times larger than the true value
of 0.0785. Our research question is then, to what extent, this specific network
topology may affect the accuracy of the prediction market or the political futures
market in our case.

From the histogram, we can further derive the aggregate willingness to buy
(when the price is below the reservation price)

QD
j (p) = #{i : bi,j > p}, (4)

and the aggregate willingness to sell (when the price is above the reservation
price)
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QS
j (p) = #{i : bi,j < p} (5)

i.e., the demand curve (QD
j ) and the supply curve (QS

j ).
The demand and supply curves of the three markets are shown in the lower

middle and right panels (panel D). Then through the random draws of the agents
and their reservation price, the order book for each market is formed, and the
corresponding transaction price is generated as the time series shown in the lower
left panel of the figure.

3 Simulation

3.1 Simulation Design

The main focus of this paper is to understand how the information aggregation
can be affected by how it is distributed through the two control parameters,
namely, toleration capacity (s) and exploration capacity (r). In fact, we believe
that these two parameters, to some extent, characterize the quality of voters,
their cultural backgrounds, sociability, and openness. None of these attributes
has been mentioned in the original article of the Hayek hypothesis [3]. Presum-
ably, they are all irrelevant or insignificant. This paper is purported to revisit
this hypothesis from a cultural and social-psychological aspect.

Given this focus, most parameters should be held constant throughout the
simulation, and include N , m, d, and G (Table 1). Nonetheless, to make the choice
of these parameters not entirely arbitrary and to clothe them with some empir-
ical flavor, we use the real data from Taiwan to suggest some reasonable values
of these parameters. According to the 2010 demographic census data in Taiwan,
the number of qualified voters in the 2012 presidential election was 13,453,305.
By scaling down the number of people by 1,000 times, there are 13,454 agents.
Hence, N is set to 13,454. In addition, by considering the population density of
Taiwan, d is set to 36.12 %, which implies that we need to have a grid size of
193 × 193.3 Hence, G is also determined. As to the number of candidates, in the
most recent Presidential election in Taiwan, held in the year 2012, there were
three major political parties and hence three major candidates. Hence, m is set
to 3. This finishes the description of constant parameters in Table 1.

The rest of the prediction market is characterized by four major parameters,
s, r, v1, and v3. We first give a range for each of these parameters; each design can
be regarded as a three-tuple randomly selected from this range. For s, we consider
a range from a low toleration capacity (0.26) to a high toleration capacity (0.75),
with an increment of 0.01. The exploration capacity (r), it starts with a minimum
of 2, and ends with a maximum of 6. Finally, for vi, considering the practice of
Taiwan politics, we fix the share of the votes for the small party, i.e., 3 %, and
3 Taiwan’s population density is around 630 people per square kilometer. If we only

consider the number of qualified voters, and not the entire population size, then
the population density is approximately 372 per square kilometer. By assuming that
one square kilometer is roughly equal to 32 × 32 grids, we can then figure out the
required d (36.12 %) and the number of grids (193 × 193).
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Table 1. Tableau of control parameters

Parameter Description Value

m The number of candidates 3

s Containing capacity 0.25, 0.26, ..., 0.75

r Exploration capacity (Radius) 2, 3, ..., 6

v1 Vote share of Green candidate 18, 19, ..., 47

v2 Vote share of Blue candidate 100 - v1 - 3

v3 Vote share of Orange candidate 3

N Number of agents 13,454

d Population density 36.12 %

G Grid size 193 × 193

R Simulation runs 50

then allow the other two major parties to vary in opposite directions. Again,
from an empirical consideration, the range of v1 is set from 18 to 47, and then
v2 takes the rest. We then randomly generate 1,000 designs, and each design is
run 50 times. To sum up, we have

Designk ≡ {sk, rk, v1,k}, k = 1, 2, ..., 1000, (6)

where
sk ∼ U [0.26, 0.75], rk ∼ U [2, 3, 4, 5, 6], v1,k ∼ U [19, 47]. (7)

The random design described above allows us to have enough observations to
examine the effect of these two parameters on the emergent market performance.

3.2 Basic Results

Table 2 shows that the results for each design look like. Notice that we do not
present all of them; otherwise, the table would be 1,000 rows long, since we
have a total of 1,000 designs. Each row starts with parameters characterizing
the design, namely, s, r, v1, v2, and v3, followed by the key summary statistics of
each design, including the mean price, trading volume, and volatility (standard
deviation of the price) of each future. Since each design has been run 50 times,
all these statistics are the averages taken over 50 runs. For the mean price, we
first take the average of the price series for each run (Eq. 9), and take the average
of the average over these 50 runs (Eq. 8).

p̄j =
∑50

l=1 p̄j,l

50
, j = 1, 2, 3, l = 1, 2, ..., 50, (8)

where

p̄j,l =

∑Tj,l

tj,l=1 pj,l(tj,l)

Tj,l
, j = 1, 2, 3, l = 1, 2, ..., 50, (9)
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Table 2. Simulation input and output table

s r v1 v2 v3 p̄1 p̄2 p̄3 V ol1 V ol2 V ol3 σ1 σ2 σ3

0.26 2 34 63 3 30.66 66.38 2.95 736.0 762.0 111.9 0.1208 0.1289 0.0217

0.26 2 39 58 3 36.42 60.71 2.87 794.8 814.3 109.2 0.1336 0.1389 0.0204

0.26 2 41 56 3 38.97 58.19 2.84 806.5 832.9 109.9 0.1367 0.1426 0.0201

0.26 2 46 51 3 45.54 51.61 2.85 842.6 845.6 111.9 0.1423 0.1449 0.0196

. . . . . . . . . . . . . .

. . . . . . . . . . . . . .

. . . . . . . . . . . . . .

0.75 6 42 55 3 41.25 51.88 6.87 236.2 238.4 147.3 0.0369 0.0428 0.0131

0.75 6 44 53 3 42.95 50.19 6.86 235.5 234.4 152.0 0.0378 0.0417 0.0134

0.75 6 45 52 3 43.70 49.43 6.87 232.3 238.4 150.2 0.0386 0.0416 0.0132

and Tj,l are the transaction times of future j in the lth run.
These three figures, p̄j (j = 1, 2, 3) are shown in the first three columns of the

right panel of Table 2.4 The next three columns, V olj (j = 1, 2, 3) are the average
of the trading volume over the 50 runs, and likewise for the price volatility.

σj =
∑50

i=1 σj,l

50
, j = 1, 2, 3; l = 1, 2, ..., 50, (12)

where σj,l is the standard deviation of the price of the jth future in the lth run.
Table 2, therefore, provides us the basic input (the left panel) and output (the
right panel) correspondence which allows us to address further the effect of the
two key parameters, s and r, on the prediction accuracy.

Based on Table 2, we shall start with a simple linear regression.

Y = f(s, r) + ε = β0 + β1s + β2r + ε. (13)

The dependent variable Y is the prediction accuracy based on the chosen
error functions. In this paper, we shall use p̄j as the key predictor of vj and
consider the following four error measures frequently used in the literature.
4 We assume that the non-arbitrage condition is always satisfied, i.e.,

3∑

j=1

p̄j,l × 100 = 100, ∀l (10)

However, if the above equality is violated, then we shall rescale our mean price as
follows,

p̄adj
j,l =

p̄j,l∑3
j=1 p̄j,l

× 100, (11)

and use the re-scaled price p̄adj
j,l to replace p̄j,l in Eq. (8).
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1. Mean Absolute Percentage Error (MAPE)

Y1 = MAPE =

∑m
j=1 | p̄j − vj | /vj

m
(14)

2. Root Mean Square Error (RMSE):

Y2 = RMSE =

√∑m
j=1(p̄j − vi)2

m
(15)

3. Mean Square Error (MSE)

Y3 = MSE =

∑m
j=1(p̄j − vj)2

m
(16)

4. Euclidian Distance (ED)

Y4 = ED =

√
√
√
√

m∑

j=1

(p̄j − vj)2 (17)

The results of the prediction errors over these four error measures are pro-
vided in Table 3. Again, this is a simplified modification by only showing the
first few and the last few rows. A complete table has 1,000 rows. This table then
serves as the basis for running the linear regression (13).

The first regression result is shown in Table 4 (the upper panel). There we
find that both s and r have a negative effect on the prediction accuracy, i.e.,
β1 > 0 and β2 > 0, and the result is consistent regardless of the measure being
employed. This result is somewhat counter intuitive, since one might initially
have thought that increasing either the toleration capacity (s) or the exploration
capacity (r) can make individual agents more informative, which in turn may
help the information aggregation in the later stage. Nevertheless, this is not the
case which we have here, but why? One possible explanation is that when both
s and r become larger, depending on the vj , agents are not just better informed,
but also more homogeneous in their expectations and reservation prices, which
may cause transactions more difficult to happen and make the market less liquid.
One such famous example is Tirole’s zero-trading theorem [8], i.e., in an extreme
case where agents are all perfectly informed, there will be no trade in the market;
in other words, the market can predict nothing at all in this situation.

3.3 Homogeneity Effect

To see this homogeneity effect, Fig. 5 shows the average trading volume under
different vote shares with respect to these two capacities. Three features imme-
diately stand out.

First, there are hump-shaped curves in each sub-diagram with respect to a
given exploration capacity (the left panel) or with respect to a given toleration
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Table 3. Prediction accuracy

s r v1 v2 v3 MAPE RMSE MSE ED

0.26 2 34 63 3 0.0558 2.7434 7.5260 4.7516

0.26 2 39 58 3 0.0522 2.1605 4.6678 3.7421

0.26 2 41 56 3 0.0472 1.7278 2.9853 2.9926

0.26 2 46 51 3 0.0238 0.4468 0.1996 0.7739

. . . . . . . . .

. . . . . . . . .

. . . . . . . . .

0.75 6 42 55 3 0.4544 2.9006 8.4134 5.0239

0.75 6 44 53 3 0.4551 2.8261 7.9870 4.8950

0.75 6 45 52 3 0.4557 2.7824 7.7415 4.8192

capacity (the right panel) indicating that the trading volume increases when
competition between the major political parties is keen, i.e., the share of the
vote of the two major candidates is close.

Second, however, the hump-shaped curve has a tendency to shift down with
the increase in each of the two capacities. Since the higher the capacities, the
more homogeneous is the information received by the agent, the pattern of the
shifting-down hump-shared curves indicates that the trading volume goes down
with the degree of homogeneity.

Third, the curvature of the hump-shaped curve also decreases with the incr-
ease in the toleration capacity (the left panel) or the increase in the exploration
capacity (the right panel). For example, when these capacities are higher, such
as up to 70 % (for s) or up to 6 (for r), the hump is flattened out. This indicates
that the effect of the uncertainty, measured by the closeness of the two major
candidates in their share of the vote, no longer affects the trading volume when
voters are homogeneously well-informed. This is not surprising: when voters are
homogeneously well-informed, market uncertainty perceived by voters is reduced
and hence even a neck-to-neck competition has little effect on the trading volume.
To sum up, our analysis above shows that, in addition to the vote share or market
uncertainty, the two capacities also affect the trading volume, and they affect it
in a downward direction.

The same analysis is further carried out for the price volatility. Figure 6
shows the effect of the two capacities on the average price volatility (Eq. 12).
Qualitatively speaking, the result is the same. All three features with regard
to the effect of the two capacities remain for the case of the price volatilities.
The trading volume (the thickness of the market) with the price volatility is the
indicator of a functioning market where information is aggregated and revealed.
However, when the degree of homogeneity of traders is high, these functions are
adversely affected.
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Fig. 5. Trading volume, exploration capacity, and toleration capacity. The five sub-
diagrams in the left panel are drawn in the way by fixing the exploration capacity
(r) and examining the effect of the toleration capacity (s) on the trading volume. To
see the difference, different values of s are colored differently. The five sub-diagams in
the right panel are drawn in the way by fixing the toleration capacity (s) and then
examining the effect of the exploration capacity on the trading volume. Again, to see
the difference, different values of r are colored differently.

3.4 Conditional Regression

Given the homogeneity effect, it would be desirable to control some market char-
acteristics while running the regression against s and r. Therefore, we propose
a second linear regression which takes into account the market characteristics.
Two usual market characteristics considered in the literature are the trading
volume (V ol) and the price volatility (σ). Following this convention, we propose
the second linear regression (18).

Y = β0 + β1s + β2r +
5∑

i=3

βiV oli−2 +
8∑

i=6

βiσi−5 + ε, (18)

where V oli (i = 1, 2, 3) is the trading volume of the ith futures, and σi (i = 1, 2, 3)
is the price volatility of the corresponding futures.
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Fig. 6. Price volatility, exploration capacity, and toleration capacity. The five sub-
diagrams in the left panel are drawn in the way by fixing the exploration capacity (r)
and examining the effect of the toleration capacity (s) on the price volatility. To see
the difference, different values of s are colored differently. The five sub-diagrams in
the right panel are drawn in the way by fixing the toleration capacity (s) and then
examining the effect of the exploration capacity on the price volatility. Again, to see
the difference, different values of r are colored differently.

Since, as we have seen in Sect. 3.3, the trading volume and the price volatility
have already been “polluted” by the two capacities (Figs. 5 and 6), in economet-
rics, this is what is familiarly known as an endogeneity problem. To take care of
the endogeneity problem, what we do here is then, first, to run the two auxiliary
regressions, one on the trading volume and one on the price volatility, against
the two capacities, then, second, to take the residuals as the “cleaned” (filtered)
trading volume and volatility. We then use them as independent variables in the
market performance regression (18).

The regression results of regression (18) are shown in the lower panel of
Table 4. The results show that the inclusion of the market characteristics can
improve the coefficient of determination (R2). This result is not difficult to under-
stand. Given the geographical complexity and variability of the two-dimensional
lattice, controlling both s and r does not automatically imply the control of the
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Table 4. Regression results with market characteristics

Regression results without market characteristics

β0 β1 β2 R̄2

MAPE −0.034 0.0032 0.073 0.4

0.0776 0.0000 0.0000

RMSE 0.2987 0.0312 0.4177 0.27

0.0826 0.0000 0.0000

MSE −7.086 0.2525 2.2298 0.21

0.0000 0.0000 0.0000

ED 0.5174 0.054 0.7235 0.27

0.0826 0.0000 0.0000

Regression results with market characteristics

β0 β1 β2 β3 β4 β5 β6 β7 β8 R̄2

MAPE 2.668 −0.013 −0.171 0.001 −0.002 0.003 −3.066 4.566 7.222 0.98

0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

RMSE 17.724 −0.078 −1.304 0.035 −0.040 0.012 −171.418 179.218 88.613 0.81

0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

MSE 114.085 −0.526 −10.081 0.309 −0.351 0.061 −1473.720 1649.300 790.791 0.78

0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

ED 30.700 −0.136 −2.259 0.061 −0.069 0.021 −296.905 310.415 153.482 0.81

0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

The two panels above show the regression results of regression Eqs. (13) and (18),
respectively. The former does not include the market characteristics as the indepen-
dent variables, whereas the latter does. The two regressions were run using different
dependent variables (performance criteria). The first column gives the dependent
variable used in the respective regression. The results for each regression and each
dependent variable are given in the following columns in two rows. The first row
gives the estimate of the corresponding coefficient (β̂i), and the second row gives the
p-value of the respective estimate. The adjusted coefficient of determination, R̄2, is
given in the last column.

geographical and other resultant specifications on which the market performance
also depends. It has already been shown in regression (13) that s and r can only
have limited explanatory power. For most performance criteria, R̄2 is not even
up to 30 % (see Table 4, the upper panel). Therefore, once after incorporating
these specificities through other variables, such as the trading volume and the
price volatility, a large proportion of the unexplained behavior has now been
incorporated (see the significant increase in R̄2 from the lower panel of the same
table). We find that after controlling the market characteristics the two capaci-
ties can indeed help enhance prediction accuracy. After incorporating the trading
volume and the price volatility, β1 and β2 are both negative for all four accu-
racy criteria. In other words, conditional on the same trading volume and the
price volatility, the higher the toleration capacity or the higher the exploration
capacity, the better that the prediction market can predict.
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4 Concluding Remarks

In this article, we address the issue of whether the better informed agent can
help prediction markets in a spatial context. The better informed agents are
characterized by their larger toleration capacity (sociability) and exploration
capacity. The result is that under unconditional regression neither of them shows
this enhancement, whereas, after controlling some market characteristics, the
conditional regression shows their significance. Hence, in this sense, our paper
shows that the quality of individuals does have a positive effect on information
aggregation and on the formation of the wisdom of crowds.

The work can be extended in several directions. First, the network used here
is a spatial network. In this digital age, given the significance of social groups
in social media, it would be desirable to include a social network as part of
the framework, and to study the effect of social network topologies. Second, the
behavioral setting of the traders is very simple, i.e., the device of zero intel-
ligence. It would be interesting to consider other behavioral settings involving
cognition or learning, such as reinforcement learning or rule-based models. These
extensions allow traders to base their decisions upon the information revealed in
the order book. Third, the prediction market can be designed with other trading
mechanisms, such as the call auction. It would be interesting to know whether
these different trading mechanisms matter.
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Abstract. We present a stylised agent-based model of housing invest-
ment based on the rent gap theory proposed by the late Neil Smith. We
couple Smith’s supply-side approach to investment, with individual-level
residential mobility within a city. The model explores the impact of vary-
ing levels of capital flowing in the city and reproduces certain theorised
and observed dynamics emerging from the cyclic nature of investment:
the tendency of capital to spatially concentrate generating intra-urban
inequalities, the occasional formation of persistent pockets of disinvest-
ment and phenomena such as gentrification.

1 Introduction

The model presented in this paper is an attempt at approaching urban dynamics
integrating structural, supra-individual factors that are sometimes overlooked by
modellers in favour of a purely bottom-up vision of cities and their evolution.
The tools of complexity science have proven particularly well suited to explore
urban dynamics as bottom-up phenomena, as seminal research from Schelling
[16] onwards [2], testifies. However the focus on bottom-up generative mod-
elling, centred on individual or household-level agents as the main actors, which
is prevalent in most models of residential mobility [11], has the risk of underes-
timating the broader economic processes that impact the urban form and con-
strain individual behaviour. A traditional line of research in human geography
that has seen recent revival [9,19] sees the socio-spatial phenomena that shape
contemporary cities - suburban sprawl, income segregation, gentrification - as
consequences of the varying influx of capital towards urban systems, as opposed
to strictly originating from individual-based residential choices. In this work we
encode one of the most prominent structuralist theories of housing investment,
the rent-gap theory, and couple it with considerations about residential location
and cultural transmission, to balance top-down and bottom-up dynamics. The
purpose is to build a simple abstract model that integrates the two visions and
is capable of reproducing some of the urban dynamics that shape our cities and
highlight the structural factors that may be contributing to their emergence.
c© Springer International Publishing Switzerland 2015
F. Grimaldo and E. Norling (Eds.): MABS 2014, LNAI 9002, pp. 213–227, 2015.
DOI: 10.1007/978-3-319-14627-0 15
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The model represents a city composed of three layers: (a) the city’s infrastruc-
ture; (b) human agents that move through it, interact and influence each other;
(c) economic forces that impact on both components, in the form of capital seek-
ing to profit from housing renovation. The model was conceived and designed to
investigate two aspects of the relationship between the three components: (1) the
economic and spatial dynamics emerging from the interaction between invest-
ment/disinvestment cycles and residential mobility patterns; (2) the impact of
such dynamics on the city’s cultural fabric - specifically the conditions of emer-
gence and dissolution of pockets of culturally peculiar areas within a city. Due
to space constraints this paper will focus only on the first issue, referring to a
future article for an extensive joint treatment of the two aspects.

In the next section we briefly discuss the rent-gap hypothesis of housing
investment, which informs the economic layer of the model, in Sect. 3 we describe
our model of housing investment/residential mobility and cultural exchange.
Section 4 presents the outcomes of the model: we will discuss the emerging effects
of the spatial distribution of investments and analyse the phenomenon of inner
cities decline and subsequent gentrification (Sect. 4.1).

2 The “Rent-Gap Theory” and Its Computational
Implementations

The theoretical framework that inspires our representation of the economic forces
operating in the city is the rent-gap theory (RGT): a supply-side approach to
housing investment proposed by the late Neil Smith [18], specifically for the
study of the phenomenon of gentrification. In Smith’s terms the rent-gap is

the difference between the actual economic return from the rights to use the

land that is captured given the present land use and the maximum economic

return that can be captured if the land is put to its highest and best use

The gap between actual and potential economic return is due to progressive
decline in maintenance which properties undergo, together with changes in tech-
nologies which render dwellings obsolete. Restoration or rebuilding increases the
economic return that a portion of land or a dwelling generates, bringing it to
the maximum possible. The locations with the highest difference between actual
and potential economic return will be the ones more likely to attract investment
capital and be put to “highest and best use”. According to Smith this simple
principle explains the sudden inflow of capital towards neglected inner city areas,
and the subsequent change of socio-economic composition experienced by such
areas, a phenomenon witnessed by US cities since the late 1970s. Although the
rent gap theory was proposed to explain a specific phenomenon, gentrification,
in our view it can serve as a good conceptualisation of general housing invest-
ment behaviour, suitable for a broad exploration and not incompatible with
other approaches, including standard economic theory, as pointed out in [4].
A lengthy dispute on the validity of the rent-gap approach took place in the
’90s [5]. The critics pointed out that the notion of “potential economic return
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under the best use” is a shading concept, difficult to quantify, and therefore the
prediction capabilities of the theory are hampered. Such criticism is far from
unjustified, as we will show in Sect. 4.1. Nonetheless, the rent-gap theory proved
particularly appealing for computational modelling, where the problem of iden-
tifying the highest and best use has been addressed by employing the notion of
neighbourhood effect. Here, the highest possible revenue achievable by a given
property after redevelopment is bounded by the average (or maximum, in some
implementations) price charged in the vicinity of the redeveloped property, so
that, irrespective of the state of the property, the maximum obtainable rent or
sale price is practically determined by the overall state of the neighbourhood.
This intuition embeds the principle that the state of the surroundings strongly
affects a property and builds into the model the “location! location! location!”
mantra that is familiar to property investors. Such interpretation was proposed
by [13] in his abstract, pure cellular automation model of gentrification - the very
first computational model to implement a variant of the RGT. Subsequent work
[7,8] concentrated on the supply side of an abstract housing market implement-
ing the RGT with a finer-grained set of agents (property units, owner-occupiers,
landlords, tenants and developers) and investment capital modelled as an exoge-
nous factor. The authors tested different levels of capital and observed variations
in the average price of properties and the share of under maintained properties in
the city. This model is to date the most complete implementation of the mechan-
ics of the RGT, although it lacks any consideration of the demand-side of the
housing market.

3 The Model

The model proposed here implements an entire city, with multiple pre-defined
districts. Such an implementation allows exploration of the spatial dynamics
emerging from capital circulation at a more fine-grained level and to implement
some demand-side dynamics, such as district-level cultural allure. The entities
represented in the model are: (a) individual locations (residential properties),
defined by their value and repair state; (b) individual agents that represent
households, characterised by an income, mobility propensity and cultural con-
figuration; (c) economic forces, represented in the form of exogenous “capital”
level, aiming at profiting from redevelopment/restoration of residential locations.
Each of the three aspects is described in detail in the following subsections.

3.1 City Structure and Economic Dynamics

We represent a city as a 21× 21 square grid of 441 residential locations (Fig. 1a)
characterised by a value V and a maintenance level, or repair state, r, grouped
in 9 districts (Fig. 1b). r is initially set at random in the 0–1 range and V is
set at V = r + 0.15. Dwellings progressively decay in their condition by a factor
d = 0.0012 assuming that, if unmaintained, a location goes from 1 to 0 (becomes
inhabitable) in 70 years (1 simulation step = 1 month). In order to match the
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Fig. 1. The city is composed of 441 residential locations, each with a maintenance
level and an economic value, divided in nine neighbourhoods. The colour shade of
locations represents maintenance state from white (best condition) to black (worst).
Depicted in (a) is the typical model initialization with random values assigned. The
nine neighbourhoods (C, N, NW, NE, E, W, S, SE, SW) have a local centre (b). The
district boundaries are “soft”, they do not constrain the agents’ behaviour. Only when
an allure emerges (see Sect. 3.2) is a district represented as a recognisable entity in the
agents’ residential decision process (Color figure online).

theoretical assumption of a decline in property price over time, we set the value of
the dwelling as decreasing by a depreciation factor of 0.02/year. We also assume
that in case of prolonged emptiness of the dwelling (>6 steps) both decay and
depreciation factors are increased by 20 %.

Fig. 2. Example of price
gap formation. The num-
bers represent locations’
value

The model represents investment in housing ren-
ovation/redevelopment as the fundamental economic
force operating in the city. This is implemented by the
“Capital” parameter, K, which represents the maxi-
mum number of locations that can be redeveloped in
the current economic climate, expressed as a fraction
of the total number of residential locations of the city,
similarly to the approach proposed in [7]. A value of
K = 0.02, as an example, would mean that every
12 steps 441 ∗ 0.02 = 8 locations are invested upon
and redeveloped in the city. A high level of K rep-
resents a large inflow of investment in the housing
market which results in more locations being redevel-
oped and gaining value. The selection of the locations
where the investment lands is carried out determinis-

tically, based on the value-gap of a location with the neighbouring properties,
in accordance with the RGT discussed in Sect. 2. The relevant value gaps are
determined in two ways, both in accordance with the neighbourhood effect, the
principle that the amount of rent or the sale value attainable by a given loca-
tion is always bounded by the characteristics and the desirability of the area
where the property is located. We either set the new value nV of a redeveloped
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property p at the neighbourhood average, plus 15 % (representing a premium
for a newly restored property) as in Eq. 1, or at the neighbourhood maximum
(Eq. 2). As an example, the price-gap for location e in Fig. 2, is 0 if Eq. 1 is used
(1.15∗ [(0.88+0.532+0.44+0.667+0.368+0.74+0.549+0.689)/8] < 0.726), and
0.154 (0.88 − 0.726 = 0.154) if computed with Eq. 2 (assuming that we are con-
sidering the Moore neighbourhood - the eight locations surrounding the central
location e - instead of the whole district for comparison). Therefore, the method
based on local maximum will generate a higher number of locations with a pos-
itive price-gap, that based on the average will have less, generating, as we will
see, more concentration. We choose to test two alternative, but equally plausi-
ble, methods because they give rise to somewhat different outcomes, as shown
in Sect. 4.1. In order to model the possible varieties of neighbourhood effect, we
also consider a vicinity to be either the Moore neighbourhood of a location or the
entire district that the location falls in, whichever is bearing the highest values
and therefore grants the highest return for an investment.

nVp = 1.15 ∗ max (avg(Vmoore), avg(Vdistrict)) (1)

nVp = max (max(Vmoore),max(Vdistrict)) (2)

The value gap for location p will be Gp = nVp − (Vp + C), or 0 if Gp < 0. Here
C is the cost of removing the present resident if the location is occupied. Once
a location is selected for investment its value is set at nVp and its repair state is
set at r = 0.95. Table 1 summarises the variables associated with location.

Table 1. Location variables

Name Type/range Description

r Float, {0,1} Maintenance state

V Float, {0,1} Value

G Float, {0,1} Value-gap: difference with neighbourhood value

d Integer Distance from the centre of town

te Integer Time empty

o Boolean Occupied?

3.2 Agent Model: Cultural Exchange and Residential Mobility

Agents in the model represent individuals or households. They are endowed
with an income level, i a mobility propensity m and a numeric string that rep-
resents their cultural configuration (Table 2). The agent’s income level is set
at random, normalised to the interval {0, 1} and represents the highest price
that the agent is able to pay for the right of residing in a property. The model,
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Table 2. Agent variables

Name Type/range Description

m Float, {0,1} Mobility propensity

c List t=10,v=4 Culture: memetic code

i Float, {0,1} Income level

d Float, {0,1} Cognitive dissonance level

th Integer Time here: steps spent in the current location

ultimately, implements a pure rental market. The agent’s culture is modelled as
a n-dimensional multi-value string of traits, inspired by Robert Axelrod’s classic
agent-based model of cultural interaction described in [1] and originally applied
to the urban context in [3]. The string represents an individual’s “memetic code”,
or “cultural code”: an array of t cultural traits, each of which can assume v vari-
ations, giving rise to vt possible individual combinations. In our model each trait
is susceptible to change under the influence of other agents. Cultural influence
is localised: agents that have been neighbours for more than 6 consecutive steps
are likely to interact and exchange traits, thus rendering the respective cultural
strings more similar. At the same time a cultural “cognitive dissonance” effect is
at work, implementing a concept proposed by [14,15] under the label of spatial
cognitive dissonance: this is, roughly, the frustration of being surrounded by too
many culturally distant agents. Similarity between two agents is the proportion
of traits they share:

simab =
∑t

i=1 xor(index(i, agenta), index(i, agentb))
t

(3)

Agents who spend more than six months surrounded by neighbours with few
common traits (sim < 0.3) increase their mobility propensity each subsequent
time step. The mobility propensity attribute represents the probability that an
agent will abandon the currently occupied location in the subsequent time step.
This parameter is set at a low level in the beginning of the simulation, drawn
from a Poisson distribution centred at m = 0.0016, meaning that, on average,
agents have a 2 % chance of moving each year. Mobility propensity is affected
by the conditions of the currently occupied dwelling and the aforementioned
cognitive dissonance level. One agent’s m is increased as follows: mt+1 = 1.5mt

in the following circumstances:

– After 6 months in a dwelling with r < 0.15 (excessive time is spent in a
dwelling in excessively bad condition)

– the cultural dissonance level exceeds a threshold for a period of 6 continuous
steps.

A special circumstance is when the price of the dwelling currently occupied
exceeds the agent’s income. In such case the agent is automatically put in
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“seek new place” mode. This represents an excessive rent increase, unsustainable
by the agent. The process of finding a new location is bounded by the agent’s
income: a new dwelling has to be affordable (V ≤ i), in relatively good con-
dition, and as close as possible to the centre of the district which contains it.
The selection process is represented in Fig. 3. If no affordable and free location
is to be found, the agent is forced to leave the city. As Fig. 3 shows, in certain
cases the residential choice process of an agent includes the cultural configura-
tion of the district as a factor. A special district-level variable called allure is
set when the degree of cultural uniformity within a district exceeds a threshold,
thus making the area recognisable for some of the features of its inhabitants.
We measure cultural uniformity, u, as the average distance between the x agents
residing in a certain neighbourhood.

pairs =
x(x − 1)

2

u =

∑x
i=1

∑x−1
j=1 sim(agenti, agentj)

t ∗ pairs

Fig. 3. The residential choice process.
A dwelling has to be affordable, free
and habitable (r > 0) for an agent
to consider moving into it. If these
requirements are met, other charac-
teristics are considered. If any district
has developed an allure, agents who
are relocating consider whether it suits
them, based on a homophily prefer-
ence. When no dwelling meets the out
most requirements the agent leaves the
city.

The allure of a district is represented as
a string of cultural features, similar to that
of individuals, where each element of the
string is the most common value for that
trait in the district population. A district’s
allure is therefore an emergent feature of
the model, which may or may not appear.
This reflects the fact that not every neigh-
bourhood has a special connotation visible
to agents, but only those with a recognis-
able population do. The allure attribute
can be thought of as the reputation of a
neighbourhood in the eyes of agents. The
attribute is sticky, after its emergence it
is updated seldom and doesn’t necessar-
ily reflect the current composition of a dis-
trict, representing the fact that reputation
is a nearly permanent feature, difficult to
eradicate or to replace [6], a characteristic
that applies to places’ as well as humans’
reputation. Once a district’s allure has
emerged, agents include it in their residen-
tial decision under a homophily constraint:
the agent will seek to move to a district
with an allure similar to her culture string
(Table 3).
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4 Results and Discussion

Table 3. District-level variables

We run the model for 1200 steps,
representing a 100 years times-
pan, with the assumption of a
constant value of K during the
whole simulation time. We leave
a systematic exploration of the
parameter space to a later paper,
here we focus our discussion on
the parameter adjustments that
produce some observed urban dynamics. In the next paragraph we will focus
on the spatial distribution of investments that different levels of K and the two
systems of computing the rent-gap give rise to, then we will show how the spa-
tial dynamics of capital valorization can determine the familiar phenomena of
inner city decay and gentrification. In this model, as in the real world, capi-
tal has a dual role: a sufficient amount of capital is needed to ensure that a
good proportion of properties in the city is maintained and habitable, but the
nomadic nature of capital, which travels across the city in pursuit of the highest
profit, generates shocks - in the form of abrupt spikes in prices and cycles of
under-maintenance - which affect the ability of (especially least well off, who
have limited choice) agents to stay in, or move to, the spot of choice. From this
duality arise, ultimately, all the dynamics that we see occurring in the model.

4.1 Uneven Development: Spatial Dynamics of Capital and Pockets
of Disinvestment

The first noteworthy dynamic produced by the model has to do with the dis-
tribution of the redeveloped locations in the city throughout the simulation.
All simulation runs start with a random distribution of prices and maintenance
conditions across the city: the situation at t = 0 is similar to that represented
in Fig. 1. We observe that, regardless of the price-gap computation mechanism,
the model shows a tendency of capital to first concentrate spatially, and subse-
quently moving “in bulk” across the city, in pursuit of the widest gaps between
actual and potential prices. The level of capital determines the speed and the
scope of the process, that can involve only certain areas or the entire city.
Figures 4, 5 and 6 represent the spatial evolution of maintenance conditions
and the corresponding price dynamics for different levels of capital and for the
two gap-setting mechanisms that we considered. As Fig. 4 shows, after an initial
period during which the locations attracting investment are scattered through-
out the city, strong clustering emerges, visible as wide white areas representing
areas of high maintenance and high price. This happens because the locations
receiving investment increase their value and, when a large enough number of
locations is increasing value in a small area, the rent-gaps of neighbouring loca-
tions widen, making them more likely to attract further investment themselves,
thus generating a feedback loop. However, as capital is limited, if investments
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Fig. 4. Evolution of maintenance condition for different levels of K and price-gap set-
ting mechanism. (a–h) is based on average, (i–p) on maximum local prices. The circles
represent agents, colour represents income in 4 shades: dark green, light green, dark
violet, light violet in decreasing order (Color figure online).

start to concentrate in an area, inevitably other areas experience neglect, and a
phase of decline starts elsewhere in the city. The decline ends when the price-
gaps become “competitive” again, which happens mostly when all the gaps are
closed in the previously “successful” area, and provided that enough capital is
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available. If so, investment moves away to settle in another area, generating the
typical development cycles shown in Figs. 5 and 6, matching Neil Smith’s asser-
tion that “urban development in capitalist economies tends to involve a cyclical
process of investment, disinvestment and reinvestment”. The overall effect is that

Fig. 5. Price dynamics by district for different levels of capital under average based
gap-setting mechanism. The tendency towards concentration and the cyclic trend of
investment, disinvestment and reinvestment are evident. In the case of average-based
gap setting, higher levels of capital correspond to more districts being involved in the
cycles.
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Fig. 6. Price dynamics by district for different levels of capital under maximum based
gap-setting mechanism. When using maximum-based gaps, all the districts participate
in the economic cycles even at lower levels of capital. Here higher capital corresponds
to wider oscillations and higher prices

of white areas “moving” across the city from neighbourhoods with narrow price
gaps to those with wider price gaps. The dynamics produced by the model are a
powerful intra-urban depiction of what David Harvey calls the spatial fix, or “the
need of capital to try and displace systemic pressures onto other geographical
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areas” [10]: when investment becomes unprofitable in an area, because the exist-
ing rent gaps do not grant enough yield any more, capital has to move to a new
area. This mechanism is ultimately the source of unevenness in the development
of different areas in the same city.

Utilising the neighbourhood maximum, instead of average, in the gaps-setting
mechanism (i.e. using Eq. 2 in Sect. 3.1) generates a more fluid movement of
capital that flows in the whole city even at low levels (Fig. 6), while the average
has a constricting effect, due to the lower number of location developing a price
gap, that concentrates the gaps - and therefore the profitable locations - in a
limited area. In this case, for low level of capital only a limited set of districts are
able to generate price-gaps wide enough to attract investment, and few districts
participate in the economic cycles, while some others fall in permanent disrepair.

The fact that the model produces substantially different outcomes when using
local maximum or local average as the price-gap setting mechanism - a difference
not so fundamental, after all - seems to support the criticism that the RGT is
too vaguely defined. It is also true that a clear-cut distinction between mean and
maximum based price gaps is largely arbitrary. The two mechanisms could be
at work at the same time in different areas of a city, for example responding to
different demand levels: in popular, desirable areas an investor could charge the
maximum local price for a restored property, whereas in areas of lower demand
only the average could be successfully achieved. On the other hand, the model
seems to disprove the argument of one of the fiercest critics of the rent-gap
theory, Steven Bourassa. He pointed out that the existence of neighbourhoods
which seem to never experience disinvestment contradicts the theory of the cycli-
cal process of investment [4]. However the model shows that, in certain cases,
a district can constantly achieve the highest rent-gaps within itself, and thus
receive constant investment at the expense of the rest of the city, as is the case
shown in Fig. 5a. Also, for higher levels of capital, the emerging cyclical process
of investment generates oscillations of different magnitude in different areas, so
that some areas never reach a substantial level of disinvestment.

4.2 Decay and Gentrification of the Inner City Core

One of the dynamics that have affected many cities in the Anglo-Saxon world
for most of the 20th century is the slow decay of the inner core to the advantage
of a sprawling and wealthy periphery. The “doughnut” cities have most of the
wealth concentrated in the suburbs and an inner core in disrepair and populated
by a low income, often predominantly immigrant, population. This tendency
seems to have been reversed in the last decades, with the rapid gentrification
of inner city areas. Most explanations of this phenomenon focus on the change
of the social composition of cities and a consequent change of preferences in
the younger population that now favours “city living” [12]. Another explanation
sees this movement as supply, rather then demand, driven. It’s the position
that Neil Smith advanced in his 1979 paper, titled in the most self-explanatory
fashion, “gentrification: a back to the city movement by capital, not people” [17].
Figure 7c illustrates the emergence of this dynamic in the model: in this instance
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Fig. 7. Decay and gentrification of the inner city (K = 0.02, max-based price
gaps). In (a) the “doughnut” is formed and visible: the centre of the city is in bad
repair state and populated by middle-low income agents. In (b) capital moves back to
the city centre. The decline of incomes in the central area is steady for the first 500
ticks (red line in (c)), with the corresponding rise of wealthy agents in the periphery.
The process of gentrification lasts less than 100 ticks, then a new cycle starts (Color
figure online).

agents have a preference towards living near the core of the city, nonetheless
the trajectories of capital make the best housing available at the periphery of
the city for a substantial amount of time, and therefore the wealthy agents
concentrate in the suburbs. When investing in the centre becomes profitable
again, the reverse movement materializes and the inner city gentrifies. While
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the historic emergence of the doughnut effect took place in a phase of urban
expansion, not implemented in this model which only considers a fixed urban
area with immutable boundaries, the model suggests that a cyclical “doughnut
effect” can emerge purely as a consequence of capital movements, without having
to rely on demand-side explanations.

5 Conclusion and Future Work

The model presented here falls squarely in the near end of the continuum between
abstract/pedagogic and realistic models. The main aim has been to implement
in code the assumptions of a particular socioeconomic theory, the RGT, and
employ the model to clarify and visualise certain mechanics that geographers
had described in theory.

In related ongoing work we look at further implications of the original theory:
some non immediately obvious consequences of capital circulation, i.e. those that
affect the cultural look and feel of a city. The idea upon which this work is con-
ceived is that the city is the product of agents of different nature and the stress on
bottom-up emergence of phenomena should not over-represent the role of indi-
viduals and households. A good model of urban dynamics should include agents
of different magnitude and account for the mutation of the micro-level scenario,
or context, that often derives from processes unfolding independently, at the
macro-level. The model shown here also serves as a basis for the development of
a more realistic model, currently in the works: one that integrates a wider set of
agents, the entire geography of an actual city as well as the income distribution
of its residents and the maintenance state of its dwellings. The aim will be to
test and validate theoretical predictions against actual data and, possibly, to
highlight new implications and extend the theory.
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Abstract. In this work, a Multi-agent Reinforcement Learning frame-
work is used to generate simulations of virtual pedestrians groups.
The aim is to study the influence of two different learning approaches in
the quality of generated simulations. The case of study consists on the
simulation of the crossing of two groups of embodied virtual agents inside
a narrow corridor. This scenario is a classic experiment inside the pedes-
trian modeling area, because a collective behavior, specifically the lanes
formation, emerges with real pedestrians. The paper studies the influence
of different learning algorithms, function approximation approaches, and
knowledge transfer mechanisms on performance of learned pedestrian
behaviors. Specifically, two different RL-based schemas are analyzed.
The first one, Iterative Vector Quantization with Q-Learning (ITVQQL),
improves iteratively a state-space generalizer based on vector quantiza-
tion. The second scheme, named TS, uses tile coding as the generaliza-
tion method with the Sarsa(λ) algorithm. Knowledge transfer approach
is based on the use of Probabilistic Policy Reuse to incorporate pre-
viously acquired knowledge in current learning processes; additionally,
value function transfer is also used in the ITVQQL schema to transfer
the value function between consecutive iterations. Results demonstrate
empirically that our RL framework generates individual behaviors capa-
ble of emerging the expected collective behavior as occurred in real pedes-
trians. This collective behavior appears independently of the learning
algorithm and the generalization method used, but depends extremely
on whether knowledge transfer was applied or not. In addition, the use of
transfer techniques has a remarkable influence in the final performance
(measured in number of times that the task was solved) of the learned
behaviors.
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1 Introduction

The use of Reinforcement Learning (RL) techniques in graphics, animation and
simulation tools is gathering increasing attention. Its use has mainly focused
on selecting adequate frames from a collection of pre-computed movements or
poses to generate interactive animations [1] or to create video textures [2]. The
novelty of our framework consists on using RL to control directly the characters
of a simulation. Thus, the embodied agents learn to navigate inside a virtual
environment to simulate pedestrians groups. Different areas, such as architec-
ture, civil engineering and game development, can benefit from simulation of
pedestrians groups, in order to check the capacities of facilities in a building, to
prevent accidents, or to give realism in urban scenarios. In our framework [3],
each embodied agent learns autonomously to control its velocity to reach a goal.

It is said that an emergent phenomena have occurred in a collective when it
can not be explained by the extrapolation of individual behaviors or properties
of the members [4]. In the macroscopic world, emergent phenomena can be found
in complex systems where autonomous individuals interact with each other such
as in crowd simulation or in collective movements of animals. In these cases,
new organization can emerge on a global scale derived from interactions on
a local scale [5]. In real human pedestrians, several collective behaviors have
been described to appear in specific group situations such as lane formations in
corridors [6,7] or roundabout traffic at intersections [8]. This characteristic makes
pedestrian simulations specially difficult. In pedestrian modeling and simulation,
the capability to reproduce collective behaviors is an indicator of the quality of
the model. Several pedestrians models have been successful in emerging collective
pedestrian behaviors such as the social forces model and its variants [9], agent-
based models [10] and animal-based approaches [11]. Therefore, it is important to
know whether the use of different configurations in the RL framework is critic for
generating these collective behaviors. This work has the following motivations:

1. To demonstrate empirically that collective behaviors emerge with different
configurations of learning processes, specifically with different RL algorithms.

2. To study the influence of state space generalization methods and transfer
knowledge techniques in the performance of learned pedestrian behaviors.

We will use a well-known pedestrian simulation scenario. The narrow-corridor
scenario is a problem of pedestrian dynamics where two groups of pedestrians
inside a narrow corridor have to cross in order to reach to the opposite side.
This scenario is specially suitable to study the emergence of collective behaviors,
specifically the lanes formation [6].

2 The Multi-agent RL Framework

RL uses optimization techniques to learn from a reward signal a sequential
decision-based controller. In RL, problems are modeled as Markov Decision
Processes (MDP) [12]. The goal is to find an optimal policy π∗ : S → A, that is,
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a mapping between states and actions, that provides the maximum discounted
expected reward in each state of the space state. The discounted expected reward
is defined in Eq. 1 where γ parameter sets the influence of future rewards and rt
is the immediate reward in time t and it can take a value between 0 and 1.

V (s) = E{
∞∑

t=0

γtrt} (1)

Different families of RL algorithms solve this optimization problem. In our
framework, we will use two Temporal Difference (TD) algorithms: Sarsa(λ) [13]
and Q-learning [14] which are two well-known algorithms that have been used
in this domain previously giving good results [3,15]. Both algorithms calculate
an optimal value function Q∗ : S × A → � that represents the value of taking
action a in state s. Each reward obtained after carrying out an action is used to
update function Q. The update equation characterizes the learning algorithm.
At step t + 1, when a tuple of experience (st, at, rt+1, st+1) has been collected,
the update equation for Q-learning algorithm is:

Qt+1(st, at) = Qt(st, at) + α[rt+1 + γ max
a′

Qt(st+1, a
′) − Qt(st, at)] (2)

where α is the learning rate. On the other hand, Sarsa(λ) algorithm uses the
same policy that is being learned π to select action a′ in the update rule:

Qt+1(st, at) = Qt(st, at) + α [rt+1 + γ Qt(st+1, π(st+1)) − Qt(st, at)] (3)

Sarsa(λ) algorithm uses the immediate reward at step t+1 to update not only
state-action pair (st, at) but also other past state-action pairs (st−1, at−1), (st−2,
at−2) · · · The weighted update is defined by parameter λ which can take a value
between 0 and 1.

In the learning process, the agent has to balance the selection of actions to
explore new regions of the policies space and the selection of actions to get better
rewards. The balance between exploration and exploitation is a characteristic of
the problem domain and is critic to find a good solution policy. In this work
we use a ε-greedy policy with a soft-exponential decay from an initial rate of
exploration defined by the parameter ε. One RL process per agent is carried out
simultaneously and independently so that each agent perceives the rest of the
agents as a part of the environment.

The virtual 3D environment consists on a narrow corridor of 15 m long and
2 m wide (see the Fig. 1). Inside, two groups of embodied agents are initially
placed at the ends of the corridor. The goal of each agent is to reach the oppo-
site end of the corridor. The agents are represented by a cube surrounded by a
circle with radius 0.3 m that represents the collision bounding area. The frame-
work uses Open Dynamics Engine (ODE) calibrated with values of real pedestri-
ans [15] to simulate interactions at the physical level. ODE module models the
collisions, taking into account friction forces between agents and between agents
and the floor.
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Fig. 1. The virtual scenario. Agents are represented as squares surrounded by a circle.
The triangles represent the goals.

The state for each agent is described by the features shown in the table
of Fig. 2 (left). The agent’s sensorization is displayed in this figure at right.
The chosen features have been used previously in pedestrian models and they
are considered relevant for the kinematic description of the pedestrian [16]. The
agent’s actions modify its velocity vector. This variations have also been used to
control the trajectories in pedestrian models [17]. In an agent’s decision, actions
are taken in pairs, which modify speed (increasing or reducing) and orientation
of the velocity vector (clockwise or counterclockwise). There are eight different
ratios plus the ‘no operation’ option for both speed and orientation, resulting
in 81 possible combined actions. The maximum number of actions per episode
allowed (steps) is 70. When the agents have learned the task they use about 30
actions per episode.

Sag Speed of agent.
Av Angle of the velocity vector relative

to the reference line.
Dgoal Distance to the goal.
Sreli Relative scalar velocity of i-th near-

est neighbor.
Dagi Distance to i-th nearest neighbor.
Aagi Angle of position of i-th nearest

neighbor relative to the reference
line.

Dobj Distance to the j-th nearest static
object (walls).

Aobj Angle of the position of j-th nearest
static object relative to the refer-
ence line.

Fig. 2. Left: List of the state space features. Right: Agent’s reference system for the
sensing. The reference line joins the agent with its goal.
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In real-valued state spaces, the use of a generalization method is necessary.
We compared two methods in our scenario: Vector Quantization (VQ) [18] and
tile coding [13].

VQ is an aggregation method that uses a finite set of vectors (named code-
words) as a code book to describe the state space. A metric maps each real state
with the nearest vector of the code book (in our case, the euclidean distance is
used because of the geometric nature of the features of the state space). The
codewords are calculated using Generalized Lloyd Algorithm clustering method
(GLA)[19]. Data for clustering are gathered from sensings of the agents inside
virtual environment and each agent builds its own quantizer. Code book is used
as the entry of a tabular value function where the value of each entry in terms of
accumulated reward is calculated through the agent’s interaction with the envi-
ronment. The number of codewords has been empirically selected to 8192. VQ
has been demonstrated to be an accurate method for state space generalization
and transfer learning in other RL problems [20].

Tile coding is a specific case of linear function approximation with binary,
sparse features. The value function for each state-action pair is represented as a
lineal combination of the parameters as:

Vt(s) =
n∑

i=1

θt(i)φs(i) (4)

Where the φs(i) features have binary values. Whatever the number of dimen-
sions of the space is, it is divided in partitions named tilings. Each element of
a specific tiling is a tile and there is only one active tile per tiling; therefore
the total number of active binary features is always the same that the number
of tilings. This value was determined empirically to 64 in this domain. Each
tiling covers all the space and two neighbor points in the space activate similar
sequences of tiles. Although the number of tiles should be exponential with the
number of dimensions, in practice a hash function maps tiles into a finite mem-
ory structure. This technique works because learned policies use only a small
region of the total space state.

3 Learning Schemas

Two different basic schemas that combine a type of space generalization method
with a TD algorithm have been designed:

1. Iterative Vector Quantization with Q-Learning (ITVQQL). VQ generaliza-
tion method is combined with Q-learning algorithm in an iterative schema
that carries out several learning processes over the same task. The learned
value function Vi (learned in the learning process li that uses the code book
V Qi) is used to collect policy-biased sensorization data to calculate a new
V Qi+1 that represents the state space more accurately than V Qi. Then, a
new learning process li+1 is carried out using V Qi+1 for learning a new value
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function Vi+1. Additionally, two knowledge transfer methods are used in this
schema:
(a) First, the learned value function of iteration li is transferred to initialize

the new value function of iteration li+1. The values of this value function
are loaded with values of the most similar codeword entry of the old
value function. The similarity between codewords of different VQs is given
by euclidean distance. This transfer can be considered a simple case of
transfer of an inter-task value function between different representations
of the state space, named complexification in [21]. This transfer is not a
mere initialization because VQ code books of two consecutive iterations
are different.

(b) Second, we have used Probabilistic Policy Reuse (PPR) [22] to incorpo-
rate domain knowledge. In PPR, a policy (π0) is used as a bias in the
exploration-exploitation trade-off. Specifically, policy π0 is used with a
probability ψ that decays exponentially in the number of episodes while
an ε-greedy exploratory policy is used with probability 1−ψ. In our prob-
lem, policy π0 always suggests the use of an action that drives the agent
towards one side of the corridor1. It is important to note that PPR is used
as a way of exploring efficiently the space of policies to find a solution. If
the agent does not find useful to follow policy π0 in a state, it will learn a
better policy because the exploratory policy is active along all the learn-
ing process. The probability function for the selection of different policies
is displayed in Eq. 5.

⎧
⎨

⎩

ψ choose the π0 policy
(1 − ψ)ε choose an aleatory action
(1 − ψ)(1 − ε) choose the greedy policy

(5)

2. Tile coding with Sarsa(λ) (TS). In this approach, each agent carries out a
single learning process using tile coding and Sarsa(λ) algorithm. The parame-
ters of tile coding cannot be adjusted easily using the knowledge acquired by
previous learned policies. Therefore, the iterative process carried out in the
first approach is not justified here. Besides, a complexification process is not
possible in this schema because of the use of a linear function approximator
to represent the value function. However, the PPR transfer method described
above is also applied in this case.

4 Experiments and Results

Six case studies have been designed combining two basic schemas (ITVQQL
and TS) with the transfer methods in order to determine the influence of each
transfer method separately. Table 1 shows the characteristics of each one with
its corresponding label.
1 Specifically, the policy π0 choose randomly from the set of actions that turns the

agent’s velocity vector towards the right side of the corridor.
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Table 1. The case studies considered in this work with their characteristics.

Schema Cases Algorithm Generaliz. Transfer PPR

method value func.

ITVQQL IT-ALL Q-Learning VQ Yes Yes

IT-NOPR Q-Learning VQ Yes No

IT-NOVF Q-Learning VQ No Yes

IT-NOTHING Q-Learning VQ No No

TS TS-ALL Sarsa(λ) Tile coding No Yes

TS-NOTHING Sarsa(λ) Tile coding No No

Figure 3 shows the performance (mean percentage of times that an agent
reach its goal independently of the rest of agents) obtained at the end of each
learning process. At the first iteration, the IT-NOVF curve has a similar value
to the IT-ALL curve because in that iteration both experiments have the same
configuration (there is no value transfer). A similar situation occurs with the IT-
NOPR and IT-NOTHING curves. The gap between the IT-NOPR curve and the
curves that use PPR, indicates that the bias provided by the policy π0 through
PPR is very useful for the learning process. Observing all the iterations, the
IT-ALL curve attains the highest values. This iterative schema converges in
the third iteration. For the IT-NOPR curve, the iterative schema is useful from
iteration 1 to 7. This fact shows that the transfer of the value function needs
more iterations when used alone than when used in combination with PPR.
The low values obtained with IT-NOTHING respect those observed in the rest

Number of agents 8
α From 0.3 to 0.15
γ 0.9
Initial value of 1.0
Iterations 8
Episodes per iteration 50000

Reward Goal reached 100

Number of codewords 8192

Fig. 3. Left: Averaged performance for the ITVQQL schema. Performance is measured
as the number of times that an agent reach its goal independently of the rest of agents.
Each point is the average performance of all the agents at the end of each iteration of
the learning process. Means are over the 8 agents. Right: The common configuration
for the case studies derived of the ITVQQL schema.
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of cases reveals the benefits of using transfer techniques. In the IT-NOTHING
experiment, the iterative schema is not useful, possibly because the learning
process is not long enough to generate better VQs between consecutive iterations.

In Fig. 4, the results of the TS approach are reported. Two curves that rep-
resent data collected from a single learning process, using PPR (TS-ALL) or not
(TS-NOTHING) are represented. The initial gap between both curves is typical
in a knowledge transfer process. In the TS-ALL curve, the beneficial effect of
PPR is clear throughout the process with higher performance with respect to
the TS-NOTHING case.

Number of agents 8
α 0.004
γ 0.9
Initial value of 1.0
λ 0.9
Episodes 50000

Reward Goal reached 100

Number of tilings 64

Fig. 4. Left: Averaged performance for TS schema. Each curve is the average perfor-
mance of all agents throughout a single learning process. Means are over the 8 agents.
Right: Common configuration for the case studies derived of TS schema. The perfor-
mance has the same meaning of Fig. 3.

The analysis of the simulation performance is displayed in Table 2. Now the
performance measures the percentage of correct simulations, that is, the sim-
ulations in which all the agents reach the corresponding goal. The results for
the IT-ALL and TS-ALL cases show that the performance is similar for the two
schemas when using knowledge transfer. On the contrary, when no transfer tech-
niques are used, the performance of TS-NOTHING is significantly higher than
IT-NOTHING. These results indicate that the TS schema is more efficient, in
terms of learning capabilities, than ITVQQL in this problem.

The IT-NOPR and TS-NOTHING cases, that do not use PPR, have lower
performance with respect to IT-ALL and TS-ALL cases (30 and 68 vs. 81 and
80). The percentages are relevant enough to indicate that the emergent collective
phenomena depends on whether the additional information is provided by the
PPR transfer method. From this data, we can also conclude that the influence
of the use of PPR is higher in the ITVQQL schema than in the TS approach.

The low value for IT-NOVF with respect to the other cases that include
transfer of value function (IT-ALL and IT-NOPR) indicates that the use of
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this kind of knowledge transfer has a strong influence in the performance of
the ITVQQL schema. For the IT-NOTHING case, a value performance of 0 is
obtained. This reveals that the crossing problem is not solved correctly, and in
simulation, lane formation can not be clearly observed.

Table 2. Analysis of performance in simulation. Mean of the percentage of episodes
that end successfully from a series of 100 episodes. In a successful episode, all agents
reach the corresponding goal. The mean of ten series is displayed.

Schema Label Performance in simulation

ITVQQL IT-ALL 81 ± 4

IT-NOPR 30 ± 4

IT-NOVF 8 ± 2

IT-NOTHING 0

TS TS-ALL 80 ± 3

TS-NOTHING 68 ± 4

Four moments of a simulation for the IT-ALL case are showed in Fig. 5.
The emergent lane formation is visualized. The agents are placed at random
positions at both ends of the corridor (one group in each end) at the beginning
of the simulation. Note that the agents have learned to anticipate to the crossing
forming lanes before reaching the center of the corridor (image B). The TS
approach shows similar lane pattern generation. Videos for both approaches
can be seen in the URL http://www.uv.es/agentes/RL, selecting the crossing
experiments.

A B

C D

Fig. 5. Stills of four steps of a simulation with the IT-ALL case of study. Time follows
the alphabetic sequence.

The final 3D simulation, that is also similar with both approaches, is showed
in Fig. 6. In this sequence, data from the TS-ALL case have been used.

http://www.uv.es/agentes/RL
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Fig. 6. Stills of three moments of a simulation with virtual pedestrians using data
from the TS-ALL case of study. The agents are initially placed in random positions on
thesides of the corridor.

5 Conclusions and Future Work

From the results of the experiments we can derive the following conclusions:

– Lane formation is an emergent collective behavior that appears independently
of the learning/generalization approach used. However, it requires a learning
bias in the exploration process, which is provided through the PPR method.

– The ITVQQL and TS schemas show similar performance results in simulation
when the knowledge transfer techniques are active. However, the ITVQQL
schema is computationally more expensive than TS because it has to carry
out several learning processes (iterations).

– The use of knowledge transfer techniques improves the performance of both
schemas. Specifically, the transfer of value function technique is important
in the TRVQQL schema. However, TS is more efficient than ITVQQL when
knowledge transfer techniques are not used in this problem domain.

The emergence of collective behaviors independently of the learning algo-
rithm and generalization method suggest that our framework is robust, in term
of its configuration, to address pedestrian simulation problems. A future work
will be carried out in this direction, comparing the performance of different
learning configurations in other pedestrian scenarios where collective behaviors
should emerge.
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Abstract. The Network Science has dedicated a considerable amount
of effort to the study of many distributed collective decision-making
processes which must balance diverse individual preferences with an
expectation for collective unity. Several works have reported their results
about behavioral experiments on biased voting in networks individuals,
however we will focus on the results reported on [1] on which were run
81 experiments, on which participated 36 human subjects arranged in a
virtual network who were financially motivated in a heterogeneous man-
ner and whose goal was to reach global consensus to one of two opposing
choices. Multiple experiments were performed using diverse topological
network configurations, different schemes of financial incentives that cre-
ated opposing tensions between personal preferences, and finally different
ratios of both inter and intra-connectivity among the network nodes. The
corresponding analysis of the results demonstrated that changing those
features of the experiments produced different kind of social behavioral
patterns as a result. Thus, the purpose of this work is manifold: on the
one hand, it aims to describe the possible structures that underlie the
decision-making process of these experiments through the modeling of
symbolic cognitive prototypes supported by a robust and complex cog-
nitive architecture so-called ACT-R and, on the other hand, by applying
modifications in the ACT-R parameters to find those subtle aspects that
can either influence both the performance and speed of convergence of
the experiments or cause the total inability to reach a global consensus
in a reasonable amount of time.

Keywords: Cognitive modeling · Social behavior · Network science ·
Multi-agent systems · Cognitive architecture ACT-R · Coloring problem

1 Introduction

Most studies in the field of network science focus on the analysis of both individ-
ual and global behaviors in the absence of incentives [2–4], however, in order to
observe the complex interactions that all elements of the network can show when
opposing incentives schemes are present, some scenarios in which individual pref-
erences are present but subordinate to achieving unanimous global consensus are
c© Springer International Publishing Switzerland 2015
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proposed. A real example of such phenomenon appears in decision-making and
voting processes in politics, business and many other fields.

Due to the main objective of our work is to design a cognitive model of the
experiments done by [1], we focused on both the methodological aspects and
the behavioral results obtained in each experiment in order to recreate these
behaviors through cognitive models that were then executed in the ACT- R
cognitive architecture.

In Sect. 2, the methodological fundamentals that were considered for the exe-
cution of the human experiments will be explained. In Sect. 3 the basic design
principles and modules of the ACT -R architecture will be introduced. In Sect. 4
the computational cognitive modeling that reflects the results obtained in the
experiments with humans will be presented and the design aspects that were
taken into account for the implementation of the multi-agent system that sup-
ported the interaction among nodes (cognitive agents) will be detailed. Section 5
will analyze and discuss the results and finally, in Sect. 6 the conclusions obtained
from this research will be presented.

Fig. 1. Each subject sees only a local (“ego network”) view of the global 36-vertex
network, showing their own vertex at the center and their immediate neighbors sur-
rounding. Edges between connected neighbors are also shown, as are integers denoting
how many unseen neighbors each neighbor has. Vertex colors are the current color
choices of the corresponding subjects, which can be changed at any time using the
buttons at the bottom. The subjects payoffs for the experiment are shown (in this
case $0.75 for global red consensus, $1.25 for blue), and simple bars show the elapsed
time in the experiment and the “game progress” a simple global quantity measuring
the fraction of edges in the network with the same color on each end. This progress
bar is primarily intended to make subjects aware that there is activity elsewhere in
the network to promote attention, and is uninformative regarding the current majority
choice. This figure has been taken from [1] (Colour figure online)
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2 Consensus Problem

The aim of the original experiment with humans in [1] was a typical problem
from the graph coloring category which used a 36-vertex network. Every single
node was only able to see a portion of the network: their closest neighbors as
shown in Fig. 1.

Three different network configurations were used for the experiments: Prefer-
ential Attachment, Erdos-Renyi model and Minority Power model. Preferential
Attachment model (PA) is an stochastic process in which additional nodes are
added continuously to the system and are distributed among the network as an
increasing function of the number of neighbors that every node already has. One
of the most known scale-free networks of PA is the Barabási model [5]. Erdos-
Renyi model (ER) generates random graphs, including one that sets an edge
between each pair of nodes with equal probability, independently of the other
edges [6], and Minority Power model (MP) is a principle mainly derivated from
politics and voting models, which says that a minority of persons could attract
members from the other parties, in order to do anything at all. In the following,
the parameters of the experiments are described:

– Number of experiments (81): 27 with PA, 27 with ER and 27 with MP.
– Vertices (36): Initially, half of vertices (18) were randomly selected and said

that red color receives the highest incentive whereas the remaining 18 were said
the opposite. The exception to this rule is the MP model, on which a minority
of the vertices with the highest number of neighbors were then assigned incen-
tives preferring red global consensus to blue, whereas the remaining majority
were assigned the opposite. The size of the chosen minority was varied (6, 9,
or 14).

– Edge count (101 ± 1): All of the networks had 36 vertices and nearly identical
edge counts. Only the arrangement of connectivity varied.

– Connectivity (inter or intra): It controls whether local neighborhoods were
comprised primarily of individuals with aligned incentives (high cohesion →
1:2 inter:intra ratio), competing incentives (low cohesion → 2:1 inter:intra
ratio), or approximately balanced incentives (1:1 inter:intra ratio)

– Financial incentive ($0.25–$2.25): It specifies the incentive for reaching a con-
sensus on blue or red color which was arbitrary assigned to every node. “Strong
symmetric incentive”: $1.50 vs. $0.50; “Weak symmentric incentive”: $1.25 vs.
$0.75; and “Asymmetric incentive”: $2.25 vs. $0.25.

3 Cognitive Architecture

The cognitive model was developed using the ACT-R cognitive architecture [7],
[8]. Cognitive architectures are computational representations of invariant cogni-
tive mechanisms specified by unified theories of cognition. ACT-R is a modular
architecture, reflecting neural constraints, composed of asynchronous modules
coordinated through a central procedural system as depicted in Fig. 2.
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Fig. 2. ACT-R Cognitive Architecture

The procedural system is in charge of behavior selection and more generally
the synchronization of the flow of information between the other modules. It
is implemented as a production system where competing production rules are
selected based on their utilities, learning through a reinforcement mechanism
from the rewards and costs associated with their actions. The production sys-
tem conditions are matched against limited-capacity buffers that control the
interaction with the other modules by enabling a single command (e.g., retrieval
of information, focus of visual attention) to be given at a time to a given module,
and a single result to be returned (e.g., chunk retrieved from memory, visual item
encoded). A declarative memory module holds both short-term information, such
as the details of the current situation, as well as long-term knowledge, such as
the procedural rules to follow. Access to memory is controlled by an activation
calculus that determines the availability of chunks of information according to
their history of use such as recency, frequency, and degree of semantic match.
Learning mechanisms control both the automatic acquisition of symbolic struc-
tures such as production rules and declarative chunks, and the tuning of their
subsymbolic parameters (utility and activation) to the structure of the environ-
ment. The perceptual-motor modules reflect human factor limitations such as
attentional bottlenecks. Individual differences can be represented both in terms
of differences in procedural skills and declarative knowledge, as well as in terms of
architectural parameters controlling basic cognitive processes such as spreading
of activation.
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4 Cognitive Modeling

In the following, the computational cognitive mechanisms used for simulating
the results of the social experiments obtained in [1] will be described. These
mechanisms will be detailed in 4 subsections as follows:

4.1 Symbolic Productions

As mentioned before, the procedural system uses production rules which interact
with different kind of buffers (retrieval, imaginal, declarative, visual, motor, and
others) in order to carry the reasoning and inference process out according to
the information that every node of the network (from now, the terms ‘cognitive
agent’ and ‘node’ are equivalent) senses from its environment and acts over it.
We have implemented several strategies to model the social experiments, and
every one of these has a set of different productions as described below:

Follow-the-majority scenario: In this scenario, every cognitive agent senses the
environment through the features in its visual buffer: (1) which color is the
majority in the neighborhood (blue or red); (2) which is the current higher
payoff for changing to either blue or red; and (3) whether or not is the majority
color increasing through the time. As response, the cognitive agent can perform
an action changing its color to either “blue” or “red”. Thus, there are 4 variables
(3 inputs and 1 output) and they are binary, so we have 24 = 16 possible states
which were reflected as productions. An example is shown in Fig. 3.

Fig. 3. Production that change to red when: the majority color is red, the higher
payoff is given when choosing red color and the amount of nodes of the dominant color
is decreasing over time (Colour figure online)

Follow-the-most-influential scenario: In this scenario, some opposing productions
compete against the others to obtain the global control over the decision-making
process that performs the agent. Some productions follow the majority, some oth-
ers follow that agent which is the most influential over the neighborhood (that is,
that node which has more unseen connections, keeps its color for more time and
when it changes its color there are a considerable amount of seen connected agents
that do the same), as shown in Fig. 4; some other productions just keep the same
color no matter if the environmental conditions are not favorable for that, that is,
the stubborn productions. The productions are depicted in Fig. 5:
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(a) if the dominant color is increas-
ing then change to the dominant
color

(b) if current color is the same as the majority
and its amount is decreasing then change to
the most influential agent

(c) if global consensus is increasing
then keep the same color

(d) if current color is not the same as majority
and its amount is decreasing then change to
majority

Fig. 4. Productions related to the color changes in the cognitive agent’s neighborhood

(a) if global consensus is stuck then
choose stochastically the color of an in-
fluential cognitive agent in the neigh-
borhood

(b) if global consensus is stuck then
choose stochastically the color of an-
other majority in the neighborhood

(c) if the global consensus is in-
creasing then keeps the same cur-
rent color

(d) if current color is not the same as ma-
jority and this is decreasing then keeps the
same color

Fig. 5. Productions related to the cognitive agent’s internal motivations
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As you can infer from Figs. 4 and 5, all the productions generate opposing
tensions and a continuous competence for being the production to be fired. For
example, “increasing-then-change-majority” production senses the same infor-
mation as “increasing-then-keep-color” production but they trigger different
actions: the first one will change its color in order to follow the majority and the
second one will keep its current color if the majority is increasing (whichever its
color is). Similar antagonisms are observed in the rest of productions. Due to
the fact that multiple productions may match the same sensory input or that
sometimes there is not a production which has a perfect match with the sensory
input, a selection process based on production utilities and partial matching is
required.

It is important to remark that both scenarios have another meaningful differ-
ence related to the production selection process: follow-the-majority scenario is
completely deterministic, thus it calculates the number of seen/unseen nodes, the
global consensus and the majority using always the highest number, whereas in
the follow-the-most-influential scenario uses a stochastic selection process based
on the Boltzman equation [8] as shown in Eq. 1.

Pi =
e

Mi
t

∑
j e

Mj
t

(1)

Pi is the probability that cognitive agent i follows agent j according to the
function M , which can be either the majority or the most influential agent. t is
the temperature which determines the randomness of the process and it is set
at 0.35 for convenience.

4.2 Reinforcement Learning

The reinforcement model of ACT-R supports the utility learning mechanism of
the architecture. The utilities of productions can be learned as the model runs
based on rewards that are received from the environment. The utility of every
production is updated according to a simple integrator model. If Ui(n−1) is the
utility of a production i after its n− 1st application and Ri(n) is the reward the
production receives for its nth application, then its utility Ui(n) after its nth
application will be as in Eq. 2 (typically, the learning rate α is set at 0.2).

Ui(n) = Ui(n − 1) + α[Ri(n) − Ui(n − 1)] (2)

In our experiments, cognitive agentswere requested tomaximize their expected
total reward over a given number of trials and learn about the structure of the
environment by taking into account the reward associated with each choice. Due
to the fact that we used two modeling scenarios for the productions, we proposed
two different reinforcement algorithms for each one of these.

Follow-the-majority Reinforcement: the reward is equal to the higher −
payoff × k (with k as a constant) when the unanimity is reached by all indi-
viduals. Otherwise, if the current color of a node is equal to the majority color
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(observed in its neighborhood) then the reward is equal to payoff/60. If the
current color is equal to the global consensus color the node receives and extra
reward of payoff ×0.5. If the node change the color when the majority decreases
or keep the same color when the majority increases then the reward increases
payoff × 0.01. Otherwise, the payoff increases payoff/20.

Follow-the-most-influential Reinforcement: if the current color of the node
is equal to the observed majority, then the reward is equal to: payoff/100.
An additional reward is received from the influence that node i has over its
neighbors, so if color of node i is equal to neighbor j then node i receives and
increment of k1 = 5. An additional reward comes from the validation whether
the current number of nodes in consensus is higher than the previous number of
nodes in consensus, in that case the reward would increment payoff/60 Other-
wise would decrease payoff/20.

4.3 Multi-agent Approach

The experiments were run over a multi-agent platform on which multiple cogni-
tive models interact through perception and action processes as shown on Fig.6

Fig. 6. Multiple cognitive models interact with the ACT-R architecture through a
multi-agent platform. Socket channels make easier the communication between layers
and an event scheduler is in charge of triggering the events of perception and action for
every cognitive agent. Even though all the models share the same cognitive architecture
(ACT-R), each one has its own separate set of productions, declarative memories,
partial matching selection process and buffer contents; which are carried out through
a multithreading approach.

5 Experimentation

The purpose of the experiments is manifold: firstly it aims to evaluate both
the performance and convergence speed to reach a global consensus, secondly it
expects to get close similar results between the cognitive simulation and the real



Cognitive Modeling of Behavioral Experiments in Network Science 247

Fig. 7. Visualization of the collective dynamics for all 27 experiments

experiments with humans, thirdly it seeks to find meaningful variances regard-
ing to the different network configurations and, finally, it aims to evaluate the
differences between the different scenarios and modeling strategies proposed.

Results According to the Network Configuration: each one of the 27
experiments (3 network models × 3 intra-inter connectivity topologies × 3 incen-
tive schemes) were run 100 times and the results were averaged using the har-
monic mean value: 2700 experiments in total. The results are shown in Fig. 7.

A general remark about the results is that we had to include opposing and
competing productions (such as making the wrong decision, following the minor-
ity, or being stubborn and never change the original color selection) in order to
produce interesting convergence curves within the 60 seconds that lasted every
experiment, otherwise the convergence was promptly reached and no meaning-
ful differences were observed between all network configurations. In addition to
that, only the results from the ’follow-the-most-influential’ strategy are shown
in Fig. 7 because of their similarity with the original experiments with humans.

From Fig. 7 we can remark some issues: In the Babarási experiments, the
network configuration with a strong-symmetric incentive and a 2:1 inter-intra
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connectivity had the quickest and most stable (that is, the one that had the least
fluctuations) curve of convergence. In a similar manner, both the Erdos-Renyi
and the Minority Power experiments evidenced a quickest and most stable unan-
imous consensus whit a network configuration composed of a weak-symmetric
incentive scheme and a 2:1 inter-intra connectivity. From left to right we can
observe that Cohesion experiments (Babarási and Erdos-Renyi) gradually
increase the degree of convergence when the number of inter-connections are
augmented and symmetric incentives are kept. Asymmetric incentives worked
better with both 1:2 and 1:1 inter-intra connectivity topologies. On the other
hand, Minority Power experiments reached an unanimous consensus quicker than
the Cohesion experiments. Specifically, an asymmetric incentive scheme seemed
to work better when the minority was smaller (9 and 6 cognitive agents) in which
case the majority was quickly influenced by the well-connected minority (at ∼=
30 s) despite of the fact that appreciable fluctuations were present at the early
seconds.

Comparison Between Agent-Based vs. Human-Based Experiments:
Table 1 summarizes the similarities and differences between both kind of experi-
ments. Agent-based experiments were divided into 2 strategies: follow-the-
majority (strategy-1) and follow-the-most-influential (strategy-2). Rather than
looking for the perfect accuracy of the obtained results between human and
agent-based experiments, the most pertinent question concerns whether the
results are proportional and whether they are significantly different from each
others. From Table 1 is possible to infer, for example, that in human-based exper-
iments, the Minority consensus (88.89) got a proportional increment of success of
16.67 % over the Babarási consensus (74.07) and 54.16 % over the Erdos-Renyi
consensus (40.74), whereas for the strategy-1 this proportional increment was
19.34 % and 24.19 % and for strategy-2 was 17.73 % and 53.3 % (the latter strat-
egy was very close to the results of the human-based experiments). In general,
Strategy-2 (follow-the-most-influential) obtained more similar results in relation
to the human-based experiments than Strategy-1, suggesting that the more an
agent supports its decision on the most influential agent in the local neighbor-
hood instead of the local majority, the quicker the network reach an unanimous
consensus and the more similar the results are in comparison with human-based
experiments.

In order to estimate whether there is a significant difference between the
results, we have performed an analysis of the variance of the three groups (the
human-based and the two agent-based experiments) through an Anova test.
Starting from defining as the null hypothesis: “h0: all the three groups of experi-
ments are equal and do not reflect meaningful differences”, we executed an Anova
single factor test (P < 0.01) which analyzed both between and within group vari-
ances. As result, we got that F < Fcrit (0.25 < 2.38) for the variance analysis
between human-based experiments and strategy-2 experiments, which means
that null hypothesis may not be rejected and implying that strategy-2 does
model in a more similar way the global and individual behaviors observed in the
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Table 1. Comparison between agent-based vs. human-based experiments. St-1 means
Strategy-1, PI is the Proportional Increment (%) of the highest value marked with
an ∗ in relation to the other two values on the left column.

Feature Human PI % St-1 PI % St-2 PI %

Global Consensus all exp.(% succ.) 67.90 – 58.89 – 63.15 –
Averaged Convergence (sec.) 43.90 – 55.60 – 32.26 –
Standard Deviation 9.60 – 2.76 – 2.81 –
Mean Square Error – – 16.12 – 4.90 –

Consensus Babarási (% succ.) 74.07 16.67 55.56 19.34 56.67 17.73

Consensus Erdos-Renyi (% succ.) 40.74 54.16 52.22 24.19 32.17 53.30
Consensus Minority (% succ.) 88.89 ∗ 68.89 ∗ 68.89 ∗
2:1 inter:intra (% success) 77.78 ∗ 64.44 ∗ 70.00 ∗
1:1 inter:intra (% success) 44.44 42.86 56.67 12.05 42.23 39.67
1:2 inter:intra (% success) 50.00 35.71 55.56 13.78 62.22 11.11

Weak-symmetric (% success) 70.37 13.93 61.11 -1.85 60.00 8.48

Strong-symmetric (% success) 51.85 36.58 55.56 7.4 48.89 25.42
Asymmetric (% success) 81.76 ∗ 60.00 ∗ 65.56 ∗

social experiment. On the other hand, we got that F > Fcrit (1.31 > 0.98) for
the variance analysis between human-based experiments and strategy-1 experi-
ments, reflecting that there is a significant difference between the experiments
and therefore strategy-1 does not properly model the social behavior experiment.

6 Conclusions and Future Work

According to the results discussed on Sect. 5, the agent-based strategy that
follow-the-most-influential agent in the local neighborhood seems to simulate
better the results obtained by the social experiments with humans. However,
there are some issues that are worth being discussed: The strategy-2 (following-
the-most-influential-agent – that agent who has more seen and unseen con-
nections with other agents) turns out to be a key differentiator compared to
strategy-1 (follow-the-majority) because the former plays with the uncertainty
of what color decisions are operating behind these unseen connections instead of
just following the current state of the local neighborhood which in most of the
cases comes up either in arbitrary fluctuations or in local sub-networks that do
not want to change their preferred color.

Nevertheless, it is important to remark that strategy-2 used a stochastic
selection process instead of a deterministic one as in strategy-1. The stochastic
approach avoids both falling in recurrent states on which different parts do not
come to an unanimous agreement and forming sub-regions with different color
choices. Due the stochastic nature of the selection process, agents can follow
sometimes the most influential agent, sometimes the local majority or sometimes
just becoming in a stubborn agent. However, because of the stochastic process
uses a temperature factor that controls the randomness during the experiment
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execution, better decisions are more likely to be made instead of bad or non-
conciliator decisions.

We have chosen these two main strategies because they were the strongest
ones identified in the social experiments with humans. Humans used another kind
of strategies, of course, but they were irrelevant for the cognitive modeling work
because they mostly rely on exogeneous conditions such as boredom because of
the way the experiments were carried out, changes in temperature in the room,
misunderstandings about the purpose of the experiment and so on.

Regarding to production utilities, they play an important role because they
reflect which decisions may favor a global consensus in the future by adjusting
their current relevance through a learning process, which will determine which
productions will be more likely to trigger in future situations. In spite of the fact
that strategy-2 got similar results in comparison with the human-based experi-
ments, the results could be improved by modifying the reinforcement functions
of the utility learning process in order to better reflect how the stubbornness of
some agents may affect both the convergence towards an unanimous consensus
and the global performance. Stubbornness was a key factor for the simulation
because it reflected natural social phenomena such as the indecision of some
humans, the conflicting interests or simply the absence of attention of some
humans who miss the dynamics behind the scenes during the experiment execu-
tion and then kept always the same preferred color.

Along these lines, stubbornness should be consider as a key aspect that reflect
a natural aspect of human decision-making that should be considered in depth
when carrying out cognitive modeling. It might be worth mentioning that cogni-
tive architectures provide a principled framework to model individual differences
in both knowledge and capacity, and that a population of individual agents with
variations in capacity might provide some results that are fundamentally differ-
ent from any that can be generated with a uniform population, i.e., the network
aspect of the domain provides some non-linear dynamics that the typical averag-
ing in cognitive experiments doesn’t address. As a final remark, modeling social
behaviors is an complex task which should have into account some other aspects
of human decision-making such as mood states, intentions, expectations, game
strategies and so and so forth. Modeling these aspects probably would improve
the accuracy of our experiments.
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