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Abstract. A group of mutually trusting clients outsources a computation service
to a remote server, which they do not fully trust and that may be subject to at-
tacks. The clients do not communicate with each other and would like to verify
the correctness of the remote computation and the consistency of the server’s
responses. This paper first presents the Commutative-Operation verification Pro-
tocol (COP) that ensures linearizability when the server is correct and preserves
fork-linearizability in any other case. All clients that observe each other’s oper-
ations are consistent, in the sense that their own operations and those operations
of other clients that they see are linearizable. Second, this work extends COP
through authenticated data structures to Authenticated COP , which allows con-
sistency verification of outsourced services whose state is kept only remotely, by
the server. This yields the first fork-linearizable consistency verification protocol
for generic outsourced services that (1) relieves clients from storing the state,
(2) supports wait-free client operations, and (3) handles sequences of arbitrary
commutative operations.

Keywords: cloud computing, fork-linearizability, data integrity, verifiable com-
putation, commutative operations, Byzantine emulation.

1 Introduction

With the advent of cloud computing, most computations run in remote data centers and
no longer on local devices. As a result, users are bound to trust the service provider
for the confidentiality and the correctness of their computations. This work addresses
the integrity of outsourced data and computations and the consistency of the provider’s
responses. Consider a group of mutually trusting clients who want to collaborate on
a resource that is provided by a remote partially trusted server. This could be a wiki
containing data of a common project, an archival document repository, or a groupware
tool running in the cloud. A subtle change in the remote computation, whether caused
inadvertently by a bug or deliberately by a malicious adversary, may result in wrong
responses to the clients. The clients trust the provider only partially, hence, they would
like to assess the integrity of the computation, to verify that responses are correct, and
to check that they all get consistent responses.
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In an asynchronous network model without communication among clients such as
considered here, the server may perform a forking attack and omit the effects of op-
erations by some clients in her responses to other clients. Not knowing which opera-
tions other clients execute, the forked clients cannot detect such violations. The best
achievable consistency guarantee in this setting is captured by fork-linearizability, in-
troduced by Mazières and Shasha [23] for storage systems. Fork-linearizability ensures
that whenever the server in her responses to a client C1 has ignored an operation exe-
cuted by a client C2, then C1 can never again observe an operation by C2 afterwards
and vice versa. This property ensures clearly defined service semantics in the face of an
attack and allows clients to detect server misbehavior easily.

Several conceptual [8, 21, 5, 6] and practical advances [29, 13, 20, 27] have recently
been made that improve consistency checking and verification with fork-linearizability
and related notions. The resulting protocols ensure that when the server is correct, the
service is linearizable and (ideally) the algorithm is wait-free, that is, every client’s
operations complete independently of other clients. It has been recognized, however,
that read/write conflicts cause such protocols to block; this applies to fork-linearizable
semantics [23, 8] and to other forking consistency notions [5, 6].

In this paper, we go beyond storage services and verify the consistency of remote
computation on a Byzantine server. The Commutative-Operation verification Proto-
col or COP imposes fork-linearizable semantics for arbitrary functionalities, exploits
commuting operations, and allows clients to operate concurrently without blocking un-
less operations conflict. Furthermore, the extension to Authenticated COP also relieves
clients from storing the computation state and from executing all operations. Fork-
linearizability makes it easy to expose Byzantine behavior of the server. For instance,
the clients may exchange a message outside the model over a low-bandwidth channel
and thereby verify the correctness of a service in an end-to-end way.

Efficient handling of wait-free operations is a key feature for collaboration with re-
mote coordination, as geographically separated clients may operate at different speed.
Consequently, previous work has devoted a lot of attention to identifying and avoiding
blocking [23, 8, 19]. For example, read operations in a storage service commute and
do not lead to a conflict. On the other hand, when a client writes a data item concur-
rently with another client who reads it, the reader has to wait until the write operation
completes; otherwise, fork-linearizability is not guaranteed [8]. If all operations are to
proceed without blocking, though, it is necessary to weaken the consistency guarantees
to weak fork-linearizability [6], for instance. COP is wait-free and never blocks because
it aborts non-commuting operations that cannot proceed.

The Blind Stone Tablet (BST) protocol [29], the closest predecessor of this work,
supports an encrypted remote database hosted by an untrusted server that is accessed
by multiple clients. Its consistency checking algorithm allows some commuting client
operations to proceed concurrently, but only to a limited extent, as we explain below.
Every client has to maintain the complete service state and to execute all operations,
in contrast to this work. Furthermore, the BST protocol guarantees fork-linearizability
only for database state updates, but does not ensure it for all responses output by a
client.



Verifying the Consistency of Remote Untrusted Services 3

SPORC [13] considers a groupware collaboration service whose operations may
not commute, but can be made to commute by applying operational transformations.
Through this mechanism, different execution orders still converge to the same state. All
SPORC operations are wait-free but respect only fork-* linearizability, which is weaker
than fork-linearizability.

Contributions. This paper considers a generic service executed by an untrusted server
and provides new protocols for consistency verification through fork-linearizable se-
mantics. More concretely, it introduces the Commutative-Operation verification Proto-
col (COP) and its extension to Authenticated COP (called ACOP) with the following
properties:

1. COP is the first wait-free, abortable consistency verification protocol that emulates
an arbitrary functionality on a Byzantine server with fork-linearizability and ex-
ploits commuting operation sequences. (See Sect. 3.)

2. ACOP is the first wait-free fork-linearizable consistency verification protocol for
services, where the state is maintained by the server and the clients do not execute
every operation. (See Sect. 4.)

3. COP comes with a formal analysis that proves fork-linearizable semantics for
generic service execution; previous work did not establish this notion.

COP and ACOP follow the general pattern of most previous fork-linearizable emulation
protocols. For determining when to proceed with concurrent operations, we consider
sequences of operations that jointly commute and the state of the service, in contrast
to earlier protocols, which considered only isolated operations. For lack of space, some
definitions and the formal analysis are contained in the full version [7].

For computations supported by suitable authenticated data structures, ACOP enables
authenticated remote computation, where operations are executed by the server and the
clients no longer need to maintain the state of the computation. In contrast to previous
work, this enables ACOP to handle services with large state.

1.1 Related Work

Storage protocols. Fork-linearizability has been introduced (under the name of fork con-
sistency) together with the SUNDR storage system [23, 18]. Conceptually SUNDR op-
erates on storage objects with simple read/write semantics. Subsequent work of Cachin
et al. [8] improves the efficiency of untrusted storage protocols. A lock-free storage pro-
tocol with abortable operations, which lets all operations complete in the absence of step
contention, has been proposed by Majuntke et al. [21].

FAUST [6] and Venus [27] go beyond the fork-linearizable consistency guarantee
and model occasional message exchanges among the clients. This allows FAUST and
Venus to obtain stronger semantics, in the sense that they eventually reach consistency
(i.e., linearizability) or detect server misbehavior. In the model considered here, fork-
linearizability is the best possible guarantee [23]. The relation of these protocols and
others to COP is summarized in Tab. 1.
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Table 1. Summary of related protocols. In this table under function, the BST protocol supports
only a single commuting operation and does not achieve wait-freedom (as indicated by the paren-
theses in the first column); SPORC is wait-free for generic functions that have operational trans-
forms; COP and ACOP are wait-free for generic commuting operation sequences. Weak fork-
linearizability (or fork-* consistency) allows the last operation of a client to be inconsistent com-
pared to fork-linearizability; however, BST and SPORC do not guarantee their consistency notion
for client responses, only for state changes that may occur much later (as indicated by the paren-
theses). The execution column indicates whether the clients compute operations and maintain
state or whether this is done by the server.

Protocol Wait-free Function Consistency Execution
SUNDR [23, 18] — storage fork-lin. server
FAUST & Venus [6, 27] � storage weak fork-lin. server
BST [29] (�) single comm. op. (fork-lin.) clients
SPORC [13] � generic o.-t. op. (weak fork-lin.) clients
COP (Sec. 3) � generic comm. op. fork-lin. clients
ACOP (Sec. 4) � generic comm. op. fork-lin. server

Blind Stone Tablet (BST). The BST protocol [29] considers transactions on a database,
coordinated by the remote server. A client first simulates a transaction on its own copy,
potentially generating local output, then coordinates with the server for ordering the
transaction. From the server’s response it determines if a transaction commutes with
other, pending transactions invoked by different clients that were reported by the server.
If they conflict, the client undoes the transaction and basically aborts; otherwise, he
commits the transaction and relays it via the server to other clients. When a client re-
ceives such a relayed transaction, the client applies the transaction to its database copy.

BST has several limitations: First, because a client applies his own transactions only
when all pending transactions by other clients have been applied to his own state, up-
dates induced by his transactions are delayed in dependence on other clients. Thus,
he cannot always execute his next transaction from the modified state and produce the
correct output. This implies the client is blocked and the protocol is not “wait-free” as
claimed [29]. Second, the notion of “trace consistency” in the analysis of BST considers
only transactions that have been applied to the local state, not the responses as required
to satisfy fork-linearizability. However, a transaction may be applied long after its re-
sponse was output, hence, client operations might not be fork-linearizable. In contrast,
the analysis of COP shows it is fork-linearizable for all responses output by clients.
Finally, every client in BST maintains a copy of the database and replays all operations
locally, which is not necessary in ACOP.

COP extends BST and allows one client to execute multiple operations indepen-
dently of the other clients, as long as his sequence of operations jointly commutes with
the sequence of pending operations by other clients, considering the current service
state. BST considers only the commutativity of individual operations. Note that two
operations o1 and o2 may independently commute with an operation o3 from a partic-
ular starting state, but their concatenation, o1 ◦ o2, may not commute with o3. Opera-
tion sequences and state-based commutativity have recently been exploited for building
scalable services on multicore systems [10].
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Non-blocking protocols. SPORC [13] is a group collaboration system where operations
do not need to be executed in the same order at every client by virtue of employing op-
erational transforms. The latter concept allows for shifting operations to a different
position in an execution by transforming them according to properties of the skipped
operations. Differently ordered and transformed variants of a common sequence con-
verge to the same end state. SPORC is claimed to provide fork-* linearizability [19],
which is almost the same as weak fork-linearizability [6]; both notions are strict re-
laxations of fork-linearizability that permit concurrent operations to proceed without
blocking, such that protocols become wait-free. The increased concurrency is traded
for weaker consistency, as up to one diverging operation may exist between two clients.
Moreover, there is no formal analysis for SPORC. As in BST, SPORC addresses only
the updates of client states and does not consider local outputs; however, for showing
linearizability, one has to consider the respones of operations.

FAUST [6], mentioned before, never blocks clients and enjoys eventual consistency,
but guarantees only weak fork-linearizability. Abortable operations have been intro-
duced in this context by Majuntke et al. [21] for data storage.

In contrast to SPORC and FAUST, COP ensures the stronger fork-linearizability
condition, where every operation is consistent as soon as it completes. In terms of ex-
pressiveness, SPORC is neither weaker nor stronger than COP: On one hand, SPORC
seems more general as it never blocks clients even for operations that do not appear to
commute; on the other hand, SPORC is limited to functions with transformable oper-
ations and does not address conflicting operations (which exist in some functions [8]);
COP, however, works for arbitrary functions.

In BST and SPORC, all clients execute all operations. ACOP eliminates this draw-
back and shifts the state and the computation to the server by exploiting the notion of
authenticated data structures, as suggested by Cachin [3] in a more restricted setting. In
storage protocols (SUNDR and FAUST), clients do not “execute” each other’s opera-
tions due to the limited functionality.

Last but not least, the protocol of Cachin [3] provides also fork-linearizable execution
for generic services like COP. However, the protocol is inherently blocking.

2 Definitions

System model. We consider an asynchronous distributed system with n clients, C1, . . . ,
Cn and a server S, modeled as processes. Each client is connected to the server through
an asynchronous, reliable communication channel that respects FIFO order. A protocol
specifies the operations of the processes. All clients are correct and follow the protocol,
whereas S operates in one of two modes: either she is correct and follows the protocol
or she is Byzantine and may deviate arbitrarily from the specification.

Functionality. We consider a deterministic functionality F (also called a type) defined
over a set of states S and a set of operations O. F takes as arguments a state s ∈ S and
an operation o ∈ O and returns a tuple (s′, r), where s′ ∈ S is a state that reflects any
changes that o caused to s and r ∈ R is a response to o i.e., (s′, r) = F (s, o). This is
also called the sequential specification of F .
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We extend this notation for executing a sequence of operations 〈o1, . . . , ok〉, start-
ing from an initial state s0, and write (s′, r) = F (s0, 〈o1, . . . , ok〉) for (si, ri) =
F (si−1, oi) with i = 1, . . . , k and (s′, r) = (sk, rk). Note that an operation in O may
represent a batch of multiple application-level operations.

Commutative Operations. Commutative operations of F play a role in protocols that
may execute multiple operations concurrently. Two operations o1, o2 ∈ O are said to
commute in a state s if and only if these operations, when applied in different orders
starting from s, yield the same respective states and responses. Formally, if (s′, r1) ←
F (s, o1), (s′′, r2) ← F (s′, o2); and (t′, q2) ← F (s, o2), (t′′, q1) ← F (t′, o1),
then r1 = q1, r2 = q2, and s′′ = t′′. Furthermore, we say two operations o1, o2 ∈ O
commute when they commute in any state of S.

Also sequences of operations can commute. Suppose two sequences ρ1 and ρ2 con-
sisting of operations in O are mixed together into one sequence π such that the partial
order among the operations from ρ1 and from ρ2 is retained in π, respectively. If exe-
cuting π starting from a state s gives the same respective responses and the same final
state as for every other such mixed sequence, in particular for ρ1 ◦ ρ2 and for ρ2 ◦ ρ1,
where ◦ denotes concatenation, we say that ρ1 and ρ2 commute in state s. Analogously,
we say that ρ1 and ρ2 commute if they commute in any state.

Operations that do not commute are said to conflict. We define a Boolean predicate
commuteF (s, ρ1, ρ2) that is true if and only if ρ1 and ρ2 commute in s according to F .
W.l.o.g. we assume all operations of F and commuteF are efficiently computable.

Abortable services. When operations of F conflict, a protocol may either decide to
block or to abort. Aborting and giving the client a chance to retry the operation at his
own rate often has advantages compared to blocking, which might delay an application
in unexpected ways.

As in previous work that permitted aborts [1, 21], we allow operations to abort and
augment F to an abortable functionality F ′ accordingly. F ′ is defined over the same
set of states S and operations O as F , but returns a tuple defined over S and R∪ {⊥}.
F ′ may return the same output as F , but F ′ may also return ⊥ and leave the state un-
changed, denoting that a client is not able to executeF . Hence,F ′ is a non-deterministic
relation and satisfies F ′(s, o) =

{
(s,⊥), F (s, o)

}
. Since F ′ is not deterministic, a se-

quence of operations no longer uniquely determines the resulting state and response
value.

Abortable functionalities may be seen as obstruction-free objects [1, 15] and vice
versa; such objects guarantee that every client operation completes assuming the client
eventually runs in isolation.

Operations, histories, and consistency properties. Clients interact with F via opera-
tions. Every operation at a client Ci is associated with an invocation and a response
event that occurs at Ci. We say that Ci executes an operation between the correspond-
ing invocation and response events. We use the standard notions of events, precedence,
and histories.

The condition of linearizability [16] requires that the operations of all clients appear
to execute atomically in one sequence, and its extension to fork-linearizability [23, 8],



Verifying the Consistency of Remote Untrusted Services 7

which relaxes the condition of one sequence to permit multiple “forks” of an execution.
Under fork-linearizability, every client observes a linearizable history and when some
operation is observed by multiple clients, the history of events up to this operation is
the same.

Our protocol provides a fork-linearizable Byzantine emulation [8] of the service on
an untrusted server. This notion ensures two dual properties: first, when the server is
correct, then the service should guarantee the standard notion of linearizability; other-
wise, the protocol should ensure fork-linearizability to the clients. Formal definitions
appear in the full version [7].

Cryptography. We make use of two cryptographic primitives, namely a collision-free
hash function hash and a digital signature scheme, with operations denoted by signi
and verifyi for signatures computed by Ci. As our focus lies on concurrency and cor-
rectness and not on cryptography, we model both as ideal, deterministic functionalities
implemented by a trusted entity (see [4]).

3 The Commutative-Operation Verification Protocol

Notation. The function length(a) for a list a denotes the number of elements in a and ‖
denotes concatenation of strings. Several variables are dynamic arrays or maps, which
associate keys to values. A value is stored in a map H by assigning it to a key, denoted
H [k] ← v; if no value has been assigned to a key, the map returns ⊥. Recall that F ′ is
the abortable extension of functionality F .

Overview. COP, presented in Algorithms 1–3, adopts the structure of previous protocols
that guarantee fork-linearizable semantics [23, 29, 3]. It aims at obtaining a globally
consistent order for the operations of all clients, as determined by the server.

When a client Ci invokes an operation o, he sends an INVOKE message to the
server S. He expects to receive a REPLY message from S telling him about the posi-
tion of o in the global sequence of operations. The message contains the operations that
are pending for o, that is, operations that Ci may not yet know and that are ordered be-
fore o by a correct S. (A Byzantine S may introduce consistency violations here.) We
distinguish between pending-other operations invoked by other clients and pending-self
operations, which are operations executed by Ci up to o.

Client Ci then verifies that the data from the server is consistent. If this or any other
verification step fails, the formal protocol simply halts; in practice, the clients would
then recover the service state, abandon the faulty S, and switch to another provider. In
order to ensure fork-linearizability for the response values, the client first simulates the
pending-self operations and tests if o commutes with the pending-other operations. If
the test succeeds, he declares o to be successful, executes o, and computes the response r
according to F ; otherwise, O is aborted and the response is r = ⊥. According to this,
the status of o is a value in Z = {SUCCESS, ABORT}. Through these steps the client
commits o. Then he sends a corresponding COMMIT message to S and outputs r.

The (correct) server records the committed operation and relays it to all clients via
a BROADCAST message. When the client receives such a broadcast operation, he ver-
ifies that it is consistent with everything the server told him so far. If this verification
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succeeds, we say that the client confirms the operation. If the operation’s status was
SUCCESS, then the client executes it and applies it to his local state.

Data structures. Every client locally maintains a set of variables during the proto-
col. The state s ∈ S is the result of applying all successful operations, received in
BROADCAST messages, to the initial state s0. Variable c stores the sequence num-
ber of the last operation that the client has confirmed. H is a map containing a hash
chain computed over the global operation sequence as announced by S. The contents
of H are indexed by the sequence number of the operations. Entry H [l] is computed as
hash(H [l− 1]‖o‖l‖i), with H [0] = NULL, and represents an operation o with sequence
number l executed by Ci. (The notation ‖ stands for concatenating values as bit strings.)
A variable u is set to o whenever the client has invoked an operation o but not yet com-
pleted it; otherwise u is ⊥. Variable Z maps the sequence number of every operation
that the client has executed himself to the status of the operation. The client only needs
the entries in Z with index greater than c.

The (correct) server also keeps several variables locally. She stores the invoked oper-
ations in a map I and the completed operations in a map O, both indexed by sequence
number. Variable t determines the global sequence number for the invoked operations.
Finally, variable b is the sequence number of the last broadcast operation and ensures
that S disseminates operations to clients in the global order.

Protocol. When client Ci invokes an operation o, he stores it in u and sends an INVOKE

message to S containing o, c, and τ , a digital signature computed over o and i. In
turn, a correct S sends a REPLY message with the list ω of pending operations; they
have a sequence number greater than c. Upon receiving a REPLY message, the client
checks that ω is consistent with any previously sent operations and uses ω to assemble
the successful pending-self operations μ and the pending-other operations γ. He then
determines whether o can be executed or has to be aborted.

In particular, during the loop in Algorithm 1, for every operation o in ω, Ci deter-
mines its sequence number l and verifies from the digital signature that o was indeed
invoked by Cj . He computes the entry of o in the hash chain from o, l, j, and H [l− 1].
If H [l] = ⊥, then Ci stores the hash value there. Otherwise, H [l] has already been set
and Ci verifies that the hash values are equal; this means that o is consistent with the
pending operation(s) that S has sent previously with indices up to l.

If operation o is his own and its saved status in Z[l] was SUCCESS, then he appends
it to μ. The client remembers the status of his own operations in Z , since commuteF
depends on the state and that could have changed if he applied operations after commit-
ting o.

Finally, when Ci reaches the end of ω (i.e., when Ci considers o = u), he checks
that ω is not empty and that it contains u at the last position. He then creates a tem-
porary state a by applying μ to the current state s, and tests whether u commutes with
the pending-other operations γ in a. If they do, he records the status of u as SUCCESS

in Z[l] and computes the response r by executing u on state a. If u does not commute
with γ, he sets status of u to ABORT and r ← ⊥. Then Ci signs u together with its se-
quence number, status, and hash chain entry H [l] and includes all values in the COMMIT

message sent to S.
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Algorithm 1. Commutative-operation verification protocol (client Ci)

State
u ∈ O ∪ {⊥}: the operation being executed currently or ⊥ if no operation runs, initially ⊥
c ∈ N0: sequence number of the last operation that has been confirmed, initially 0
H : N0 → {0, 1}∗: hash chain (see text), initially containing only H [0] = NULL

Z : N0 → Z: status map (see text), initially empty
s ∈ S : current state, after applying operations, initially s0

upon invocation o do
u ← o
τ ← signi(INVOKE‖o‖i)
send message [INVOKE, o, c, τ ] to S

upon receiving message [REPLY, ω] from S do
γ ← 〈〉 // list of pending-other operations
μ ← 〈〉 // list of successful pending-self operations
k ← 1
while k ≤ length(ω) do

(o, j, τ ) ← ω[k]
l ← c+ k // promised sequence number of o
if not verifyj(τ, INVOKE‖o‖j) then

halt
if H [l] = ⊥ then

H [l] ← hash(H [l − 1]‖o‖l‖j) // extend hash chain
else if H [l] �= hash(H [l− 1]‖o‖l‖j) then // server replies are inconsistent

halt
if j = i ∧ Z[l] = SUCCESS ∧ k < length(ω) then

μ ← μ ◦ 〈o〉
else if j �= i then

γ ← γ ◦ 〈o〉
k ← k + 1

if k = 1 ∨ o �= u ∨ j �= i then // variables o, j, and l = c+ length(ω) keep their values
halt // last pending operation must equal the current operation

(a, r) ← F (s, μ) // compute temporary state with successful pending-self operations
if commuteF (a, 〈u〉, γ) then // u = o is the current operation

(a, r) ← F (a, u) // compute response to u
Z[l] ← SUCCESS

else
r ← ⊥
Z[l] ← ABORT

φ ← signi

(
COMMIT‖u‖l‖H [l]‖Z[l]

)

send message [COMMIT, u, l, H [l], Z[l], φ] to S
u ← ⊥
return r
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Algorithm 2. Commutative-operation verification protocol (client Ci, continued)

upon receiving message [BROADCAST, o, q, h, z, φ, j] from S do
if not

(
q = c+ 1 and verifyj(φ, COMMIT‖o‖q‖h‖z)) then // server replies are not

consistent
halt

if H [q] = ⊥ then // operation has not been pending at client
H [q] ← hash(H [q − 1]‖o‖q‖j)

if h �= H [q] then
halt // server replies are not consistent

if z = SUCCESS then // at this point, the operation is confirmed
(s, r) ← F (s, o) // apply the operation and ignore response

c ← c+ 1

Algorithm 3. Commutative-operation verification protocol (server S)

State
t ∈ N0: sequence number of the last invoked operation, initially 0
b ∈ N0: sequence number of the last broadcast operation, initially 0
I : N → O × N0 × {0, 1}∗: invoked operations (see text), initially empty
O : N → O × {0, 1}∗ × Z × {0, 1}∗ × N: committed operations (see text), initially empty

upon receiving message [INVOKE, o, c, τ ] from Ci do
t ← t+ 1
I [t] ← (o, i, τ )
ω ← 〈I [b+ 1], . . . , I [t]〉 // include non-committed operations and o
send message [REPLY, ω] to Ci

upon receiving message [COMMIT, o, q, h, z, φ] from Ci do
O[q] ← (o, h, z, φ, i)
while O[b + 1] �= ⊥ do // broadcast operations ordered by their sequence number

b ← b+ 1
(o′, h′, z′, φ′, j) ← O[b]
send message [BROADCAST, o′, b, h′, z′, φ′, j] to all clients

Upon receiving a COMMIT message for an operation o with sequence number q, the
(correct) server records its content as O[q] in the map of committed operations. Then she
is supposed to send a BROADCAST message containing O[q] to the clients. She waits
with this until she has received COMMIT messages for all operations with sequence
number less than q and broadcast them. This ensures that completed operations are
disseminated in the global order to all clients. Waiting here leads to blocking in BST,
as mentioned in the Introduction. In COP, this does not forbid clients from progressing
with their own operations as we explain below.

In a BROADCAST message received by client Ci, the committed operation is rep-
resented by a tuple (o, q, h, z, φ, j). The client conducts several verification steps; if
successful, we say o is confirmed. Subsequently he applies o to his state s. In more
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detail, the client first verifies that the sequence number q is the next operation accord-
ing to c; hence, o follows the global order and the server did not omit any operations.
Second, he uses the digital signature φ on the message to verify that Cj indeed com-
mitted o. Lastly, Ci computes his own hash-chain entry H [q] for o and confirms that
it is equal to the hash-chain value h from the message. This ensures that Ci and Cj

have received consistent operations from S up to o. Once the verification succeeds, the
client applies o to his state s only if its status z was SUCCESS, that is, when Cj has not
aborted o.

Commuting operation sequences. Consider the following example F of a counter re-
stricted to non-negative values: Its state consists of an integer s; an add(x) operation
adds x to s and returns TRUE; a dec(x) operation subtracts x from s and returns TRUE

if x ≤ s, but does nothing and returns FALSE if x > s. Suppose the current state s at
Ci is 7 and Ci executes dec(4) and subsequently dec(6). During both operations of Ci,
the server announces that add(2) by another client is pending. Note that Ci executes
dec(4) successfully but aborts dec(6) because dec(6) does not commute with add(2)
from 3, the temporary state (a in Algorithm 1) computed by Ci after the pending-self
operation. However, the latter two operations, add(2) and dec(6), do commute in the
current state 7. This shows why the client executes the pending-self operations before
testing the current operation for a conflict.

Suppose now the current state s is again 7 and Ci executes dec(4). The server reports
the pending sequence 〈dec(2), dec(3)〉. Thus, Ci aborts dec(4). Even though dec(4)
commutes with dec(2) and with dec(3) individually in state 7, it does not commute
with their sequence. This illustrates why COP checks for a conflict with the sequence
of pending operations.

Memory requirements. For saving storage space, the client may garbage-collect entries
of H and Z with sequence numbers smaller than c. The server can also save space by
removing the entries in I and O for the operations that she has broadcast. However, if
new clients are allowed to enter the protocol, the server should keep all operations in O
and broadcast them to new clients upon their arrival.

With the above optimizations the client has to keep only pending operations in H
and pending-self operations in Z . The same holds for the server: the maximum number
of entries stored in I and O is proportional to the number of pending operations at any
client.

Communication. Every operation executed by a client requires him to perform one
roundtrip to the server: send an INVOKE message and receive a REPLY. For every ex-
ecuted operation the server simply sends a BROADCAST message. Clients do not com-
municate with each other in the protocol. However, as soon as they do, they benefit
from fork-linearizability and can easily discover a forking attack by comparing their
hash chains.

Messages INVOKE, COMMIT, and BROADCAST are independent of the number of
clients and contain only a description of one operation, while the REPLY message con-
tains the list of pending operations ω. If even one client is slow, then the length of ω
for all other clients grows proportionally to the number of further operations they are
executing. To reduce the size of REPLY messages, the client can remember all pending
operations received from S, and S can send every pending operation only once.
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Aborts and wait-freedom. Every client executing COP can proceed with an operation o
for F as long as it does not conflict with pending operations of other clients. Observe
that the state used by the client for executing o reflects all of his own operations executed
so far, even if he has not yet confirmed or applied them to his state because operations of
other clients have not yet completed. After successfully executing o, the client outputs
the response immediately after receiving the REPLY message from S. A conflict arises
when o does not commute with the pending operations of other clients. In this case, the
client aborts o and outputs ⊥, according to F ′.

Hence, for F where all operations and operation sequences commute, COP is wait-
free. For arbitrary F , however, no fork-linearizable Byzantine emulation can be wait-
free [8]. COP avoids blocking via the augmented functionality F ′. Clients complete
every operation in the sense of F ′, which includes aborts; therefore, COP is wait-free
for F ′. In other words, regardless of whether an operation aborts or not, the client may
proceed executing further operations.

To mitigate the risk of conflicts, the clients may employ a synchronization mech-
anism such as a contention manager, scheduler, or a simple random waiting strategy.
Such synchronization is common for services with strong consistency demands. If one
considers also clients that may crash (outside our formal model), then the client group
has to be adjusted dynamically or a single crashed client might hold up progress of
other clients forever. Previous work on the topic has explored how a group manager
or a peer-to-peer protocol may control a group membership protocol [18, 27]; these
methods apply also to COP.

Analysis. COP emulates the abortable functionalityF ′ on a Byzantine server with fork-
linearizability. Furthermore, all histories of COP where the clients execute operations
sequentially are fork-linearizable w.r.t. F (no operations abort), and if, additionally, the
server is correct, then all such histories are also linearizable w.r.t. F . Here we give only
a brief summary of this result; the details appear in the full version [7].

There are two points to consider. First, with a correct S, we show that the output
of every client satisfies F ′ also in the presence of many pending-self operations. The
check for commutativity, applied after simulating the client’s pending-self operations,
ensures that the client’s response is the same as if the pending-other operations would
have been executed before the operation itself.

The second main innovation lies in the construction of a view for every client that
includes all operations that he has executed or applied, together with those of his opera-
tions that some other clients have confirmed. Since these operations may have changed
the state at other clients, they must be considered. More precisely, some Ck may have
confirmed an operation o executed by Ci that Ci has not yet confirmed or applied. In
order to be fork-linearizable, the view of Ci must include o as well, including all oper-
ations that were “promised” to Ci by S in the sense that they were announced by S as
pending for o. It follows from the properties of the hash chain that the view of Ck up
to o is the same as Ci’s view including the promised operations. The view of Ci further
includes all operations that Ci has executed after o. Taken together this demonstrates
that every execution of COP is fork-linearizable w.r.t. F ′.
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4 Authenticated Computation

In this section, we introduce Authenticated COP or ACOP , which shifts state
maintenance and service execution to the server and lets clients only perform verifi-
cation. ACOP extends COP with an authenticated data structure [24] for the service
functionality. It enables authenticated remote computation for many realistic services
with complex interfaces[12, 25, 9, 17], such as indexed databases, search trees, docu-
ment processing services, and generic storage schemes; typically their operations per-
mit queries and updates. Recent advances in cryptographic tools for verifying remote
computation suggest that it may even become feasible to construct authenticators for
generic computations while preserving the privacy of the inputs [14, 2].

4.1 Authenticated COP

We consider a server that stores shared state and executes operations of the function-
ality F invoked by clients. When F supports an authenticated data structure [24], the
clients may verify the integrity of a response to an operation from a cryptographic proof
in the form of an authenticator for the response. ACOP results from integrating the au-
thenticated data structure into COP and ensures the fork-linearizability of the service,
retaining all other benefits of COP.

More formally, suppose S maintains the state of F in variable x, called the server’s
state; when S receives an operation o from a client, she should update the state by
executing (x′, r) ← F (x, o) and send the response r to the client. For adding authenti-
cation, the server’s state is extended to include authentication data, and an authenticator
α is computed with the response as (x′, α, r) ← authexecF (x, o). The server sends r
together with α to the client. The client maintains a digest d between operations, which
authenticates the (potentially large) state of F maintained by S. For checking the cor-
rectness of the response, the client computes (d′, r′) ← verifyF (d, α, o, r), whereby
r′ = ⊥ indicates that the verification failed, and otherwise, r′ = r is the correct re-
sponse. The authexecF and verifyF operations encapsulate the authenticated data struc-
ture; more information can be found in the rich literature on the subject [28, 22]. For
practical authentication techniques such as hash trees and authenticated dictionaries, α
is usually much smaller than the full state.

We now describe how to extend Algorithms 1–3 for ACOP.

4.2 Server

We start with the changes for S. As part of her state, S additionally maintains a state
map X : N0 → {0, 1}∗ indexed by operations, where X [0] = s0 is the initial state.
Entry X [b] is assigned when the server broadcasts an operation with sequence number b
such that X [b] contains the result of executing the operations with sequence numbers
from 1, . . . , b.

When the server receives the INVOKE message from Ci with an operation o, she
increments the index t and considers the pending operations ω with index between b
and t. Then S executes the pending-self operations ν of Ci, which include o, to obtain
the response and authenticator for o as (x′, α, r) ← authexecF (X [b], ν); she sends ω
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and r to Ci together with α. Note that x′ is discarded and that S uses X [b] to compute
the result using the operation sequence ν, which includes o, as Ci has only applied the
operations with sequence numbers 1, . . . , b at the time when he invokes o.

In COP the client checks for commutativity between an invoked operation and the
pending operations by himself. With the above modification, S also needs to abort op-
erations as the client would determine from commuteF when computing r and α, and
S must include additional information that allows the client to execute commuteF . In
practice, the server may store only the latest state X [b] and the changes induced by the
operations with lower sequence numbers. Moreover, once S learns from INVOKE mes-
sages that all clients have received and applied all operations with sequence number q,
then she may discard the state changes for q as well.

4.3 Client

The clients no longer maintain state s and instead store a digest map G : N0 → {0, 1}∗
indexed by operations, where G[q] authenticates the state resulting from executing the
operations with index up to q, starting from s0. The client uses G to verify the server’s
responses to his operations in a REPLY message. In particular, for operation o, client Ci

runs Algorithm 1, executes its pending-self operations (μ) upon input G[c] to obtain a
temporary state a and a corresponding digest g, performs the commutativity check, and,
if successful, computes (d′, r′) ← verifyF (g, α, o, r). The client halts if the original
algorithm halts or if r′ = ⊥; otherwise, the response is r ← r′. The client augments
the COMMIT message with α and r′ and signs the entire message. Note that d′ is again
used only temporarily for verifying the pending-self operations and is discarded when
the method returns.

Upon receiving a BROADCAST message when the last confirmed operation has in-
dex c, the client verifies the signature from client Cj that invoked the operation and the
hash value as before. Then Ci intends to verify that the response and digest are con-
sistent (between him and Cj ) and to compute the next digest G[c + 1]. Note that Ci

cannot use α, however, to update the digest, as α authenticates o in the state where Cj

committed it, but this state may differ from the state at index c, which is current for Ci.
We therefore require that S sends an additional authenticator α′ for o in state X [c]. The
client verifies that α′ and r correspond to o by executing (G[c + 1], r′) ←
verifyF (G[c], α′, o, r), and verifying that r′ �= ⊥. The client may garbage-collect en-
tries in G in a similar way as for the hash chain in COP.

5 Conclusion

This paper has introduced COP and ACOP, two variants of the Commutative-Operation
verification Protocol, which allow a group of clients to execute a generic service coordi-
nated by a remote untrusted server. COP ensures fork-linearizability and allows clients
to easily verify the consistency and integrity of the service responses. In contrast to pre-
vious work, COP is wait-free and supports commuting operation sequences (but may
sometimes abort conflicting operations); ACOP extends COP by shifting state and op-
eration execution from the clients to the server.
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Given the popularity of outsourced computation and cloud computing, the problem
of checking the results of remote computations cryptographically has received a lot of
attention recently [11, 26, 14, 2]. However, these protocols typically address only a two-
party model and, with some exceptions [2], do not support state changes. An important
direction for future work lies in integrating these verifiable computation protocols into
COP and related protocols for guaranteeing cryptographic integrity in the sense of fork-
linearizability for multiple clients.
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