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Preface

Representing turbulence by a small number of quantities, such as intensity and
length scale, for example, is appropriate and efficient in many engineering situa-
tions. Resolving most of or even all turbulent motion by means of Large-Eddy
Simulation (LES) or Direct Numerical Simulation (DNS), respectively, provides
much more information but is computationally very demanding. Recent years have
witnessed an ever-increasing availability of computer power so that the approach
can now be applied by many researchers. Indeed, a minimum number of operations,
determined by the grid size and the required time steps, needs to be executed to
obtain sound separation of length and timescales between the smallest and the
largest resolved ones.1 During recent years, the required performance threshold is
met by more and more computer systems. Also, discretization methods and solution
algorithms have improved as a result of decades of scientific activities in this field.
As a consequence, meaningful DNS and LES can now be performed for more and
more applications. For the same reason, a central issue of LES, subgrid-scale
modelling, has become less critical today as the grid scales are further away from
the resolved scales than before. Still, these methods present lots of pitfalls, and a
cost-effective simulation requires optimal models. Much work has been done on
improving discretization schemes, subgrid-scale models and other model contri-
butions such as generation of inflow turbulence. On this basis, the development and
application of these methods and models continues to be a very active field of
research. More and more data sets from DNS nowadays provide detailed and
accurate reference for improved understanding and development of physical
models.

“Direct and Large-Eddy Simulation 9” was organized in Dresden, Germany,
with a local team from the Institute of Fluid Mechanics at TU Dresden and the
Helmholtz Center Dresden Rossendorf. This ninth edition took place almost two
decades after the start of this ERCOFTAC workshop series in 1994. The first event,
DLES1, had been organized by Peter Voke at the University of Surrey and seen 25

1 S.B. Pope, New J. Phys. 6:35, 2004.
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papers, almost equally partitioned into four sessions, turbulent structures and round
jets, subgrid-scale modelling, stratified and atmospheric flows and transition. The
papers mainly came from those European countries in possession of large com-
puters, six from Great Britain, four from France, the Netherlands and Germany,
each, two from Italy and Sweden, one from Switzerland and Norway and two from
overseas, USA and Japan, all attributed according to the first author.

During the 20 years since then, the workshop has substantially increased in size
and has been tracing the development of the subject from an exclusive one to a
broadly applied and fast developing area of research. DLES9 in 2013 so far was the
biggest event of the series with 86 contributed talks and 23 poster presentations,
selected after a careful reviewing process. Naturally, the range of session topics has
become much broader compared to DLES1. Beyond the traditional core subjects of
DLES, LES modelling, numerics, turbulent structures, transition and environmental
flows, they have been spreading to further applications, among which reactive flows
and combustion together with multiphase flows being the larges ones, in terms
of the number of papers. Certain methodological topics which have come up over
recent years were also featured at DLES9, such as quality of LES and extension to
hybrid LES/RANS methods, while other sessions dealt with developments and
results in further application areas. A special session on MHD turbulence was put
together by HZDR. In addition to the regular contributions, nine keynote presen-
tations provided overviews of recent developments and state of the art for transition
(Dan Henningson), cavitation (Stefan Hickel), marine boundary layers (Peter Sul-
livan), combustion (Heinz Pitsch), LES modelling (Roel Verstappen), MHD tur-
bulence (Annick Pouquet), multiphase flow (Alfredo Soldati), jet noise (Tim
Colonius) and applications to industrial flows (Florian Menter).

Most of the invited and contributed papers have been submitted for inclusion in
the Proceedings of DLES9 and after a careful review procedure most of these can
be found in this volume. The papers are grouped into themes, mostly along the
order of the sessions of the workshop. These contributions give a good overview
of the most important current issues and application areas in DNS and LES. Fun-
damental issues related to the usage of LES and the development of the various
models required for LES are still an important research topic. The applications to
various research questions show that LES and DNS have become important tools
for fundamental research able to generate substantial physical insight into numerous
phenomena related to various and diverse turbulent flows.

The organization of the ERCOFTAC DLES9 Workshop and the preparation
of these proceedings would not have been possible without the support of many.
We thank the members of the Scientific Committee for their contribution to the
reviewing process and the numerous helpers involved in preparing and managing
the event as well as handling the proceedings. We also gratefully acknowledge
financial support from the J.M. Burgerscentrum, ANSYS Germany, Innius GTD,
Howden Germany, DFG priority programme MetStröm, Gesellschaft der Freunde
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und Förderer der TU Dresden and Helmholtz-Zentrum Dresden Rossendorf. The
European Research Community on Flow, Turbulence and Combustion, ERCOF-
TAC, supported the attendance and contribution of young scientists to DLES9 by
making available scholarships to Ph.D. students.

Dresden, May 2014 Jochen Fröhlich
Hans Kuerten

Bernard J. Geurts
Vincenzo Armenio
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Part I
LES Modelling



On Scale Separation in Large Eddy
Simulations

Roel Verstappen

1 Large Eddy Simulation

Since the larger eddies in turbulent flow cannot reach a near equilibrium between
the rate at which energy is supplied and the rate at which energy is dissipated (by
the action of viscosity), they break up, transferring their energy to somewhat smaller
scales. The smaller scales undergo a similar break-up process, and transfer their
energy to yet smaller scales. The energy cascade continues until the scale becomes
so small that dissipation is getting predominant. The entire spectrum—ranging from
the scaleswhere the flow is driven to the smallest, dissipative scales—is to be resolved
numerically when turbulence is computed directly. In most applications, however,
we can only resolve the larger eddies, and certainly not the small scales where the
dissipation takes place. Therefore, finding a coarse-grained description is one of the
main challenges to turbulence research. Large eddy simulation (LES) seeks to predict
the dynamics of spatially filtered turbulent flows. Therefore a spatial filter is applied
to the incompressible Navier-Stokes (NS) equations,

∂t u + C(u, u) + D(u) + ∇ p = C(u, u) − C(u, u) = −∇ · (u ⊗ u − u ⊗ u
)

(1)

where it is assumed that the filter u �→ u commutes with linear differential operators
in the NS-equations. This applies for example to the diffusive operator D = −ν∇2.
The main problem is that the filter does not commute with the nonlinear, convective
operator C(u, v) = (u · ∇)v.

The right-hand side in Eq. (1) represents the effects of the residual scales on the
larger eddies (the part of the fluid motion with velocity u). It depends on both u and
u, due to the nonlinearity. To remove the dependence on u the commutator of C and
the filter is replaced by a closure model −∇ · τ(u). The motion of the larger eddies
is then governed by
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4 R. Verstappen

∂t v + C(v, v) + D(v) + ∇q = −∇ · τ(v). (2)

Here the variable name is changed from u to v to stress that the solution of the
equation above differs from that of Eq. (1), because the closure model is not exact.
The inequality∇ ·τ(u) �= ∇ ·(u ⊗ u − u ⊗ u

)
is crucial, since information is to be

lost: the solution v of Eq. (2) must possess less scales of motion (degrees of freedom)
than the Navier-Stokes solution u; see also Guermond et al. [1]. Finding a closure
model that is both inexact (to reduce the complexity of the flow) and accurate (to
approximate the dynamics of the larger eddies well) represents the main difficulty to
LES. Because turbulence is so far from being completely understood, there is a wide
range of closure models, mostly based on heuristic, ad hoc arguments that cannot be
derived from the NS-equations, see for example [2] and the references therein.

2 Scale Truncation

The very essence is of LES is that the solution v of Eq. (2) contains only scales of
size≥ δ, where δ is the user-chosen length of the filter u �→ u. This property enables
us to solve (2) numerically when it is not feasible to compute the full turbulent field
u numerically. Therefore we view the closure model τ as a function of v that is
designed such that it stops the production of small scales of motion from continuing
at the filter scale. Here the filtering operator u �→ u is defined by

u = 1

|Ωδ|
∫

Ωδ

u(x, t) dx

where the domain Ωδ has diameter δ. This filter is known as a box or top-hat filter.
Furthermore, we suppose that Ωδ is a periodic box, so that boundary terms resulting
from integration by parts (in the computations to come) vanish. It may be emphasised
here that the periodicity conditions are applied to v, not to u, and δ is supposed to be
the smallest scale in v.

Poincaré’s inequality states that there exists a constant Cδ , depending only onΩδ ,
such that for every function v in the Sobolev space W 1,2(Ωδ),

∫

Ωδ

||v − v||2 dx ≤ Cδ

∫

Ωδ

||∇v||2 dx (3)

The optimal constant Cδ - the Poincaré constant for the domain Ωδ - is the inverse of
the smallest (non-zero) eigenvalue of the dissipative operator−∇2 onΩδ . Payne and
Weinberger [3] have shown that the Poincaré constant is given by Cδ = (δ/π)2 for
convex domainsΩδ . It may be stressed here that the upper bound given by Poincaré’s
inequality is sharp: the equality sign in Eq. (3) holds if v is fully aligned with the
eigenfunction of −∇2 on Ωδ that is associated to the eigenvalue 1/Cδ .
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The residual field v′ = v − v contains eddies of size smaller than δ. These small
scales are produced by the nonlinear, convective term in Eq. (2). The closure model
must keep them from becoming dynamically significant. Poincaré’s inequality (3)
shows that the L2(Ωδ) norm of the residual field v′ is bounded by a constant (inde-
pendent of v) times the L2(Ωδ) norm of ∇v. Consequently, we can confine the
dynamically significant part of the motion to scales ≥ δ by controlling the velocity
gradient. To see how the evolution of the L2(Ωδ) norm of ∇v is to be restrained by
the closure model, we consider the residual field v′ first:

d

dt

∫

Ωδ

1
2 ||v′||2 dx =

∫

Ωδ

(
−ν||∇v′||2 + T

(
v, v′) + τ ′(v) : ∇v′ )

dx (4)

The middle term in the right-hand side stands for the energy transfer from v to v′; the
last term represents the eddydissipation, i.e., the dissipation resulting from the closure
model. Equation (2) should not produce residual scales, i.e., the eddy dissipation has
to balance the energy transfer at the scale set by the filter. Now suppose that the
closure model is taken such that the last two terms in (4) cancel each other out. Then,

d

dt

∫

Ωδ

1
2 ||v′||2 dx = −ν

∫

Ωδ

||∇v′||2 dx (5)

This equation shows that the evolution of the energy of v′ is not depending on v.
Stated otherwise, the energy of residual scales dissipates at a natural rate, without
any forcing mechanism involving scales larger than δ. With the help of the Poincaré
inequality (3) and the Gronwall lemma, we obtain from Eq. (5) that the energy of
the residual scales decays at least as fast as exp (−νt/Cδ), for any filter length δ.
Applying Poincaré’s inequality and Gronwalls lemma to

d

dt

∫

Ωδ

1
2 ||∇v||2 dx = −ν

∫

Ωδ

||∇2v||2 dx (6)

results into the same rate of decay. So, we can keep the residual v′ under control by
imposing (6). The left-hand side in Eq. (6) can be rewritten with the help of Eq. (2).
This yields (after integration by parts with vanishing boundary terms),

d

dt

∫

Ωδ

1
2 ||∇v||2 dx =

∫

Ωδ

(
−ν||∇2v||2 − ∇ ((v · ∇)v) : ∇v − τ(v) : ∇ ∇2v

)
dx

Thus we see that Eq. (6) holds if the contributions of the last two terms in the
right-hand side above cancel each other out. Since the convective derivative is skew-
symmetric,

(v · ∇)∗ = −(v · ∇), (7)
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we have
∫
Ωδ

∇ ((v · ∇)v) : ∇v dx = ∫
Ωδ

∇vT ∇v : ∇v dx . Consequently, the
energy of the residual scales decays at least as fast as exp (−νt/Cδ), for any filter
length δ if

∫

Ωδ

τ(v) : S(∇2v) dx =
∫

Ωδ

(
A2(v) − S2(v)

)
: S(v) dx (8)

where we have split the velocity gradient into its symmetric S(v) = 1
2 (∇v + ∇vT)

and skew-symmetric part A(v). In addition, τ is supposed to be symmetric.
Condition (8) can also be derived with the help of the vorticity ω = ∇ × v, since

∫

Ωδ

||ω||2 dx =
∫

Ωδ

||∇v||2 dx

By taking the curl of Eq. (2) we find the vorticity equation and from that we obtain

d

dt

∫

Ωδ

1
2 ||ω||2 dx =

∫

Ωδ

(
−ν||∇ω||2 + ω · S(v)ω + τ(v) : ∇(∇ × ω)

)
dx

In the right-hand sidewe recognise the vortex stretching term that can produce smaller
scales of motion and the eddy dissipation that should counteract the production of
smaller scales at the scale δ. As before, the net contribution of these terms should
vanish. Now, by comparing this condition and our previous condition term-by-term
we obtain the equality

∫

Ωδ

ω · S(v)ω dx =
∫

Ωδ

(
A2(v) − S2(v)

)
: S(v) dx

Furthermore, the (point-wise) identityω⊗ω = 4 A2(v)+||ω||2 I yieldsω · S(v) ω =
ω ⊗ ω : S(v) = 4A2(v) : S(v). In this way we find that

∫
Ωδ

A2(v) : S(v) dx =
− 1

3

∫
Ωδ

S2(v) : S(v) dx . Consequently, the right-hand side inEq. (8) canbe expressed
in terms of the third invariant,

r(v) = − 1
3 tr(S3(v)) = −det(S(v)),
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of the strain rate tensor S. This leads to the following condition

∫

Ωδ

τ(v) : S(∇2v) dx = 4
∫

Ωδ

r(v) dx (9)

which guarantees that scales of size smaller than δ are not produced.

3 Modelling Consistency

Ideally we want to meet Eq. (9) for a closure model that represents the effects of the
residual scales on the larger eddies accurately, i.e., τ(u) ≈ u ⊗ u − u ⊗ u. The
closure error can be estimated for a convolution filter with a Gaussian kernel, e.g.
This is typically done in Fourier space. There the Gaussian filter reads

u(k) = exp

(
− δ2

4γ
|k|2

)
u(k) (10)

where γ is the shape parameter. Equation (10) can be inverted since the exponential
is nonzero. However, the inversion is not stable, because 1/exp(−|k|2δ2/4γ ) → ∞
as the wavenumber |k| goes to infinity. Therefore Eq. (10) is inverted inexactly. By
omitting terms of the order of δ4, we get the approximation u′ = −(αδ)2 ∇2u. The
coefficient α2 = 1/(4γ ) depends on choice of the shape parameter in the kernel.
The lowest order approximation u′ = −(αδ2)∇2u is generic for symmetric filters,
i.e., applies to our box filter too. Any convolution filter satisfies Young’s inequality
which states that the energy of the filtered field u is less than (or at most equal to)
the energy of the full, unfiltered field u. For a box filter with the approximation
u′ = −(αδ)2 ∇2u, we have

1
2

∫

Ωδ

||u||2 dx = 1
2

∫

Ωδ

||u||2 − 2(αδ)2||∇u||2 + ||u′||2 dx
(3)≤ (11)

1
2

∫

Ωδ

||u||2 + (Cδ − 2(αδ)2)||∇u||2 dx ≤ 1
2

∫

Ωδ

||u||2 dx

providedCδ−2(αδ)2 ≤ 0. Often, γ is taken equal to 6, which results intoα2 = 1/24.
Since this choice of γ violates Young’s inequality, we take

u′ = − 1
2Cδ ∇2u (12)
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This approximation results into τ(u) = Cδ ∇uT ∇u + O(δ4). The leading term

τ(v) = Cδ ∇vT ∇v (13)

is known as the Clark model [4], where we have modified the coefficient so that
Young’s inequality is satisfied. The Clark model is notorious for its unstable behav-
iour. Again this illustrates the conflicting demands between which we compromise;
here: modelling consistency versus stability.

4 Forward Transfer: Eddy Viscosity

In this section, we consider the closure problem in the case that the third invariant r(v)
of the rate-of-strain tensor S(v) is nonnegative. This corresponds to forward transfer
of energy at the scale δ set by the filter; the other possibility (backward transfer) will
be dealt with in the next section. In case that r > 0, the larger eddies lose energy by
interacting with the smaller scales of motion. This loss can be described by an eddy
viscosity model,

τ(v) − 1
3 tr(τ )I = −2 νt S(v) (14)

where νt denotes the eddy viscosity. The classical Smagorinsky model reads νt =
C2

S δ2
√
4q in which

q(v) = 1
2 tr(S(v)2)

is the second invariant of the strain rate tensor S(v). For the eddy viscosity model
(14) the scale separation condition (9) reads

2νt

∫

Ωδ

S(v) : S(−∇2v) dx = 4
∫

Ωδ

r(v) dx (15)

where we have taken νt constant in Ωδ . The symmetric differential operator −∇2 is
positive definite on Ωδ . The eigenvalues μi of −∇2 can be ordered. The inverse of
the Poincaré constant is the smallest: 0 < 1/Cδ = μ1 < μ2 < μ3 < · · · Hence,

∫

Ωδ

S(v) : S(−∇2v) dx ≥ 1

Cδ

∫

Ωδ

S(v) : S(v) dx = 2

Cδ

∫

Ωδ

q(v) dx

where the equality sign applies if v is fully aligned with the eigenfunction associated
with the smallest eigenvalue μ1 = 1/Cδ . Thus we obtain the lowerbound
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νt ≥ Cδ

r(v)

q(v)
(16)

where the bar denotes the box filter, i.e., the average over Ωδ .
It has not been established, thus far, that taking the minimal amount of eddy

viscosity, that is

νt = Cδ

r(v)

q(v)
, (17)

will adequatelymodel the subfilter contributions to the evolution of the filtered veloc-
ity. Projecting both the eddy viscosity model (14–17) and the Clark model (13) onto
the tensor −S(v) leads to the following consistency question

2Cδ

r(v)

q(v)

∫

Ωδ

S(v) : S(v) dx
?= −Cδ

∫

Ωδ

∇vT∇v : S(v) dx .

In Sect. 2 it was shown that the right-hand side equals 4Cδ

∫
Ωδ

r(v) dx . That is, r(v)
provides a measure of the alignment of the Clark model and S(v). By definition we
have S : S = 2q. So, the eddy viscosity model given by Eq. (17) coincides with
the projection of the Clark model. Stated differently, the eddy viscosity model (17)
yields as much dissipation as the Clark model, i.e., the eddy viscosity model (17)
is consistent in that sense. The overall situation is sketched in Fig. 1. The horizontal
axis in this figure represents all possible eddy viscosity models; the axis is spanned
by−2S(v) and parameterised by the eddy viscosity. The shaded part of the horizontal
axis in Fig. 1 depicts the subset of eddy viscosities that satisfy the scale separation
condition (16).

To compute the eddy viscosity νt according to Eq. (17), we need know how q and
r vary within Ωδ . Here, we cannot simply take q(v) = q(v), because the relation
between q and v is nonlinear. This problem is similar to the closure problem in LES,
except that the original closure problem concerns the residual of the NS-solution u,
whereas here it is about the residual of the large-eddy solution v. To recover some of
the information lost in the filtering process, we make use of the approximation

Fig. 1 Some LES-models in
the space of symmetric 3× 3
tensors

•

•

0
C r/q

−2S

( 4)

Eq. (16)

exact

Clark

eddy viscosity models

u⊗u−u⊗u

C
vT v

δ 

∇∇

δ 

δ 
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v′ = − 1
2Cδ ∇2v (18)

Compare Eq. (12). In homogeneous, isotropic turbulence, the ratio of r and q3/2

scales like Re0. This scaling law suggests to adopt the approximation

νt = Cδ

r(v)

q(v)3/2

(
q(v)

q(v)

)1/2 √
q(v)

With the help of Eq. (18) it can be shown that q(v) ≤ ( 3
2

)2
q(v) where the equality-

sign holds if v is fully aligned with eigenfunction of −∇2 on Ωδ associated with the
eigenvalue 1/Cδ . Thus we obtain (in lowest order) the eddy viscosity model

νt (v) = 3
2 Cδ

r(v)

q(v)
(19)

This model has the following properties: (a) νt = 0 in any (part of the) flow where
r = 0, i.e., the eddy viscosity vanishes if the transport to scales < δ is absent; (b)
νt = 0 in all 3D flows in which it should vanish according to Vreman [5]; (c) νt = 0
at a wall; (d) νt → 0 if δ approaches the Kolmogorov scale, i.e., δ ∝ Re−3/4 ; and
(e) the corresponding Smagorinsky coefficient is bounded by Lilly’s value: CS ≤
1/

√
2π2

√
3 ≈ 0.17 [6, 7].

5 Regularization of Backward Transfer

So far the closure model (eddy viscosity) has been determined such that the corre-
sponding dissipation neutralises the production of scales of size smaller than δ. In
case the production is negative, r ≤ 0, the scale separation condition (15) results
into a negative eddy viscosity. This is because energy is transferred from the residual
scales to the larger eddies. Hence, in case of backscatter (r < 0) the eddy viscosity
has to become negative to represent the influx of energy to the larger eddies. Since
this leads to stability problems (comparable to the Clark model), we consider an
alternative for the eddy viscosity model in case of backscatter. Alternatively, the
computational complexity can also be reduced by replacing the nonlinearity C(u, u)

in the NS-equations by a regularization C̃(u, u), where the regularization is to be
taken such that the large scales of motion remain unaltered, whereas the tail of the
modulated spectrum falls of much faster than the NS-spectrum. Examples can be
found in [8, 9], e.g.

Regularization is usually applied to the NS-equations. We do something else:
here a regularization is applied the filtered (!) NS-equations (1). The term C(u, u)
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appears on both sides of the filtered NS-equations. Hence, on both sides, it can
be replaced by a regularization C̃(u, u). Thus if the closure −∇ · τ̃ (v) models the
rhs-term C̃(u, u) − C(u, u), we get the blend

∂t v + C̃(v, v) + D(v) + ∇q = −∇ · τ̃ (v) (20)

where, as before, the solution v is supposed to approximate the filtered velocity field
u. Once again, the closure can be described by an eddy viscosity model:

τ̃ (v) − 1
3 tr(̃τ )I = −2 ν̃t S(v) (21)

where ν̃t denotes the (modified) eddy viscosity. This eddy viscosity is also restricted
by a scale separation condition. To determine that condition, we must first choose
the regularization method.

The NS-equations conserve particular quantities (like the energy, enstropy (in
2D) and helicity) if there is no viscous dissipation. These conservation properties
are a crucial factor in determining how solutions behave. For that reason, we want
to preserve them under regularization. The conservation properties follow from the
skew-symmetry of the convective derivative; see Eq. (7). Therefore this symmetry
is preserved. As usual the regularization is based upon an self-adjoint filter v �→ v̂,
which differs from the previously introduced LES-filter. The residual v− v̂ is denoted
by v́. The following regularization

C̃(u, v) = C(u, v) − Ć(ú, v́) (22)

preserves the skew-symmetry (7); see [9]. Furthermore, the regularization (22) pre-
serves the structure of the vorticity equation. Consequently, the analysis of the pro-
duction of scales of size smaller than δ (see Sect. 2) can also be performed if C is
replaced by C̃ . In this way we find that if the regularization is given by Eq. (22), the
scale separation condition (9) becomes

∫

Ωδ

τ(v) : S(∇2v) dx = 4
∫

Ωδ

(
r(v) − r(v́)

)
dx (23)

The basic idea is to blend eddy viscosity with regularization by taking the eddy
viscosity model (19) if r(v) > 0 and applying the regularization if r(v) < 0. The
regularization method can then be seen as a way to clip negative values of the eddy
viscosity. To that end, the regularization is based upon the generic filter

v̂ = v + 1
2Cε∇2v, (24)

where Cε is the Poincaré constant of a domain Ωε with diameter ε (the length of
the regularization filter). Note that we again use of the generic form v́ = − 1

2Cε∇2v;
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cf. Eqs. (12–18). Now, we want to determine the two parameters, νt and Cε, of
our LES-model in such a manner that all dynamically significant scales of motion
in the solution v of Eq. (20) are greater than (or equal to) δ. In case r(v) > 0
Eq. (23) is satisfied by taking νt according to Eq. (19) and Cε = 0. If r(v) ≤ 0,
we take νt = 0 and satisfy the scale separation condition (23) by determining the
regularization parameter such that the right-hand side of Eq. (23) vanishes. Therefore
the regularization parameter Cε is to be solved from

r(v) − r(v́) = r(v) + 1
2Cεr(∇2v) = 0

Notice that r(v) < 0 implies that r(v́) < 0, since their difference is zero. Conse-
quently, r does not change sign over a range of scales. Finally, it may be emphasised
that we have a smooth transition between forward and backward transfer, since we
have both ε = 0 and νt = 0 if r(v) = 0.

6 First Results

As a first step the scale truncation model was tested for turbulent channel flow by
means of a comparisonwith direct numerical simulations. This flow forms aprototype
for near-wall turbulence: virtually every LES has been tested for it. The results are
compared to the DNS data of [10] at Reτ = 590. The dimensions of the channel
are taken identical to those of the DNS of Moser et al. The computational grid used
for the large-eddy simulation consists of 643 points. The DNS was performed on a
384 × 257 × 384 grid, i.e., the DNS uses about 144 times more grid points than the
present LES. The LES-results were obtained with an incompressible code that uses
a fourth-order, symmetry-preserving, finite-volume discretization, see [11]. Unlike
the standard Smagorinsky model (even with the relatively low value CS = 0.1), the
present eddy viscosity model showed an appropriate behaviour. As can be seen in
Fig. 2 both the mean velocity and the root-mean-square of the fluctuating velocity
are in good agreement with the DNS (Fig. 3).

Fig. 2 Forward (r > 0) and
backward (r < 0) transfer of
energy at the scale δ set by
the filter

scales > cl
os
ur
e

scales <

LES residual scales
production

backscatter
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Fig. 3 The left-hand figure shows the mean velocity obtained with the help of the 643 LES and
the DNS by Moser et al. Here the results obtained without any models and without regularization
model are also shown for comparison. The right-hand figure displays the root-mean-square of the
fluctuating velocities. The boxes and circles represent LES data; every symbol corresponds to data
in a grid point
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Numerical Experiments with a New Dynamic
Mixed Subgrid-Scale Model

P. Lampitella, F. Inzoli and E. Colombo

1 Introduction

One of the main drawbacks of the classical LES approach [1] is the lack of connec-
tion with its practical implementation in numerical solvers and the consequent limits
in the derivation of proper subgrid-scale (SGS) models. A well known example of
this comes from the implicit filtering approach; indeed, it can provide full adher-
ence to the continuous classical LES model if performed with certain fully spectral
methods, but also to a completely different one if performed with low order finite
difference/volume methods. Both perform a projection of the relevant fields into a
lower dimensional phase space, but for low order numerical methods the resulting
LES attractor is substantially distorted by numerical artifacts. In this case, a possibil-
ity is to resort to the explicit filtering approach, but then one has to face the additional
burden of the non commutation between the numerical filtering and the numerical
differentiation operators. A possible approach to deal with commutation errors (CE)
is to adopt higher order commuting filters, e.g., [2]. However, the divergence of the
resulting SGS stress tensor is also affected and the two maintain the same scaling
with respect to the filter cutoff length, showing the pivotal need for CE modeling
within the classical LES approach [3]. While direct CE modeling has found various
contributors, very few authors [4, 5] have considered removing CE ab initio by a
proper interpretation of the LES problem.

The aim of the present work is twofold. First, previous works [4, 5] are gen-
eralized and unified in a single, more flexible, formulation allowing implicit and
explicit filtering approaches; multilevel features are also exploited to extend its gen-
eral applicability. Finally, a Taylor series analysis of the SGS stress tensor arising in
the new framework is used to derive a consistent form of scale-similar model. Then,
this is combinedwith a classical eddy viscosity term in a new form of dynamic proce-
dure which is consistent with the proposed LES methodology. Model performances
are assessed in the simulation of the turbulent channel flow at Reτ = 590 [6].
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2 LES Framework

As in classical LES, let us introduce the filtering operator Gi :

φ̄
(

x, t,Δi
)

= Gi ∗ φ (x, t) =
∫

Ω

G
[
x − ξ,Δi (x)

]
φ (ξ, t) dξ (1)

whereΩ is the generally finite fluid domain and Gi is a spatially varying filter kernel
with width Δi (x). For future reference, we also introduce the conventions:

φ̄n = Gn ∗ φ̄n−1 = Gn ∗ Gn−1 ∗ · · · ∗ G1 ∗ G0 ∗ φ̄0 (2)

G0 ∗ φ̄0 = φ̄0 = φ ; G1 ∗ φ̄0 = φ̄ ; φ̃n = ρφ
n
/ρ̄n

where the i th filter kernel Gi has an associated filter width Δi ≥ Δi−1, which is
generally different from the cutoff length of the actual filter determining φ̄n , Δn . To
remain general, we also introduced the classical Favre filtering with ρ the density
of the fluid. With this notation, it is a matter of simple manipulations to express the
Navier-Stokes equations at a generic filter level n ≥ 0; limiting the discussion to the
momentum equations, for the sake of conciseness, we get:

∂(ρ̄n ũn
i )

∂t + ∂
∂x j

(
ρ̄nũn

i ũn
j + σ̃ n

i j

)n

= ∂
∂x j

(
τ n−0

i j

)n

σ̃ n
i j = p̄nδi j − 2μ

(
S̃n

i j − 1
3 S̃n

ggδi j

)
(3)

S̃n
i j = 1

2

(
∂ ũn

i
∂x j

+ ∂ ũn
j

∂xi

)

τ n−m
i j =

(
ρ̄nũn

i ũn
j − ρ̄mũm

i ũm
j

)
+

(
σ̃ n

i j − σ̃m
i j

)

where τ n−m
i j with m = 0 is the SGS stress tensor arising in the formulation (3).

With respect to classical LES formulations, we notice that: (a) no commutation with
spatial derivatives is ever required, (b) there is full correspondence with the implicit
filtering approach if the filter (1) is interpreted as a finite volume discretization, (c) an
explicit filtering approach can be adopted if the filter (1) is effectively applied trough
a numerical procedure. A classical criticism with the proposed formulation is the
lack of Galilean invariance. However, it is worth noting that this is a property of any
quantity which is non-uniformly filtered in space, hence it is natural that equations
based on such quantities also inherit this property.
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3 SGS Tensor Analysis

The main effect of reformulating the LES problem is the appearance of the SGS
tensor in a different form; hence, the question of what form of SGS model should
be used, naturally arises. In order to attempt an answer, we analyze the Taylor series
development for τm−n

i j assuming that, for m > n, the following hold [7]:

φ̄m = φ̄n + Δ2
m Mk

∂2φ̄n

∂x2k
+ O

(
Δ4

m

)
Δ2

m =
m−n∑

i=0

(
Δm−i

)2
(4)

where Mk are filter dependent coefficients. Under this circumstance, and for suffi-
ciently smooth variations of Δm , the following estimates are valid:

ρ̄mũm
i ũm

j − ρ̄nũn
i ũn

j = Δ2
m Mk

∂2ρ̄nũn
i ũn

j

∂x2k
− 2Δ2

m Mk ρ̄
n ∂ ũn

i

∂xk

∂ ũn
j

∂xk
+ O

(
Δ4

m

)
(5)

p̄m − p̄n = Δ2
m Mk

∂2 p̄n

∂x2k
+ O

(
Δ4

m

)
(6)

S̃m
i j − S̃n

i j = 1

2

[
∂

∂x j

(

Δ2
m Mk

∂2ũn
i

∂x2k

)

+ ∂

∂xi

(

Δ2
m Mk

∂2ũn
j

∂x2k

)]

+1

2

[
∂

∂x j

(
2
Δ2

m Mk

ρ̄n

∂ρ̄n

∂xk

∂ ũn
i

∂xk

)
+ ∂

∂xi

(

2
Δ2

m Mk

ρ̄n

∂ρ̄n

∂xk

∂ ũn
j

∂xk

)]

+O
(
Δ4

m

)
(7)

The resulting approximation for τm−n
i j can then be summarized as follows:

τm−n
i j = Δ2

m f
(
ρ̄n, ũn

i , ũn
j

)
+ ∂Δ2

m

∂x j
h

(
ρ̄n, ũn

i

) + ∂Δ2
m

∂xi
h

(
ρ̄n, ũn

j

)
+ O

(
Δ4

m

)
(8)

where f and h are functional forms easily derived from Eqs. (5–7). However, when
the same analysis is performed for the true SGS stress tensor τ n−0

i j , recalling that

φ̄m = φ̄n + O
(
Δ2

m

)
, the resulting estimate is:

τ n−0
i j = Δ2

n f
(
ρ̄n, ũn

i , ũn
j

)
+ ∂Δ2

n

∂x j
h

(
ρ̄n, ũn

i

) + ∂Δ2
n

∂xi
h

(
ρ̄n, ũn

j

)
+ O

(
Δ4

n

)
(9)

Hence, even under the most simplifying assumptions, e.g., Eq. (4), a scale-similar
model based on τm−n

i j , as originally proposed in [5], has a second order difference

with respect to the true SGS stress tensor τ n−0
i j . In order to overcome such deficiency,

we propose to adopt a scaled version of scale-similar term according to the following
estimate:
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Δ2
n

Δ2
m

τm−n
i j − τ n−0

i j = Δ2
n

[
h

(
ρ̄n, ũn

j

)
βi + h

(
ρ̄n, ũn

i

)
β j

]

+O
(
Δ2

mΔ2
n

)
+ O

(
Δ4

n

)
(10)

βi = 1

Δ2
m

∂Δ2
m

∂xi
− 1

Δ2
n

∂Δ2
n

∂xi
= ∂

∂xi

[
log

(
Δ2

m

Δ2
n

)]

From which it follows that, for any two couples of filter levels satisfying the
scale-similarity hypothesis and the assumption (4), the proposed scale-similar tensor(
Δ2

n/Δ
2
m

)
τm−n

i j approximates the convective/pressure part of the tensor τ n−0
i j with

O
(
Δ4

n

)
accuracy; if, in addition, the ratio Δ2

n/Δ2
m is constant in space, the accuracy

is restored also for the diffusive part.

4 Dynamic SGS Modeling

As in the computational practice some of the assumptions concerning the model
derivation might be violated, we implemented the previous model in a dynamic
version trough the following Germano identity, consistent with the formulation (3):

τm−k
i j − τ n−k

i j = τm−n
i j (11)

It is worth noting that the lack of commutation between the filter and derivative
operators results in Eq. (11) not involving any test filtered tensor. This, in turn,
produces two major advantages: there is no arbitrary extraction of model constants
from the test filter and no commutation property is required for the test filter. An
additional advantage is the lack of filtered products of variables: for the dynamic
mixed model presented below only 6 scalars need to be test filtered while for a
classical dynamic Smagorinsky model the required number of filter applications is
15. Besides Eq. (11) and the cited advantages, the proposed dynamic procedure
follows the classical approach. Two-parameter, mixed SGS models are introduced
for the basic (n) and test (m) filter levels:

τn−0
i j = Cev2ρ̄n

∣
∣∣S̃n

∣
∣∣
θ (

kn−m
SGS

) 1−θ
2

Δ1+θ
n

(
S̃n

i j − 1
3 S̃n

ggδi j

)
+ Css

(
Δn
Δm

)2
τm−n

i j

τm−0
i j = Cev2ρ̄m

∣
∣∣S̃m

∣
∣∣
θ (

km−r
SGS

) 1−θ
2

Δ1+θ
m

(
S̃m

i j − 1
3 S̃m

ggδi j

)
+ Css

(
Δm
Δr

)2
τ r−m

i j

(12)

with the additional test filter level r (Δr > Δm > Δn) and:
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j

) (
ũn
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Fig. 1 Results for θ = 0. Left fine grid, Right coarse grid. Top mean velocity, Center r.m.s.
stream-wise velocity fluctuations, Bottom stream-wise spectra of stream-wise velocity at y/H=1

The dynamic constants Cev and Css are then computed as in classical two para-
meter dynamic models [8].
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5 Numerical Experiments and Discussion

Themodel is implemented in a commercial, unstructured, finite volume solver [9] by
exploiting the implicit filtering features of the formulation. Numerical tests are per-
formed on the turbulent channel flow at Reτ = 590 [6] on a domain with extensions
Lx = 2π H , L y = 2H and Lz = π H , in the stream-wise, wall-normal and span-
wise directions, with H the channel half-height. Two different grids are adopted,
both having 64 cells in the homogeneous directions and 33 (coarse) or 99 (fine) cells
in the wall-normal direction, distributed according to a sin stretching law.

Grid effects are investigated in Fig. 1 for θ = 0 (DM); results for the same
model without the proposed scaling (DM-NDR), a classical dynamic Smagorinsky
model (DS) and a no model computation (NM) are also reported. Major differences
are evident on the fine grid. The DM model is the only one capable of recovering
the mean velocity profile and the peak of the velocity fluctuation which, however,
is over-predicted in the core of the channel. Notably, the DM-NDR model fails in
reproducing the mean velocity profile at the first few points near the wall, where the
grid stretching is higher, somehow showing the incorrect scaling. The differences
are mitigated for the coarse grid, possibly because of the higher influence of the
numerical error and the reduced effect of the scarcely resolved near-wall region, but
the DM model is still the only one correctly reproducing the logarithmic slope of
the velocity profile. Finally, on both grids, velocity spectra highlight that the present
scale-similar formulation is necessary in order to recover a substantial part of the
energy in the smallest resolved scales; in contrast, no actual difference is found in
the spectra for the remaining modeling options. This energy recovery also allows
the DM model to suppress the energy pile-up observed for the other models. This
effect has been observed for different eddy-viscosity parameterizations (θ ) with no
substantial differences in the remaining quantities.

In conclusion, despite some grid-effect limitations arising from the implicitly fil-
tered approach, the proposed model is found effective and necessary in removing
major drawbacks of SGS closures not considering the LES framework in their deriva-
tion. Some pitfalls emerged as well, like the over-prediction of stream-wise velocity
fluctuations in the core of the channel and of span-wise energy spectra (not shown);
the model dependence on the Reynolds number and some preliminary tests suggest
that a tensorial scale-similar dynamic constant might alleviate the problem.
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Implicit Large-Eddy Simulation of Isotropic
Turbulent Mixing

F.F. Grinstein, A.J. Wachtor, J.R. Ristorcelli and C.R. DeVore

1 Introduction

In practical turbulent flow applications exhibiting extreme geometrical complexity
and a broad range of length and time scales direct numerical simulation (DNS) is
prohibitively expensive and dependable large scale predictions of highly nonlin-
ear processes must be typically achieved with under-resolved computer simulation
models. In large-eddy simulation (LES) [1] large energy containing structures are
resolved, smaller structures are spatially filtered out, and unresolved subgrid scale
(SGS) effects are modeled; implicit LES (ILES) relies on the SGS modeling and
filtering implicitly provided by physics capturing numerical algorithms [2]. At mod-
erately high Reynolds number (Re) when convective time-scales are much smaller
than those associated with molecular diffusion, we are primarily concerned with the
numerical simulation of the convectively-driven interpenetration mixing processes
(entrainment and stirring due to velocity gradient fluctuations) which can be captured
with sufficiently resolved ILES. Assessing predictability of under-resolved scalar
mixing by an under-resolved turbulent velocity field in the ILES framework is the
particular focus of this paper; we investigate the performance of ILES in the con-
text of passive scalar mixing in isotropic turbulence as function of grid-resolution
dependent effective Re [3].
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The mixing of a passive scalar by a fluctuating flow field is a classical problem
in turbulence. Pullin [4] noted that classical scaling laws (e.g. [5]) give insights
into the physics of mixing but do not provide a general means of calculating the
scalar statistics in a general turbulent flow, and proposed that LES might be used
in this context. Overholt and Pope [6] conducted DNS of the mixing of a passive
scalar in the presence of a mean scalar gradient in one direction, by forced, spatially
periodic, isotropic turbulence. In this flow, a statistically steady-state scalar variance
is achieved by balancing the scalar variance production and dissipation. Pullin [4]
revisited this problem and proposed amodel for the flux of a passive scalar by the SGS
motions. The LES results [4] predict the normalized scalar variance asymptotically
approaches a nearly constant value for large Taylor Re consistent with laboratory
experiments [7] also indicating essentially constant scalar variance as a function of
Re for Schmidt number Sc ∼ 1. The velocity-to-scalar dissipation time-scale ratio
was also reported to be asymptotically constant in [4] but comparisons with DNS [6]
available at the time were inconclusive as to whether such a result captured physical
behavior. Subsequent theoretical [8] and high ReDNS [9] studies have shown that the
time scale ratio should exhibit continuedgrowthwith increasing Re. Thepredictionof
the asymptotic behavior of the scalar variance and velocity-to-scalar Taylor micro-
scales ratio (which is directly proportional to the dissipation time scale ratio) are
specifically investigated in this work to benchmark the performance of ILES against
the previously reported work.

ILES is presently based on solving the compressible, nominally-inviscid con-
servation equations for mass, momentum, energy, and a passive scalar, with a well
established multidimensional 4th-order FCT algorithm (e.g., [10]) suitably extended
for the forced isotropic turbulence studies [3]. The simulationmodel effectivelymod-
els high-Re, miscible (Schmidt number Sc ∼ 1) convection-driven flow.An isotropic
turbulence simulation strategy [11] was implemented by which low wave-number
forcing can be enforced separately for solenoidal and dilatational components on the
momentum equations. The configuration studied assumes triply-periodic boundary
conditions on a cubical domain with unit box length and uniformly spaced 323, 643,
1283, and 2563 grids. The simulated flow is characterized by volume-time-averaged
quantities: rms-velocity-fluctuation u′, velocity and scalar Taylor micro-scales λ and
λθ , and effective viscosity νe f f computed as ratio of forced dissipation and squared
strain-rate magnitude [12]. For a given grid resolution, and u′ based turbulenceMach
numbers Ma = 0.13, 0.29, effective Reλ

e f f = u′λ/νe f f can be thus directly eval-
uated from the resolved developed simulation data.

2 Results

Figure1 exemplifies our developed vorticity field, dominated by elongated structures
characteristic of high-Re isotropic turbulence; Fig. 2 shows typical scalar visualiza-
tions for the finest resolution case. Figure3 demonstrates scalar & velocity spectra
as function of grid resolution. The scalar spectra exhibit longer inertial ranges and
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Fig. 1 Instantaneous visualizations of the vorticity magnitude; a 323, b 643, c 1283, d 2563

Fig. 2 Colormaps of fluctuating scalar field scaled by the rms of the fluctuating scalar field in
mid-planes of the domain for 2563 grid resolution; for reference, superimposed on the lower left of
each colormap is a box with side length equal to the scalar Taylor micro-scale

more pronounced spectral bumps than their velocity counterparts at corresponding
resolutions—consistent with [9]; the latter results directly reflect on the (λ/λθ )

2

results discussed further below.
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Fig. 3 Compensated
velocity (black) and scalar
variance spectra (gray). Solid
line 323; Dashed line 643;
Dash-dot line 1283;
Diamond 2563; Ma = 0.27
ILES case

Fig. 4 Nondimensional
scalar variance as a function
of Reλ. Gray open
square/triangle/circle LES
[4]; Gray open right-triangle
LES without scalar SGS
model [4]; Black full star
ILES Ma = 0.27; Black
open star ILES Ma = 0.13,
versus Reλ

Figure4 compares nondimensionalized scalar variance results for present ILES
with previously reported (incompressible, Ma = 0) scalar mixing predictions using
LES [4]; ILES shows asymptotically constant scalar variance behavior as function
of Reλ attained above the mixing transition threshold Reλ ≈ 100 − 140 [13] as
previously reported with LES [4] (when explicit scalar SGS model was used) and
suggested by experiments [7]. Lower scalar variance predictions with present ILES
are mainly attributed to differences between forcing schemes used here and in [4],
and somewhat less to compressibility effects.

The ratio (λ/λθ )
2—directly proportional to the velocity-to-scalar dissipation

time-scale ratio (r ) through (λ/λθ )
2 = r(5/3)Sc—is plotted in Fig. 5 for the current

ILES, the (Sc = 0.7) LES of [4], DNS [6, 9], for which Sc = 0.7 and Sc = 1,
respectively. Following the theory in [8], using small scale isotropy assumptions,
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Fig. 5 (λ/λθ )
2 as a function

of Reλ. Gray full circle line
DNS [6]; Gray full square
line: DNS [9]; Gray open
square/triangle/circle LES
[4]; Gray open right-triangle
LES [4] without scalar SGS
model; full star ILES
Ma = 0.27; open star ILES
Ma = 0.13; full black-line
theory [8]

and rearranging the stationary forced equations for the scalar variance and scalar
dissipation, we can derive an expression for (λ/λθ )

2 [3] which exhibits its linear
dependence with Reλ for Sc = 1.0 and high Re – also plotted in Fig. 5. This result is
noteworthy on several accounts. For one it shows that the ratio r—or squared ratio of
Taylor micro-scales (λ/λθ )

2—is a function of Re in developed turbulence. That the
eddy turnover rate of turbulent kinetic energy and scalar variance are proportional to
each other and not a function of Re has been a fundamental assumption underlying
many models in turbulence phenomenology (e.g., as noted in [4]).

Early DNS results [6] showed continued growth of (λ/λθ )
2 with increasing Reλ,

while the LES results using an explicit scalar SGS model [9] are asymptotically
constant. Moreover, when the explicit scalar SGS model of [4] is turned off, the ratio
rapidly decreases with Reλ. However, the ILES simulation (also without an explicit
scalar SGS term), exhibits neither decreasing nor asymptotically constant behavior,
but shows continued growth over the simulated range of effective Reλ very consistent
with the early DNS [6] and the trends suggested by the more recent DNS data in [9].
The asymptotically linear dependence on Reλ of of (λ/λθ )

2 can thus be predicted
by theory [8], and it is suggested by DNS [6, 9] and the present ILES.

3 Summary

We find that sufficiently resolved ILES can capture the fundamental aspects of the
mixing transition and characteristics of developed isotropic turbulence for high Re
and Sc ∼ 1. Detailed analysis based on statistical turbulence metrics and probability
distribution functions (PDFs) of velocity and scalar, including effects of Ma and
grid resolution are addressed in detail in [3]. As the effective Re is increased, the
SGS scalar mixing model implicitly provided by a well designed ILES numerics is
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found to be adequate to consistently capture expected mixing characteristics from
previously reported studies, namely, the gaussian behavior of fluctuating velocity and
scalar PDFs, non-gaussian (and appropriately biased—when applicable) PDF tails of
their derivatives, and asymptotically constant non-dimensional scalar variance and
increasing squared-ratio of the Taylor micro-scales with Re. The results are regarded
as a clear demonstration of the feasibility of predictive under-resolved simulations of
high–Re turbulent scalar mixing with ILES. They strongly suggest enslavement of
the small scale mixing dynamics to that of the larger scales of the flow for sufficiently
large Re.

Acknowledgments This work was made possible by funding from the LANL LDRD-ER on “LES
Modeling for Predictive Simulations of Material Mixing”, through project number 20100441ER.
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New Differential Operators for Large-Eddy
Simulation and Regularization Modeling

F.X. Trias, A. Gorobets, A. Oliva and R.W.C.P. Verstappen

1 Introduction

We consider the numerical simulation of the incompressible Navier-Stokes (NS)
equations. In primitive variables they read

∂t u + C (u, u) = Du − ∇ p, ∇ · u = 0, (1)

where u denotes the velocity field, p represents the pressure, the non-linear convective
term is given by C uv = (u · ∇) v, and the diffusive term reads Du = νΔu, where
ν is the kinematic viscosity. Direct simulations at high Reynolds numbers are not
feasible because the convective term produces far too many scales of motion. Hence,
in the foreseeable future numerical simulations of turbulent flows will have to resort
to models of the small scales. The most popular example thereof is the Large-Eddy
Simulation (LES). Shortly, LES equations result from filtering the NS equations in
space

∂t u + C (u, u) = Du − ∇ p − ∇ · τ(u) ; ∇ · u = 0, (2)
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where u is the filtered velocity and τ(u) is the subgrid stress tensor and aims to
approximate the effect of the under-resolved scales, i.e. τ(u) ≈ u ⊗ u − u ⊗ u.
Then, the closure problem consists on replacing (approximating) the tensor u ⊗ u
with a tensor depending only on u (and not u). Because of its inherent simplicity and
robustness, the eddy-viscosity assumption is by far the most used closure model

τ(u) ≈ −2νe S(u), (3)

where νe denotes the eddy-viscosity. Notice that τ(u) is considered traceless without
the loss of generality, because the trace can be included as part of the pressure, p.
Following the same notation than in [1], the eddy-viscosity can be modeled in a
natural way as follows

νe = (Cmδ)2 Dm(u) (4)

where Cm is the model constant, δ is the subgrid characteristic length and Dm is a
differential operator associated with the model. This provides a general framework
where most of the existing eddy-viscosity models can be represented [1].

Alternatively, regularizations of the non-linear convective term basically reduce
the transport towards the small scales: the convective term in the NS equations, C ,
is replaced by a smoother approximation, C̃ ,

∂t uε + C̃ (uε, uε) = Duε − ∇ pε, ∇ · uε = 0. (5)

The first outstanding approach in this direction goes back to Leray [2]. The Navier-
Stokes-α model also forms an example thereof [3]. More recently, a family of reg-
ularization methods that exactly preserve the symmetry and conservation properties
of the convective term was proposed in [4]. In this way, the production of smaller
and smaller scales of motion is restrained in an unconditionally stable manner. A
very recent application of this regularization approach can be found in [5].

2 Restraining the Production of Small Scales

The essence of turbulence are the smallest scales of motion. They result from a subtle
balance between convective transport and diffusive dissipation. Numerically, if the
grid is not fine enough, this balance needs to be restored by a turbulence model. Both
regularization modeling and LES aim to do so by decreasing the non-linear transport
and increasing the dissipation, respectively. Hence, in our opinion, the success of any
turbulence model strongly depends on the ability to capture well this (im)balance.

Let us consider an arbitrary part of the domain flow, Ω , with periodic boundary
conditions. The inner product is defined in the usual way: (a, b) = ∫

Ω
a ·bdΩ . Then,

taking the L2 inner product of (1) with—Δu leads to the enstrophy equation
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1

2

d

dt
‖ω‖2 = (ω,C (ω, u)) − ν(∇ω,∇ω), (6)

where ‖ω‖2 = (ω, ω) and the convective term contribution (C (u, ω), ω) = 0 van-
ishes because of the skew-symmetry of the convective operator. Following the same
arguments than in [6], the vortex-stretching term can be expressed in terms of the
invariant R = −1/3tr(S3) = −det (S)

(ω,C (ω, u)) = −4

3

∫

Ω

tr(S3)dΩ = 4
∫

Ω

RdΩ = 4R̃, (7)

whereas the diffusive terms may be bounded in terms of the invariant Q =
−1/2tr(S2)

(∇ω,∇ω) = −(ω,Δω) ≤ −λΔ(ω, ω) = 4λΔ

∫

Ω

QdΩ = 4λΔ Q̃, (8)

where λΔ < 0 is the largest (smallest in absolute value) non-zero eigenvalue of the
Laplacian operator Δ on Ω and (̃·) denotes the integral over Ω . However, it relies
on the accurate estimation of λΔ on Ω . The latter may be cumbersome, especially
on unstructured grids. Alternatively, it may be (numerically) computed directly from
(∇ω,∇ω) or, even easier, by simply noticing that (∇ω,∇ω) = 4

∫
Ω

Q(ω)dΩ =
4 ˜Q(ω). However, from a numerical point-of-view, this type of integrations are not
straightforward. Instead, recalling that ∇ × ∇ × u = ∇(∇ · u) − Δu and ∇ · u = 0,
a more appropriate expression can be obtained as follows

(∇ω,∇ω) = −(ω,Δω) = (ω,∇ × ∇ × ω) = (∇ × ω,∇ × ω) = ‖Δu‖2. (9)

Then, to prevent a local intensification of vorticity, i.e. ‖ω‖t ≤ 0, the inequality
HΩ ≤ ν(Δu,Δu)/(ω, Sω) must be satisfied, where HΩ denotes the overall damping
introduced by the model in the (small) part of the domain Ω . Additionally, the
dynamics of the large scales should not be significantly affected by the (small) scales
contained within the domain Ω , i.e. (ω, Sω) < 0. Hence, to confine the dynamics
of the small scales suffices to modify the previous inequality by simply taking the
absolute value of its right-hand-side. Then, from Eq. (7) and noticing that 0 < HΩ ≤
1, a proper definition of the overall damping factor follows

HΩ = min
{
ν‖Δu‖2/|R̃|, 1

}
. (10)

This differential operator satisfies a list of desirable properties. Namely, it auto-
matically switches off (R → 0) for laminar flows (no vortex-stretching), 2D flows
(λ2 = 0 → R = 0) and in the wall (the near-wall behavior of the invariants is R ∝ y1

and Q ∝ y0, where y is the distance to the wall). Notice that these features would
be automatically inherit by any type of model based on this differential operator.
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2.1 Regularization Modeling

Following the same notation than in [4], the action of a regularization model within
the (small) part of the domain Ω (see above) can be approximated as follows

(ω, C̃ (ω, u)) ≈ fΩ(ω,C (ω, u)), (11)

where the damping factor, fΩ , depends on the specific regularization method and the
kernel of the filter (see [4, 5], for details). Hence, the criterion proposed in Eq. (10)
can be applied for regularization modeling equating fΩ and HΩ , i.e. fΩ = HΩ =
min{ν‖Δu‖2/|R̃|, 1}. For implementation details the reader is referred to [5].

2.2 Towards a Simple LES

An eddy-viscosity model, τ(u) = −2νe S(u), adds the dissipation term (∇ω, νe∇ω)

to the enstrophy equation. Then, the eddy-viscosity, νe, would result from a simple
balance in order to prevent the local intensification of vorticity, ‖ω‖2

t ≤ 0,

νe = 4|R̃|/‖Δu‖2. (12)

This analysis can be extended further for other differential operators. For instance,
τ ′(u) = 2ν′

e S(Δu) and τ ′′(u) = −2ν′′
e S(Δ2u), where Δ2 ≡ ΔΔ is the bi-Laplacian,

lead to the following hyperviscosity terms in the enstrophy equation

− (∇ω, ν′
e∇Δω) and (∇ω, ν′′

e ∇Δ2ω). (13)

Then, following similar reasonings, ν′
e and ν′′

e follow

ν′
e = −4|R̃|/(Δu,Δ2u) and ν′′

e = 4|R̃|/‖Δ2u‖2. (14)

It is noticeable that, apart from the computation of R, all these models can be straight-
forwardly implemented by simply re-using the discrete diffusive operator.

3 Performance of C4-Regularization for Turbulent
Buoyancy Driven Flows

The configuration adopted to illustrate the performance of the C4-regularization
(see [4], for details) method in conjunction with the differential operator proposed in
Eq. (10) corresponds to an air-filled (Pr = 0.7) differentially heated cavity (DHC) of
aspect ratio 5 and Rayleigh number Ra = 4.5×1010 (based on the cavity height, L3).
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Table 1 The overall, the maximum and the minimum of the averaged Nusselt number

DNS RM1 RM2

Mesh 128 × 318 × 862 8 × 20 × 54 8 × 14 × 38

γ2 = 2.0, γ3 = 0.0 γ2 = 2.0, γ3 = 1.0 γ2 = 2.3, γ3 = 1.0

No model C4 No model C4

Nu 154.5 223.8 153.4 207.7 152.3

Numax 781.5 520.6 709.4 500.4 680.0

Numin 10.5 60.4 7.1 71.0 6.1

The DNS corresponding to this configuration was carried out on the MareNostrum
supercomputer using a 128×318×862 mesh (the coordinate system is: x1-spanwise,
x2-horizontal and x3-vertical, respectively) and presented in [5] (for details about
this configuration the reader is referred to this work and references therein). Firstly,
we have considered two coarse meshes consisting of 8 × 14 × 38 (RM2) and 8 ×
20 × 54 (RM1) grid points, respectively (see Table 1). The meshes are constructed
keeping the same grid points distribution as for the DNS but with much coarser
spatial resolution. γ2 and γ3 are the concentration parameters in the horizontal and
vertical directions, respectively (for further details about the mesh generation the
reader is referred to [5]). The domain size in the periodic direction is the same as for
the DNS, i.e. L1/L2 = 0.1. In Table 1, the overall Nusselt number, Nu, together with
the maximum and minimum local Nusselt numbers obtained with the coarse meshes
RM1 and RM2 are compared with the DNS reference solution. Regarding the Nu,
C4 solutions are able to provide good predictions whereas the results obtained with
the same meshes but without any modeling are very far from the reference value
Nu = 154.5. With regard to Numax and Numin , this tendency becomes even more
evident. In order to confirm the reliability of the model on coarse grids, the same
DHC problem has been solved on a series of 50 randomly generated meshes where
the number of grid points varies within the limits: 8 ≤ N1 ≤ 12, 16 ≤ N2 ≤ 28
and 44 ≤ N3 ≤ 70, respectively. The number of grid points in each direction
has been randomly generated irrespectively of the number of points in the other two
directions; therefore, some of the numerical experiments correspond to highly skewed
meshes. Results for the overall Nusselt and the center-line stratification are displayed
in Fig. 1 (left). The very good prediction of Nu for all the tested configurations is
remarkable; in contrast, the results obtained without modeling substantially differ
from the reference solution. Even more important is the fairly good prediction of the
stratification. Notice the inaccuracy of the results obtained with a relatively fine mesh
of 32 × 80 × 216 (MeshC) grid points. Similar behavior is observed in Fig. 1 (right)
where the results for the maximum vertical velocity and the wall shear stress at the
horizontal mid-plane, x3 = 0.5, are displayed. These two quantities provide valuable
information about whether the boundary layer is correctly captured by the model.
The C4 solutions predict quite well the (0.430, 0.227) reference solution whereas
both quantities are clearly under-predicted when the model is switched off.
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Fig. 1 Left The overall Nusselt number and the center-line stratification. Right The maximum
vertical velocity and the wall shear stress scaled by Ra−1/4 at the horizontal mid-height plane

4 Concluding Remarks and Future Research

A family of new differential operators for turbulence modeling has been derived by
considering the balance between the vortex-stretching contribution and the dissipa-
tion in the enstrophy equation. They are suitable to be used for both regularization
and LES modeling. In the context of LES, three eddy-viscosity-type models have
been obtained. Namely, (i) τ(u) = −2νe S(u), (ii) τ ′(u) = 2ν′

e S(Δu) and (iii)
τ ′′(u) = −2ν′′

e S(Δ2u), where νe, ν′
e and ν′′

e are given by Eqs. (12) and (14), respec-
tively. They can be related with already existing approaches. Firstly, the model (i)
is almost the same than the recently proposed Q R-model [6]. Essentially, they only
differ on the calculation of the diffusive contribution to the enstrophy equation:
instead of making use of the equality (9) it is bounded by means of the inequal-
ity (8); therefore, the eddy-viscosity is given by νe ∝ λ−1

Δ |R̃|/Q̃ instead of Eq. (12).
Regarding the models (ii) and (iii) they can be respectively related to the well-
known small-large and small-small variational multiscale methods [7] by noticing
that u′ = −(ε2/24)Δu + O(ε4). All these models switch off (R → 0) for laminar
(no vortex-stretching), 2D flows (λ2 = 0 → R = 0) and near the wall (R ∝ y1).
The performance of the first differential operator has been successfully tested for a
buoyancy driven turbulent flow. To test the performance of the rest of the proposed
turbulence models is part of our research plans.
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Assessment of Implicit Subgrid-Scale
Modeling for Turbulent Supercritical Mixing

C.A. Niedermeier, S. Hickel and N.A. Adams

1 Introduction

Space transportation systems predominantly rely on cryogenic rocket combustion
engines, which have successfully been used for decades. However, satisfying the
increasing requirements in terms of rocket performance and reliability is very chal-
lenging due to decreasing budgets and the request for short development cycles.
Therefore, the importance of computational methods in the development process
increases steadily, raising the demand for computational fluid dynamics (CFD) tools
that are able to simulate the flow at rocket combustor conditions.

The process of the propellant injection into a rocket combustion chamber is
strongly three-dimensional and unsteady. Therefore, Large Eddy Simulation (LES)
appears to be the most suitable method for future CFD tools.

Many propellants are in a supercritical state at injection, because the pressure
in modern combustion chambers often exceeds 100 bar. As the fluid properties are
significantly affected by molecular interactions in this high pressure environment, a
real-gas equation of state and suitable relations for the transport properties have to
be used for the numerical simulation.

The subgrid-scale (SGS) turbulence models of all well-established LES methods
were originally designed and calibrated for incompressible or ideal gas flows. There-
fore, they have to be validated and, if necessary, adjusted for the simulation of flows
at supercritical pressure. We already successfully validated our in-house code INCA
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in terms of real-gas thermodynamics and general applicability for the simulation of
supercritical flows [3, 5].

We now apply thismethodology to supercritical nitrogen jet experiments ofMayer
et al. [4]. The setup of the experiments, where cold, transcritical nitrogen is injected
into nitrogen at supercritical temperature and pressure, reproduces the situation in a
real rocket combustion chamber to a realistic extent.

2 Turbulence Modeling and Numerical Method

As an intermediate approach between Reynolds-averaged Navier-Stokes (RANS)
simulations and Direct Numerical Simulations (DNS), LES resolves the large scales
of turbulence while the small scales below the grid width have to be modeled. In this
paper, we apply the Adaptive Local Deconvolution Method (ALDM), which follows
an implicit LES (ILES) approach.

The basic idea of ILES is to combine turbulence modeling and numerical dis-
cretization of the conservation equations. ALDM is a nonlinear finite volumemethod
and incorporates free parameters in the discretization scheme, which can be used to
control the truncation error. A physically motivated implicit SGS model that is con-
sistent with turbulence theory is obtained through parameter calibration, see Ref. [2].

ALDM is implemented in our in-house code INCA for Cartesian collocated grids
and used to discretize the convective terms of the Navier-Stokes equations (see
Ref. [2] for a detailed description). The diffusive terms are discretized by 2nd order
centered differences and a 3rd order explicit Runge-Kutta method is used for time
integration.

3 Thermodynamic Modeling and Transport Properties

All thermodynamic properties are calculated as the sum of an ideal reference value
and a departure function that accounts for real gas effects. These departure functions
are determined by the Peng-Robinson (PR) equation of state (EOS) [6]

p = RT

V − b
− a (T )

V 2 + 2V b − b2
, (1)

where V is the molar volume and R is the universal gas constant with a value of
R = 8.314472J/(molK). The constants a (T ) and b are calculated from empirical
relations. a (T ) accounts for attractive forces between the molecules in the fluid and
is calculated from the empirical equation

a (T ) = 0.457235
R2T 2

c

pc

(

1− κ

(

1−
√

T

Tc

))2

, (2)
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where κ = 0.37464+1.54226ω−0.26992ω2 is a function of the acentric factor ω.
The effects of the reduction of free volume by the particular volume of the molecules
are taken into account via b = 0.077796 RTc/pc. Tc and pc are the critical tempera-
ture and pressure of nitrogen (126.2K/3.40MPa). The PR EOS does not predict the
density very accurately in the transcritical region. Therefore, the empirical volume
correction (VC)method of Harstad et al. [1] was chosen for the final implementation.

As INCA is a density-based code, pressure and temperature have to be calculated
at each timestep from internal energy and density. For ideal gases, this can be done
in a straightforward manner by using the ideal gas law. For real gases, however, an
iterative procedure is necessary to find the correct values for pressure and tempera-
ture. A nonlinear least squares optimization method is best suited to efficiently solve
the problem. Therefore, a trust region method is used for the iterative calculation.

Viscosity and thermal conductivity are calculated according to an approach devel-
oped by Chung et al., which uses empirical correlations for dense fluids. A detailed
description of this method can be found in Ref. [8].

4 Computational Setup

The test chamber used in the experiments by Mayer et al. [4] had a cross section of
60×60mmwith an adiabatic frontwall and isothermal outerwalls at a temperature of
298K. In contrast to previous simulations of these experiments, where only a round,
smaller section of the chamber was simulated [7, 9], we use the original width
and height of the chamber for our simulations and apply the same wall boundary
conditions as in the experiments. The length of our simulation domain is 80 mm
with a convective outlet condition at the downstream boundary and the diameter of
the jet at the inlet is D=2.2mm.

We performed LES for two parameter sets corresponding to case 3 and case 4
of the experimental database. The inital and boundary conditions applied in the
simulations are listed in Table1. At the inlet, a constant temperature is prescribed
along with a time varying fully turbulent velocity profile resembling a turbulent pipe
flow. The grid is refined near the central cutplanes of the domain in both the x-z-
and the x-y-direction to improve the resolution near the centerline of the jet, see
Fig. 1. The grid spacing in downstream direction is homogenenous, leading to a total
number of about 3.9 million cells.

Table 1 Mean flow
properties of the computed
test cases

Case 3 3 4 4

Location Inlet Chamber Inlet Chamber

ū1, m
s 4.9 0 5.4 0

ρ, kg
m3 457.8 45.08 164.4 45.19

p0, bar 39.7 39.7 39.8 39.8

T , K 126.9 298 137 298
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Fig. 1 Case 4—isosurface
of the density 50kg/m3 and
grid resolution in y- and
z-direction

5 Results

In the following, we analyze the results for both cases in terms of flow visualizations
for the velocity magnitude as well as for the temperature. Furthermore, we compare
our results for the mean density along the centerline in streamwise direction with
results from previous works [7, 9].

5.1 Flow Visualizations

Figure2a, b show the velocity magnitude and the temperature for both cases in the
central x-z-cutplane. It is clearly visible that the instabilities of Kelvin-Helmholtz
type at the edge of the jet arise further downstream in case 3, which is the expected
behaviour due to the higher density in the core region. This cold and therefore dense
core region is also much longer in case 3, meaning that the main mixing process
between the injected, cold nitrogen and the surrounding, warm nitrogen takes place
at a later stage.

Fine structures of cold and warm packets of fluid mixing with each other and
thus illustrating this process can be seen in Fig. 2b although the grid is rather coarse,
meaning thatALDMis able to reproduce suchflowpatterns alsowith a low resolution.
When compared to flow visualizations of Petit et al. [7], the main features of our
results are very similar while being obtained on a grid with less than one third of the
grid points.



Assessment of Implicit Subgrid-Scale Modeling … 41

Fig. 2 a Velocity magnitude (m/s) in the central x-z-cutplane: case 3 (top), case 4 (bottom) b Tem-
perature (K) in the central x-z-cutplane: case 3 (top), case 4 (bottom)

5.2 Centerline Density

Figure3 shows the mean density along the centerline in x-direction for different
SGS models and EOS for our simulations as well as from previous works [7, 9].
The results for both cases indicate that the well-defined density of the jet at the inlet
is matched best with the thermodynamic modeling which we chose for our work,
namely the PR EOS with VC. Furthermore, ALDM matches the experimental data
for case 4 best. The slight deviations from the experimental data for case 3 might
be caused by the coarse grid and are currently under investigation. Overall, ALDM
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delivers the best results for the combination of both test cases, especially when the
coarser mesh of our simulations is taken into account.

6 Summary and Outlook

Weapplied theAdaptive LocalDeconvolutionMethod to simulate supercritical nitro-
gen jets, resembling a realistic injection and mixing process as it is present in current
rocket combustion chambers. Our results show a good agreement with the experi-
mental data as well as with previous works, although we used a mesh which was
significantly coarser than in other simulations of the same experimental setup. This
means that ALDM is suitable for the simulation of realistic flows at rocket combustor
conditions and therefore promising to be used in future industry-oriented CFD tools.

In the future, we will use ALDM for the simulation of multi-component coaxial
injection and the subsequent mixing and combustion process of different species
like Oxygen and Hydrogen or Oxygen and Methane. Our final goal is to provide an
ILESmethodology suitable for the design and the predictive analysis of future rocket
combustors.
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Validation of an Entropy-Viscosity Model
for Large Eddy Simulation

J.-L. Guermond, A. Larios and T. Thompson

1 Introduction

Aprimarymainstay of difficulty when working with problems of very high Reynolds
numbers is the lack of computational resources; this implies that numerical simula-
tions in this realm are, in general, always under-resolved. That is, large gradients and
eddy-phenomena, exist at the sub-grid level and cannot be correctly represented by
the mesh; therefore, at the mesh scale, these solutions can be considered as behaving
in a singularmanner. As time progresses, these unresolved facets of the flow are likely
to produce still larger gradients through the coupling of wave modes via the action of
the nonlinear term; this induces an accumulation of energy at the grid scale.A solution
proposed in [1] consists of monitoring the local kinetic energy balance and introduc-
ing a localized dissipation in these regions that is proportional to the violation of this
balance (this is the so-called entropy viscosity). The deviation from the local energy
balance (whichwe call the entropy residual) can be thought of as an indicator for local
entropy production in analogy with entropy production for scalar conservation laws.

1.1 Motivation

Here a brief overview of the motivation for the entropy-viscosity is presented. See
[1] and the references therein for a more in-depth discussion of the central ideas of
the entropy-viscosity technique.
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Let (uh, ph) be an approximate velocity and pressure, where h denotes the grid
scale, and define the numerical residual of the energy equation, Dh(x, t), by

Dh(x, t) := ∂t (
1
2u2

h) + ∇ · (( 12u2
h + ph)uh)

− Re−1�( 12u2
h) + Re−1(∇uh)2 − f · uh . (1)

In a resolved flow Dh(x, t) should be on the order of the consistency error of the
method; a large value1 of |Dh(x, t)| is caused by under-resolution. In such situations,
one would therefore wish to enforce

|Dh(x, t)| = 0. (2)

However, enforcing (2) directly may over-determine the problem. In [1], the authors
circumvent this difficulty by constructing a viscosity proportional to |Dh(x, t)|. This
viscosity is called the entropy-viscosity (EV), and is defined by

νE (x, t) := min

(
cmax h(x)|uh(x, t)|, cE h2(x)

|Dh(x, t)|
||u2||L∞(Ω)

)
. (3)

Themomentum equation is thenmodified by adding the term−∇·(νE (x, t)∇u). The
entropy-viscosity2 regularizes regions which are in violation of (2) and promotes a
dissipative effect on numerical singularities.

In definition (3), the constants cmax and cE are tunable parameters which depend
only on the numerical method and the geometry of the mesh. For instance, in the
setting of scalar conservation laws, the analogue of (3) gives cmax = 1

2 in one space
dimension with piecewise linear finite elements. Definition (3) ensures that the LES
viscosity will never exceed the first-order upwind viscosity. When h(x), the local
grid size, is small enough so that all scales are resolved, then |Dh(x, t)| is on the
order of the consistency error. Hence, the LES viscosity which is proportional to
h2(x)|Dh(x, t)|, is far smaller than the first order upwind viscosity. The entropy-
viscosity is therefore consistent, and it vanishes when all of the scales of the flow are
properly resolved at the grid scale. The remainder of this paper details the context in
which the entropy viscosity was tested as well as the ensuing numerical results.

2 Numerical Method

Our investigations into the efficacy of the entropy-viscosity for regularizing the
Navier-Stokes equation are carried out via a well-verified periodic spectral code dis-
cussed in the context of [3, 4]. Entropy-viscosity in the setting of bounded domains,

1 The sign of the residual has a physical interpretation discussed in [1].
2 For a discussion of a generalized framework for definition an entropy-viscosity, presented in the
context of hyperbolic conservation laws, see [2].
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utilizing an ADI approach found in [5], is currently being investigated by the authors;
results will appear in a forthcoming paper. The spectral code mentioned above has
been well validated [3, 4, 6]. Standard 2/3’s de-aliasing was utilized in a periodic
box of length L = 1. The time-stepping scheme implemented is a fully explicit
four-stage Runge-Kutta method with dynamic time-stepping respecting the CFL
condition. The entropy-viscosity is formed via the canonical pseudo-spectral tech-
nique whereby derivatives are computed in spectral space and products in physical
space. For this situation, cmax = 0.1 and cE = 0.25 were used in (3). The entropy-
viscosity, computed explicitly following (3), is formulated using the current time
step in conjunction with the two time-steps prior; BDF2 is employed to compute
the time derivative. The result is applied, as a regularization, for the next time-step.
The action of the entropy-viscosity is not present for the first three time-steps of the
simulation; in practice this has caused no stability issues, even in the case of high
Reynolds numbers. Finally, the divergence free condition is enforced exactly via
projection onto the space of solenoidal vector fields. All the simulations presented
here are done with a low-wave number forcing designed to keep the total kinetic
energy approximately constant, as described in [7].

3 Results

In this section we discuss three main results: the consistency of the entropy-viscosity
(i.e., when all scales are properly resolved, there is no noticeable contribution from
the entropy-viscosity), energy spectrum verification results, and the action of the
entropy-viscosity in the context of under-resolved and severely under-resolved flows.
Results regarding additional statistics are forthcoming.

3.1 Consistency

For a resolved flow, we expect that the contribution of the entropy-viscosity should
be on the order of the local consistency error of the method. Indeed, the notion of
entropy-viscosity is constructed to satisfy this requirement. It is expected that the
entropy-viscosity should go to zero significantly faster than O(h2).

We first test an inviscid flow with the following two-dimensional initial data:
u = cos(8πx) sin(8πy), v = − sin(8πx) cos(8πy), w = 0. The flow remains two-
dimensional at later times (i.e. laminar) and the total kinetic energy is constant in time.
We compute the Euler solution up to t = 4 using theDNS code, the entropy-viscosity
technique and the Smagorinsky model on various grids (323, 643, 1283, 2563). We
show in Fig. 1a the time evolution of the kinetic energy for the entropy-viscosity
solution and the Smagorinsky solution on the 323 grid and that of the DNS solution
on the 2563 grid. It is striking that the Smagorinsky solution loses energy fast even
though the flow is laminar, whereas the entropy-viscosity solution tracks the DNS
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DNS EV Smag.
32 4.0e-13 2.1e-06 6.8e-1
64 1.6e-16 1.1e-06 3.6e-1
128 6.5e-14 5.6e-10 1.2e-1
256 1.1e-13 8.7e-11 3.3e-2

(a) (b)

Fig. 1 a Total energy versus time for Smagorinsky and EV models for an inviscid flow at 323.
b Energy loss ‖u − u0‖L2/‖u0‖L2 at t = 4

solution rather closely. The reason why the entropy-viscosity model outperforms
the Smagorinsky model is that the entropy-viscosity is very small since the flow is
laminar. The entropy viscosity is significantly smaller than h2 due to the spectral
accuracy of the Fourier approximation.

We show in Fig. 1b a table displaying the relative kinetic energy loss for the DNS,
entropy-viscosity, and the Smagorinsky solutions at time t = 4 on the four grids
323, 643, 1283, 2563. We observe that the DNS does not lose any energy at all the
resolutions and the entropy-viscosity solution does not lose any significant amount
of energy, even at low resolution. The Smagorinsky solution on the other hand has
lost 68% of the energy by time t = 4 on the 323 grid and 3.3% on the 2563 grid.
This test confirms that contrary to the Smagorinsky method, the entropy-viscosity
method does not dissipate energy in the laminar regions of the flow.

A full investigation of the consistency of the entropy viscosity method will be
carried out in a forthcoming paper.

3.2 Entropy-Viscosity as an LES Model

We are interested in the applicability of the entropy-viscosity as an LES model.
One expects that the entropy-viscosity should damp spurious high wave-mode con-
tributions and resolve an otherwise unresolved flow. Therefore it is reasonable to
conjuncture that entropy-viscosity is well-suited to LES.

The fundamental question of whether or not the local energy balance, being
enforced via the entropy-viscosity, evinces the quintessential dynamics of resolved
flow, and to what extent, is addressed; specifically the Kolmogorov − 5

3 trend in the
inertial range of the energy spectrum is examined.

We examine how entropy-viscosity effects the energy spectrum of under-resolved
flows. In Fig. 2a–d, we show the energy spectra of simulation runs at Re ≈ 6,500
for various resolutions. All runs are compared against a resolved DNS run at reso-
lution 2563 (called “No Model”). Each under-resolved simulation is done using the



Validation of an Entropy-Viscosity Model for Large Eddy Simulation 47

Fig. 2 a 2563 resolution with entropy-viscosity (EV) and with Smagorinsky (Smag). DNS sim-
ulation included for comparison (DNS). b 1283 resolution: entropy viscosity, unresolved DNS,
Smagorinsky. “NoModel” 2563 DNS simulation included for comparison. c 643 resolution: entropy
viscosity, unresolved DNS, Smagorinsky. “No Model” 2563 DNS simulation included for compar-
ison. d 323 resolution: entropy viscosity, unresolved DNS, Smagorinsky. “No Model” 2563 DNS
simulation included for comparison

entropy-viscosity model and the Smagorinsky model. One can see that unregularized
(“No Model”) flows fail to capture the correct spectra as expected, while the flows
regularized with entropy-viscosity perform significantly better. Note also that the
entropy viscosity model is always closer to the DNS spectrum than the Smagorin-
sky model.

3.3 Structure of the Enstropy

An important characteristic to capture in modeling isotropic turbulent flow is the
structure of coherent vortex tubes, that is, the level sets of the enstropy, |∇ ×u(x, t)|.
We compare vortex tubes of an unresolved simulation against a simulation with
exactly the same parameters, except that entropy-viscosity is added. In Fig. 3a,
b, several level-surfaces with values in a range of ≈50–75% of the maximum
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Fig. 3 a Surfaces of constant enstrophy for a 643 simulation with Re ≈ 6,500 (unresolved).
Darker surfaces indicate larger enstrophy. b Surfaces of constant enstrophy for a 643 simulation
with Re ≈ 6,500 with entropy-viscosity regularization at the same time step

enstropy at the same fixed time step (taken after the flow has reached a statistical
steady-state) are shown. While the enstrophy of the unresolved flow appears quite
polluted (Fig. 3a), the enstrophy of the entropy-viscosity regularized flow (Fig. 3b)
contains well-defined vortex tubes, and is more characteristic of turbulent flow.
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A Stochastic Closure Approach for LES
with Application to Turbulent
Channel Flow

P. Metzner, M. Waidmann, D. Igdalov, T. von Larcher,
I. Horenko, R. Klein, A. Beck, G. Gassner and C.D. Munz

1 Introduction

The integral conservation laws for mass, momentum and energy of a flow field are
universally valid for arbitrary control volumes. Thus, if the associated fluxes across
its bounding surfaces are determined exactly, the equations capture the underlying
physics of conservation correctly and guarantee an accurate prediction of the time
evolution of the integral mean values.

Starting from this concept, we model the space-time structure of the fluxes to
create a discrete formulation whose justification is independent of the underly-
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ing grid resolution. There are many alternatives for realizing this concept. Here,
we directly aim at flux correction terms that should correct for the influence of
the non-resolved small scale information. The classical closure problem would
thus be reduced to the faithful reconstruction of spatio-temporal fluctuations of
the fluxes across grid cell interfaces. We model those fluctuations by an advanced
time series analysis approach [3], leading to mixed deterministic-stochastic model
formulation.

In preparation of a new LES closure approach, the reconstruction capabilities of
the data-based modeling approach are tested against 3D turbulent channel flow data
computed by direct numerical simulation (DNS) for an incompressible, isothermal
fluid at Reynolds number Reτ = 590 (computed by Uhlmann [7]).

In this paper, we present the outcome of our reconstruction test, and we show
specifically results of the non-trivial time series data analysis rather than a simulation
of the turbulent channel flow. We found, surprisingly, that the deterministic model
part alone is good enough to fit the flux correction terms well. That encourages us
for the ambitious attempt at dynamic LES closure along these lines.

We should like to mention that our approach particularly allows for the analysis
of non-stationary and non-homogeneous data, resp., as the turbulent channel flow
data are. Here, therefore, stationary/homogenous patterns, e.g. first order (Mean) and
second order (Variance) statistics, often used in data analysis representations, could
lead to biased results, as those moments typically do not represent the characteristics
of inhomogeneous/instationary data.

2 Stochastic Subgrid Scale Approach

The stochastic subgrid scale modelling strategy is developed for application in finite
volume (FV) Large Eddy Simulation (LES) codes. The approach is similar in spirit
to earlier propositions by e.g., [5], but differs in terms of both the stochastic model-
ing ansatz as described in this paper, and in terms of the underlying discontinuous
Galerkin numerical techniques as described in a companion paper [1].

Advanced methods of time series analysis for the data-based construction of
stochastic models with inherently non-stationary statistical properties are used to
construct stochastic surrogate models for the non-resolved fluxes from specific
time series (cf. [4]). Vector-valued auto-regressive models with external influences
(VARX-models) form the basis for the modeling approach (see Eq.1). We realize
non-stationary statistical properties of these models by allowing for time dependent
switches between different fluctuation regimes which are represented by different,
but fixed, sets of the stochastic model parameters. The LES-grid-averaged conserved
quantities on the coarse grid cells in the immediate vicinity of a given LES grid cell
interface are interpreted as external influences in constructing the VARX surrogate
model. In this fashion the stochastic models incorporate the information available
from a typical numerical discretization stencil as would be used, e.g., in formulating
a classical Smagorinsky closure.
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The ansatz of the VARX model reads

Δ ft,x = μ(t, x) + A(t, x)φ1(Δ ft−τ , . . . , Δ ft−mτ )x + B(t, x)φ2(ut,x) + εt,x, (1)

whereΔ ft,x is thefluxcorrection term (t as time,x as 3Dspacevector), (μ, A, B)(t, x)

are time-dependent model parameters (m as the memory depth), φ1, φ2 are model
ansatz functions which are generally non-linear, ut,x denotes the external influences
(here the coarse-grid stencil data), and εt,x is the model-data discrepancy.

The basic idea of the approach is to detect the switching processes between the
fluctuation regimes and their parameters, here named (γ j (t, x),Θ j ) ( j as the cell
index), which characterize the local models. Θ j denotes K sets of k parameters
{Θ j ≡ (Θ1, . . . , Θk) j }K

j=1 representing the model parameters (μ, A, B), and γ j are

model affiliation functions with γ j (t, x) ∈ [0, 1] and ∑K
j=1 γ j (t, x) = 1. The total

variation T V of γ j is bounded

T Vt (γ j (t, x)) ≤ C.

With (k, K , C) given, the best-fit and therefore the optimal parameters are found
with minimization of the model-data distance, i.e.

∫

t

∫

x

δt,x dx dt → min
γ,Θ

where δt,x =
K∑

j=1

γ j (t, x)

∥∥
∥ε

Θ j
t,x

∥∥
∥ .

A balance between the requirements of high representation quality and low number
of free parameters (Occam’s razor) is achieved by involving criteria from information
theory.

3 Data Preprocessing and Numerical Flux Computation

TheDNS data for the primary conserved quantities from detailed numerical turbulent
channel flow simulations are averaged on a coarse LES grid which is a cartesian
finite volume grid with equidistant spacing in all coordinates, hereafter referred to
as coarse-grid.

Resolved LES-grid fluxes are determined from these averages using a straight-
forward finite volume approximation for the Euler equations. By subtracting these
resolved fluxes from the DNS fluxes averaged over the cell faces of the LES-grid, we
obtain one time series of non-resolved fluxes for each cell interface of the LES grid.

We compute a so-called exact flux (Fex ) based on the preprocessed DNS data,
and, furthermore, a reference flux (Fref ) and numerical fluxes of particular order
from the average velocity data on the coarse grid. Once those flux data are generated,
flux correction terms are calculated as described below.

For each cell C j and each face a = 1, . . . , 6 on the coarse-grid, a time
series of the following LES-observables is calculated: a) the exact flux corrections
ΔF j,a

ex (t) ∈ R3, b) the 1st order flux correctionsΔF j,a
1 (t) ∈ R3, c) the 2ndorder flux
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corrections ΔF j,a
2 (t) ∈ R3, and d) the 3rd order flux corrections ΔF j,a

3 (t) ∈ R3,
where

ΔFi = Fi − Fref , i = 1, 2, 3, ΔFex = Fex − Fref ,

and, finally, the velocity field V j (t) ∈ R21 consisting of the average velocity field
of cell C j and of the average velocity fields of all cells sharing a common face with
C j (neighbored cell).

Generally, the numerical flux function proposed by Hickel et al. [2] is used to
compute fluxes of the particular order. For F1, the cell average state value is assumed
to cover the whole grid cell and, thus, the values at the cell faces are assumed to be
equal to the cell center value. Consequently, no state reconstruction is needed. How-
ever, for F2, piecewise linear state reconstruction within the grid cells is performed
direction by direction based on the cell center values as in standard second order
FV methods using a monotonized central limiter, [8], for slope limiting during the
reconstruction. This yields higher-order accurate cell interface data. Finally, for F3,
state recovery at the cell faces is obtained via a third order WENO scheme proposed
in [6]. For Fref , no state reconstruction or specific numerical flux function is used
but the simple flux average is calculated.

4 Results

Figure1 shows time series of the exact flux correction data and of the raw numer-
ical flux corrections of 1st, 2nd and 3rd order resulting from the finite volume
approximation for the Euler equations. While the graphs indicate that the 3rd order

Fig. 1 Exact flux correction and raw numerical flux corrections of 1st, 2nd and 3rd order available
for face 1 of two specific cells. Upper row near-boundary cell, lower row cell located in the center
of the channel. From left to right x-, y-, z-component of the specific flux correction term. Note the
different scaling of each figure
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Fig. 2 As in Fig. 1 but for the fitted flux corrections available from the stochastic model framework.
Note the different scaling of each figure

flux corrections generally fits the exact correction well, and noticeably well in the
centered-channel case, deviations appear in the near-boundary cell [and also in cells
directly adjacent to the boundary (not shown)].

Figure2 shows time series of the model flux correction which fits the exact flux
correction data remarkably well also in the near-boundary cell [which was also
observed in cells directly adjacent to the boundary (not shown)].

Only two particular fluctuation regimes, a wall model and a core model, are
explored by the stochastic model framework to yield such a good agreement between
the exact flux correction data and the model-fit of the flux correction data (cf. Fig. 3).

Fig. 3 Snapshot of the twofluctuation regimes, thewall regime (dark grey) and the core regime (light
grey), determined by the stochastic model approach, cross-section through the channel geometry.
Left figure highlights the grid cells with the core model, right figure the cells with the wall model.
The arrow indicates the main flow x-direction
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As the name already indicates, the wall model is assigned to the boundary cells at the
rigid boundaries in y-direction and the core model is assigned to all other grid cells.
In addition, not discussed here, the stochastic model shows no time-dependence i.e.
there is no switch between those two fluctuation regimes, and one and only one of
the two fluctuation regimes has been assigned to each specific cell in time.

5 Conclusions and Outlook

We have presented the application of a novel stochastic model framework, based on
stencil-conditioned subgrid scale modeling of flux correction terms, as a first step
towards a dynamical LES closure. The approachwas tested on turbulent channel flow
DNS data computed by M. Uhlmann, and we have shown results of a reconstruction
test of flux correction terms.

The best-fit deterministic flux corrections agree very well despite the roughness
of the coarse-grid data. This non-trivial result mentions also the role of deterministic
LES closure approaches. Moreover, we find that the linear contribution to the closure
uses only next neighbors on the coarse grid.

Beyond the results given here, our study reveals more remarkable features that
can not be discussed in depth due to lack of space: e.g. (a) the best-fit is reached
when the auto-regressive part of the stochastic model framework is not considered
in the data analysis process, i.e. we have used a VX model approach instead of a
VARX one, (b) when the turbulent channel flow data are coarsened to 50× 50× 50
grid cells, a third fluctuation regime, called transition model, has been detected,
i.e. we found resolution-dependent closure regimes, (c) our approach also captures
non-stationary regimes, aswehave applied the stochasticmodel framework toTaylor-
Green-Vortex flow data showing a transition from laminar to fully turbulent flow at
specific Reynolds numbers. Those results will be described in detail in an upcoming
publication.

In futurework, we further will make use of the stochastic approach for the analysis
of local flow features, and will make a thorough comparison of the implicit-LES
ansatz presented here versus explicit-LES by coupling the stochastic based flux
correction model to finite volume solvers.
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Comparison of URANS, PANS, LES
and DNS of Flows Around Simplified
Ground Vehicles with Passive
Flow Manipulation

X. Han, S. Krajnović, C.-H. Bruneau and I. Mortazavi

1 Introduction

Flow control of ground vehicles has recently attracted large interest in both industry
and academia. The potential in energy savings seems to be considerable and at the
moment both passive and active control strategies are explored. Regardless of the
choice of control strategy, numerical methods are required for our understanding
of flow control processes and improvement of its performance. The present work
explores applicability ofwhole spectra of numerical techniques fromURANS, PANS
to LES and DNS for prediction of two flows with an additional body.

2 Description of the Flow Cases

The first flow is that of a passive flow control around a D-shaped bluff body studied
at Re = 13000 [1]. A small secondary body is placed behind the main D-shaped
bluff body whose drag has to be reduced (see Fig. 1). The height of the main body is
D = 25mm and the free stream velocity is U0 = 8m/s. The length in the spanwise
direction is 4D and in pitchwise direction is 16D. Constant velocity is imposed
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Fig. 1 The arrangement of the first case left main bluff body and the control cylinder in one x Oy
plane and set-up of the second case right two 2D Ahmed bodies in a tandem arrangement

at the inlet, periodic conditions are used in the spanwise direction, and slip wall
conditions are used on the upper and lower walls. Non-dimensional time step is
dt = 7× 10−3 D/U0.

The second case represents the so called platooning where drag reduction is
obtained by placing a second vehicle in the wake of the leading one [2]. Two generic
vehicles in form of 2D Ahmed bodies have a chord length l = 181mm, body height
h = 50mm and spanwise width w = 474mm. The second body is placed at a dis-
tance of d = 5 h behind the first body as shown in Fig. 1. The Reynolds number with
respect to body height and free stream velocity is Reh =16,200. The computational
domain in both the spanwise and pitchwise directions is the same as in the experiment.
Constant velocity is imposed at the inlet, periodic conditions are used in the spanwise
direction, and non-slip wall conditions are used on the upper and lower walls.

3 Numerical Methods

In the present study, numerical technique from URANS to DNS will be applied.
3D PANS and LES, which are the suitable candidates for flow control problems at
this stage [3] will be evaluated in the two selected cases. Partially-Averaged Navier-
Stokes (PANS) is a bridging technique between RANS andDNS [4]. The new variant
ζ − f PANS method [5] is used in the present simulations in which the unresolved-
to-total-kinetic-energy ratio fk is a variable parameter that depends upon the grid
spacing and the integral length scale of turbulence.

URANS simulations use ζ − f turbulence model and are thus comparable with
the PANS ζ − f method. In the LES studies, the SGS stress tensor τi j = ui u j − ūi ū j

is modeled by the Coherent Structure Model (CSM) [6] using the coherent structure
function defined as the second invariant of the velocity gradient tensor normalized
by the magnitude of a velocity gradient tensor.

The URANS, PANS and LES simulations were made with a finite volume CFD
solver,AVLFIRE.Ablend of central differencing scheme and upwind scheme is used
for PANS andLES. The time integration is performed using the second-order implicit
scheme. The SIMPLE algorithm is used to couple the velocity and pressure fields.
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The DNS method uses high-order finite differences approximation with a multigrid
method to solve the genuine Navier-Stokes equations in velocity-pressure [7]. The
method has been used to simulate flow control around Ahmed bodies with active and
passive procedures [8].

In the first case, the computational domain in the spanwise direction is 4D and
16D in the pitchwise direction. Constant velocity is imposed at the inlet, periodic
conditions are used in the spanwise direction, and slip wall conditions are used on
the upper and lower walls. In the second case, the computational domain in both the
spanwise and pitchwise directions is the same as in the experiment. Constant velocity
is imposed at the inlet, periodic conditions are used in the spanwise direction, and
non-slip wall conditions are used on the upper and lower walls.

4 First Flow Case: Results and Discussions

3D URANS, PANS and LES are performed for both the natural body (NAT) and
with control by an additional cylinder (CON). For all simulations, PANS and LES
use the same numerical schemes and the same mesh: 6.27 million cells for NAT
and 7.35 million cells for CON, while 3D URANS uses 1.38 and 0.74 million cells,
respectively. The global parameters of the mean drag and lift coefficients and their
RMSvalues on themain bluff body are shown inTable 1. It can be seen that PANS and
LESpredict quite close results for bothNATandCONflows, andgive a drag reduction
of about 28%. 3DURANS predicts close results for NAT but higher values for CON.
Figure 2 shows the iso-surfaces of the second invariant of the velocity gradient
between the natural and the controlled case by LES. Similar results are produced
by PANS (not shown here). The wake is significantly changed due to the presence
of the control cylinder and a longer wake region is produced in the controlled case.
Figures 3 and 4 show the comparisons of the predicted time-averaged streamwise
velocity U/U0 with the experiment [1] for the NAT and CON cases, respectively.
The numerical predictions of PANS and LES agree well with experiment for NAT.
The numerical results produce a correct tendency of the interactions of shear layer
with the control cylinder but the wake regions are smaller comparedwith experiment.

Table 1 Global parameters of the total dragCD , pressure dragCDp and the total liftCL coefficients.

Case CDp,ave CD,ave CDp,rms CD,rms CL ,rms ΔCDp,ave (%) ΔCD,ave (%)

3D URANS-NAT 0.741 0.798 0.026 0.028 0.215

PANS-NAT 0.776 0.811 0.090 0.094 0.217

LES-NAT 0.772 0.810 0.062 0.063 0.231

Exp.-NAT [1] 0.737 0.77 0.027 − −
3D URANS-CON 0.612 0.653 0.018 0.020 0.084 −17.4 −18.2

PANS-CON 0.554 0.586 0.012 0.013 0.038 −28.7 −27.8

LES-CON 0.553 0.586 0.013 0.013 0.035 −28.5 −27.6

Exp.-CON [1] 0.444 0.47 0.004 − − −39.7 −39.0
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Fig. 2 Iso-surface of the second invariant of the velocity gradient (Q = 1.0 × 105): a NAT by
LES; b CON by LES, colored by pressure

Fig. 3 Comparison of mean velocity U/U0 between 3D URANS, PANS, LES and experiment [1]
(from left to right, respectively), in the natural case

Fig. 4 Comparison of mean velocity U/U0 between 3D URANS, PANS, LES and experiment [1]
(from left to right, respectively), in the controlled case

5 Second Flow Case: Results and Discussions

DURANS, 3DURANS, PANS andLES are performed for both a singleAhmed body
(C1) and two Ahmed bodies (C2). For all simulations, PANS and LES use the same
numerical schemes and the same mesh: 6.36 million cells for C1 and 10.54 million
cells for C2, while 2D URANS and 3D URANS use 0.043 and 1.64 million cells for
C1, 2.76 and 10.54 million cells for C2. The global parameters are shown in Table 2.
It can be seen that PANS and LES predict close results in same flow configurations.
They produced big drag reduction up to 45.8% for the Ahmed body in the wake.
URANS simulations under-predict a lot of the Strouhal number and over-predict the
mean drag for the Ahmed body in the wake. Figures 5 and 6 show the iso-surfaces
of the second invariant of the velocity gradient for the natural and controlled cases,
respectively, by 3D URANS, PANS and LES. Similar results are produced by PANS
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Table 2 Global parameters of the Strouhal number, St, total drag CD , and RMS drag and lift
coefficients.

Ahmed body Turbulence model St CD,ave CD,rms CL ,rms ΔCD,ave (%)

C1 2D URANS 0.150 0.898 0.023 0.463 −
C1 3D URANS 0.187 0.766 0.008 0.142 −
C1 PANS 0.246 0.854 0.050 0.317 −
C1 LES 0.234 0.816 0.042 0.202 −
C2-up 2D URANS 0.158 0.846 0.024 0.481 −6

C2-up 3D URANS 0.187 0.718 0.008 0.114 −6

C2-up PANS 0.224 0.822 0.049 0.255 −4

C2-up LES 0.228 0.793 0.033 0.295 −3

C2-down 2D URANS 0.157 0.504 0.017 0.655 −40.4

C2-down 3D URANS 0.193 0.520 0.019 0.233 −27.5

C2-down PANS 0.224 0.388 0.048 0.485 −52.8

C2-down LES 0.228 0.429 0.043 0.592 −45.8

C1 2D DNS 0.742 0.513

C2-up 2D DNS 0.648 0.546 −13

C2-down 2D DNS 0.248 −67

C1 means the single body case, C2-up means the leading body in the case with two bodies and
C2-down means the body in the wake

Fig. 5 Iso-surface of the second invariant of the velocity gradient (Q = 1.0 × 104) in the single
body case by: a 3D URANS; b PANS; and c LES, colored by pressure

Fig. 6 Iso-surface of the second invariant of the velocity gradient (Q = 1.0×104) in the two-body
case by: a 3D URANS; b PANS; and c LES, colored by pressure

and LES. The vortex shedding from the first Ahmed body affects a lot the flow
around the second Ahmed body, and thus reduces its drag substantially as observed
in Table 2. Figure 7 shows comparisons of LES predictions of time-averaged stream-
wise velocityU/U0 for one and two bodies respectively. The changes of flow pattern
around the second Ahmed body can be observed. Figure 8 shows the RMS veloc-
ity Vrms/U0 by PANS and LES. The two models produce similar flow structures
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Fig. 7 Comparison of mean velocity U/U0 in the C1 a and C2 b cases by LES

Fig. 8 Contours of RMS velocity Vrms/U0 by: PANS in natural flow a; LES in natural flow b;
PANS in controlled flow c and LES in controlled flow d

Fig. 9 Comparison of mean velocity U/U0 in the C1 a and C2 b cases by DNS

although peak values are different. It can be seen that the RMS velocity in the wake
of the second Ahmed body is depressed by large extent. The 2D DNS simulations
are performed on a uniform Cartesian grid with about 15.85 million cells for C1 and
31.7 million cells for C2. Figure 9 shows comparisons of DNS predictions of time-
averaged streamwise velocity U/U0 for one and two bodies respectively. It appears
clearly that the flow around the first body is very similar for cases C1 andC2while the
flow is moderated around the second body. This can be seen in particular on the drag
coefficient in Table 2. The trend observed in Table 2 are confirmed by the DNS study.

6 Conclusions

The present work explores the applicability of URANS, PANS, LES and DNS for
prediction of two flows with passive flow control. The results show that the presence
of a body behind a first one can induce a significant drag reduction. In the case of
platooning there is a tremendous change for the second body as expected but without
an increase and even with a small decrease of the drag coefficient of the leading body.
The results demonstrate that PANS and LES have potentials for capturing the main
features of the flow and giving realistic evolution of the physical quantities.
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Variational Multiscale LES Investigation
of Drag and Near-Wake Flow
of an Axisymmetric Blunt-Based Body

A. Mariotti, M.V. Salvetti and G. Buresti

1 Introduction

The characterization of the relationship between the base pressure of bluff bodies
and the geometrical and fluid dynamical parameters defining a certain configuration
is a complex and still open problem, of interest for both fundamental research and
practical applications. One of the most interesting applications concerns the devel-
opment of methods for the reduction of drag, and thus of fuel consumption, of road
vehicles. Indications exist in the literature that increasing the thickness of the bound-
ary layer developing over the lateral surface of a bluff bodymay lead to an increase of
the base pressure and to a decrease of the drag of two-dimensional or axisymmetric
blunt-based bodies (see e.g. [1, 2]). Nonetheless, the physical mechanisms and flow
features that are responsible for this result are not yet completely understood.

This work is part of an experimental and numerical research activity aimed at
characterizing the flow features influencing the base drag of an axisymmetric blunt
body. As for the experiments, it was observed in [3] that the increase of the boundary
layer thickness produces a reduction of the base suctions. This is probably connected
with an increase of the length of the mean recirculation region present behind the
body, and with the consequent reduction of the convex curvature of the streamlines
outside the boundary layer in the separation region.

In the present work, the results of Variational MultiScale (VMS) LES carried out
on the same body as in the experiments are presented and analysed. Numerical sim-
ulations can give complementary information compared to the experiments, useful
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for a better comprehension of the physical mechanisms leading to drag variations
on the considered body. In particular, the complete flow dynamics is available in the
VMS-LES simulations, while the available experimental measurements are limited
to hot-wire anemometry velocity signals, pressure distributions on the body surface
and aerodynamic loads. Moreover, the flow conditions are easier to be controlled in
numerical simulations. TheVMS-LESapproach adopted in the presentwork has been
successfully used for the simulation of bluff-body flows in the past (see e.g. [4–6]).

2 Geometry Definition, Simulation Set-up
and Numerical Method

The axisymmetric model configuration comprises a forebody with a 3:1 elliptical
contour, and a cylindrical main body with a sharp-edged base perpendicular to the
axis (see Fig. 1). The ratio between the diameter, d, and the overall length, l, is
d/ l = 0.175. The Reynolds number is Re = l · U/ν = 5.5 × 105, as in the exper-
iments. Differences are that simulations can be carried out for laminar freestream
conditions, while a freestream turbulence intensity of 0.9% is present in the experi-
ments.Moreover, themodel support present in the experiments (see [3]) is not present
in the simulations.

In the numerical simulations a reduction of the boundary layer thickness is
obtained by using a free-slip boundary condition over different initial portions of
the body surface (see Fig. 2a, b). Conversely, in the wind tunnel tests strips of emery
cloth were wrapped in various position around the body circumferences in order
to anticipate boundary layer transition and, thus, to increase its thickness (see [3]).
In particular, in the case N T there was natural boundary layer transition, while in
the cases T 1 and T 2 the transition points were kept fixed at xt/ l = 0.75 and at
xt/ l = 0.875, respectively.

Fig. 1 Sketch of the geometry and main parameters

Fig. 2 a Case 075l, b Case 0.375l
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Variational multiscale large-eddy simulations (VMS-LES) of the considered
configuration were carried out by using AERO, an in-house developed numerical
code based on a linearized implicit time advancing and on a mixed finite-volume/
finite-element method, applicable to unstructured grids for space discretization (see
e.g. [4]). The accuracy of the numerical method is second order both in space and
time. The Smagorinsky model is used as subgrid scale model in order to close the
VMS-LES equations.

The computational domain is cylindrical, with a diameter of 15d and a length of
50d (30d being the distance from the body base to the outflow); it is discretized by
an unstructured grid having approximately 2.4× 106 nodes. The grid is particularly
refined near the body surface and in the near wake (the wall y+ is lower than 1).
Characteristic-based boundary conditions [4] are used at the inflow, outflow and lat-
eral surfaces of the computational domain. The boundary conditions on the body are
chosen, as previously explained, in order to vary the boundary-layer thickness on the
lateral surface. In particular, three simulations are presented here, which correspond
to no-slip over the entire body (case l), over 75% (case 0.75l) and 37.5% (0.375l)
of the body lateral surface respectively. In all cases, no-slip is imposed on the base
(see Fig. 2a, b).

3 Results

An overall impression of the main flow features is provided by the streamlines of
the velocity field averaged in time and in the azimuthal direction, shown in Fig. 3
(case l). In the considered operating conditions, the boundary layer remains com-
pletely attached over the lateral surface of the model, up to the separation at the
sharp-edged base contour. The flow separation at the base leads to the development
of a free shear layer, to the creation of a trailing stagnation point and to a flow recircu-
lation behind the base. The mean-velocity streamlines bend inwards after the end of
the body, aside the previous mentioned recirculation zone. This mean recirculation
region is usually referred to as the near-wake and it has a significant influence on base
drag. Indeed, the base pressure is connected with the velocity outside the boundary
layer in the separation region, which, in turn, increases with the convex curvature of
the outer streamlines in the near wake.

Fig. 3 Streamlines of the
velocity field averaged in
time and in the azimuthal
direction
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Table 1 Summary of the boundary layer characteristics, the length of themean recirculation region,
and the integral of the base suctions on the body base

Case δ/d δ∗/d θ/d H lr /d lrms
r /d Cpbase Cpr≤0.4

base

0.375l 0.0306 0.0078 0.0036 2.15 1.45 1.55 −0.135 −0.136

0.75l 0.0411 0.0107 0.0050 2.14 1.48 1.59 −0.130 −0.131

l 0.0663 0.0146 0.0072 2.03 1.54 1.64 −0.122 −0.124
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Fig. 4 a Profiles of x-velocity. b Rms of x-velocity. c Profiles of vorticity

As previously explained, three different boundary layer thicknesses δ/d,measured
0.1d from the base contour, are obtained in the simulations (see Table 1). The dis-
placement thickness δ∗/d, the momentum thickness θ/d and the shape factor H are
also summarized in Table 1. The three non-dimensional profiles of the x-velocity, of
the rms of the x-velocity and of the azimuthal vorticity, ωθ , are shown in Fig. 4a–c,
respectively.

The local pressure coefficients on the base, averaged in time and in the azimuthal
direction, are shown in Fig. 5 for the three considered simulations. The corresponding
average values (Cpbase, averaged on thewhole base surface) are reported inTable 1. It
can be seen that the base suctions decrease with increasing boundary layer thickness.
This variation is found to be connected with an increase of the length of the mean

Fig. 5 Cp distribution on
the base
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Fig. 6 Mean flow
streamlines
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recirculation region that is present behind the body, whose values, lr/d, are also
reported in Table 1; lr is evaluated as the distance from the body base of the point
at which the mean streamwise velocity on the axis is equal to zero. The mean flow
streamlines bounding the recirculation region are shown in Fig. 6, together with the
mean flow streamlines passing at the edge of the boundary layer x/d = −0.1. It is
evident that a reduction of the length of the mean recirculation region is connected
with an increase of the inward curvature of the streamlines, as suggested in [3].

In order to directly compare the present results with the experimental ones of
[3], the length of the mean recirculation region was also evaluated, as done in the
experiments, as the distance from the base of the point on the centreline at which
the maximum of velocity fluctuations occurs; the obtained values, lrms

r /d, are also
reported in Table 1. Similarly, the averaged base pressure coefficient was also cal-
culated for r ≤ 0.4, since experimental measurements are available only inside this
zone (see Cpr≤0.4

base in Table 1).
The effect of boundary layer thickness on the mean recirculation zone length

and on the base pressure are graphically summarized in Fig. 7a, b. The momentum
thickness θ/d is only shown for the sake of brevity. The experimental results are also
reported. In spite of the previously outlined differences, the simulation with no-slip
conditions over the full body and the experimental case with natural transition (cases
l and N T ) can sensibly be compared. First, it appears that the measured boundary-
layer momentum thickness is slightly larger than the computed one. This difference
is consistent with the fact that in the wind tunnel the oncoming flow is not perfectly
smooth as in the numerical simulations and this moves the boundary-layer transi-
tion upstream, resulting in a thicker and fully-developed turbulent boundary layer
at the end of the body. The different state of the boundary layer in experiments and
simulations is confirmed by the values of the shape factor, H , i.e. the ratio between
the displacement and the momentum thickness. In the experiments, H is equal to
1.41, which is typical of turbulent boundary layers, while the boundary layer at the
end of the body in the numerical simulation seems to be still in a transitional state
(H = 2.03). The length of the recirculation zone is definitely shorter in the experi-
ments rather than in the simulations (see Fig. 7a). Again, this is consistent with the
significant turbulence level in the experimental oncoming flow. Note, however, that
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Fig. 7 a lrms
r /d versus θ/d. b Cpr≤0.4

base versus θ/d. c Cpr≤0.4
base versus lrms

r /d

the increasing trends of lrms
r /d with the boundary-layer thickness θ/d are analo-

gous for the experiments and the simulations. In the experiments larger suctions are
present on the base than in the simulations (see Fig. 7b). As will be explained in the
following, this is due to the shorter length of the recirculation region. Nonetheless,
the dependence of the base pressure on θ/d is again similar in experiments and sim-
ulations. The connection between the length of the mean recirculation region and the
base pressure is highlighted in Fig. 7c. The experimental and numerical data collapse
on a single straight line, meaning that the relationship between the base pressure and
lrms
r /d is independent of the status of the boundary layer before separation at the
body base and of the turbulence level of the oncoming flow. Additional simulations,
carried out at a lower Reynolds number and not shown here for the sake of brevity,
indicate that this relationship is also independent of the Reynolds number. Thus, it
appears that in different flow conditions the most important parameter controlling
the base drag is the length of the mean recirculation zone. On the other hand, lrms

r /d
can be varied by changing the boundary layer thickness, independently of the status
of the boundary layer, or the freestream turbulence level. Different techniques to
control lrms

r /d can clearly be used, such as, for instance, blowing and suction on the
body basis.

Acknowledgments The authors wish to thank Nicola Pineschi for his precious contribution in
carrying out the numerical simulations.
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SVV-LES and Active Control of Flow
Around the Square Back Ahmed Body

Noele Peres and Richard Pasquetti

1 Introduction

Thiswork ismotivated by the need of the automotive industry tomanufacture vehicles
that progressively reduce and ultimately eliminate both their negative environmental
impact and dependence upon oil. To this end, we focus on a simplified ground
vehicle, the so-called Ahmed body [1], and try to develop an efficient and validated
methodology of drag reduction (up to 10%). This methodology will be based on
active control through the implementation of synthetic MMEMS (Micro-Magneto-
Electro-Mechanical-Systems) microjets. As a preliminary step, we are interested in
highly resolved simulations of the Ahmed body wake flow, in view of predicting
accurately the effect of microjets and minimizing the drag by optimization of their
use. In order to develop new efficient strategies to reduce the aerodynamic drag
force, that should be able to change locally the flow, remove or delay flow separations
without constraints of design, comfort and safety,many research groups have focused
on the implementation of active flow control techniques. These techniques can range
from blowing, steady and pulsed jets to synthetic jets in open or closed loops [2–4].
More recently, in [5] synthetic jets, i.e. with zero-net mass-flux, are applied on an
Ahmed body with slant angle ϕ = 25◦ to decrease the aerodynamic drag between
6.5 and 8.5%.

In the presentwork, the influence of both steady and syntheticmicrojets on theflow
field are pointed out. The present active flow control technique extends the concept
applied by Rouméas et al. [4], where blowing steady jets at the rear of the Ahmed
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body are used to reduce the transverse wake section, leading to an increase of the
static pressure distribution on the rear part of the vehicle and a reduction of the total
pressure losses in the near-wake flow.

2 Geometry and Mathematical Modelling

The geometry of the car model proposed by Ahmed and Ramm [1] with slant angle
ϕ = 0◦ is considered. The square back Ahmed body, of length l = 1,044mm, height
h = 288mm, and width w = 389mm, is placed at d = 50mm from the ground. The
computational domain, Ω = (−5.44 h, 7.25 h) × (0, 3.2 h) × (−2.16 h, 2.16 h), is
channel-like. The bluff body is located at the distance 1.8125 h from the inlet. The
blockage factor, defined as the ratio between the bluff body section to the channel
one, is then 9.77%.

The Reynolds number equals Re = Uh/ν = 768, 000, where U is the mean
upstream velocity and ν the kinematic viscosity. The boundary conditions are the
following: no-slip condition at the obstacle and at the ground, free-slip condition at
the top boundary of the domain and a steady boundary layer like profile at the inlet.
Periodicity is assumed versus the z-spanwise direction. At the initial time the fluid
is at rest.

The flow is assumed to be governed by the incompressible three-dimensional
Navier-Stokes equations. The numerical method is based on a multidomain Cheby-
shev Fourier approximation. In the streamwise direction, the computational domain
is decomposed in nonoverlapping subdomains of different lengths. At the subdomain
interfaces, the C1 continuity of the velocity components and C0 continuity of the
pressure are ensured by using an influence matrix technique [6]. In each subdomain,
a collocation Chebyshev method is used in the vertical and streamwise directions,
whereas a Fourier Galerkin method is used in the spanwise periodic direction. In the
vertical direction a mapping is used to accumulate grid points at the roof of the car
model. The discretization in time is based on a fractional step method, involving first
an explicit treatment of the advection terms, then an implicit treatment of the diffu-
sion terms using a second order backward Euler approximation (BDF2) of the time
derivative and third, an incremental projection step is applied to enforce the velocity
divergence free constraint, see details in [7]. The LES capability is based on the SVV
stabilization technique, see [8] and references herein. The SVV dissipation term is
characterized by the threshold parameterm N = √

N and by an amplitude εN = 1/N ,
with N for the polynomial approximation degree in each direction. The Ahmed body
is modeled using a pseudopenalization technique, that consists of a modification of
the time scheme in order to approximately cancel the velocity field inside the volume
of the obstacle [9]. As a result, inside the bluff body we solve the stabilized steady
Stokes equations penalizedwith aαu/τ term,whereu is the velocity field, τ the time-
step andα a time schemedependent coefficient. In case of theBDF2 schemeα = 3/2.
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The active flow control makes use of microjets located around the rear part of
the body. Blowing steady and synthetic micro-jets are considered. Due to the small
size of the jets, a modelling is required , see e.g. [10]. In this work the jets are, like
the bluff body, modeled by pseudo-penalization, i.e., by introducing implicitly in
the momentum equation an additional forcing term,

∑
j αχ j (u − u j )/τ , where u j

stands for the velocity enforced at the grid-point location χ j of the jet j . Note that
this is done at the level of the provisional step of the projection technique. In our
modelling, each jet is located at the first point out of the Ahmed body. In case of the
synthetic jets the amplitude of the imposed velocity is always positive for the blowing
period and zero for the suction period. Indeed, the ingested fluid has essentially an
impact on the actuator device (internal flow and membrane) and a negligible one on
the external flow. Moreover, setting a zero value during the suction provides a rough
modeling of the actuator slot.

3 Results

The computational domain is decomposed in eight sub-domains in the x-streamwise
direction. Three of them localized around the Ahmed body. In each subdomain the
polynomial approximation is 40 × 190 × 128, yielding about 15.7 millions of grid-
points. The dimensionless time-step is taken equal to τ = 2.0 10−3.

Figure1a present visualizations of the instantaneous pressure, both in the median
vertical plane and in an horizontal plane, whereas in Fig. 1b we display the mean
pressure field. These visualizations highlight the low pressure regions at the rear and
front of the car.

The statistics have been computed in the time interval t ∈ (667, 787). The mean
flow is visualized in Fig. 2a, which clearly points out the large spreading of the wake

Fig. 1 a Instantaneous pressure in the z = 0 and y = 0.58 h planes from top to bottom respectively,
b pressure mean field in the z = 0 and y = 0.58 h planes from top to bottom respectively
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Fig. 2 a Mean streamwise component of the velocity in the z = 0 and y = 0.58 h planes from top
to bottom respectively, b turbulent kinetic energy in the z = 0 and y = 0.58 h planes from top to
bottom respectively

downwards of the car model, the formation of a recirculation zone at the rear of the
bluff body and also the separation of the flow at the front of the car, both on the top
and on the sides of the Ahmed body. Figure2b displays the turbulent kinetic energy
with extrema at the rear, and also at the top and on the sides. The slight lacks of
symmetry observed with respect to the symmetry plane of the body in Figs. 1b and 2,
suggests to use a longer time to compute such statistics, but this was not done for
computational cost reasons.

The strategies to reduce the aerodynamic drag force presented in thiswork consists
of reducing the transversal wake section. To achieve this goal, one uses steady or
synthetic jets, located around the rear part of the Ahmed body, as sketched in Fig. 3d.
The angle between each jet and the rear wall is θ = 45◦ inward, except in Fig. 3a
where a study of its influence is carried out.

Several configurations are studied using these two techniques. Figure3a, c rep-
resent the time evolution of the aerodynamic drag force Fx considering blowing
steady jets with blowing velocity U jet = 1.5 U . One observes a reduction of the
aerodynamic drag force up to 30% that agrees with the results obtained by Rouméas
et al. [4]. The influence of the angle θ between each jet and the rear wall is pre-
sented in Fig. 3a for θ = 45◦ and θ = 30◦, showing a weak variation of Fx between
these two angles. The dependence of the number of jets on the reduction of drag is
presented in Fig. 3c, where starting from a configuration where jets are localized at
all the considered mesh-points, we only keep jets at one over two or one over three
points.

The second technique, based on synthetic micro-jets, uses a truncated sinusoidal
variation such thatU jet = max(Uimp sin(2π f t+ϕ), 0), withUimp ∈ {1.5U, 2.0U }.
We have used the dimensionless frequency f = 5, which is much greater than the
dominant one of the recirculation bubble. Moreover, a phase lagging between the
successive micro-jets is implemented, i.e. ϕ ∈ {0, π/2, π, 3π/2}. Note that these
choices of frequency and phase lagging are used to retrieve as much as possible
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Fig. 3 a Time evolution of the drag force Fx , for the natural flow and the controlled flow using
blowing steady jets at different angles θ , b time evolution of the drag force Fx , for the natural
flow and the controlled flow using synthetic microjets with different velocities, c time evolution
of the drag force Fx , and its dependence of the space distribution of the blowing steady jets, d jet
localizations at the rear of the Ahmed body

the efficiency of the steady jet configuration. The dimensionless frequency f = 5
corresponds with h = 288mm and U = 40ms−1 to the realistic value 700Hz.
Figure3b shows a reduction of the aerodynamic drag force up to 10%, using the
parameters described above. The mean values of the drag force 〈Fx 〉 were computed
for t ∈ (590, 615).

Figure4a shows the mean pressure field in the median vertical plane without
control, with active flow control using synthetic micro-jets and steady jets, from
top to bottom respectively. In the case of the synthetic micro-jets Uimp = 1.5 U .
Figure4b represents the mean streamwise velocity component. These visualizations
highlight the influence of the jets in the wake flow.

Future works will focus on the optimization of the drag reduction system, i.e.
localization, frequency and amplitude of the micro-jets. The possibility of improving
their modelling should be considered as well as the balance between the energy
losses due to the microjets consumption and the profits related to the drag force
reduction.
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Fig. 4 a Mean pressure in the z = 0 plane. From top to bottom without control, with active flow
control using synthetic micro-jets and using steady jets, b mean streamwise velocity component
in the z = 0 plane. From top to bottom without control, with active flow control using synthetic
micro-jets and using steady jets

Acknowledgments The work is supported by the French National Research Agency (ANR), in the
frame of the projectLimitation of the impact of vehicles on the environment by means of aerodynamic
control using synthetic micro-jets (LIVE-CAMS). The calculations were carried out on the cluster
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Design of High-Order Implicit Filters
on Unstructured Grids for the Identification
of Large-Scale Features in Large-Eddy
Simulations

L. Guedot, G. Lartigue and V. Moureau

1 Motivation

Large-Eddy Simulation (LES) and Direct Numerical Simulation (DNS) are
increasingly popular modeling tools for the understanding and the prediction of
turbulent flows. The mesh resolution in these 3D unsteady simulations has been in a
constant increase over the last decade driven by the development of massively par-
allel super-computers. The post-processing of the large amount of data generated by
these simulations is however very challenging. The extraction of large-scale features
in turbulent flows is particularly difficult because it requires to process either wide
regions of the computational domain or to perform some averaging of the flow.

The extraction of large eddies in turbulent flows may be achieved using Proper
Orthogonal Decomposition or Dynamic Mode Decomposition [1–3] but both meth-
ods require the storing of a large amount of snapshots, which is presently intractable
for billion-cell simulations. Those methods might require to perform some temporal
or spatial filtering, to remove high-frequency motions and avoid aliasing issues.

A complementary approach, which is presented in this paper, is to use high-order
filters. Novel high-order filters have been developed to extract turbulent scales of
a given size on unstructured grids, and they have been successfully applied in a
semi-industrial swirl bruner (as presented in Sect. 5).
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2 High-order Implicit Filters

The filtering of a scalar φ with high-order implicit filters (HOF), as defined in [4, 5],
can be written in a one-dimensional domain as

φ + βp D pφ = φ , where βp = Δx2p

(−4)p sin2p(kcΔx/2)
, (1)

φ is the filtered value, D the second derivative operator, 2p the order of the filter, kc

the cut-off wave number, and Δx the homogeneous grid spacing.
This filter may be analyzed in the complex Fourier space assuming a monochro-

matic signal φ = A exp(ikx), where A is the amplitude, k is the wave number and
x the space coordinate. The filter response defined as the ratio of the filtered and
unfiltered amplitudes A/A is

A

A
=

(
1 + sin2p(kΔx/2)

sin2p(kcΔx/2)

)−1

. (2)

This damping function is plotted in Fig. 1 for various orders. The definition of this
filter family ensures that the amplitude damping is 50% at the cut-off wave number,
i.e. where all curves intersect each other. The selectivity of a filter can be defined as
its ability to damp the smallest scales while not affecting the largest ones. The higher
is the order, the sharper is the filter response. The slope of the filter response at the
cut-off wave number is a good estimate of the filter selectivity. The HOF shows a
good selectivity which is an essential property to extract structures of a given scale
from the flow.

Fig. 1 Damping functions
of high order filters, for order
4, 8 and 16, Gaussian filter,
and low-pass filter
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3 Derivation and Implementation of Raymond Filters
on Unstructured Grids

Afirst part of the work consisted in the generalization of the filters to 3D unstructured
grids with non-uniform grid spacing. In this case, the second-order derivative oper-
ator D is replaced by a node-centered Laplacian operator. Then, to ensure discrete
conservative properties of the filter, the coefficient βp is included in the Laplacian
operator itself leading to a modified operator D′.

The HOF require the inversion of a symmetric matrix to find the filtered values.
The linear system may be written as

(I + D′k)φ = φ (3)

where D′ is the modified symmetric Laplacian operator. The algorithm used to invert
the linear system and to compute φ is a Preconditioned Conjugate Gradient (PCG).

To make this filter suitable for meshes of several millions of cells, some work has
been done to accelerate the convergence and improve the robustness of the linear
solver. The decomposition of the matrix of the linear system described in Eq. (3)
into p complex matrices (polynomial factorization, where αi are the complex roots
of the polynomial):

k∏

i=1

(I + αiΔ
′)φ = φ (4)

reduces the system to p smaller systems. Each n x n complex symmetric matrix is
then transformed into a 2n × 2n real symmetric matrix that can be inverted with the
PCG algorithm [6].

4 Application of the Filters to Canonical Flows

4.1 Taylor Vortices

In this section, a linear combination of 2D Taylor vortices with three different sizes
(L/2, L/4 and L/8), where L is the size of the computational domain, is considered.
The mesh used in this case is a 2D cartesian grid, but the filtering is performed with
an unstructured code.

The velocity field has been filtered with filter widths of L/2 and L/4. The L/4
filtering removes the structure of smallest size L/8. The L/2 filtering removes both
L/8 and L/4 vortices, leaving only the biggest vortices. The L/2-filtered field can
be compared to the analytical solution of Taylor Green vortices of size L/2 (Fig. 2
(top)). Plotting the difference between the unfiltered field and the L/4-filtered field
enables to extract the L/4 vortices, which can also be compared to the exact solution
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Fig. 2 Extraction of Taylor vortices with 12th order band pass filter (center), Gaussian band-pass
filter (right) and comparison with exact solutions (left)

(Fig. 2 (center)). The same can be done for the smallest vortices (Fig. 2 (bottom)).
The same was done with a Gaussian filter, and the difference between the two types
of filter is clearly visible. The three types of vortices are recovered with the HOF,
while Gaussian filter hardly captures the biggest vortices, and yet they are stretched
and damped. For the smaller vortices, traces of the other frequencies are still visible
since the Gaussian band-pass filter is not selective enough.

4.2 3D Homogeneous Isotropic Turbulence

The HOF are then applied in a 3D Homogeneous Isotropic Turbulence on a 1283

Cartesian grid and compared to a Gaussian filter. In this case, the performances of
the filter are obtained from the analysis of the Q-criterion spectrum. An example is
given in Fig. 3a . The higher selectivity of the HOF is clearly visible. The spectrum
fits better the unfiltered spectrum for the low wave numbers, and decreases faster
after the cut-off. The HOF provide a better dissipation of the smaller scales.
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Fig. 3 a Influence of the order on the spectrum of filtered Q-criterion b Filtered and unfiltered Q
criterion energy spectrum

Figure3b compares the spectra of filtered Q-criterion with order from 4 to 16. As
the order increases, the selectivity of the filter is improved. The higher is the order,
the sharper is the spectrum for high wave numbers.

5 Application of the Filters to Turbulent Flows in Complex
Geometries

The HOF were also applied in a complex semi-industrial swirl burner in order to
assess the proper behavior of the filters on massive unstructured grids and evaluate
their ability to extract large-scale features of a turbulent flow. In aeronautical swirl
burners, the Precessing Vortex Core (PVC) is a well-known 3D structure which
dominates the flow dynamics and part of the mixing process [7]. This kind of large
coherent structure becomes hard to be extracted as the size of the mesh increases.

The Preccinsta swirl burner has been widely studied and is a challenging test for
the HOF since it has been computed with several mesh resolutions from 1.7 millions
of tetrahedrons to 2.6 billions [8]. On the simulation performed with the 1.7 millions
mesh, Q-criterion isosurface colored by the axis distance shows the existence of
a Precessing Vortex Core (helical vortex, Fig. 4a). With bigger meshes, this large
structure becomes hard to post process. Large scale structures can be visualized
with Q-criterion isosurfaces, but this method reveals both large and small structures
regardless of their size. The bigger is the structure compared to the mesh resolution,
the harder it is to be extracted. For the refined simulations (14–110 millions), Q-
criterion was filtered with a 12th order filter at the approximate size of the PVC.
The same isosurface is then plotted with this filtered Q-criterion (Fig. 4b–d). All the
small-scale structures were removed by the filtering, leaving a big 3D helical vortex
similar to the PVC observed on the 1.7 millions.
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Fig. 4 a Isosurface of unfiltered Q-criterion on the coarse mesh. b Isosurface of filtered Q-criterion
(12th order) on the 14M mesh. c Isosurface of filtered Q-criterion (12th order) on the 41M mesh.
d Isosurface of filtered Q-criterion (12th order) on the 110M mesh

6 Conclusions and Perspectives

The HOF implemented in the code show good results on canonical test cases, and
were successfully applied in the PRECCINSTA semi-industrial swirl burner. The
extraction of large-scale strutures with HOF in this type of burner, associated with
two-phase flow simulations will enable to understand and analyse the interaction
between the liquid fuel spray and the large-scale vortices.

Those filters can also be a valuable tool to interpolate data on a coarse grid and
perform modal analysis (POD, DMD) with reduced computational costs.

Acknowledgments Computational time was provided by GENCI (Grand Equipement National de
Calcul Intensif), and all simulations were performed on the supercomputers of IDRIS.
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DNS of Canonical Turbulent Flows Using
the Modal Discontinuous Galerkin Method

J.-B. Chapelier, M. De La Llave Plata, F. Renac and E. Lamballais

1 Introduction

The discontinuous Galerkin (DG) method is a particular class of finite element
methods which was first introduced by Reed and Hill in 1973 [1] for the treat-
ment of the neutron transport equations. The first applications to fluid mechanics
appeared two decades later with the resolution of the Euler equations [2–4], and
the compressible Navier-Stokes equations [5]. This method has gained increased
popularity during the last decade for CFD applications. An interesting property of
DG discretizations is their arbitrarily high-order of accuracy, achieved by writing
the solution in terms of a polynomial expansion of order p in each element of the
computational domain. Another significant property of these methods is their ability
to deal with unstructured meshes over complex geometries. Finally, a smart choice
of the numerical fluxes can lead to compact discretization, which is advantageous
for parallel strategies based on the MPI technique. The combination of these three
properties makes the DG method interesting for the computation of turbulent flows
using DNS or LES. In this paper, we present Direct numerical simulations of canon-
ical test cases using a modal DG method. Special emphasis is placed on the interest
of high-order DG discretizations for the simulation of turbulence.
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2 Numerical Methods

We consider the compressible set of Navier Stokes equations written in conservative
form. The DG discretization is based on a variational form of these equations, in
which the continuity of the solution is not enforced at the interfaces between elements.
The surface integrals are therefore computed by introducing a numerical flux, which
takes into account the discontinuities in the solution. We consider a modal approach,
for which the solution is expressed within an element as an expansion of locally
orthogonal polynomials. This property is necessary to ensure that the mass matrix
is diagonal. In this case, the degrees of freedom are the expansion coefficients in
each element. We consider in this study a Lax Friedrichs flux for the discretization
of the convective terms and the BR2 method [6] for the discretization of the viscous
terms. This approach guarantees a convergence order of p + 1, where p is the
polynomial degree of the expansion, while keeping the compacity of the method.
We consider a third-order explicit Runge-Kutta method for the temporal integration.
The code has been parallelized using the MPI approach. For the following studies,
the meshes considered are composed of hexahedra, and the basis is composed of
Legendre polynomials.

3 DNS of Canonical Flows

3.1 Collision of a Dipole Vortex with a No-Slip Wall

The first configuration considered represents the impact of a vortex-dipole on a no-
slipwall. This configuration provides complex near-wall phenomena that are difficult
to capture for most numerical codes. The following initialization refers to the work
of Clercx [7]. We consider a square domain Ω = [−h,+h]2 with no-slip adiabatic
boundary conditions at x = ±h and periodicity conditions in the y-direction. The
expression of the Reynolds number is Re = √

E0/2h/ν, where E0 is the total kinetic
energy in the domain. We consider a Reynolds number of 1,000 for comparison with
the reference spectral computations of Keetels et al. [8].

We have performed a high-orderDGcomputation using a coarsemesh (see Table1
for the details). The associated number of degrees of freedom is low compared
to reference spectral computation. Regarding the evolution of enstrophy and the
isocontours of vorticity at a time after the first collision, the agreement is excellent
between the two computations (see Figs. 1 and 2). This result shows the interest
of high-order DG methods for the accurate resolution of vortex-based flows using
coarse discretizations.
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Table 1 Details of the computations for the vortex-wall collision

Computation Order Elements DOFs Δx1

DG p5 6 322 1922 2.5δ

Keetels et al. – – 2048 × 1024 –
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Fig. 1 Evolution of statistics for the dipole-wall collision at Re = 1, 000

Fig. 2 Vorticity contours at t = 0.5 for the pseudo-spectra (left) and DG (right) computations

3.2 Turbulent Channel Flow

We consider in this section a DG computation of the turbulent channel flow, which
is a more realistic configuration for the study of turbulence. The flow is developed
between two walls separated by a distance 2h, and the computational domain is
Ω = [0, 4πh]× [0, 2h]×[

0, 4
3πh

]
. We consider periodicity boundary conditions in

the streamwise (x) and spanwise (z) directions. This flow is statistically homogeneous
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Fig. 3 L2-error of velocity and temperature for different fourth-order DG discretizations, for the
laminar channel flow. Solid lines fourth-order DG computations; Dashed lines theoretical error
scaling

Table 2 Resolution details of the computations for the compressible channel flow

Computation Degrees of freedom Collocation / Quadrature points Δy+
1

DG p = 3 104 × 92 × 64 130 × 115 × 80
(≈ 1.2 × 106

)
5.7

Coleman et al 110 × 90 × 60 144 × 119 × 80
(≈ 1.37 × 106

)
–

in these two directions, allowing to plot the various profiles as a function of y only.
We consider a body force as a source term in the x-momentum equation to account
for the mean pressure gradient that drives the flow. In order to validate the isothermal
boundary conditions, we first perform computations of the laminar channel flow. The
evolution of the error in the L2 norm is plotted for the velocity and the temperature,
as a function of the number N of the elements of the discretization. As seen in Fig. 3,
we verify the theoretical order of convergence p + 1, which validates the boundary
conditions.

A DNS of the turbulent channel flow at Mach 1.5 is performed. We consider a
bulk Reynolds number of 2,800, which corresponds to a friction Reynolds number
of about 180. The reference spectral computation has been performed by Coleman
et al. [9]. The details of the computations are shown in Table2.

As seen in Fig. 4, the correlation is very good for themean and fluctuating velocity
profiles between the DG and the reference computation. There is also an excellent
agreement between the mean and fluctuating density and temperature (see Fig. 5),
showing that the DG method allows for an accurate representation of the compress-
ibility effects in the channel. The friction Reynolds number, as seen in Table3, is
also in very good agreement with the reference computation.

This DG computation shows the suitability of high-order DG methods for the
representation of near-wall turbulence submitted to compressibility effects.



DNS of Canonical Turbulent Flows Using the Modal . . . 95

y
10-3 10-2 10-1 100
0

0.2

0.4

0.6

0.8

1

1.2

<U> DG
<U> Coleman

y
0 0.2 0.4 0.6 0.8 1
0

0.05

0.1

0.15

0.2
urms DG
urms Coleman
vrms DG
vrms Coleman
wrms DG
wrms Coleman

Fig. 4 Profiles of mean and fluctuating velocity for the compressible channel flow
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Fig. 5 Profiles of mean and fluctuating density and temperature for the compressible channel flow

Table 3 Physical parameters of the computations for the compressible channel flow

Reτ uτ Tc ρc ρc/ρw

DG p = 3 221.4 0.0547 1.375 0.980 0.726

Coleman et al. 221.6 0.0545 1.378 0.980 0.723

4 Conclusion

The accuracy of the DG modal approach for the DNS of turbulent flows has been
assessed by considering two different flow settings.

Firstly, a 2D configuration representing the normal collision of a dipole with a
no-slip boundary has been investigated. It appears that the high-order DG approach
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is able to provide good quality solutions on coarse meshes. In particular, we have
shown that accurate solutions can be obtained with only 1922 DOFs, with respect to
the reference simulation which shows 2048 × 1024 DOFs.

Finally, a high-order DG computation has been performed for the turbulent chan-
nel flow configuration in the compressible regime. The DG solution turns out to be in
good agreementwith the reference computation both in terms ofmean and fluctuating
velocity profiles. We also found an excellent agreement with Coleman’s reference
DNS for the fluctuating thermodynamic quantities (density and temperature).

High-order DG discretizations are able to provide a level of accuracy equivalent
to that offered by spectral methods for a comparable number of DOFs. Thanks to
the flexibility provided by the DG method in terms of hp-refinement the size of the
simulation can be further reduced through an appropriate choice of the discretization
parameters h and p.

Acknowledgments This research is funded by ONERA’s scientific board (DSG). We would like
to thank Prof. G.N. Coleman for providing the reference data for the compressible channel flow,
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LES Using a Discontinuous Galerkin
Method: Isotropic Turbulence,
Channel Flow and Periodic Hill Flow

C. Carton de Wiart, K. Hillewaert, L. Bricteux and G. Winckelmans

1 Introduction

This paper presents the second step of the validation of a compressible discontinuous
Galerkin method (DGM) for the Direct numerical simulation (DNS) and the large
eddy simulation (LES) of turbomachinery flows. The method has already been suc-
cessfully validated for the DNS of academic flows [1] as well as for the flow around
complex geometries [2]. During these studies, the interesting dissipation properties
of the method have been highlighted, showing a natural tendency to disspate only the
under-resolved scales (i.e the smallest scales), leaving intact the larger scales. This
phenomena is even emphasised when going to high order polynomials. Indeed, the
dissipation increases on the largest wave numbers and its range of impact is reduced.
These properties of DGM makes it an excellent candidate for efficient implicit LES
(ILES). A validation of this DGM/ILES approach is here investigated on cannonical
flows, allowing us to deeply study the impact of the discretisation for under-resolved
computations. The first case studied is the homogeneous isotropic turbulence (HIT)
at infinite Reynolds number, as studied by Cocle et al. [3]. This benchmark allows
the assessment of the spectral behaviour of the method. The LES of the channel
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flow [4, 5] at various high Reynolds numbers is then presented. Finally, the method
is applied to the DNS of the two-dimensional periodic hill flow [6] at Reb = 2800.
This computation is the preliminary step to the LES at Reb = 10595.

2 The Discontinuous Galerkin/Symmetric Interior
Penalty Method

The discontinuous Galerkin method [7] is a Galerkin finite element method based
on an interpolation space Φ, composed of functions v that are polynomials of order
p on each of the elements e in the mesh E , but not required to be continuous across
any of the interfaces f between elements.

After choosing an appropriate set of basis functions φi for Φ = span
{φ0, . . . , φN }, with N the number of degrees of freedom per element, DGM then
approximates the different components w̃m of w̃ by wm = ∑

i Wimφi .

As for any Galerkin method, the expansion weights Wim are found by requiring
that the residual of the model equations, evaluated with w, is orthogonal to any
function v ∈ Φ. This principle is further complemented with consistent and penalty
terms on the element interfaces, using, as Riemann solver H , the Roe upwind flux
for the convective terms whilst the diffusive terms are discretised according to the
Symmetric Interior Penalty (SIP) method:

∀φi ∈ Φ , ∀m : ∑
e

∫
e φi

∂wm
∂t dV − ∑

e

∫
e

∂φi
∂xk (F k

m + Dk
m) dV

+
∑

f

∫

f
[[φi ]]

k nk Hm
(
w−, w+, n

)
d S

︸ ︷︷ ︸
C I

+
∑

f

∫

f
[[φi ]]

k
{

Dkl
mn

∂wn

∂xl

}
d S

︸ ︷︷ ︸
DI

+
∑

f

∫

f
[[wn]]

k
{

Dkl
nm · ∂φi

∂xl

}
d S

︸ ︷︷ ︸
DS

+
∑

f

σ

∫

f
[[wm]]

k [[φi ]]
k d S

︸ ︷︷ ︸
D P

= 0.

F and D respectively stand for the convective and diffusive fluxes, Dkl
mn for the

Jacobian of the diffusive fluxes with respect to the solution gradients. {.} and [[.]]
denote the interface average and jump operators. The penalty parameter σ must be
chosen to be large enough to guarantee stability. Sharp bounds for the value of σ

have been elaborated for simplices and recently for hybrid meshes [8].

3 HIT at Infinite Reynolds Number

The LES of incompressible decaying homogeneous isotropic turbulence (HIT) at
very high number is considered. The molecular viscosity is negligible leading to an
infinite Reynolds number. After a given transient phase, due to the sudden absence
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Fig. 1 Energy spectra (time
averaged between t = 5 and
t = 20). DGM/ILES results:
p = 2 (solid), p = 3 (dash)
and p = 4 (dash-dot); PS
method: RVMs (thin solid).
A k−5/3 slope is also shown
(thin dash)

of viscosity, the kinetic energy evolves following a power law E(t)
E0

=
(

t
t0

)−a
. In

the spectral domain, the energy spectrum should give a semi-infinite range, with a
true k−5/3 behaviour according to Kolmogorov theory. Three orders of accuracy are
investigated using DGM: third (p = 2), fourth (p = 3) and fifth (p = 4) order. The
number of degrees of freedom (dof ) is the same for all computations and is equal to
1283. As the DGM solver is compressible, a Mach number of 0.1 is taken to simulate
the incompressible flow.

Figure1 presents the resulting energy spectra. The results are compared with
those of Cocle et al. [3] obtained with a pseudospectral (PS) method on the same
grid, using the “regularized variational multiscale” model, (RVMs, as applied on the
small scales). DGM results present a behaviour very similar to the RVMs model,
with a significant k−5/3 inertial subrange, followed by a moderate bump. This one
is even less pronounced for DGM/ILES than PS/RVMs. As expected, this bump
moves towards the high wave numbers when increasing the order of accuracy of the
computation, offering a slightly larger inertial range.

4 Channel Flow at Reτ = 395, 590 and 950

The wall-resolved LES of the fully developed two-dimensional turbulent flow
between two parallel walls separated by a distance 2δ is investigated. The flow is
assumed to beperiodic in the streamwise and the spanwise directions. ThreeReynolds
numbers are considered: Reτ = uτ δ/ν = 395, 590 and 950, with uτ the friction
velocity based on the shear stress uτ = √

τw/ρ. The computational domain is the
same for all computations: 2πδ ×2δ ×πδ. The computational grids are summarized
on Table1. Here again, a Mach number of 0.1 (based on the bulk velocity) is chosen

Table 1 LES of the channel
flow. Reynolds numbers,
number of dof and order of
accuracy considered

Reτ dof (nx × ny × nz) Order (p)

395 64 × 48 × 48 4 (p = 3)

590 96 × 64 × 96 4 (p = 3)

950 192 × 96 × 192 4 (p = 3)
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Fig. 2 LES of the channel flow at Reτ = 395 (left) and 950 (right). Mean velocity profiles.
DGM/ILES (dot) compared to DNS (solid line) of Moser et al. [4] (Reτ = 395) and Hoyas et al. [5]
(Reτ = 950)

to match the incompressible conditions of the reference DNS of Moser et al. [4]
(Reτ = 395, 590) and Hoyas et al. [5] (Reτ = 950).

Figure2 shows the averaged velocity profile obtained at Reτ = 395 and 950 with
DGM/ILES. Reτ = 590 is not showed here for compacity but the behaviour at this
Reynolds number is very similar to the Reτ = 950. The results are in very good
agreement with the DNS references, especially for Reτ = 950. It is interesting to
stress that this result is obtained on a very coarse mesh at the near wall. Indeed,
for each computation, the first node is located at a wall distance y+ = 2.5 when,
typically, most methods need to stay below y+ = 1 to obtain satisfactory results.

Figure3 shows the three components of the turbulent intensity profile. Small
oscillations can be seen. Those are due to the discontinuities in the solution and do
not affect significantly the overall values. Globally, the profiles are well captured,
even if some discrepancies can be found on u′+

RM S at both Reynolds numbers. On the
other hand, v′+

RM S et w′+
RM S are very well captured.

Fig. 3 LES of the channel flow at Reτ = 395 (left) and 950 (right). RMS turbulent velocities:
u′+

RM S (top), v′+
RM S (bottom) and w′+

RM S (middle). DGM/ILES (dot) compared to DNS (solid line)
of Moser et al. (Reτ = 395) and Hoyas et al. (Reτ = 950)
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5 DNS of the 2D Periodic Hill at Reb = 2800

The 2D periodic hill is a generic case of a flow separating from a curved surface.
As the channel flow, the computational domain is periodic in the streamwise and the
spanwise directions. The flow separates at the hill crest and reattaches downstream,
creating a large recirculation bubble. The Reynolds number of the flow is based on
the bulk velocity at the hill crest Reb = ubh/ν, with h the hill height and ub =

1
2.035h

∫ 3.035h
h u(y)dy. As preliminary study to the LES of the periodic hill at Reb =

10595, a DNS is performed at Reb = 2800.
As the previous cases, the Mach number is set to 0.1 to match incompressible

conditions. The mesh is composed of 128×64×64 elements (curved near the lower
wall). Combined with a fourth order interpolant, this leads to 384 × 192 × 192 dof.
The results are compared to those obtained by Breuer et al. [6] on a 13M dof DNS
using the LESOCC finite volume solver.

Figures4 and 5 show the mean velocity profile and the x-component of the tur-
bulent intensity profile at the hill crest (x/h = 0) and in the recirculation bubble

Fig. 4 DNS of the 2D periodic hill flow at Reb = 2800. x-component of the turbulent velocity.
DGM/DNS (dot) compared to DNS (solid line) of Breuer et al. at the hill crest (x/h = 0)

Fig. 5 DNS of the 2D periodic hill flow at Reb = 2800. x-component of the turbulent velocity.
DGM/DNS (dot) compared to DNS (solid line) of Breuer et al. [6] at x/h = 2
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(x/h = 2). The results are in excellent agreement with the reference. The curves
are almost superimposed everywhere. Some discrepancies can be found on the mean
velocity fluctuation and can be explained by the small number of convective times
used to average the solution. Only a dozen of convective times have been computed
so far.

6 Conclusion

A compressible DGM solver has been assessed for the LES of academic flows using
an implicit LES strategy. This study pointed out the ability of DGM/ILES to perform
accurate LES. The results on HIT at infinite Reynolds number showed the ability of
the method to target the numerical dissipation only on the smallest scales, thus acting
like a subgrid scale model. The behaviour of the method is very similar to a state of
the art PS/RVMs method. The LES of the channel flow at Reτ = 395, 590 and 950
are also considered. The results match well those of the reference DNS, showing the
ability of the method to capture wall-bounded turbulence on relatively coarse grid.
Finally, a preliminary DNS has been successfully performed on the two-dimensional
periodic hill flow at Reb = 2800. This computation is a first validation for the LES
of the case at Reb = 10959 that will be performed shortly. Those results are very
encouraging and studies are currently performed to validate the method on more
complex cases.
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Underresolved Turbulence Simulations
with Stabilized High Order Discontinuous
Galerkin Methods

Andrea D. Beck, Gregor J. Gassner, Thomas Bolemann, Hannes Frank,
Florian Hindenlang and Claus-Dieter Munz

1 Motivation and Scope

Due to the broad range of spatial and temporal structures of turbulent flows, the
resolution requirements for a fully resolved representation of all scales are pro-
hibitively expensive and make Direct Numerical Simulations (DNS) impossible in
all but a very limitednumber of cases. Thus, the simulationof turbulent flowsbecomes
restricted to coarse grid solutions, combined with a suitable modeling approach for
the subgrid physics. For the DNS simulations of turbulence, the superiority of high
order schemes compared to their low order counterparts in terms of fidelity and
efficiency is well-established. However, for coarse grid simulations which are by
necessity underresolved, the term “order of convergence” of a formulation loses its
meaningfulness, as its definition requires sufficient smoothness of the underlying
flow field. Instead, other quality features of a discretization method have to be con-
sidered, such as e.g. dispersion and dissipation properties for a large range of scales.

In the case of the Discontinuous Galerkin (DG) method, it can be shown that its
high order variants yield very favorable dispersion and dissipation behavior over a
broad range of scales [17]. In addition, the DG method is particularly attractive for
massively parallel simulations as it shows excellent strong scaling properties and
it also allows geometry flexibility [1, 10]. Thus, the combination of these features
make an interesting candidate for the simulation of underresolved turbulence. In this
work, we will investigate the potential of DGmethods for the simulation of turbulent
flows and show applications to canonical test cases.
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2 Description of Numerical Method

Starting from a general system of hyperbolic conservation equations

Ut + ∇ · F(U ) = 0 (1)

with U being the vector of the conservative variables and F = (F, G, H)T the flux
vector, we obtain the weak form of the Discontinuous Galerkin method as

∂

∂t

∫

Q

U φdx +
∫

∂ Q

(F · N)∗φ d S −
∫

Q

F(U ) · (∇xφ) dx = 0 (2)

where Q is an arbitrary grid cell, N denotes the surface normal vector, and the
superscript ∗ indicates the introduction of an approximate Riemann solver to remedy
the double-valuedness at the grid cell interfaces. The solution U is approximated in
each cell as

U (x, t) =
P(N )∑

i=0

Ûi (t)ψi (x) (3)

with Ûi (t) as the time-dependent degrees of freedom, ψi (x) a suitable basis of the
polynomial space with degree N and P(N ) the number of basis functions.

Many different choices of basis functions, element types, flux functions and
integration methods exists, which all add their own flavor to the DG method (see
e.g. [4, 8, 12]). In this work, we will focus on the Discontinuous Galerkin Spectral
Element Method (DGSEM) proposed in [12], which employs tensor-product nodal
Lagrange basis functions on Gauss points in hexahedral elements, together with the
associated quadrature rules for volume and surface integrals. Full details can be found
in [10]. The non-linearity of the flux function F(U ) makes an exact evaluation of the
inner products very expensive, and these integrals are thus often approximated by an
inexact quadrature rule to keep the computations efficient. This numerical inaccuracy
introduces an aliasing error into the solution, which can lead to positive eigenvalues
in the operator spectrum and thus to an unstable computation (Fig. 1). There are a
number of countermeasures to this unwanted build-up of aliased energy due to the
inexact integration of the inner products, among them filtering and skew-symmetric
formulations of the operator.Wewill focus herein on the application of the traditional
spectral de-aliasing method for Fourier spectral methods by Orszag to a polynomial-
based approximation: The so-called “polynomial de-aliasing” introduced by Kirby
and Karniadakis [11]. It should be noted that this approach ensures an exact evalu-
ation of the inner products and thus results in an “analytic” DG formulation, where
the only remaining parameter in Eq. (2) is the choice of the numerical flux function.
In this work, we use the local Lax-Friedrichs flux for the convective fluxes and the
second method of Bassi and Rebay for the viscous contribution.



Underresolved Turbulence Simulations with Stabilized High Order . . . 105

Re(λj)

Im
(λ

j)

-100 -50 0

-45

-30

-15

0

15

30

45
N=15, Int Points=16

N=15, Int Points=17

N=15, Int Points=18

N=15, Int Points=19

N=15, Int Points=32

Re(λ j)

Im
(λ

j)

-0.25 -0.2 -0.15 -0.1 -0.05 0 0.05 0.1
-15

0

15

N=15, Int Points=16

N=15, Int Points=17

N=15, Int Points=18

N=15, Int Points=19

N=15, Int Points=32

Fig. 1 Left DG operator spectrum with increasing quadrature precision, from [2]. Right Zoom

3 Results

As a first test case, we have investigated the results of very high order fully de-
aliased DG computations for the Taylor-Green Vortex test case [3]. To facilitate a
fair comparison with results from literature, we have chosen the same total number
of degrees of freedom (643) as previous authors. We have discretized the triple-
periodic domain of this flow with only 43 elements, but chosen a polynomial ansatz
of order 15 in each spatial direction, leading to the total of 643 degrees of freedom.
While keeping the number of DOF fixed, three different Reynolds number were
computed with this setup, ranging from 800 to 1,600 to 3,000. We have compared
our results to those reported byHickel [9], wherein he presented Finite-Volume based
LES computations of this flow. It should be emphasized that our approach contains
neither an explicitly added subgrid scale model for the unresolved terms, nor an
adapted discretization in an implicit LES sense. Figure2 presents the results of the
underresolved computations of this turbulent flow for increasing Reynolds numbers
and a comparison with an explicit LES with a dynamic Smagorinsky model and
an implicit approach based on the Approximate Local Deconvolution implict LES
method. The rate of kinetic energy dissipation of a DNS of this flow conducted by
Brachet for the Re = 1600 case (from [3], using 2563 pseudospectral DOF) and
a DNS by Fauconnier for Re = 3000 (from [5], using 3843 pseudospectral DOF)
serve as a reference. As can be seen from Fig. 2, the results obtained with the N = 15
scheme are in very good agreement with the DNS results. The only deviation occurs
at the maximum of the dissipation rate at t ≈ 9s. The slight general deterioration
of the match with the DNS for increasing Reynolds number can be attributed to the
increased ratio of physical to resolvable scales.

In a next step, we have extended our investigations to the flow over a circu-
lar cylinder at ReD = 3, 900, which has been studied extensively in literature as
a benchmark for LES computations [6, 13, 15, 16]. Since most of the published
results where obtained with incompressible codes, we select a Mach number for our
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Fig. 2 Comparison of high order stabilizedDGwith LES computations for the Taylor-Green vortex
for Re = 1600 (left) and Re = 3000 (right). More details can be found in [7]

computations of 0.1. For the spatial discretization, we choose two different setups:
a coarse grid of 8 × 6 × 6 grid cells and polynomial degree N = 11 resulting in
about 500k DOF and a medium grid of 16 × 12 × 12 grid cells and polynomial
degree N = 7 resulting in about 1.2 mio DOF. The full spatial domain is circular in
the plane of the cylinder, with its center co-located with the geometry center and a
radius of 40 cylinder radii. In the spanwise direction, the domain is extruded along
the cylinder axis to a length of 8 radii. No-slip isothermal wall boundary conditions
are applied on the geometry, periodicity is enforced in the spanwise direction and
all other boundaries are set to the freestream values. Turbulent statistics are gath-
ered over 144 shedding cycles after the initial transient phase from uniform flow
conditions to the development of the steady vortex shedding.

As before for the Taylor-Green vortex test case, all computations are de-aliased
with approximately 2 N quadrature points to prevent a build-up of excess energy
in the higher modes, i.e. the inner products are evaluated exactly. Figure3 gives a

Fig. 3 Instantaneous flow around cylinder at ReD = 3900, Left de-aliased streamwise momentum,
Right aliasing error of streamwise momentum
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Table 1 Integral quantities and simulation parameters for ReD = 3900 cylinder flow

Author C pBase Str CD Lr /D Scheme LES DOF (M)

Kravchenko and Moin [13] −0.94 0.210 1.04 1.35 B-Spline SEM Smag 1–2

Meyer and Hickel [15] −0.92 0.210 1.05 1.38 FV ALDM 6.0

Fröhlich et al. [6] −1.03 0.216 1.08 1.09 FV Smag 1.4

Ouvrard et al. [16] −0.85 0.218 0.99 1.54 FV/FE Smag 1.5

Ouvrard et al. [16] −0.81 0.226 0.93 1.68 FV/FE-VMS Smag 1.5

Ma et al. (DNS) [14] −0.96 0.203 0.96 1.12 h/p-FEM – 30

Current: O(12) −1.00 0.212 1.09 1.26 DG – 0.5

Current: O(8) −0.93 0.208 1.04 1.37 DG – 1.2

visual impression of this instantaneous aliasing error introduced into the streamwise
moment component by inexact integration and compares the error component with
the fully de-aliased momentum. The error visualization was obtained by computing
the instantaneous content of the higher polynomial modes that would be aliased
onto the computational grid through inexact integration. It should be noted that the
computation would become unstable immediately if the de-aliasing was turned off.

The shape and outline of the vortex street is clearly reflected in the aliasing error.
This is to be expected, since it is the non-linear term in the momentum equation that
causes the physical vortex cascade and through it the occurence of aliasing errors in
underresolved regions. The excitation of the higher modes through aliasing is also
evident in the high-frequency checkerboard pattern of the error.

Table1 summarizes the integral quantities of interest for the cylinder flow and the
simulation parameters, both for our computations and published results. A certain
spread of the reported quantities exists, but our current results agree very well within
this range while using no LES modelling approach and with equal or in most cases
less DOF. In particular, the results obtained on the medium grid (Current:O(8) case)
are for all integral quantities in very close agreement with the data published by
Kravchenko and Moin.

4 Conclusion

In this work, we have investigated the potential of very high order Discontinuous
Galerkin schemes with exact integration for the simulation of underresolved turbu-
lencewithout explicitly added subgridmodel (explicit LES) or adapted discretization
(implicit LES). We have shown that for two canonical test cases of turbulent flows,
our results are in very good agreement with DNS results and various LES approaches
reported in literature, while using the same number or even less degrees of freedom.
We attribute this favorable behavior to the very low approximation errors of high
order DG schemes, resulting in a much wider range of well-resolved scales. Thus,
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high order DG schemes are an attractive candidate as a baseline scheme for further
LES studies of more complex, higher Reynolds number flows. In the future, we plan
to extend our investigations by developing both explicit and implicit LES strategies
for DG.
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A Characteristic-Based Volume
Penalization Method for Arbitrary Mach
Flows Around Solid Obstacles

Eric Brown-Dymkoski, Nurlybek Kasimov and Oleg V. Vasilyev

1 Introduction

Volume penalization is a subclass of immersed boundary methods for modeling
complex geometry flows, which introduces the effects of obstacles by modifying
the governing equations. The method presented in this paper encompasses general
boundary conditions as an extension of the Brinkman Penalization Method (BPM)
[1], which was originally developed for solid, isothermal obstacles in incompress-
ible flows. A principal strength of Brinkman penalization is that error can be rigor-
ously controlled a priori, with the solution converging to the exact in a predictable
fashion [4, 5].

While much work has been done to refine BPM for various numerical techniques
and flow regimes, boundary conditions have lacked generality, especially for com-
pressible flows. They have been typically limited to slip and no-slip conditions for the
inviscid and viscous flow around isothermal obstacles, though additional boundary
conditions have been developed on a problem specific basis. In this way, BPM has
been inapplicable and inflexible for many fluid problems, notably those demanding
heat-flux and insulating boundary conditions on solid surfaces.

The novel Characteristic-Based Volume Penalization method (CBVP), discussed
in this paper, employs hyperbolic forcing terms to impose general homogeneous and
inhomogeneous Neumann and Robin boundary conditions. The method is flexible
and can be applied to parabolic and hyperbolic evolutionary equations. In this paper
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it is demonstrated for viscous and inviscid flows of arbitrary Mach number. As with
BPM, this method maintains rigorous control of the error through a priori chosen
parameters for all boundary conditions.

2 Characteristic-Based Volume Penalization

TheCharacteristic-BasedVolume Penalizationmethod imposesDirichlet, Neumann,
and Robin type boundary conditions by introducing localized forcing terms into the
constitutive equations. For a domain containing obstacles Om , a masking function,
χ(x, t), is defined where

χ(x, t) =
{
1 if x ∈ Om,

0 otherwise,

separates the domain into a physical region and a penalized region.
Dirichlet conditions are imposed in the same fashion as with the Brinkman penal-

izationmethod [7, 9]. For the boundary condition u = u0(x, t) on an obstacle surface
∂Om(x, t), the constitutive equation is modified into the penalized equation

∂u

∂t
= (1 − χ) × RHS − χ

ηb
(u − u0(x, t)) + χνn

∂2u

∂xi , ∂xi
, (1)

with summation implied over repeated indices and where RHS is simply the physical
right hand side fluxes. Convergence of the penalization parameter, as ηb → 0,
controls the error on the solution by decreasing the timescale of the forcing term
[1]. The Robin boundary condition, of which the Neumann condition is a special
case, has the form a(x, t)u + b∂u/∂n = g(x, t) for inward-oriented surface normal
n = nk . It is penalized through forcing applied to the appropriate derivatives of u.
The result is a hyperbolic equation,

∂u

∂t
= (1 − χ) × RHS − χ

ηc

(
a(x, t)u + bnk

∂u

∂xk
− g

)
. (2)

With the normal defined everywhere, (2) has inward-pointing characteristics that
extend perpendicular to the surface into Om . This propagates the solution at the
surface inward with a spatial growth or decay, based on g and au, that enforces
the desired BC. It can easily be seen that within Om , Robin/Neumann penalized
equation (2) converge to the desired boundary condition on the timescale ηc. With
ηc << 1 on the normalized problem timescale, the disparity asymptotically controls
the penalization error.
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3 Compressible Viscous Flows

3.1 Penalized Navier-Stokes Equations

For viscous flows, the fluid is governed by the fully compressible Navier-Stokes
equations. The nondimensionalized continuity, momentum and energy equations are

∂ρ

∂t
= −∂ρu j

∂x j
, (3)

∂ρui

∂t
= −∂(ρui u j )

∂x j
− ∂p

∂xi
+ 1

Rea

∂τi j

∂x j
, (4)

∂ρe

∂t
= − ∂

∂x j

[
(ρe + p) u j

] + 1

Rea

∂(uiτi j )

∂x j

+ 1

(γ − 1)

1

Rea Pr

∂

∂x j

(
μ

∂T

∂x j

)
.

(5)

The acoustic Reynolds number is Rea and Pr is the Prandtl number, and the char-
acteristic velocity is a reference speed of sound c0.

For the viscous benchmark problems considered in this paper, no-slip and
adiabatic/heat flux conditions are imposed on velocity and temperature through (1)
and (2). In order to apply these penalized boundary conditions to the constitutive
equations (3–5), the equations of state are used to determine consistent penalization
of the integrated variables ρ, ρu, and ρe, from the native variables u, T , and an
appropriate penalized equation for ρ.

For ρ to be a passive, evolutionary condition, a CBVP Neumann condition is
applied within Om , where the target is

Φ = nk
∂ρ

∂xk

∣∣∣∣
∂Om

. (6)

This closes the penalized equations for the desired conditions on u and T without
over constraining the problem. The forcing terms for the compressible Navier-Stokes
equations then become

∂ρ

∂t
= (χ − 1) × RHS − χ

ηc

(
nk

∂ρ

∂xk
− Φ

)
(7)

∂ρui

∂t
= (χ − 1) × RHS − χ

[
1

ηb
ρ (ui − u0i )

+ ρνn
∂2ui

∂x j∂x j
+ 1

ηc
ui

(
nk

∂ρ

∂xk
− Φ

)]
(8)
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∂ρe

∂t
= (χ − 1) × RHS − χ

[
1

ηc

(
nk

∂ρe

∂xk

)
+ ρ(u j − u0 j )u j

ηb

−ρu j

ηc
nk

∂u j

∂xk
− ρu jνn

∂2u j

∂xi∂xi
− 1

ηc
eΦ − 1

ηc
cvρq

]
, (9)

where RHS denotes the corresponding right hand sides of Eqs. (3–5).

3.2 Benchmark: 2D Cylinder Flow

To verify the efficacy of CBVP for unsteady solutions, CBVP is applied for low
Reynolds number vortex shedding around a two-dimensional cylinder. For Ma = 0.2
and Re = 1000, the flowpast a cylinder remains laminar but experiences vortex shed-
ding from the trailing edge. The domain discretization and penalization parameters
remain as for the pseudo-incompressible case, namely Ω = [−5, 10] × [−5, 5],
ηb = 5 × 10−3 and ηc = 10−2. Two temperature conditions are considered: an
adiabatic cylinder and constant heat flux at ∂T/∂n = 1.5.

Periodic vortex shedding can be seen in the laminar wake behind the cylinder
in Fig. 1. For laminar flows in the region of Re ≈ 1000, the frequency is insensi-
tive to the Reynolds number [3] and temperature driven viscosity fluctuations. The
heating is therefore best seen only through the direct effect on the temperature of
the fluid. Examination of the temperature profile along an arbitrary surface normal
verifies that the desired heat-flux of q = 1.5 is properly enforced on the penalized
boundary.

Time varient lift and drag coefficientsCL andCD agree well with previous numer-
ical results [3], though a slightly shorter shedding period can be seen. This higher
frequency is reflected in a Strouhal number of St = 0.245, compared to St = 0.238
from published results [3].

Fig. 1 The vorticity fields for flow past a circular (Re = 1000) and square (Re = 150) 2-D
cylinders, demonstrating the flexibility of CBVP for arbitrary geometry
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To demonstrate the applicability of the method to arbitrary geometry, flow past
a square cylinder is shown in Fig. 1 for Re = 150. The masking function χ(x) and
normal n(x) were assembled from piecewise smooth facets.

4 Compressible Inviscid Flows

4.1 Penalized Euler Equations

Inviscid flow is governed by theEuler equations,where the viscous terms are removed
from (4) and (5). In this case, only the normal component of velocitywill be penalized
for a no-penetration condition and the curvature of the surface must be accounted for
in the boundary conditions. For consistency, the energy and momentum equations
are modified based upon the penalized native variables and the equations of state.
The following terms are added to the Navier-Stokes equations (7–9) in the inviscid
limit:

∂ρ

∂t
= · · · + κ

ηc

ρuτ
j ρuτ

j

p
, (10)

∂ρuτ
j

∂t
= · · · + κ

ηc

ρuτ
j ρuτ

j u
τ
i

p
, (11)

∂ρe

∂t
= · · · + κ

ηc

ρuτ
j u

τ
j

γ − 1
+ κ

ηc

ρuτ
j ρuτ

j

p

uτ
i uτ

i − un
i un

i

2
, (12)

where un = (u · n)n, uτ = u − un , τ = uτ / ‖uτ‖, and κ = ∇nτ · n is a curvature
along the streamline based on τ . The operator∇nτ is a projection of gradient operator
to the n, τ plane, that is ∇nτ = n (n · ∇) + τ (τ · ∇).

4.2 Benchmark: 2D Shocks Around Obstacles

In order to evaluate efficacy of the method, several test problems were examined:
supersonic flow around multiple cylinders, and supersonic flow around the wedges
with sub- and supercritical apex angles. All results showed good qualitative corre-
spondence with published experimental and numerical results [2, 8]. For the case
with supersonic flow around a wedge at a subcritical angle, there is an oblique shock
inclined with some angle β. The exact, steady-state oblique shock solution is well
known [6]. As shown in Fig. 2, the numerical solution for a volume penalized wedge
approaches the exact at steady-state. For the case with supercritical angle, a detached
bow-shape shock was observed, in accordance with established results [6].
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Fig. 2 Numerical Schlieren image of supersonic flow around randomly spaced multiple 2D cylin-
ders (left) and density field of supersonic flow around the wedge with subcritical angle (right). The
exact steady-state solution for the attached oblique shock wave at the wedge is drawn as the solid
black line

5 Conclusions

A new volume penalization method has been developed and demonstrated to extend
Brinkmanpenalization to generalizedNeumannandRobin conditions. This is accom-
plished through hyperbolic penalization terms whose characteristics point inward
along the surface-normal direction. The process of prescribing general boundary
conditions is flexible and systematic, allowing for straightforward construction of
penalization schemes for arbitrary Mach and Reynolds number flows.
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DNS of Square-Cylinder Flow Using Hybrid
Wavelet-Collocation/Volume-Penalization
Method

G. De Stefano and O.V. Vasilyev

1 Introduction

The direct numerical simulation (DNS) of unsteady flow past a square-cylinder has
a very high computational cost, even at moderately low Reynolds-numbers (Re),
where the transition to a complex 3D wake occurs. In fact, the cylinder wake is
unstable to two main spanwise disturbances that are referred to as “Mode A” and
“Mode B” in the literature, similarly to what happens for circular cylinders. For the
long-wavelength Mode A, the critical Re has been observed to be around 160, while
the short-wavelength Mode B has been found to become unstable for Re ≈ 190. The
spanwise wavelengths of the above two modes are about 5.2 and 1.2 times the side
length of the cross section, respectively [1].

In order to numerically predict the essential features of the transitional shedding
flow past the cylinder, the extent of the computational domain in the homogeneous
spanwise direction, where periodic boundary conditions are applied, must be suffi-
ciently high to capture the evolution of the 3D disturbances. Furthermore, the numer-
ical grid must be properly refined close to the body surface, to resolve the boundary
layer, as well as in the wake region. The degrees of freedom of the solution and,
thus, the associated computational cost can be drastically reduced by using adaptive
numerical methods, where the spatially non-uniform grid is not prescribed a-priori
but dynamically adapted following the flow evolution.

In this study, the mesh adaptation is based on the wavelet decomposition of
the velocity field, by automatically refining the grid where high gradients in
the solution exist. The wavelet-based eddy-capturing approach [2] is extended to
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non-homogeneous bluff-body flow, where the presence of the obstacle is mimicked
by using the Brinkman volume-penalization method [3].

2 Hybrid Method

The volume-penalization approach results in slightly modifying the governing equa-
tions with the addition of an appropriate forcing term, without altering the underlying
numerical grid. Instead of solving the incompressible Navier-Stokes equations in the
fluid domain Ωf , with the associated no-slip BC on the body surface ∂Ωs, the fol-
lowing (dimensionless) governing equations for the penalized velocity field ũi are
solved in the entire domain Ω = Ωf

⋃
Ωs:

∂ ũi

∂xi
= 0, (1)

∂ ũi

∂t
+ (

ũ j + U j
) ∂ ũi

∂x j
= − ∂ p̃

∂xi
+ 1

Re

∂2ũi

∂x j∂x j
− χs

η
(ũi + Ui ) . (2)

The imposed uniform velocity field U j corresponds to the given freestream velocity.
The additional term at the RHS of the penalized momentum equation (2) mimics the
presence of a porous obstacle, where χs stands for the mask function associated with
the obstacle domain Ωs.

The positive constant η, which has the dimension of time and reflects the fictitious
porousness of the obstacle, stands for the key-parameter in the volume-penalization
approach. For vanishing η, the solution ũi of the penalized equations (1) and (2)
converges to the solution of the original equations with the global penalization error
scaling as η1/2 inΩf . Therefore, the no-slip BC can be enforced to any desired accu-
racy by appropriately reducing the penalization parameter. In addition, the Brinkman
approach is particularly advantageous because the aerodynamic force acting on the
obstacle can be simply evaluated as

Fi (t) = 1

η

∫

Ωs

(ũi + Ui )dx, (3)

i.e., by integrating the total velocity field over the volume occupied by the obstacle.
Generally, the continuity (1) and penalized Navier-Stokes (2) equations could be

solved with any numerical technique. In this work, the efficient combination of the
volume-penalization approach with the adaptive wavelet-collocation (AWC) solver
is used [4]. The governing equations are evaluated at collocation points, which leads
to a set of nonlinear ODEs for the collocated velocity unknowns. The method allows
the numerical grid to be dynamically adapted in time, following the evolution of the
dominant flow structures, which are unambiguously identified and tracked during
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the simulation. Namely, the mesh adaptation is obtained through the use of nested
wavelet grids, owing to the one-to-one correspondence between wavelets and grid
points. The method is particularly effective in the simulation of shedding flow past
bluff bodies, where the wavelet-based adaptation allows the grid to be continuously
modified in time in order to follow the space-time evolution of the wake.

Formally, the perturbation velocity field, ũi (x), is decomposed in terms of wavelet
basis functions and approximated by retaining only significant wavelets:

ũi (x) ∼=
∑

l∈L 0

c0l φ
0
l (x) +

+∞∑

j=0

2n−1∑

μ=1

∑

k∈K μ, j

|dμ, j
k |>ε|ui |

dμ, j
k ψ

μ, j
k (x). (4)

Each level of resolution j consists of wavelets belonging to the same family, having
the same scale but located at different grid positions. Collocation points are in fact
omitted from the computational grid if the associated wavelets are omitted from
representation (4), which occurs when the corresponding coefficients are below the
given thresholding level. In a practical calculation, the level of resolution is bounded
so that j ≤ jmax, where the choice of the maximum resolution, which corresponds
to the finest allowable wavelet grid, is dictated by the physically required spatial
resolution as well as the acceptable computational cost. Depending on the choice of
the parameter ε, only a small fraction of the available wavelets is used in representing
the velocity field ũi , which results in the characteristic compression property of the
wavelet-based methods [5]. The thresholding level ε determines the relative energy
level of the eddies that are resolved and, consequently, controls the importance of
the residual field associated with the discarded wavelets. A very low but non-zero
value for this parameter can be prescribed so that the effect of unresolved motions
can be completely ignored and the wavelet-based DNS solution of the penalized
equations (2) is carried out, like it happens for the present study.

When combining the AWC method with the volume-penalization technique, the
presence of the cylinder is automatically taken into account by adapting the compu-
tational mesh on the penalized velocity field and, possibly, the mask function.

3 Square-Cylinder Flow

The hybrid method presented above is applied to the simulation of vortex shedding
behind a stationary right prism with square cross-section, immersed in a uniform
fluid stream. The flow around the cylinder is described in a Cartesian coordinate
system (x, y, z), where the first axis corresponds to the inlet flow direction and
the third one coincides with the spanwise direction. The computational domain is
chosen to be Ω = [−6, 18] × [−9, 9] × [−3, 3], while the domain occupied by the
cylinder is Ωs = [−0.5, 0.5] × [−0.5, 0.5] × [−3, 3], the side length of the square-
section being assumed as reference length. Zero-velocity conditions are imposed
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at the inflow boundary (x = −6), while convective conditions are prescribed at the
outflowboundary (x = 18). Free-slip conditions are imposed at the lateral boundaries
(y = ±9), i.e. ∂ ũ1/∂y = ũ2 = ∂ ũ3/∂y = 0, and periodicity is assumed in the
homogeneous spanwise direction (z = ±3).

The DNS of square-cylinder transitional flow at Re=200 is obtained starting from
zero perturbation velocity. The incoming flow is undisturbed and the transition is
naturally promoted by the numerical truncation errors. The penalization parameter
is set to η = 0.001, while two different thresholding levels, namely, ε = 0.005
and ε = 0.01, and seven levels of resolution (1 ≤ j ≤ 7) are used for the AWC
solver. Here, differently from similar studies, the non-uniform mesh spacing is not
prescribed a-priori, but dynamically determined according to the flow evolution.
In particular, close to the body surface, the local resolution is dictated by the high
gradients of the mask function χs and, thus, the finest wavelet collocation grid is
used. Due to the moderately low Re, the prescribed maximum resolution is adequate
to resolve the kinematic boundary layer inside the fluid region.

After a transient period, during which the wake develops from initial free-stream
conditions, the aerodynamic forces exhibit the classical oscillatory behavior of bluff-
body flows, as illustrated in Fig. 1, where the time histories of the spanwise-averaged
drag and lift coefficient are reported. In the higher accuracy case, the time-averaged
drag-coefficient is C D = 1.54 and the associated RMS value is C ′

D = 0.027 while,
for the lift-coefficient, it holds |C L | = 5.3× 10−3 and C ′

L = 0.31. The fundamental
frequency of vortex shedding corresponds to the Strouhal-number St = f0L/U =
0.15. The present global results are in good agreement with solutions provided by dif-
ferent non-adaptive DNS solutions, e.g. [1], as well as experimental findings, e.g. [6].
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Fig. 1 Time-history of the drag (top) and lift (down) coefficient for two different wavelet thresh-
olding levels that are ε = 0.01 (lower) and 0.005 (higher accuracy)
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The flow dynamics is governed by the vortical structures that are shed from the
cylinder and convected downstream, while secondary vortices are generated in the
near wake. During a high-force phase, like for instance at t ∼= 175, the wake is
characterized by the presence of large spanwise vortices. Eventually, these structures
are destroyed and, during a low-force phase, like for instance at t ∼= 190, the wake
shows a complex 3D shape due to symmetric two-sided dislocation. It appears that
the time history of the retained wavelets number reflects the oscillations of the wake-
induced forces, as demonstrated in Fig. 2.

In order to present a clear 3Dviewof the cylinderwake, themain vortical structures
can be identified according to the Q-criterion, which simply defines a vortex as a
connected region with a positive second invariant of the velocity-gradient tensor, e.g.
[7]. The evolution of the wake is visualized on Fig. 3, by reporting three different
pictures at three different time instants. The iso-surfaces of Q = 0.1 and0.3 are drawn
(on the left of the figure) along with the scatter plot (on the right) of the collocation
points associated to the retained wavelets. Since all the wavelets belonging to the
coarser levels of resolutionwith j ≤ 3 are actually kept throughout the computational
domain, for the sake of clarity, the scatter plot, which is colored by the variable grid
level, is reported only for 4 ≤ j ≤ 7.

In fact, the number and the spatial distribution of the retained wavelet collocation
points follow the evolution of the wake. During a period of high force, the rather
simple wake can be simulated by using a relatively low number of wavelets. On the
contrary, during a period of low force, which corresponds to a very complex shape
of the wake, much more grid-points are included in the computation as the wavelet
collocation grid is automatically refinedwhere smaller vortical structures are created.
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Fig. 2 Time-history of the number of retained wavelets for two different wavelet thresholding
levels that are ε = 0.01 (lower) and 0.005 (higher accuracy)
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Fig. 3 Main vortical structures identified by the iso-surfaces of Q = 0.1 (blue) and 0.3 (green), on
theleft, and scatter plot of the wavelet collocation points at higher levels of resolution (4 ≤ j ≤ 7),
on the right. Close-up view in the domain: −2 < x < 17, −3 < y < 3, −3 < z < 3, at three
different time instants
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4 Concluding Remarks

The application of the hybrid volume-penalization/wavelet-collocation method to
the simulation of unsteady 3D incompressible square-cylinder transitional flow is
presented. The method allows the adaptive DNS to be performed with a reasonable
computational cost, while directly controlling the errors in the numerical approxi-
mation. Due to its flexibility and efficiency, the proposed combined method appears
very promising for the simulation of more challenging flows. For instance, higher
Re and/or more complex geometry bluff body flows could be considered, where the
adaptive wavelet-based method are expected to become even more efficient.
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Generation of Intermittent Turbulent Inflow
and Initial Conditions Based on Wavelet
Construction Method

L.Zhou, J.Grilliat and A.Delgado

1 Introduction

In the current context of steady computational power increase, high-resolvedunsteady
simulations such as Large Eddy Simulation (LES) or Direct Numerical Simulation
(DNS) are no longer restricted to academic usage, and becoming tools of interest
for the industry. Though, issues still remain, which prevent from getting a reliable
picture of reality. Among them, initial boundary conditions techniques for DNS and
LES are always the first barrier.

The current methods, the so-called stochastic methods, developed in the 1990s
[4, 6] are now widely spread and intensively used for this purpose. These methods
consist in generating velocity perturbations, assuming stationary stochastic distrib-
utions. They are able to successfully recover low-level statistical properties of the
flow, such as energy spectra or spatial correlations, but unable to render high order
statistics from turbulent flows. As the matter of fact, velocity fluctuations related to
bursts of small eddies are typically non stationary processes. This phenomenon, often
referred to as intermittency [3], is characterized with non zero statistical moments
of third (skewness) and fourth (flatness) orders. Therefore, this accounts -at least
partly- are not able achieved by current methods.

Thepresent study shall address this problem.Basedon the idea of randomcascades
onwavelet dyadic trees [1] and an energy cascademodel, p-model, a series of velocity
increments are constructed in different level of scales.Wavelet reconstructionmethod
in multiresolution analysis (MRA) [7] is then performed on the generated velocity
increments. As a results, a type of synthetic homogeneous velocities are created. The
statistical properties are studied and compared with DNS results. It must be pointed
out that although the current discussions are based on two-dimension, the method
can be easily extended to three-dimension case.

L. Zhou (B) · J. Grilliat · A. Delgado
Lehrstuhl Für Strömungsmechanik (LSTM), FAU, Erlangen-Nuremberg, Germany
e-mail: Long.Zhou@lstm.uni-erlangen.de

© Springer International Publishing Switzerland 2015
J. Fröhlich et al. (eds.), Direct and Large-Eddy Simulation IX,
ERCOFTAC Series 20, DOI 10.1007/978-3-319-14448-1_17

125



126 L. Zhou et al.

2 Description of the Numerical Method

The turbulence energy cascade is modeled with help of p-model [9, 10], which
is a simplified case of Mandelbrot’s multifractal theory. The basic idea is that the
cascade can be cast into a successive breakdown of turbulent eddies. Each eddy with
an energy p breaks into two eddies of same size, but different energy p1 and p2 such
that 1 = p1 + p2. Here p represents the percentage of total energy. The relative
energy distribution p1 and p2 is evaluated by experimental results. Typically, p1 and
p2 are set to 0.7 and 0.3 respectively. The p-model is able to successfully recover the
multifractal properties of one-dimensional energy-cascading in the inertial range.

Juneja et al. [5] used a multiplicative method to construct one-dimensional inter-
mittency signal. The statistical properties are close to turbulence. However, the
method bears its limitation to one-dimension. The higher dimensional extension
do not reproduce non-Gaussianity. Moreover, correlation and coherency will also be
lost due to the superposition of signals in high dimensional extension.

The present method starts from this point. Mathematically, the method take
advantage of the W -cascade framework [1], which is a superclass of M -cascade
[8]. The W -cascade is built using a wavelet orthogonal basis. The scaling function
φ(x), and the wavelet function ψ(x) are defined in L2([0, 1]) space:

φ j,k = 2 j/2φ(2 j x − k), ψ j,k = 2 j/2ψ(2 j x − k). (1)

Since φ(x) and ψ(x) are orthonormal basis, the L2 space can be constructed by
two-dimensional MRA,

f (x, y) = c0,0,0φ0,0,0(x, y) +
J−1∑

j=0

2 j −1∑

ix =0

2 j −1∑

iy=0

3∑

μ=1

cμ
j,ix ,iy

ψ j,ix ,iy (x, y). (2)

The scaling coefficient c0 and the wavelet detail coefficients c j play an important
role in capturing turbulent intermittency. The index j represents the level of scales,
while ix , iy are spatial indexes in a specific level. The notation μ is a index of the
three detail subbands. The construction method is shown in Fig. 1.

A recursive step to calculate the coefficients in HL (μ = 1) suband can be defined
as follows:

c11,0,0 = Ẽ1,

c1J+1,2i,2 j = Ẽ J+1GlcJ,i, j ,

c1J+1,2i+1,2 j = Ẽ J+1Gr cJ,i, j ,

c1J+1,2i,2 j+1 = Ẽ J+1ĜlcJ,i, j ,

c1J+1,2i,2 j+1 = Ẽ J+1Ĝr cJ,i, j . (3)
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Fig. 1 In MRA, a
two-dimensional data is
divided into four subbands.
Scaling coefficients which
contain most informations
from original data are stored
in LL subband. Here L
represents low frequency.
The other three subbands LH,
HL and HH containing detail
informations correspond to
the finer scale wavelet
coefficients. The method
starts to construct them from
the coarsest level to the finest
level. The coherent
structures (darker textures
shown in bottom part) are
well preserved between
different scales (levels)

Different as one-dimensional p-model, the two-dimensional wavelet p-model
defined here, breaks energy into four pieceswhich represented as variablesGl c, Gr c,
Ĝlc and Ĝr c in above equations. In order to consist with one-dimensional case, the
summation of each two variables should be equal to 0.7 or 0.3 depending on which
subbands they are located. For instance, in HL subband the four variables can be
defined as Glc + Ĝlc = 0.7, Gr c + Ĝr c = 0.3 while in LH subband, they are read
as Glc + Gr c = 0.7, Ĝlc + Ĝr c = 0.3.

The wavelet energy spectrum Ẽ J is explicitly given as a constrain in the corre-
sponding level. Here wavelet energy spectrum Ẽ is calculated from Fourier energy
spectrum E(k′):

Ẽ(k) = 1

Cψkψ

∞∫

0

E(k′)
∣∣∣∣ψ̂

(
kψk′

k

)∣∣∣∣

2

dk′ (4)

where kψ is the centroid wave-number of the analysing wavelet ψ and Cψ is defined
by the admissibility conditions given in [12].
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In second step, the scheme outlined above is used to generate two independent
scalar fields u′ and v′ which together define the vector field u. A divergence-free
velocity field (us) can be obtained as follows:

us = u − ∇ψ,

∇ · ∇ψ = ∇ · u. (5)

The irrotational velocity potential ψ is computed by above Poisson equation which
can be efficiently solved by multi-grid method.

3 Results and Discussions

The Daubechies wavelet are chosen here for reconstruction purpose. Velocities con-
structed by Daubechies wavelet with low moments (D2 or D4) are compared with
velocities constructed by highermoments (D8 andD16). No surprise, highermoment
filters which take advantage of less cut off loss, predict the velocities close to real
turbulence. For this reason, The D8 are chosen for the rest of this section.

3.1 Some Statistical Properties

As similar with real turbulence, the flatness factor, an index of turbulent intermit-
tency, grows slowly with construction levels. The PDF of vorticity in Fig. 2 shows
a strong deviation from Gaussian with increasing of construction levels. Following
with suggestion of Kolmogorov, the relation between construction levels and the
Reynolds number can be predicted by

R−3/2
λ = η/L �

(
1

2

)n

. (6)

n represents current level. With five levels construction, the Reynolds number is
Rλ � 10. It must be pointed out that the construction level can be inconsistent with
wavelet reconstruction level. For example, the coefficients can be constructed by
level 1–5 whereas wavelet reconstruction can be performed on seven levels with the
top two levels empty or nearly empty. This is specially useful when synthesizing fully
developed turbulence, where the empty levels correspond to a dissipation region.

By using the framework of W -cascade and an explicit energy constrain, the energy
spectrum shows a desired−5/3 slop in inertial range (see Fig. 3), typical for isotropic
turbulence. Moreover, synthetic field which has banded shape of energy spectrum,
absent from low frequencies for instance, could be interesting for LES simulation,
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Fig. 2 PDF of velocity and
vorticity in different
construction levels. The
PDFs of velocity remain
basically Gaussian when
construction level increasing,
whereas the PDFs of
vorticity depart from
Gaussian strongly
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Fig. 3 Energy spectrum
with 1–5, 1–6 and 1–7
construction levels
correspond to seven, eight
and nine levels of
reconstruction. All levels of
spectrum keep a −5/3 slop
in inertial range
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Fig. 5 Energy spectrum
contains only high frequency
constructed by level 5–8 with
nine level reconstruction
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Fig. 6 Velocity field from
DNS Re = 103

where the synthetic field can be served as sub-grid models. Those type of velocity
fields can be constructed by simply jumping over the corresponding levels. Figure5
shows an energy spectrum containing only high frequencies constructed by level 5–7
with nine levels reconstruction. Due to the constrain Ẽ J , the spectrum still maintain
a −5/3 slop though the low frequency information is absent. Furthermore, as the
reconstruction proceeds in different level of scales in advantage of the multi-fractal
structure of wavelet, a much better agreement is obtained between high order sta-
tistical moment from synthesized to measured velocity fluctuations. Figure4 shows
a series of even moment structure functions comparing with a DNS test case. The
slops from synthetic turbulence which present exponent of structure functions agree
well with corresponding DNS results. In the last two figures, the streamlines of DNS
and synthetic velocity are plotted using linear integral convolution method (LIC).
Figure7 which depicts the integral scale L and a multiple of Kolmogorov scale η

according to the construction levels resemble the ones in real turbulence (Fig. 6).
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Fig. 7 Synthetic field with
construction level 1–5 and
seven levels of
reconstruction

3.2 Conclusion

The features of wavelet based synthetic turbulence method have been presented. It
canwell predict the turbulence statistics based on scales aswell asReynolds numbers.
Moreover, coherent structures are greatly preserved based on the modified wavelet
2-D p-model. Current ongoing work has as objective the extension of the method to
three-dimension and inhomogeneous anisotropic turbulence.
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A New High-Order Method for the Accurate
Simulation of Incompressible Wall-Bounded
Flows

Peter Lenaers, Phillip Schlatter, Geert Brethouwer
and Arne V. Johansson

Abstract A new high-order method for the accurate simulation of incompressible
wall-bounded flows is presented. In stream- and spanwise direction the discretisation
is performed by standard Fourier series, while in wall-normal direction the method
combines high-order collocated compact finite differences with the influence matrix
method to calculate the pressure boundary conditions that render the velocity field
divergence-free. The main advantage over Chebyshev collocation is that in wall-
normal direction, the grid can be chosen freely and thus excessive clustering near
the wall is avoided. Both explicit and implicit discretisations of the viscous terms
are described, with the implicit method being more complex, but also having a wider
range of applications. The method is validated by simulating fully turbulent channel
flow at friction Reynolds number Reτ = 395, and comparing our data with existing
numerical results. The results show excellent agreement proving that the method
simulates all physical processes correctly.

1 Introduction

The last few decades, Direct Numerical Simulations (DNS) have proven very useful
to investigate the features and properties of incompressible wall-bounded turbulent
flows. A major issue when solving the governing three-dimensional incompressible
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Navier–Stokes equations is the lack of an evolution equation for the pressure. Instead,
the pressure is present in the momentum equations and instantaneously corrects the
velocities such that the continuity equation is satisfied. Different methodologies have
been developed to deal with this issue, one of them being the influencematrixmethod
[1]. In this method, a Poisson equation for the pressure is derived that replaces the
continuity equation in the interior of the flowdomain. For problemswith non-periodic
boundaries in one dimension, this results in a sequence of one-dimensional scalar
Helmholtz equations, which are solved to calculate the pressure boundary conditions
that after applying a correction step, render the entire velocity field divergence-free.
The advantage of this method is that continuity is fulfilled exactly in the discretised
equations and that it can also be applied on a collocated grid, thus avoiding interpola-
tion that can cause unwanted filtering effects. All of the previous implementations of
the influencematrixmethod [5] useChebyshevpolynomials inwall-normal direction.
Although the use of Chebyshev collocation is widespread in the simulation of wall-
bounded flows, it also has its disadvantages. The prescribed grid when using Cheby-
shev collocation is the Gauss–Lobatto–Chebyshev grid which becomes extremely
clustered near the wall at high resolution causing numerical errors. Because of the
numerical issues caused by extreme clustering of gridpoints, there exists a desire
to have more freedom in the location of the grid points in wall-normal direction.
An alternative to Chebyshev collocations are compact finite difference schemes [2]
which show good resolution characteristics over a large range of wavenumbers,
while maintaining the freedom to choose the grid points and boundary conditions.
We extend the influencematrix method to allow the use of compact finite differences,
which gives the user the freedom to choose the location of the grid points and thus
providing more flexibility.

The viscous terms can be treated both explicitly and implicitly. The equations are
simpler when they are treated explicitly, but this does imposemore severe restrictions
on the maximum allowable time step in certain flow cases.

2 Problem Formulation

To illustrate ourmethodweconsider the casewith onehomogeneous andone inhomo-
geneous direction such as plane Poiseuille flow. It illustrates all of the features of the
method while keeping the equations relatively simple. The theory is easily extended
to three dimensions, or adapted when other boundary conditions are chosen.

In the periodic x-direction the velocity components and pressure are expanded in
Fourier series while compact finite differences are used in y-direction. The compact
finite difference scheme for the first derivative inwall-normal direction can bewritten
in matrix form as:

A1f ′ = B1f (1)
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with f = [ f1, . . . , fNy ] where Ny is the number of points in y-direction, and A1
and B1 the coefficient matrices. It follows that:

f ′ = A−1
1 B1f := D1f . (2)

A analogous formulation holds for the second derivative matrix D2.
The non-linear terms are discretised using a third-order Runga–Kutta method,

while the viscous terms are split into an implicit and an explicit part using the theta-
method. The discretised momentum equations are then:

Lmomuq+1 + ikxβqΔtpq+1 = rq
x , uq+1(±1) = 0 (3)

Lmomvq+1 + βqΔt D1 pq+1 = rq
y , vq+1(±1) = 0 (4)

with

Lmom :=
(
1 + βqΔt

1

Re
θk2x

)
I − βqΔt

1

Re
θ D2, (5)

rq =
[
1 + βqΔt

1

Re
(1 − θ)

(
D2 − k2x I

)]
uq − γqΔtNq − ζqΔtNq−1 (6)

and N the non-linear term, the superscripts q the Runge–Kutta substeps, βq , γq ,
and ζq the coefficients used in the Runge–Kutta method [6], kx the wavenumber
in streamwise direction, and θ the parameter used in the theta-method with θ = 0
equal to the fully explicit method, and θ = 0.5 corresponding to the Crank-Nicolson
method. Taking the divergence of the momentum equations will give a Poisson
equation for the pressure:

βqΔt
(

D2
1 − k2x I

)
pq+1 = Rq + βqΔt

1

Re
θ (D1D2 − D2D1) vq+1,

D1vq+1(±1) = 0 (7)

with Rq = ikxrq
x + D1rq

y . The term βqΔt 1
Reθ (D1D2 − D2D1) vq+1 in the right-

hand side of the Poisson equation stems from the fact that the matrices D1 and
D2 do not commute and is not present when Chebyshev polynomials are used in
wall-normal direction [1]. Usually, the system is solved by first calculating the new
pressure pq+1 after which the velocities uq+1 and vq+1 are calculated. However,
since vq+1 is unknown when solving for pq+1 an iterative scheme is required in
this method to calculate the solutions. Note that in the fully explicit method θ = 0,
such that this term disappears and no iterations are required. A second problemwhen
solving the Poisson equation is that the prescribed boundary conditions are a function
of vq+1 and not of pq+1. This problem is solved by applying the influence matrix
method. The solution for pq+1 is written as a linear superposition as follows:

pq+1 = pp + δ1 p1 + δ2 p2 (8)
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with pp the solution of the Poisson Eq. (7) but with boundary conditions

pp(±1) = 0, (9)

and p1 and p2 the solutions of the homogenous Poisson equation with boundary
conditions

p1(−1) = 1, p1(+1) = 0 (10)

p2(−1) = 0, p2(+1) = 1 (11)

The parameters δ1 and δ2 follow from the boundary conditions D1vq+1(±1) = 0
and are thus solutions of:

(
D1v1(−1) D1v2(−1)
D1v1(+1) D1v2(+1)

) (
δ1
δ2

)
= −

(
D1vp(−1)
D1vp(+1)

)
(12)

with vp, v1, and v2 the solutions for thewall-normal velocity corresponding to pp , p1,
and p2 respectively. Note that all three solutions pp, p1, and p2 contain a discretisa-
tion error that needs to be corrected for. This can be done by applying a superposition
for each as described in detail by Kleiser and Schumann [1].

3 Results

To validate our method, we ran a simulation of a three-dimensional fully turbulent
channel at friction Reynolds number Reτ = 395 where the third direction (the
spanwise direction) is denoted by z. It is periodic and discretised using Fourier
collocation just like the x-direction. To ensure that the grid spacing in the y-direction
is clustered near both walls, we use a hyperbolic tangent spacing [4]:

yi = tanh (αs (ξi − 0.5))

tanh(0.5 αs)
, with (13)

ξi = i − 1

Ny − 1
, for i = 1, . . . , Ny . (14)

For αs → 0, the spacing becomes equidistant, while it becomes more stretched
and thus more dense near the wall for higher values of αs . Our simulation has been
performed with αs = 4. The corresponding grid is sufficiently dense near the wall
to resolve the viscous sublayer while avoiding excessive clustering which would
severely lower themaximumallowable time step, in particular for the explicitmethod.

The bulk Reynolds number Re := ubh/ν = 6,867 with ub the bulk velocity cor-
responds to a nominal friction Reynolds number of Reτ := uτ h/ν = 395 with uτ

the friction velocity. We used the same parameters as Moser et al. [3], which means
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the boxsize is 2πh ×2h ×πh, and the resolution 256×193×192. This corresponds
to a spacing ofΔx+ = 9.6,Δz+ = 6.4 ,Δy+

w = 0.6, andΔy+
c = 8.5, withΔy+

w the
spacing in y-direction near the wall, which is the minimum, and Δy+

c the spacing at
the centre line, which is the maximum. The superscript + indicates wall units with
Δx+ = uτΔx/ν. The pressure gradient driving the flow is adjusted dynamically
such that the mass flux is constant throughout. Statistics from the simulation were
taken from t = 500 until t = 1,500, which corresponds to 38 eddy turnover peri-
ods uτ T/h, sufficient to ensure converged statistics. The actual calculated friction
Reynolds number was Reτ = 391.4. Figure1 compares the mean velocity and root
mean square (rms) velocities as a function of the wall-normal distance y+ of the new
code with results byMoser et al. [3]. The results are virtually identical indicating that
the new code performs well when simulating fully developed turbulent channel flow.

Figure2 shows the bottom half of the flow field at t = 750. The structures are
contours of negative λ+

2 = −0.003 indicating vortical motion. They are coloured
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Fig. 1 The mean (a) and rms velocities (b) of the new code (full lines) and the code by Moser
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Fig. 2 A visualisation of the flow field at t = 750. Half of the flow field in y-direction is shown
and the same colouring is used. The structures are isocontours of λ+

2 = −0.003. Note that the mean
flow is in positive x-direction
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according to distance to the wall, from blue representing close to the wall through
green and red for increasingwall-normal distance. The bulk of the vortices are clearly
clustered near the wall, which is typical for turbulent wall-bounded flows.

4 Conclusions

In this paperwe present a new high-ordermethod to perform direct numerical simula-
tions of wall-bounded flows. The novel feature is that it combines collocated compact
finite differences in the wall-normal direction with the influence matrix method to
calculate the boundary conditions that render the entire velocity field divergence-
free. In stream- and spanwise direction, Fourier collocation is used, while any time
discretisation can be used, but we illustrate the method by applying a third-order
Runge–Kutta method. The fact that the grid is collocated means that it avoids inter-
polation, which is necessary on staggered grids and can cause unwanted filtering
effects. A further advantage over other high-order methods such as Chebyshev col-
location is that the grid is not predetermined and can thus be defined such that dense
clustering of gridpoints near the wall is avoided. This becomes especially important
when simulating high Reynolds number flows, which require a high wall-normal res-
olution. Note that the method is described with Dirichlet boundary conditions at the
wall, but that this can easily be extended to Neumann or Robin boundary conditions
by making minor alterations.

The method is validated by simulating fully developed turbulent channel flow. It
shows excellent comparison with existing numerical results.
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Part III
Quality of LES Modelling



Investigations on the Effect of Different
Subgrid Models on the Quality of LES
Results

F. Proch, M.W.A. Pettit, T. Ma, M. Rieth and A.M. Kempf

1 Introduction

Subgrid stress modelling plays an important role in the quality of LES results, and
a number of different closure methods exist. One of the most common is the eddy-
viscosity approach, where subgrid stresses are treated as an additional contribution
to the flow viscosity. Several models have been proposed to evaluate this ‘turbulent’
viscosity, with both static and dynamic variants. In this work, the classical Smagorin-
sky model and the relatively new and promising σ model are compared in their static
and dynamic forms. To assess the performance of each model, simulation results for
a simple channel flow, as well as for a more complex annular geometry, are compared
against DNS and experimental data respectively.

2 Description of the Numerical Method

With the eddy-viscosity approach, the turbulent viscosity μt is modelled in a form
that is similar to the mixing-length model in RANS:

μt = ρ (CmΔ)2 Dm (ũ) (1)

where Dm is a differential operator depending on the resolved velocity field ũ, Δ is
the LES filter width, ρ is the density, and Cm is a model constant.
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The differential operator Dm for the classical Smagorinsky model [1] is

Dm = √
2Si j Si j where Si j = 1

2

(
∂ ũi

∂x j
+ ∂ ũ j

∂xi

)
(2)

represents the strain rate of the resolved velocity field. For the static version of the
model, the constant Cm = Cs usually takes values between 0.05 and 0.2. Though
the model is simple to implement, it tends to over-predict turbulent viscosity in
regions with high strain rates, such as near walls or in shear layers. This behaviour
can be overcome by adapting the modelling constant Cs in a dynamic procedure, as
introduced by Germano et al. [2]. Within this work, a slightly modified version is
used to adapt Cs in time and space [3] in a formulation for non-constant density.

The σ model [4] uses the singular values of the velocity gradient to build the
differential operator:

Dm = σ3 (σ1 − σ2) (σ2 − σ3)

σ 2
1

with σ1 ≥ σ2 ≥ σ3 ≥ 0 (3)

where the values σi are equal to the square root of the eigenvalues of the tensor

Gi j = ∂ ũk

∂xi

∂ ũk

∂x j
. (4)

This model yields μt ∝ y3 near walls, where y is the wall-normal distance, and
avoids the over-prediction ofμt in shear layers. Furthermore it vanishes in purely two-
dimensional or two-component flows, and for pure rotation or shear, as appropriate.
The model constant usually takes values of Cm = Cσ ≈ 1.5 [4], or is determined
dynamically by the same procedure as used for the Smagorinsky model. Simulations
are performed with the in-house ‘PsiPhi’ LES code [5–7].

3 Test Cases

To compare the influence of the different models on LES quality, the results of two
different test cases are evaluated. To investigate any effect of filter width (cell size)
on model performance, both cases are computed at two different grid resolutions.

3.1 Channel Flow

The primary purpose of the first test is to assess model behaviour in near-wall
regions. The simulated geometry is chosen to be a cube that is periodic in the x-
and z-directions, as this leads to maximum computational efficiency for the applied
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Fig. 1 Cross-section and boundary conditions of the Cambridge burner. Measurements are in mm

distributed memory parallelization. We found that the very shape of the computa-
tional domain has only minor influence on the results. The friction Reynolds number
Reτ is chosen as

Reτ = y+|δ = 395 with y+ = uτ y

ν
(5)

where y+ is the dimensionless wall co-ordinate, δ is the channel half-width, uτ is
the friction velocity and ν is the kinematic viscosity. The model constants are set to
Cs = 0.065 [8] and Cσ = 1.5 for the static Smagorinsky and σ models, respectively.
Coarse grids are usually more practically affordable; we therefore test the models at
a relatively coarse resolution of Δ = 13.2 y+, leading to 61 cells across the channel.
The finer grid has Δ = 6.1 y+, yielding 121 cells over the channel height. Using
these grids we investigate the behaviour of the models within not perfectly resolved
near-wall regions, which likely occur in meshes for engineering applications.

3.2 Cambridge Stratified Flame Series

A cross-section of the Cambridge stratified burner [9], consisting of a central bluff
body and two annular jets, together with the corresponding boundary conditions
is shown in Fig. 1. Fluid properties of air at standard temperature and pressure are
assumed. Grid resolutions of 0.5mm (coarse) and 0.25mm (fine) are used, leading
to domains of 13 and 105 million cells respectively. The static model constants are
Cs = 0.173 [10] and Cσ = 1.5, where this (relatively high) Smagorinsky constant
has previously deliveredgood results in simulations of the similarDarmstadt stratified
flame series [7].

4 Results

This section compares simulation results from the two test cases, where the investi-
gatedmodels are as mentioned above: Smagorinsky static (SMASTA), Smagorinsky
dynamic (SMADYN), σ static (SIG STA) and σ dynamic (SIGDYN). As in all cases
the discussed trends and conclusions are comparable for both investigated cell sizes,
the coarse grid results have been omitted in the plots for clarity and brevity.
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Fig. 2 Comparison of fine grid results to DNS data (DNS MOS), showing mean and rms profiles
of dimensionless axial velocity and turbulent viscosity over dimensionless wall co-ordinates

4.1 Channel Flow

Profiles for mean and root mean square (rms) dimensionless axial velocity (nor-
malised by uτ ) and turbulent viscosity over the wall co-ordinate y+ are shown in
Fig. 2. The velocity statistic is in agreement with the DNS data computed by Moser
et al. [11], while an improvement with grid refinement is also observed. All models
yield similar velocity, but differences become apparent in the predictions of turbulent
viscosity. SIG STA and SIG DYN predict a decline of μt to zero at the wall; SMA
DYN also yields declining values, but at a shallower gradient. In contrast, SMA STA
predicts an inverse wall behaviour. Overall, SIG STA, SIG DYN and SMA DYN
predict similar qualitative trends. The two versions of the σ model yield consistent
values of μt in the free stream, but SIG DYN shows a larger peak near the wall. Val-
ues from SMA DYN are larger than for SMA STA, but generally less than for the σ

models. The near-wall peak from SMADYN is comparable to the peak of SIG STA.

4.2 Cambridge Stratified Flame Series

Mean and rms axial velocity profiles are compared to experimental measurements
for a non-reactive case [9] at different heights above the burner nozzle exit in Fig. 3.
Simulation results and experimental values are in good agreement. An improvement
with grid refinement is observed, as before. Velocity predictions are not strongly
dependent on the subgrid model; however, fluctuations near the burner exit show
better agreement with SIG STA and SIG DYN. Instantaneous snapshots of μt are
shown in Fig. 4. The predictions of SMA STA show the largest and least universal
structures, where the influence of shear layers and walls can be clearly identified. In
contrast, SIG STA predicts the smallest structures, while SMA DYN and SIG DYN
yield intermediate structure sizes. Finally, turbulent viscosity statistics are shown in
Fig. 5. Similar to the results of the channel flow, the differences in model predictions
of μt are much larger than those observed for velocity predictions. The increased
sensitivity of SMA STA to resolved strain rates results in over-prediction of μt in
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Fig. 4 Comparison of instantaneous snapshots of the turbulent viscosity field on the fine grid
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the region near the burner exit, while SIG DYN generally yields the highest mean
and rms values. The viscosity ratio rμ = μt/μl has a maximum value of rμ ≈ 2 for
SMA STA and is less for the other models, indicating a sufficient grid resolution and
a good LES quality [5].

5 Conclusions

Investigations have been carried out for two different subgrid models, in both static
and dynamic forms. Two test cases of different complexity have been computed on
coarse and fine grids. No major influence of the models on velocity predictions was
observed. However, distinct differences were found in the predictions of turbulent
viscosity. The subgrid model may therefore be more influential on velocity predic-
tions for other cases, especially where Reynolds numbers are higher or the geometry
plays a more significant role. The static σ model with Cσ = 1.5 produced good
results for both cases, and avoids the shortcomings of the static Smagorinsky model
at walls and within shear layers. The dynamic procedure for the σ model seems
to have less influence on turbulent viscosity predictions than for the Smagorinsky
model with these cases.
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Computational Complexity of Adaptive LES
with Variable Fidelity Model Refinement

Alireza Nejadmalayeri, Oleg V. Vasilyev and Alexei Vezolainen

1 Introduction

Adaptive methods with both mesh and polynomial order refinements have been used
extensively in computational fluid dynamics to achieve optimal accuracy with the
minimal computational cost. However hp-refinement by itself is not sufficient for
numerical simulation of turbulent flows of engineering interest. For instance, even
for the extreme hp-refinement such as spectral DNS, the requirement to resolve
Kolmogorov length-scale results in a daunting computational cost. LES is a much
less expensive approach, but for high Reynolds number turbulent flows only large
scales of the flow are captured and most of the dissipation is provided by the SGS
model. Themarginally resolvedLESwith small ratio of SGSand the total dissipations
resolves more of the flow physics, but scales approximately the same as DNS in the
limit of high Reynolds numbers, thus, making it impractical.

The quest for an appropriate criteria to identify the hierarchical change of scale for
multi-scale simulations brought us to define the turbulence resolution in a broader per-
spective rather than the structure-size distinction as in classical LES, or the extreme
case of resoling Kolmogorov length-scale as in DNS, or decomposing deterministic-
coherent and stochastic-incoherent modes as in CVS, or even capturing more/less
energetic structures as in SCALES. This newdefinition is based on themeasure that is
required in practical applications: “howmuch theflow-physics ismodeled/resolved?”
In essence, maintaining the percentage ofmodeled and resolved physically important
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quantity (e.g. turbulent kinetic energy, dissipation, or enstrophy) at a constant level
implies that the methodology should exhibit synergistic transition between various
levels of fidelity both in space and time as well as take advantage of spatial and
temporal flow intermittency. This dynamically adaptive transition between different
regimes necessitates the model adaptation.

Therefore, the missing component for turbulence simulation is not either h- or p-
refinement but coupling the model with the numerics. That is to say, the selection
and adjustments of the model fidelity, computational mesh, and/or the order of the
numerical method need to be dynamically adaptive in order to take into account
the intermittency of the turbulent flow filed. This new concept of model-refinement,
which is namedm-refinement [4], is utilized to performStochasticCoherentAdaptive
Large Eddy Simulation (SCALES) of linearly-forced homogeneous turbulence at
various fixed levels of turbulence resolution.

2 Computational Framework

The SCALES equations that govern evolution of coherent energetic structures are
obtained by filtering the Navier-Stokes equations using wavelet-thresholding filter
[2]. In this study, homogeneous turbulencewith linear forcing [3] applied in the phys-
ical space over the whole range of wavenumbers [1] is investigated. The objective
is to control the turbulence resolution, defined as the local fraction of SGS dissipa-
tion, F : Π

εres+Π
, where εres = 2ν Si j

>ε
Si j

>ε
is the resolved viscous dissipation and

Π = −τ ∗
i j Si j

>ε
is the local SGS dissipation. This ratio of the SGS dissipation to the

total dissipation, can be viewed as turbulence resolution since it indicates how much
the flow is modeled/resolved. Therefore, by controlling F , one can explicitly con-
trol the percentage of the flow physics that is desired to be resolved. To maintain the
turbulence resolution at a constant level, the spatially variable thresholding method-
ology [4, 5] is used. This approach automatically provides the required numerical
resolution and the model-fidelity in a space/time adaptive fashion based on a two-
way coupling of numeric and physics. This method dynamically tracks the regions
of interest in spatial and time space and not only adapts the grid but adjusts the model
as well (hm-refinement).

In the classical non-adaptive explicitly filtered LES, the filter-width is priori user-
defined based on which the resolution is determined; therefore, both the CFD engine
(through the resolution) and the filtering mechanism (via the filter-width) depend on
priori defined filter-width, which is not fine-tuned based on the results (Fig. 1a). The
original SCALES has improved this by its dynamically adaptive wavelet-filtering
mechanisms via constantly adapting both the numerical grid and the filter-width
based on the instantaneous flow field (Fig. 1b). However, the wavelet thresholding
filter (WTF) uses a priori user-defined threshold-level and as a result of filtering the
velocity-filed with this constant threshold, the WTF is indeed imposing a feedback
based on a constant level of resolved kinetic energy. This limitation has been recently
removed [4] by means of constructing a fully adaptive wavelet thresholding filter [5].
The new m-refined SCALES requires a priori user-defined level of resolution/fidelity
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Fig. 1 Dependency diagram for a classical explicitly filtered LES, b original SCALES, and c
the variable-fidelity SCALES. Notation G filter, R results, m model refinement, Δ user provided
LES filter width, ε wavelet threshold for model adaptation, εnum wavelet threshold controlling the
accuracy of the solution, F an arbitrary dynamically important physical quantity to be controlled,
e.g., F

based on which the threshold is dynamically adapted in order to maintain the fidelity
constant as user has requested. In original SCALES, the filtering mechanism is a
function of the results (kinetic energy) and a constant threshold, while in the newly
developed m-refined SCALES, threshold itself is a function of the results (any physi-
cal quantity and not limited to kinetic energy) and the user-defined fidelity. All in all,
m-SCALES integrates all components of the computational methodology including
numerics, models, and physics altogether to construct a fully dynamically adaptive
computational framework (Fig. 1c).

3 Reynolds Number Scaling

To construct the Reynolds number scaling statistics, a series of simulations where
the Reynolds number is progressively increased are performed. SCALES of lin-
early forced homogeneous turbulence [1] with linear forcing constant coefficient
Q = 20/3 are performed in the computational domain of [0, 2π ]3 on a dynam-
ically adaptive dyadic grid with effective nonadaptive resolutions of 2563, 5123,
10243, and 20483. These correspond to Taylor micro-scale Reynolds number of
Reλ

∼= 70, 120, 190, 320 based on viscosities of ν = 0.09, 0.035, 0.015, 0.006.
These choices of viscosities are based onmaintaining the ratio ofKolmogorov length-
scale to the smallest grid-spacing constant, i.e., η

Δmin
= 2, to ensure the resolution

required for a well-resolved DNS.
In order to study the influence of the fidelity of simulation on theReynolds number

scaling of SCALES, a series of simulations of different turbulence resolution is
conducted. The different fidelity is achieved by using spatially variable thresholding
approach [5] with different goal values ofF , namely G = 0.2, 0.25, 0.32, 0.4, 0.5.
It is observed that in the logarithmic scale the slope of Reλ scaling of SCALES spatial
modes at least up to 10243 remains approximately the same regardless of the level of
turbulence resolution, Fig. 2. In other words, the scaling exponent of constant-fidelity
m-SCALES is nearly insensitive to the level of fidelity.
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The scaling statistics presented by this work proves that the developed model
can resolves more flow-physics phenomena yet with profoundly smaller number
of spatial modes compared with marginally resolved LES. It is demonstrated that
depending on what flow physics is desired to be captured, the same model and the
same numerical method result in different Reynolds scaling. Therefore, the broad
message of this computational complexity work is not to advertise the wavelet-based
methods but to promote the physics-based turbulence modeling as a marriage of
model and numerics. This m-refinement concept can be easily implemented into
the existing adaptive Large Eddy Simulation methodologies in order to construct
continuously variable fidelity LES. The possible implementation can be illustrated
as Fig. 3. Such an LES would include an additional feedback mechanism from the
results (any physical quantity) in order to incorporate a filter-width/model adaptation
preferably coupled with adaptation of the numerical resolution as well. Hence, both
filtering-mechanism/model (via the filter-width) and CFD-engine/numerics (through
the resolution) should be dynamically coupled based on any objective physics-based
fidelity measure.
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Elimination of Curvature-Induced Grid
Motion for r-Adaptation

C. Hertel, M. Joppa, B. Krull and J. Fröhlich

1 Introduction

Using an adaptive method in the context of a large eddy simulation (LES) is rarely
seen in literature. A challenging aspect for this combination is the interplay between
the resolution of the grid and the governing equations to be solved, since the grid
spacing defines the scale separation between the resolved large-scale turbulent fluctu-
ations and the unresolved subgrid-scale turbulence, so that whenever the grid changes
in time this decomposition changes as well. The adaptive method employed here is
a so-called r -adaptation, aiming at redistributing a given number of grid points in
space to achieve a clustering in regions where a certain, preferably LES-specific,
criterion indicates the need for a higher resolution. The movement of grid points can
be realised by solving a moving mesh partial differential equation (MMPDE) in each
time step or in selected time steps during an adaptation phase. The latter was applied
to adapt the grid according to statistical quantities of interest [1–3], and substantial
improvement of the results was demonstrated.

To carry the method over to unsteady adaptation by means of instantaneous quan-
tities of interest, aiming to track vortices travelling through the domain for example,
the flow around a circular cylinder was chosen as a test case. Using a low Reynolds
number offers the opportunity to address unsteady grid movement in the well known
context of the Kármán vortex street, while large Reynolds numbers offer the oppor-
tunity to use LES-specific criteria. First investigations for this test case, however,
pointed to a serious problem concerning the adaptive method itself. Spurious clus-
tering of points in radial direction was observed when using a body-fitted grid around
the cylinder. This issue needs to be resolved before any adaptation can be performed.
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The present paper provides an analysis of this feature and proposes a versatile strategy
for its remedy based on an appropriate modification of the monitor function.

All simulations belowwere conducted with the in-house code LESOCC2, a curvi-
linear block-structured finite volume solver [4] supplemented with the Arbitrary
Eulerian Lagrangian (ALE) formulation to enable the solution of the governing equa-
tions on moving grids [3].

2 Curvature-Induced Grid Motion

2.1 Basic Method

To shift grid points in space the MMPDE proposed by Huang [5] is used

τ
∂x
∂t

= p

ω2

∑

i, j

(
ai · a j

) ∂

∂ξi

(
ω

∂x
∂ξ j

)
, (1)

where x is a cell center point in physical space and ξ its coordinate in computa-
tional space. Furthermore, τ is a global time scaling parameter, p(ξ, t) a local grid
adjustment factor, and ai the covariant basis vectors. The heart of this method is the
monitor function ω, which is a scalar quantity here, governing the motion of the grid
according to the quantity of interest ψ with [6]

ω =
√

1 + α

(
ψ

ψmax

)2

. (2)

Here, ψmax is the maximum of ψ in the domain, while the global parameter α is
used to adjust the size of the monitor function.

A finite volume formulation is used to discretize (1) for the cell center coordinates.
An interpolation algorithm is then employed to obtain the cell corners, in fact a non-
trivial issue as discussed in [2]. The ‘median-based interpolation’ proposed in that
reference is applied in the following.

2.2 Problem Description

The quasi two-dimensional test case, chosen for the results presented here, is the flow
around a circular cylinder with R being its radius and D its diameter. For reasons of
simplicity an O-grid is used in a circular computational domain of diameter 41 D.
Simulations presented in the following sections were conducted at Re = 100 on a
coarse grid consisting of 80 × 80 × 2 cells in radial, azimuthal and axial direction.
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Fig. 1 Detail of the two dimensional grid. Left initial grid. Right obtained, stationary grid for a
given constant monitor function ω

A detail of the initial grid is shown in Fig. 1 (left), displaying grid clustering near the
cylinder.

Themonitor functionω drives the adaptation such that the grid is refined in regions
where ω or its gradient is large. It was then expected that an uniform value of ω leads
to Δr = const and Δθ = const. Indeed, employing ω(x, t) = ω∗ = const
and running the adaptation according to (1) leads to a stationary grid. The resulting
distribution of the grid points, shown in Fig. 1 (right), however, is not as expected.
While in azimuthal direction a constant step Δθ is observed, the radial distribution
of the grid points exhibits increasing step size Δr for increasing r .

2.3 Analysis of Grid Motion

To identify the origin of the grid finally obtained Eq. (1) is analysed.Motivated by the
current grid topology, the MMPDE (1) is transferred to cylindrical coordinates and
simplified using r = r(ξ1) and θ = θ(ξ2) motivated by the initial grid. A stationary
grid has to fulfill (1) with the time derivative of the grid points set to zero. For radial
and azimuthal direction, (1) then reads

1

ω

∂ω

∂r
= − ∂2r

∂ξ21

(
∂r

∂ξ1

)−2

+ 1

r
, (3)

1

ω

∂ω

∂θ
= −∂2θ

∂ξ22

(
∂θ

∂ξ2

)−2

, (4)

respectively. If the monitor function is constant, ω = ω∗, (4) requires the second
derivative of θ to vanish. This is achieved with an equi-distributed grid (Δθ = const)



158 C. Hertel et al.

in that direction. With ω = ω∗ the MMPDE for the radial direction (3) yields

∂2r

∂ξ21
= 1

r

(
∂r

∂ξ1

)2

. (5)

The term ∂r/∂ξ1 must be larger than zero to get non-vanishing Δr . Hence, the
second derivative is ∂2r/∂ξ21 > 0 and Δr �= const for the steady-state solution
of (3). Equation (3) was solved analytically for the present geometry, leading to
a distribution where Δr ∼ r , e.g. where the radial extent of a cell increases with
increasing radius r , in agreement with the final grid shown in Fig. 1 (right).

2.4 Modification of the Monitor Function

A multiplicative factor, named ω0, for the monitor function ω is introduced to com-
pensate the geometry-induced grid motion. The combined monitor function then
reads

ωtot (x, t) = ω(x, t)ω0(x). (6)

Now, ω0 is determined such that a desired reference grid xre f is achieved for a given
reference monitor function ω = ωre f , e.g. ωre f = const. The combined monitor
function ωtot is then used in (1).

For the determination of ω0 the MMPDE (1) must be solved once using the grid
xre f and the monitor function ωre f . The time derivative on the left hand side of (1) is
set to zero as the corresponding grid should be a steady state solution of (1), giving

0
!= τ

∂x
∂t

= p

(ωre f ω0)2

∑

i, j

(
ai · a j

) ∂

∂ξi

(
ωre f ω0

∂xre f

∂ξ j

)
(7)

which needs to be solved for ω0. Equation (7) does not have a solution for arbitrary
entries xre f , ωre f ,an issue that will be considered elsewhere.

3 Results for the Modified Monitor Function

3.1 Reference Grid for Uniform Criterion

Here, we only report the result for ωre f = ω∗ = const and the reference grid xre f

chosen to have constant step sizes in radial and azimuthal direction. Then (7) yields
ω0 = Cr , with C being a constant. For obvious reasons, ω > 0 in (1) and with (2)
ω > 1 for stability reasons. Hence we chose C = 1/R here to yield ω0 ≥ 1.
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3.2 Physically Motivated Criterion

The modification of the monitor function described above is now used for unsteady
adaptation of the flow around a circular cylinder at Re = 100. As a scalar quantity to
capture the alternating separation of vortices the vorticity of the instantaneous fluid
velocity u was used setting ψ = |∇ × u|. The corresponding monitor function ω for
a randomly chosen point in time during the simulation is displayed in Fig. 2 (left).
A detail of the adapted grid obtained without correction of the monitor function is
shown in Fig. 2 (right), revealing a strong clustering of grid points in the vicinity of
the cylinder. The adaptation itself is dominated by the curvature-induced gridmotion.
This is visible due to the grid refinement behind the cylinder, although the criterion
is vanishing there as illustrated by Fig. 2 (left). This strong and unwanted refinement
leads to a limitation of the parameters for the MMPDE. For the results presented in
Fig. 2 these are: τ = 0.001, α = 10. An increase of α or decrease of τ , both leading
to a stronger refinement, resulted in the divergence of the simulation.

Employing the modification of the monitor function (6) successfully compensates
the curvature-induced grid movement. The grid obtained for the previous values of
τ and α, however, led to a non-physical velocity filed as the grid was too coarse near
the cylinder.

Hence, α was adjusted to α = 102 with the corresponding result reported in Fig. 3.
The grid is now only refined in regions, where the criterion is large, as desired. The
compensation of the curvature-induced grid motion now also allows even larger
values for α leading to a stronger grid refinement (Fig. 4).

Fig. 2 Simulation result without correction of the monitor function for an randomly chosen point
in time. Left monitor function, right corresponding grid

Fig. 3 Results at the same time as Fig. 2 for the monitor function ω (left) and the corresponding
grid (right) for a simulation with correction of the monitor function and α = 102



160 C. Hertel et al.

Fig. 4 Results at the same time as Fig. 2 for the monitor function ω (left) and the corresponding
grid (right) for a simulation with correction of the monitor function and α = 103

We conclude that the multiplicative factor ω0(x) for the monitor function is an
appropriate method to compensate unwanted curvature-induced grid motion.
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Reliability of LES Simulations in the Context
of a Benchmark on the Aerodynamics
of a Rectangular 5:1 Cylinder

M.V. Salvetti and L. Bruno

1 Introduction

The international Benchmark on the Aerodynamics of a Rectangular 5:1 Cylinder
(BARC [2]) was launched in 2008with the support of Italian and international associ-
ations. The flow setup is characterized by the high Reynolds number, low turbulence
incoming flow around a stationary, sharp-edged rectangular cylinder of infinite span-
wise length and of chord to depth ratio equal to 5. The considered flow configuration
is of practical interest becausemany civil and industrial structures (e.g. tall buildings,
towers and bridges) are characterized by rectangular cross sections. Moreover, the
5:1 aspect ratio was chosen because it is characterized by shear-layers detaching at
the upstream cylinder corners and reattaching on the cylinder side rather close the
downstream corners. This leads to a complex dynamics and topology of the flow
on the cylinder side, which adds to the vortex shedding from the rear corners and
to the complex unsteady dynamics of the wake (see e.g. [5]). Among the aims of
the benchmark are the following: to assess the consistency of computational results
obtained through different flow models and numerical approaches and of wind tun-
nel measurements carried out in different facilities, to compare experimental and
computational results, to develop best practices for computations and to create a
database to be made available to the scientific community for future reference. It is
worth pointing out that BARC has not adopted a single set of measurements as a ref-
erence at its launching. Hence, statistics over a large enough number of realizations
of the flow (obtained by means of both experimental and computational approaches)
are preferred to validation against a single measure or simulation. In 2012 about
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40 groups from 17 different countries were contributing to BARC and presently
70 realizations of this flow configuration obtained in both wind tunnel experiments
[3, 4, 14, 15] and numerical simulations [1, 5–13, 16] have been collected. LES
simulations [1, 5–9, 16] represent the 51% of the collected numerical contributions,
hybrid URANS/LES ones the 30% [12, 16] and, finally, URANS computations the
29% [10, 11, 13]. Therefore, this context gives also a good opportunity for the
assessment and the validation of results obtained through LES codes. The aim of
the present work is precisely to review the LES contributions to BARC currently
available in order to quantify the result dispersion and to investigate the sensitivity to
different simulation parameters, also in comparison with experiments and numerical
simulations using different approaches to turbulence.

2 Description of the Test Case and of the Computational
Studies

As previously mentioned, BARC addresses the flow around a stationary rectangular
cylinder, and the associated aerodynamic actions [2]. The breadth (B) to depth (D)
ratio is set equal to 5. The following common requirements are set for both wind tun-
nel tests and numerical simulations: (i) the Reynolds number based on the freestream
velocity and the cylinder depth, ReD , should be in the range of 2 × 104– 6 × 104;
(ii) the oncoming flow has to be set parallel to the breadth of the rectangle; (iii) the
maximum intensity of the longitudinal component of the freestream turbulence is
set to Ix = 0.01; (iv) the minimum spanwise length of the cylinder for wind tunnel
tests and 3D numerical simulations is set to L/D = 3. Additional requirements are
specified for wind tunnel tests [2], which are not listed herein for the sake of brevity.
In addition to the main setup described above, sensitivity studies to some parameters,
viz. the angle of attack, the Reynolds number and the freestream turbulence intensity
are encouraged.

The various numerical contributions differ for modeling, numerical methods
and simulation set-up. A brief overview is herein given of the main aspects of
the studies based on the LES approach, while we refer to the original papers
for hybrid and URANS simulations. As for modeling, both the classical and the
Variational Multi Scale (VMS) LES formulations are used in conjunction with a
number of subgrid models: standard and dynamic Smagorinsky model, kinetic-
energy one-equation model, Wall-Adapting Local Eddy-viscosity (WALE) model.
As for numerical discretization, commercial codes (Fluent in [1]), opensource codes
(Openfoam in [5–7, 9]) and proprietary codes [8, 9] have been used. All codes are
based on the finite-volume method, except for the one used in [8, 9], based on a
mixed finite-element/finite-volume discretization. Only a single LES simulation in
[1] adopts a 2D domain and it is aimed at comparing its accuracy with the 3D LES
simulations in the same work. In most cases, the x- and y-wise domain dimensions
(Dx and Dy) are about 20–50 times the breadth B of the cylinder section, with the
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exception of [16] (Dx/B = 8, Dy/B = 3). The ensemble-average value of the
spanwise domain sizeDz/B is close to unit, but higher values are adopted in studies
addressed to the evaluation of spanwise correlation [7, 9], while shorter lengths are
adopted in [16]. Most of the grids are hybrid in the x − y plane (i.e. body-fitted,
structured in the near wall region and unstructured elsewhere), and structured along
the spanwise direction z. Remarkable exceptions are the fully unstructured grids
adopted in [8, 9] and the fully structured ones used in [16]. The overall number of
grid cells varies over 4 orders of magnitude among the studies, from 105 cells in the
2D simulation in [1] to more than 5 × 107 in [16]. All the LES simulations are wall
resolved with a near wall grid resolution of y+ � 1 or lower. All the LES simulations
consider a perfectly smooth incoming flow (Ix = 0), while ReD ranges from 2×104

to 105.

2.1 Results and Discussion

As previously mentioned, the near wake flow is dominated by the vortex shedding
from the rear corners of the cylinder. Themeanflow is characterized by a recirculation
region and by almost constant suctions on the cylinder base, which yield the largest
contribution to the aerodynamic drag. An overall good agreement is found among the
different numerical predictions of the near-wake dynamics and of its mean features;
the comparison with the available experimental data is also generally good. As an
example, let us analyze more in detail the mean drag coefficient, which is directly
connected with the distribution of the mean pressure on the cylinder base. Only
one measurement of this quantity is available [14] and it gives 〈CD〉 = 1.029;
previous experimental works on similar configurations also indicate that the mean
drag coefficient is very close to 1 (see, for instance, the data reported in [11]). The
LES contributions to BARC give 〈CD〉 ∈ [0.96, 1.39], while the URANS and hybrid
simulations give 〈CD〉 ∈ [0.965, 1.295]. Therefore, rather surprisingly, the LES
simulations are characterized by a larger dispersion than theURANSandhybrid ones,
with a maximum discrepancy with the experimental value of 35%. Nonetheless, it
turns out that the largest values of 〈CD〉 are obtained in the 2D simulation in [1] and in
the LES carried out in [16] on a small computational domain. If these simulations are
eliminated, the range of the LES predictions is reduced to 〈CD〉 ∈ [0.96, 1.04], with
an ensemble average of 0.99 and the largest discrepancy from the experimental value
of −10%. Similar considerations can be made for the vortex-shedding frequency
(not shown here for the sake of brevity). Therefore, it appears that the choice of
the computational domain may significantly affect also the prediction of quantities
which are rather unsensitive to modeling and to the other simulation parameters.

Conversely, the flow features along the cylinder lateral surfaces and, hence, the
lift are characterized by a significant dispersion of the numerical and experimental
data. As an example, Fig. 1 summarizes the ensemble statistics of the mean pressure
coefficient distributions on the lateral cylinder side; in particular, the range of the
experimental and numerical mean C p values is reported for different locations over
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(a)

(b)

Fig. 1 Statistics of the mean Cp distributions: wind tunnel (a) and computational (b) results

the cylinder lateral side, together with the median, the 25-th and the 75-th percentile
values computed among all the contributions. It is evident that a large dispersion
is present both in experiments and in numerical simulations; surprisingly, most of
the numerical results are contained in a narrower range than the experimental ones
(note that Fig. 1b contains also URANS and hybrid URANS/LES results). Various
sources of uncertainty are present in experiments, which are generally different from
those affecting numerical simulations; experimental uncertainties may arise, for
instance, from difficulties in controlling the characteristics of the oncoming flow
(turbulence, homogeneity) or the quality of the model (e.g. sharpness of the corners)
or from a possible misalignment between the oncoming flow and the model. As for
the numerical simulations, the mean pressure coefficient distribution on the cylinder
lateral side is strictly connected with the mean lateral flow topology, which is in
turn highly sensitive to modeling and simulation parameters. The mean flow on the
lateral cylinder side is characterized by a main recirculation region closing near the
downstream corners, where the flow is reattaching to the surface. The numerical pre-
dictions of the position of the center of the main recirculation region range from 21.2
to 65% of the cylinder breadth, while its reattachment point is found to vary between
63.2 and 95.8%. Since the mean C p behavior on the cylinder side is characterized
by a low-pressure plateau extending from the upstream corners to the center of the
main recirculation and then by a positive gradient roughly up to the reattachment
point, the previous differences lead to a large dispersion of the mean C p predictions,
as observed in Fig. 1b.

The data obtained for the time fluctuations of the pressure coefficient are even
more dispersed, as can be seen in Fig. 2, in which the same statistics as in Fig. 1 are
reported now for the C p standard deviation. In this case the variability is larger for
the numerical results than for the wind tunnel measurements. In all cases there is a
peak located slightly upstream of the reattachment of the main mean recirculation
vortex, in the zone where the mean Cp increases. In average, the peak is located
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(a)

(b)

(c)

(d)

Fig. 2 Statistics of the lateral surface distribution of the Cp standard deviation: wind tunnel data
(a), computational results (b), LES and hybrid URANS/LES results (c) and URANS results

more downstream and is more intense in numerical simulations than in experiments
(compare Fig. 2a, b). Figure2c, d compare the distributions of the standard devia-
tion of C p obtained on the cylinder lateral surface in hybrid and LES simulations to
those given by URANS models. Quite surprisingly the differences in the intensity
and location of the main peak are rather small; therefore, it seems that turbulence
modeling has an effect on the dynamics of the flow over the lateral cylinder sides
which is comparable to that of other sources of uncertainties present in simulations
and experiments. The main difference is that in hybrid and LES simulations, consis-
tently with the wind tunnel measurements, the value of the standard deviation of C p

has an unique peak along the cylinder side, while in the URANS ones a minimum is
also found at a distance of approximately 2D from the upstream corner. The reasons
of this behavior are not clear at this stage. The previously described variability in
the values of pressure on the cylinder lateral sides leads to a large dispersion in the
predictions/measurements of the amplitude of unsteady lift loads (not shown here
for the sake of brevity).
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As a general remark, the dispersion,which characterizes both the experimental and
numerical results for some quantities in the considered flow configuration, suggests
that the performance of a LES simulation (but also of an experiment) should be
put and evaluated in a probabilistic context, possibly using tools developed in the
context of uncertainty quantification. To this aim, the number of flow realizations
in the ensemble should be increased. Collaborative and hybrid studies mixing wind
tunnel tests and computational simulations are also encouraged.
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Quantifying the Impact of Subgrid Scale
Models in Actuator-Line Based LES
of Wind Turbine Wakes in Laminar
and Turbulent Inflow

H. Sarlak, C. Meneveau, J.N. Sørensen and R. Mikkelsen

1 Introduction

Large Eddy Simulations (LES) have in recent years been applied to studies of wind
turbine wakes and their interactions with the atmospheric boundary layer [1–5].
While many subgrid-scale (SGS) models have, over the years, been proposed (see
[6]), the effects of various SGS models in simulations of wind turbine wakes has not
been documented in great detail yet. In this study, we explore such effects in sim-
ulations of single wind turbine under laminar and turbulent inflow conditions. LES
of wind turbine wakes are carried out using the actuator line (ACL) model [7]. To
examine the effect of using different turbulent closures, various SGS models includ-
ing the Smagorinsky model and two variants of the mixed-scale model presented
in [8], are tested. Simulations are performed on a single turbine placed in uniform
and turbulent inflow. Four simulations are performed to identify the role of SGS
modeling on the wake characteristics. It is shown that in the near wake region, the
mean velocity profiles in the wake are rather insensitive to the SGS model while the
different models predict a different far wake. Considerable effects can be observed
in profiles of second-order statistics of resolved velocities, as well as in profiles of
subgrid-scale eddy viscosity. From comparisons of laminar and turbulent flow it is
confirmed that the wake region in laminar inflow case grows less rapidly and extends
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further downstream in a more concentrated fashion, as compared to the turbulent
inflow case, in which the wake grows (i.e. the velocity recovers) much faster.

The Navier-Stokes equation for the problem reads

∂v
∂t

+ v · ∇v = −∇ p

ρ
+ ∇ · [(ν + νsgs)∇v] + f, (1)

where
νsgs = 0 if No model (NO)
νsgs = csΔ

2|S̄| if Smagorinsky (SM)
νsgs = cmsΔ

1.5q0.25
c |S̄|0.5 if Mix-S (MS)

νsgs = cmoΔ
1.5q0.25

c |Ω̄|0.5 if Mix-ω (MO)

and ρ and ν are the fluid density and molecular viscosity, respectively. Also, v
represents the filtered velocity vector, p is the modified pressure, and f is the external
body force acting on the flow due to the presence of the wind turbine. νsgs is the
eddy viscosity to be specified by the SGS model. Four different SGS models are
used to evaluate νsgs , as described in Eq.1. Here, NO model refers to the case in
which there is no explicit representation for turbulent viscosity and the only effects
of kinetic energy dissipation are those arising from numerical dissipation. This case
is included here as a measure of the relative impact of the SGS models. Smagorinsky
refers to the standard Smagorinsky model, and Mix-S and Mix-ω represent the two
variants of the mixed-scale model [8]. qc = ( ¯̃ui − ũi )

2 is the sub-filter scale kinetic
energy obtained by an explicit filtering (shown by bar) of larger size than the grid
size, δ being the grid size, S̃i j (x, t) and Ω = ∇ × ũ(x, t) are the resolved strain
rate and vorticity, respectively. cs = 0.01, cmo = 0.01 and cms = 0.06 are (fixed)
model constants used in the present study. The mixed-scale model is chosen in the
existing code (see below) because of its low computational cost and its performance.
Formally, it depends on the small scales through the term qc (as a result of scale
similarity) and on the resolved large scales through the resolved velocity gradient
tensor. As a result, the model is able to predict a laminar flow close to the solid wall
without a damping function.

In the ACL approach [7], each turbine blade is represented by a line on which the
forces are being applied according to the velocity field and the angle of attack:

f = (L , D) = 0.5ρV 2
relc(CLeL + CDeD), (2)

where Vrel is the relative velocity, CL and CD are lift and drag coefficients, eL and
eD are unit vectors showing the direction of the (local) lift (L) and drag (D) forces
and c is the airfoil section chord length. These forces are commonly smeared out by
Gaussian regularization function which is applied to the flow field as shown in Fig. 1.
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Fig. 1 Actuator line (ACL) concept and velocity triangle used to compute the angle of attack. Vrel
is formed from the normal Vn and tangential Vθ velocity components, φ is the angle between Vrel
and the rotor plane, Ω is the angular velocity of the rotor, and α is the angle of attack. The circle
shows how the force is smeared out around the center point and applied to the flow field

2 Simulation Set Up

Simulations are performedusing the in-housefinite volume solverEllipsys3D [9, 10].
The equations are discretized in time using a second order backward Euler method.
The convectivefluxes are discretized using a blend of fourth order central differencing
(CDS4) (90%) and QUICK (10%) to maintain the required accuracy while avoiding
numerical oscillations. The CFL number is kept around 0.1 using a non-dimensional
time step of dt∗ = 0.005 (time is non-dimensionalized with inflow velocity and the
rotor radius). A structured grid with a total of 576×144×144 points is employed in a
domain of 50R ×20R ×20R (to avoid wall effects according to the criteria proposed
in [11]) in the streamwise (x), spanwise (y) and vertical (z) directions, respectively.
The turbine is resolved using 20 points per blade. R represents the blade length.
Symmetry boundary condition is used for all surrounding walls while inflow and
convective outflow BC are reserved for the inlet and outlet planes. Turbine is located
at 7R downstream the inlet.

A uniform inlet velocity is applied to the flow, and the viscosity is set corre-
sponding to a Reynolds number of Rer = 50,000 where Rer refers to the Reynolds
number based on the inflow velocity and the rotor radius. For the turbulent case,
(under) resolved turbulence [12], is generated with high mean turbulence intensity
of 14%. Based on the Taylor’s frozen hypothesis, moving 2D snapshots are taken
from the box and inserted upstream of the rotor using body forces (to maintain
velocity profile) in the momentum equation, to input the turbulence.

3 Results

To have a clear comparison, both time averaged and instantaneous values are com-
pared for different SGS models in laminar as well as turbulent inflow cases. The
first step is to verify whether the different models predict different eddy viscosities.
Figure2 shows that in both laminar and turbulent inflow cases the different SGS
models predict quite different values of eddy viscosity. The eddy viscosity predicted
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Fig. 2 Time averaged viscosity ratio in laminar (left) and turbulent (right) inflow. Upper MO,
middle MS, lower SM

Fig. 3 (Top to bottom) Instantaneous streamwise velocity, vorticity field, and the mean streamwise
velocity plots in laminar (left) and turbulent (right) inflow for (top to bottom) NO, MO, MS, and
SM models respectively

by the NOmodel is obviously zero so it is excluded from the plots. As can be seen the
Mix-ω model predicts the lowest eddy viscosity ratios, ranging around 2–3, while
the Mix-S gives the highest ratios (Fig. 2).

Figure3 shows the instantaneous streamwise velocity, vorticity and time averaged
streamwise velocity plots in laminar inflow (left) as well as turbulent (right) inflow.
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As can bee seen visually in the laminar inflow case, the velocity and vorticity are
almost the same in the near wake region and the results are insensitive to the SGS
model up to about 25R downstream. As one goes down to the far wake, differences
begin to appear. The flow goes through a rapid transition and the vortices break
down quickly when the NO model is used, and, correspondingly, the fastest wake
recovery is obtained with the NO model. The wake recovery is slowest for the SM
(Smagorinsky) model where the transition extends all the way to the outlet in 50R
downstream. Both versions of the mixed model perform somewhere in between the
NO model and the Smagorinsky model, with the Mix-ω closer to the NO model
and the Mix-S closer to the Smagorinsky, the latter being reasonable due to the
similarities of both models. Results of both mixed models are in agreement with the
eddy viscosity behaviour plotted in Fig. 2.

For the turbulent inflow case, however, there is almost no difference in instanta-
neous and the time averaged velocities, neither in the near wake nor the far wake,
although the eddy viscosities are still quite influenced by the SGSmodels. The instan-
taneous vorticity plots show however a small difference in the turbulent structures;
notably, the flow downstream the ACL looks more homogeneous with stronger vor-
ticity cores in the NO and Mix-ω models and, again, the Mix-S and Smagorinsky
models are more similar.

Fig. 4 (Top to bottom) Plots of the normalized eddy viscosity, streamwise mean velocity and 〈u′u′〉
component of turbulent stress tensor downstream the rotor in laminar (left) and turbulent (right)
inflow for (top to bottom) NO, MO, MS, and SM models respectively (the downstream location is
indicated only in the top left figure)
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Figure4 compares the wake profile and turbulent (kinematic) normal stress
obtained at different locations downstream of the turbine. As it was seen before,
the eddy viscosities are predicted with very large variations for different models and
also for laminar versus turbulent inflow. The velocity profiles are less sensitive to the
SGS models and there is some difference in turbulent stresses predicted by different
models, especially in the laminar near wake region, where the flow is more symmet-
ric than is the far wake. It is also clear from the figures that the wake expansion is
higher in turbulent inflow as compared to the laminar inflow, and hence it recovers
much faster.

4 Conclusions and Future Work

Results from LES of a wind turbine using the ACLmodel with laminar and turbulent
inflow are compared for four different SGS models. Results show that the SGS
models have a strong impact for both laminar and turbulent inflow on the eddy
viscosities and for the laminar inflow on the turbulent normal stresses in the near
wake. There is however very little dependence of mean velocity profiles with respect
to SGSmodels, for both laminar and turbulent inflows in the near wake region. From
comparisons of laminar and turbulent inflow, it is shown that the wake region in the
laminar inflow case grows less rapidly and extends further downstream in a more
concentrate fashion, as compared to the turbulent inflow case in which the wake
grows (recovers) much faster. Validation of the results with new experimental data
is being performed and will be published in a later paper.
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Part IV
Hybrid Models



Elements and Applications
of Scale-Resolving Simulation Methods
in Industrial CFD

F. Menter

1 Introduction

Historically, industrial CFD simulations have been based on the Reynolds Averaged
Navier-Stokes Equations (RANS). For many decades, the only alternative to RANS
was Large-Eddy Simulation (LES), which has however failed to provide solutions
for most flows of engineering relevance due to excessive computing power require-
ments for the simulation of wall-bounded flows. On the other hand, RANS models
have shown their strength essentially for wall-bounded flows, where the calibration
according to the law-of-the-wall provides a sound foundation for further refinement.
For free shear flows, the performance of RANSmodels is much less uniform. For this
reason, hybrid models are gaining acceptance, where large eddies are only resolved
away from walls and where the wall boundary layers are entirely covered by a
RANSmodel e.g. Detached Eddy Simulation DES [1] or Scale-Adaptive Simulation
SAS [2].

Such simulations are possible today for industrial-scale applications on medium
sized computing systems (100–1,000 cores) and make their way into the industrial
environment. These models are typically applied to flows with strong flow instabili-
ties which cover a wide range of applications. Examples are the simulation of heat-
transfer phenomena [3], acoustic stimulations [4] or gas turbine simulations [5]. The
grids used in such simulations are typically in the range of 107–108 and therefore
not drastically larger than high quality RANS meshes. The increase in computing
costs results mainly from a need to integrate the equations in the time domain. This
requires sufficiently long running times for establishing a proper flow-field and for
allowing sufficient time for statistical averaging.
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While thesemethods can lead to a significant increase in accuracy, their application
is still not a routine procedure in most companies, partly due to the intricacies in
mesh generation and simulation setup and partly because of the long turn-around-
time. Nevertheless, such methods are well on their way of gaining acceptance into
the industrial design cycle within the next few years.

A further step in hybridmodeling involves the resolution of parts of the turbulence
inside of wall boundary layers. Due the well-known resolution demands of classical
wall-resolved LES, industrial methods aim at the application of a RANS model in
the innermost part of the wall boundary layer and then to switch to an LES model
for the main part of the boundary layer [6]. Such models are termed Wall Modelled
LES (WMLES). It can be shown that this approach avoids/reduces the unfavorable
Reynolds number scaling of classical LES, which results from ever decreasing scales
(with increasing Reynolds number) close to the viscous sublayer. While such models
are available in advanced industrial CFD codes, their exploration as industrial CFD
tools is just starting. There are several reasons for that. The first being that RANS
models are fairly strong in predicting attached and mildly separated boundary layers.
The second is that the CPU power required for WMLES is still too high for most
applications to be practical for complete configurations. However, such methods can
be used for studying reduced parts of the flow domain, either in separation or in the
framework of an embedded or zonal LES method.

Another essential element of Scale-Resolving Simulations (SRS) are methods
for generating resolved turbulence structures at inlets to the LES domain. This is
most conveniently achieved by synthetic turbulence generated from the information
from the upstream RANS model. One of the methods favored by the authors group
is the Vortex Method [7], which offers a fair compromise between complexity and
accuracy.

Finally, for large domains, it is frequently only necessary/possible to cover a
small portion with Scale-Resolving Simulation (SRS) models, while the majority of
the flow can be computed in RANS mode. In such situations, zonal or embedded
LES methods are attractive e.g. [8, 9]. Such methods are typically not new models
in the strict sense, but allow the combination of existing models/technologies in
a flexible way in different zones of the simulation domain. Important elements of
zonal models are interface conditions, which convert turbulence fromRANSmode to
resolvedmode at pre-defined locations. In most cases, this is achieved by introducing
synthetic turbulence based on the length and time scales from the RANS model,
however with direct coupling with the upstream RANS model.

The challenge for the engineer is to select the most appropriate model for the
intended application. Unfortunately, none of the available SRSmodels is able to effi-
ciently cover all industrial flows. A compromise has to be made between generality
and CPU requirements. The paper will discuss the main modeling approaches avail-
able in todays industrial CFD codes and provide some guidelines as to their optimal
usage. Numerous examples of validation cases will be shown and the pros and cons
of the different methods will be highlighted.
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2 Elements of Hybrid RANS-LES Turbulence Models

In this chapter, different elements and aspects of modeling industrial flows with
hybrid RANS-LES methods will be discussed, focusing on formulations favored by
the authors group.

2.1 Global RANS-LES Hybrid Model Formulation

The authors group focuses on two types of global hybridRANS-LESmodels, namely,
Detached Eddy Simulation (DES) and Scale-Adaptive Simulation (SAS). The first is
an explicit blend of RANS and LES based on the ratio of the turbulence length scale
and the grid spacing. The second is a so-called second generation URANS model,
which does not involve the grid spacing explicitly in the RANS formulation. Both
formulations have their advantages and disadvantages.

The main potential problem with DES is that the RANS solution can be affected
by the grid spacing. If that happens inside boundary layers, the result is often “Grid-
Induced Separation (GIS)” [10]. In order to protect the boundary layer from this
effect, the use of shielding functions has been proposed [10] and later adopted by
[11]. The resulting model is termed Delayed Detached Eddy Simulation (DDES). It
should be noted that shielding can only reduce the problem, but not eliminate it. This
means that GIS can still happen in case of strongmesh refinement.Without shielding,
the problem appears approximately if Δmax < δ and with shielding if Δmax < 0.2δ
(Δmax being the max. edge length of a local cell and δ the local boundary layer
thickness) [12]. In addition, DDES can show “grey zones”, where the model does
operate neither in RANS nor in LES mode. This can happen either, because the grid
resolution is not sufficient for LES (but already affects the RANS model) or when
there is insufficient instability in the flow to generate turbulence structures quickly
enough in the zone of interest.

The main potential problem with SAS is that it can remain in (U)RANS mode,
even though the user is interested in a scale-resolved simulation. This situation occurs
in flows, which do not show a strong enough flow instability to push the model into
the LES regime [13].

2.2 Models for Large Eddy Simulation (LES)

There is a variety of model formulations for LES implemented in the ANSYS CFD
codes.

• Smagorinsky (standard and dynamic [14, 15])
• k-equation based model (dynamic [16])
• WALE model [17]
• Wall Modelled LES (WMLES, [18])
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In industrial CFD (and not only there) theLESmodels of choice are eddy-viscosity
formulations. Their main purpose is to provide proper dissipation at the small scales.
This is in principle not a very demanding task and can be achieved by all models
listed. LESmodel selection is therefore much less demanding on the user than RANS
model selection.However, the standard Smagorinskymodel has the disadvantage that
it does not provide zero eddy-viscosity for simple shear flows (laminar flows, viscous
sublayer). This problem is avoidedby the dynamic and theWALEmodel.Due to some
of the conceptual problems of the dynamic modeling approach (need for averaging,
potentially negative eddy-viscosities, large variation of dynamic coefficient), the
more optimal choice in this authors opinion is the WALE model.

Wall Modelled LES (WMLES) models are a fairly new member of industrial
LES formulations. Their main goal is to allow integration to the wall, even at high
Reynolds numbers, without the excessive grid resolution requirements of classical
wall-resolved LES. WMLES is based on the concept of covering the inner portion
of the boundary layer by a RANS and the outer portion by a LES formulation. This
avoids the very high resolution requirements of LES in the inner wall layer. A very
simple and promising approach to WMLES has been proposed by Shur et al. [18]. It
is based on a reformulation of the length scale used in the LES zone and by blending
it with the mixing length (RANS) model in the inner part of the boundary layer. The
formulation of Shur et al. is given by:

vt = min
{
(κdW )2 , (CSM AGΔ)2

} {
1 − exp

[
− (

y+/25
)3]}

S (1)

where dW is the wall distance, S is the shear strain rate and Δ a measure of the cell
size. This model was originally calibrated for a 4th order central difference scheme
(Shur et al. [18]), and needs to be lightly adjusted for lower order schemes.

2.3 Periodic Channel Flow

Simulations were carried out for periodic channel flows on grids with the charac-
teristics given in Table1. The domain size was L X = 16h, LY = 2h, L Z = 3h
(h being half the channel height—this corresponds approximately to the boundary
layer thickness for wall boundary layers). The main characteristics of WMLES is
clearly visible from Table1: the non-dimensional values for ΔX+ and ΔZ+ are far
beyond the limits of standard LES methods (which are ΔX+ = 40, ΔZ+ = 20).
For WMLES, one only has to ensure a minimum number of cells per boundary layer
volume δ × δ × δ. In the current formulation the minimum resolution per boundary
layer volume is of the order of 10×40×20 cells (streamwise, normal and spanwise).

Figure1 shows thevelocity profiles in logarithmic scale for these simulations using
ANSYS-Fluent. It is well known that the use of hybrid models like DES can result
in a strong log-layer mismatch and a corresponding error in the wall shear stress
when applied as a WMLES model. Figure1 shows that the log-layer miss-match
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Table 1 Grids for periodic channel flow at different Reynolds number using WMLES

Reτ Cells Nodes ΔX+ ΔY+ ΔZ+
395 384,000 81 × 81 × 61 040.0 0.2 ÷ 30 20.0

395 1,764,000 141 × 141 × 91 026.6 0.2 ÷ 20 13.3

760 480,000 81 × 101 × 61 76.9 0.2 ÷ 30 38.5

1,100 480,000 81 × 101 × 61 111.4 0.2 ÷ 30 55.7

2,400 528,000 81 × 111 × 61 243.0 0.2 ÷ 30 121.5

18,000 6,240,000 81 × 131 × 61 1822.7 0.2 ÷ 30 911.4

Fig. 1 Velocity profiles in logarithmic scale for periodic channel flow using WMLES for various
Reynolds numbers

can be reduced to a relatively small shift at the RANS-LES interface, resulting in a
high quality solution even at very high Re numbers for the above formulation (see
also [18]).

2.4 Flat Plate Boundary Layer

A more challenging test case is the flow over a flat plate boundary layer, where the
boundary layer grows and where synthetic turbulence needs to be provided at the
inlet. The grid for the boundary layer test case has the parameters given in Table2.

Table 2 Grids for boundary layer flow at different Reynolds number using WMLES

ReΘ Cells Nodes

1,000/10,000 1,050,000 251 × 71 × 62
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Fig. 2 Turbulence structures
for wall boundary layer flow.
Top ReΘ = 1,000, Bottom
ReΘ = 10,000

Figure2 shows the turbulent structures for a wall boundary layer flow using the
WMLES option. Again the outer part is covered by LES and the near wall part by
RANS. The flow was computed with ANSYS-Fluent and the turbulence at the inlet
was generated by the VortexMethod (e.g. [19]). The turbulence was well maintained
as can be seen from Fig. 2. In Fig. 3 the wall shear stress is displayed. The WMLES
recovers quickly from the synthetic turbulence and maintains a proper wall shear
stress downstream.

Figure4 shows the velocity profile of a simulation for the boundary layer at ReΘ =
10,000. Such a Re number is typically out of reach for wall-resolved LES due to the
large grid resolution required. In the present study a grid with only ≈ 1.3×106 cells
was used (Δx+ ≈ 700,Δz+ ≈ 350). Synthetic inlet turbulencewas generated using
the Vortex Method. The logarithmic layer is captured very well as seen in Fig. 4.

It should be noted thatWMLES is still substantially more computationally expen-
sive than RANS. However, it avoids the excessive Re number scaling of classical
wall-resolved LES and allows the simulation of limited parts of technical devices
at high Reynolds numbers for which RANS model simulations are not of sufficient
accuracy.

2.5 Zonal RANS-LES Models

As pointed out in the previous sections, hybrid models like DES and SAS rely on
flow instabilities to generate turbulent structures in large separated regions without
the explicit introduction of unsteadiness through the boundary conditions. However,
there are situations, where such instabilities are not present or are not reliable to
serve this purpose. In such cases, it is desirable to apply RANS and the LES models
in predefined zones and provide clearly defined interfaces between them. At these
interfaces, the modeled turbulent kinetic energy from the upstream RANS model is
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Fig. 3 Wall shear stress
coefficient for wall boundary
layer flow. Top
ReΘ = 1,000, Bottom
ReΘ = 10,000

converted explicitly to resolved scales at an internal boundary to the LES zone. The
LES zone can then be limited to the region of interest where unsteady results are
required. There are numerous zonal RANS-LES concepts, and it is not possible to
cover all of them. The following results are therefore limited to the Embedded LES
(ELES) method implemented in ANSYS-Fluent [8].

This approach has been selected as it is attractive from an industrial CFD per-
spective. It allows the user to pre-specify RANS and LES zones in a single CFD
simulation. At the RANS-LES interface, the modeled turbulence from the RANS
model is converted into resolved turbulence using the methods previously available
for this purpose at inlets. ELES allows the selection of virtually all RANS models in
the RANS domain and all algebraic LES models in the LES region. Figure5 shows
the application of ELES to a channel flow. The front portion of the channel is covered
by the SST RANS model [20]. The RANS-LES interface uses the Vortex Method
to convert modeled turbulence to resolved synthetic turbulence and the WALE LES
[17] model to provide an LES eddy-viscosity. Downstream, the method switches
back to RANS. The numerical method allows switching from Second Order Upwind
to Central Difference between the RANS and the LES region.
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Fig. 4 Profile information for the flat plate boundary layer simulations. ReΘ = 10,000

Figure6 shows a comparison of the LES results inside the embedded region with
DNS data, both for the mean flow profile and the turbulence RMS values. The agree-
ment is quite close, considering the limited length of the LES zone.

3 Application Examples

Numerous application examples will be shown. They typically originate from
industry-specific validation projects/workshops in which the authors group has par-
ticipated. Such test cases are characterized by reduced geometric complexity, but
provide experimental data, typically not available for industrial applications.



Elements and Applications of Scale-Resolving … 187

Fig. 5 Channel flow. Viscosity ratio on iso-surfaces of Q-criterion (−500)

Fig. 6 Fully developed
channel flow. Mean velocity
values inside LES zone (top),
rms values inside LES zone
at x = 1.5 + 1.5π (bottom)
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3.1 Acoustic Cavity

Air flow past a 3-D rectangular shallow cavity was calculated in order to test the
SASmodels ability to predict correct spectral information for acoustics applications.
The cavity geometry and flow conditions corresponding to the M219 experimental
test case of Henshaw [21]. The experiment investigates the noise generation due to
turbulent structures forming from the front lip of the cavity and interacting with the
cavity walls.

Figure7 shows the turbulent structures, produced by the SST-SAS model (iso-
surface Q-criterion). The power spectral density (PSD) of the transient pressure
signals calculated and measured by sensors on the cavity bottom near the leading
and the downstream wall respectively is plotted in Fig. 8. These plots show that the
PSD levels are captured in good agreement with the data. Similar agreement was
achieved for the other experimental locations (not shown here) Kurbatskii et al. [22].

3.2 NACA 0021 Airfoil Beyond Stall

This low Mach number flow around a symmetric NACA 0021 airfoil was experi-
mentally investigated by Swalwell et al. [23]. The flow is characterized by a massive
separation zone behind the airfoil. The experiment was carried out at a high angle of
attack of α = 60◦ and at a chord-based Reynolds number of Re = 2.7 × 105.

The spanwise extension of the computational domain was selected to be four
chord-lengths for this calculation, and an O-type hexahedral grid with 140 × 101 ×
134 nodes, provided for the DESider consortium, was used for the SST-SAS sim-
ulation with the ANSYS-CFX solver. A timestep equal to 3% of the convective
timescale (chord length over the inlet velocity magnitude) was used. This corre-
sponds to a Courant number of about unity in the separated zone just downstream of
the airfoil.

Fig. 7 Resolved turbulent
structures for cavity flow:
iso-surface Ω2 − S2 =
5 × 105 s − 2
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Fig. 8 Power spectral
density of the transient wall
pressure signals on the cavity
bottom left sensor K20
located close the front wall,
right sensor K29 located
close to the rear wall

Figure9 shows a comparison of the computed and the experimental pressure
distributions. The agreement is good and within the range of other simulations in the
DESider project. Figure10 shows the turbulent structures (iso-surface Q-criterion)
computed by the SST-SAS model behind the airfoil. The structures are essentially
resolveddown to the grid limitwith the larger structures indicating the grid coarsening
away from the airfoil. Unsteady SST simulations show the typical single-mode vortex
separation expected from classical URANS models.

The experience gained during the simulation of this flow showed the importance
of sufficiently long physical time integration for the correct prediction of the average
surface pressure and for the low-frequency part of the spectra of forces. During the
reported simulation, about 400 convective units based on chord length have been run
for the transient statistics after first establishing the solution. In order to achieve better
averaging, the spectra of forces have been calculated for each grid section separately
and then averaged across the spanwise direction. Figure11 shows the power spectral
densities of the lift and drag coefficients, which are in good agreement with the data,
demonstrating the correct temporal response of the model.

The integral lift and drag coefficients, presented in Table3, are predicted with 2%
accuracy compared to the measurements. It should be noted that a slight dependency
of these values on the spanwise size of the domain was observed by some partners
in the DESIDER project. This ratio was not varied in the current simulations.



190 F. Menter

Fig. 9 Comparison of
experimental and numerical
wall pressure distribution

Fig. 10 SAS-resolved
turbulent structures behind
the airfoil

The good prediction of the power spectral densities for this test case using the SST-
SAS model demonstrates the accuracy of the model in the time/frequency domain.
In Refs. [2, 24] the SAS model is described in detail and is applied to a wide variety
of generic and industrial-like flows.

3.3 Generic Fighter Aircraft

Figure12 shows SAS simulations over a generic airplane geometry. The simulation
(Re = 2.8 × 106, α = 15◦) has been carried out on an unstructured mesh with
11 × 106 control volumes. The upper part shows the geometry and the turbulent
structures produced by the simulation. The lower part shows a comparison between
the experimental data and the time averaged simulation. The simulation is in good
agreement with the exp. data [25].
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Fig. 11 Turbulent spectra of
forces for NACA0021
airfoil: top power spectral
density of the lift coefficient,
bottom power spectral
density of the drag
coefficient

Table 3 Lift and drag
coefficients for the NACA
0021 at 60◦ angle of attack

Lift coefficient, C L Drag coefficient, C D

SST-SAS 0.915 1.484

Experiment 0.931 1.517

3.4 Heat Transfer in T-Junction

The following example is a flow through a pipe T-junction with two streams at differ-
ent temperatures. This testcase was a used as a benchmark of the OECD to evaluate
CFD capabilities for reactor safety applications [26]. The geometry and grid are
shown in Fig. 13a, b. The grid consists of ≈5 million hexahedral cells. This flow is
not easily categorized. In principle it can be computed with SAS and DDES models
in SRS mode (not shown). This means that the instability in the interaction zone
between the two streams is sufficiently strong to generate unsteady resolved turbu-
lence. However, it was also observed, that these simulations are extremely sensitive
to the details of the numerical method employed or the shielding function used. The
SASmodel provided “proper” solutions only when a pure Central Difference scheme
was selected, but remained in URANS mode in case of the Bounded Central Differ-
ence scheme. The DDESmodel provided correct solutions, when a non-conservative
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Fig. 12 Flow over generic
airplane configuration FA-5.
Top flow structures. Bottom
comparison of exp. and SAS
axial flow component
(Geometry and data are
Courtesy of EADS
Deutschland)

shielding function was used but produced only weak unsteadiness in case of a con-
servative shielding function. It is therefore better to apply the ELES model, where
modeled turbulence is converted into synthetic resolved turbulence in both pipes
upstream of the interaction zone at pre-defined RANS-LES interfaces. In addition,
the turbulence model was switched from SST to WMLES at these interfaces. This
approach then avoids the need for the flow instability of the interacting streams to
generate resolved scales.

Figure13c shows that the resolved turbulence starts already upstream of the inter-
action zone due to the introduction of synthetic turbulence. Figure13d shows a com-
parison of computed and experimental axial velocity profiles in the main pipe at
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Fig. 13 T-Junction
simulation. a Geometry.
b Grid. c turbulence
structures. d Axial velocity
at station X/D = 1.6 for
horizontal and vertical lines
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X/D = 1.6. The method provides a good agreement between the simulations and
the experimental data. It can also be seen that the switch from CD to BCD does
not affect the solutions. This is different from the observation with the SAS model,
which reacts sensitive to such changes in the current testcase.

4 Summary

An overview of Scale-Resolving Simulation (SRS) technologies developed for the
ANSYS CFD codes was presented. The underlying principles, as well as some of the
pros and cons of different modeling approaches haven been discussed. Numerous
genetic and application-oriented examples have been shown.
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Hybrid LES–URANS Methodology
for Wall–Bounded Flows

S. Schmidt and M. Breuer

1 Introduction

Since wall-resolved LES suffers from very fine near-wall grid resolutions required
(Δy+

1st < 2, Δx+ = O(50–150), Δz+ = O(15–40)), the idea to embed a near-wall
(U)RANS region within a LES represents both, a specific type of hybrid approach
and an enhanced kind of wall model. A variety of hybrid LES-(U)RANS concepts
were suggested during the last years [6] following different ideas to combine both
methodologies. Nevertheless, the basic objective is always the same. By combining
the advantages of the LES concept and the RANS approach a new simulation tech-
nique should emerge which consumes less CPU-time than pure LES and guarantees
predictive capabilities much better than RANS and similar or even better than LES.
Especially non-equilibrium turbulent flows for which the RANS approach evidently
suffers from reliability, e.g., large-scale separation/reattachment or vortex shedding
postulates the application of advanced simulation methodologies going beyond the
capabilities of pure RANS. This is the main focus of interest of the present study.

2 Hybrid Methodology for Wall-Bounded Flows

According to the catalog of requirements mentioned above the strategy followed
here is as follows: the URANS approach is used for the near-wall region, whereas
LES is performed in regions, where large unsteady vortical structures such as flow
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separations are present, which should be resolved directly. Besides a definition of
the interface between URANS and LES which is realized in the present study by
a dynamic interface criterion automatically reacting on the flow field variations,
appropriate models for both domains are decisive.

In the near-wall URANS region the strong anisotropy of the Reynolds stresses
should be taken into account. Although a full Reynolds stress model (RSM) would
be the optimal choice, an explicit algebraic Reynolds stress model (EARSM, Wallin
and Johansson [13]) is applied instead owing to two reasons. First, it represents a
compromise between the too expensive full RSMs and classical linear eddy-viscosity
models not capable to account for the stress anisotropy. Second, for the implementa-
tion the EARSM can be formally expressed in terms of a non-linear eddy-viscosity
model. Its extra computational effort is small, still requiring solely the solution of
one transport equation for the modeled turbulent kinetic energy kmod = kURANS. This
additional scale-determining part of EARSM provides the velocity scale. The trans-
port equation for kmod includes the production, diffusion and dissipation term which
all presuppose reasonable modeling assumptions. Owing to EARSM the production
term can be closed on the basis of the consistent Reynolds stress formulation includ-
ing the anisotropy term [7] which improves the production term and subsequently
kmod. Instead of a classical gradient-diffusion approach as used for the LES zone, for
EARSM (URANS only) the enhanced representation of the Reynolds stresses can
be introduced into the diffusion term by applying the model of Daly and Harlow [5].
Finally, the dissipation rate was recently refined [2]. Originally, the near-wall model
by Chen and Patel [4] relying on an algebraic relation for the length scale was applied.
The drawback of this model is that it is based on the equilibrium assumption at solid
walls (Pk = ε) not taking the anisotropy of the stresses into account. Recently,
Jakirlić and Jovanović [8] showed that the total dissipation rate can be expressed
as a sum of the homogeneous and the non-homogeneous dissipation. The latter is
exactly equal to one half of the molecular diffusion of kmod . Furthermore, in the direct
vicinity of the wall the homogeneous part can be expressed by an exact formulation
using the Taylor microscale. Both refinements were shown to further enhance the
results [2]. In the following the Jakirlić and Jovanović formulation will be used for
the dissipation term of the hybrid methodology. The modeling approach for the LES
region is less sophisticated. In order to rely on a unique modeling concept also a one-
equation subgrid-scale model is applied [11]. Here the transport equation describes
the velocity scale based on the subgrid-scale turbulent kinetic energy kmod = kSGS .
Furthermore, the length scale is naturally given by the filter width. In conclusion,
the resulting modeling strategy consists of a single transport equation for kmod with
different meanings for the URANS (kURANS) and LES (kSGS) modes. Owing to the
particular importance of the near-wall region, special emphasis is put on an adequate
modeling in this critical region.
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3 Applications and Results

The proposed hybrid LES-URANS approach for non-equilibrium turbulent flows
was validated based on several well-known test cases, i.e., the plane channel flow,
the periodic hill flow and two different 3-D diffuser flows [1, 2, 7]. Besides these
internal flows the present application is concerned with the flow around a SD 7003
airfoil [12]. The airfoil possesses a relative thickness of 8.51 % and a relative camber
of 1.46 %. The prediction of the flow around the airfoil was performed at a Reynolds
number of 60,000 based on the chord length c and the free-stream velocity u∞. An
angle of attack α = 4◦ was chosen, where due to the adverse pressure gradient a
stable laminar separation bubble (LSB) on the leeward side can be observed in the
measurements [3] starting at about 0.25 c. Inside the LSB the transition to turbulence
starts with the amplification of the two-dimensional instability mechanism known
as Tollmien-Schlichting (TS) waves. In the separated shear layer Kelvin-Helmholtz
(KH) instabilities are observed. Due to the onset of turbulence a rapid pressure drop
leads to a highly instantaneous reattachment at about 0.7 c. The LSB is a major reason
for the increase of the pressure drag and the decrease of the lift. To understand the
fluid dynamic interactions represents a demanding benchmark. Earlier numerical
investigations [10] based on the EARSM by Wallin and Johansson [13] in pure
URANS mode showed at the same moderate angle of attack a too fast onset of
turbulence, which leads to a too small bubble length. The inaccuracy of the pure
URANS results and the CPU-time requirements of the LES predictions are the main
motivations to promote the hybrid LES-URANS approach.

For comparison purposes a LES prediction was carried out on a fine grid allowing
a detailed evaluation of the hybrid method. The grid for the pure LES consists of about
16.8 million control volumes (CVs) and satisfies the resolution requirements for a
wall-resolved LES at the suction as well as the pressure side (Δx+ ≤ 15, Δy+ ≤ 1.5,
Δz+ ≤ 15). Since an airfoil configuration is examined, the C-grid topology is suit-
able. The airfoil is placed inside a computational domain of the height h/c = 14 and
the wake regime is prescribed with a length l/c = 4. At the inlet of the computa-
tional domain the constant velocity U/U∞ = 1 is imposed, whereas at the outlet a
convective boundary condition is used. For the lateral edges the symmetry bound-
ary condition is applied. Furthermore, along the airfoil surface the no-slip boundary
condition is employed. The flow past the airfoil is assumed to be homogeneous in
spanwise direction allowing the application of periodic boundary conditions for a
depth z/c = 0.25 of the domain. To ensure the correct prediction of the transition
phenomenon, the dynamic SGS model of Germano/Lilly [9] was chosen as the ref-
erence case. In the present study, the hybrid LES-URANS method is performed on a
coarser grid with 5.8 million CVs. In addition, to show the possible performance of
the hybrid model a pure LES relying on a one-equation SGS model [11] was carried
out on the same grid as the hybrid approach. Both grids offer the same wall-normal
resolution for the wall-nearest grid point y1st/c = 5×10−4 (Δx+ ≤ 22, Δy+ ≤ 1.5,
Δz+ ≤ 30).
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The dynamic interface criterion based on the modeled turbulent kinetic energy
(Cswitch,y∗ criterion [1, 2, 7]) was developed and tested in the framework of internal
flows. For the present external flow with a laminar boundary layer at the front of the
airfoil an additional criterion is necessary to exclude that due to vanishing values of
kmod in this region the hybrid methodology switches into the URANS mode. For this
purpose an additional criterion TR is introduced evaluating the ratio between two
different meaningful length scales. The first length scale is prescribed owing to the
filter width Δ of the mesh, whereas the flow setting is taken into account with the
aid of the Kolmogorov length scale L K = (ν3/ε)1/4 with ε = 2 ν · si j · si j :

TR = Δ

L K

{≤ 1 → laminar/DNS-like
> 1 → turbulent/hybrid LES-URANS.

This additional criterion TR is combined with the original one based on Cswitch,y∗
and thus dynamically reacts on the local flow structure. Since the transition onset is
dominated by highly instantaneous processes, the calculation of the fluctuation strain
rate si j for the determination of L K ensures the right estimation of the transient flow
phenomena. At the leading edge of the airfoil the values of TR are expected to
be small. Thus it is possible to resolve all information of the flow field with the
existing grid and the usage of the LES mode in this region guarantees the right flow
description owing to the negligible influence of the subgrid-scale model. After the
transition onset the values of TR rises and it can be expected to be larger than one.
This region does not satisfy the well-known requirements of the LES grid resolution
and furthermore the influence of the used SGS model is appreciable. Accordingly,
the application of the hybrid LES-URANS is the natural choice. It is well known
that the Kolmogorov length scale is derived for high Reynolds numbers to describe
the universal smallest scales of turbulence. Despite the moderate Reynolds number
of the present test case and the two-component anisotropy of the near-wall scales,
the refined criterion produces meaningful results.

Figure 1 depicts the comparison of the mean streamwise velocity U/U∞ and
the total kinetic energy ktot/U 2∞ for the fine LES, the coarse LES and the hybrid
LES-URANS approach at nine positions. First of all it is noteworthy that the hybrid
method predicts the complete flow field well compared with the fine LES. The coarse
LES shows inside the LSB area a high level of agreement with the reference LES,
whereas the hybrid LES-URANS method slightly underestimates the reference LES.
Further downstream in the trailing-edge region of the airfoil the hybrid model delivers
superior results for the streamwise velocity compared to the coarse LES. As expected
from the internal flow evaluations, the results for the total kinetic energy calculated
by the hybrid methodology exhibit no visible kink in the profiles underlining the
applicability of the LES-URANS approach for external flows. In the free shear layer
the coarse LES strongly overpredicts the total kinetic energy in comparison to the
fine LES. In contrast, the hybrid method exhibits smaller discrepancies regarding
ktot . Further downstream (x/c ≥ 0.6) after the transition onset the hybrid model
matches the results of the fine LES quite well.
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Fig. 1 Profiles of U/U∞ (upper) and ktot/U 2∞ (lower) for the SD 7003 airfoil flow configuration
at Rec = 60,000 and α = 4◦. Short dashes indicate the interface location in the averaged flow
field

To assess the global performance of the simulations the pressure coefficient cp and
the friction coefficient c f are plotted in Fig. 2a, b. The profile of cp shows the typical
distribution for a LSB. After the separation a plateau can be observed, which ends in
a cp drop in the area of the transition. The coarse LES as well as the hybrid method
yields the right prediction of the LSB characteristics in agreement with the results of
the fine LES. Based on Fig. 2b the exact location of the separation and reattachment
points can be appointed. Due to the nearly steady location of the separation point
it is not surprising that all three methods predict the same position. Owing to the
highly instantaneous reattachment the estimation of the reattachment location seems
to be more demanding. Compared with the fine LES the hybrid method exhibits a
high level of agreement regarding the reattachment point. Contrarily, the coarse LES
overestimates its position.
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Fig. 2 a Distribution of the pressure coefficient cp = (p− p∞)/(0.5 ρ∞ U 2∞) of the time-averaged
flow field. b Distribution of the friction coefficient c f = τW /(0.5 ρ∞ U 2∞) of the time-averaged
flow field

4 Conclusions

To validate the applicability of the hybrid LES-URANS methodology for external
flows, the flow around the airfoil SD 7003 is considered comprising a LSB and
transition. As shown the improvements by the hybrid LES-URANS approach are
obvious compared to pure LES and justify the small additional CPU-time effort.
To further increase the performance of the hybrid model, additional evaluations are
needed including the application of even coarser grids, higher Rec or other α.
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8. Jakirlić, S., Jovanović, J.: On unified boundary conditions for improved predictions of near-wall

turbulence. J. Fluid Mech. 656, 530–539 (2010)
9. Lilly, D.K.: A proposed modification of the Germano subgrid scale closure model. Phys. Fluids

A 43, 633–635 (1992)



Hybrid LES–URANS Methodology for Wall–Bounded Flows 203

10. Radespiel, R., Windte, J., Scholz, U.: Numerical and experimental flow analysis of moving
airfoils with laminar separation bubbles. AIAA J. 45(6), 1346–1356 (2007)

11. Schumann, U.: Subgrid-scale model for finite-difference simulations of turbulent flows in plane
channels and annuli. J. Comp. Phys. 18, 376–404 (1975)

12. Selig, M., Guglielmo, J., Broeren, A., Giguére, P.: Summary of Low-speed Airfoil Data, vol.
1. SoarTech Publications, Virginia Beach (1995)

13. Wallin, S., Johansson, A.V.: An explicit algebraic Reynolds stress model for incompressible
and compressible turbulent flows. J. Fluid Mech. 403, 89–132 (2000)



Part V
Stability and Transition



Investigations of Stability and Transition
of a Jet in Crossflow Using DNS

A. Peplinski, P. Schlatter and D.S. Henningson

1 Introduction

The so-called jet in cross-flow (JCF) refers to fluid that exits a nozzle and interacts
with the surrounding boundary layer flowing across the nozzle. This case has been
extensively studied both experimentally and theoretically over the past decades due to
its high practical relevance. Smoke and pollutant plumes, fuel injection and mixing or
film cooling are just a few applications. On the other hand, it is considered a canonical
flow problem with complex, fully three-dimensional dynamics which makes the JCF
a perfect tool for testing numerical methods and simulation capabilities. Recent
reviews on this flow configuration are given in [7, 8].

The JCF is characterised by three independent non-dimensional parameters: free-
stream and the jet Reynolds numbers (Reδ�

0
, Rejet) and jet to free-stream velocity

ratio R, which is a key parameter in this work. The major flow features are (see e.g.
Fig. 1 in [7]): the counter-rotating vortex pair (CVP) in the far field, the horseshoe
vortex developing upstream of the jet orifice, and vortices shed from the shear layers
that result from the interaction of the jet with the cross-flow both upstream and
downstream of the jet trajectory. Some other features, such as wake vortices or
upright vortices, are visible at higher values of the cross velocity ratio R only. As
the ratio R increases, the flow evolves from a stable (and thus steady) configuration
consisting of (steady) CVPs and horseshoe vortices, through simple periodic vortex
shedding (a limit cycle) to more complicated quasi-periodic behaviour, before finally
becoming turbulent. In Refs. [2, 6, 12] the stability of the JCF was studied by means
of modal analysis. The first linear global stability analysis of this flow at R = 3 was
presented by Bagheri et al. [2, 12]. For this jet to free-stream velocity ratio the JCF
was found to be dominated by an interplay of three common instability mechanisms:
a Kelvin–Helmholtz shear layer instability, a possible elliptic instability of the CVPs,
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and a near-wall vortex shedding mechanism similar to a von Kármán vortex street. It
was also shown that the flow acts as an oscillator, with high-frequency unstable global
eigenmodes associated with shear-layer instabilities on the CVP and low-frequency
modes resulting in vortex shedding in the jet wake. This work was later extended to the
wider range of R ∈ (0.55, 2.75) [6], focusing on transition from steady to unsteady
flow as R is increased. The first bifurcation (first unstable eigenmode) was found to
occur at R ≈ 0.675, when shedding of hairpin vortices characteristic of a shear layer
instability is observed, and the the source of this instability (wavemaker) was located
in the shear layer just downstream of the orifice. Results of linear stability analysis
were consistent with nonlinear direct numerical simulations (DNS) at the critical
value of R predicting well the frequency and initial growth rate of the disturbance. It
was also concluded that based on linear analysis good qualitative predictions about
the flow dynamics can be made even for higher values of R, where multiple unstable
eigenmodes are present. The authors pointed out, however, that the critical value
of R cannot be determined exactly due to sensitivity of the results to changes in
the domain length as well as to the presence of the fringe region enforcing periodic
boundary condition (BC).

In the current study we follow Ref. [6] focusing on the transition from steady
to unsteady flow and, using linear global stability analysis, searching for the value
of R at which the first bifurcation occurs. The scope of this work is to test the
numerical methods and techniques, and to identify the major difficulties related to
linear stability of this type of complex flows. As modal analysis is known to fail
in predicting the practical critical Reynolds number for transition to turbulence in a
number of systems, we apply in our studies both modal and non-modal analyses. A
classical example of such a flow is the convectively unstable flat-plate boundary layer
[4], which behaves as broadband amplifier of incoming disturbances and is globally
stable according to linear global analysis. However, a global stability analysis based
on the asymptotic behaviour of single eigenmodes of the system does not capture
relevant dynamics, and transition to turbulence at lower Re occurs due to transient
effects. Following Refs. [9, 10] we investigate the linear growth of perturbations in
the JCF for a limited time, before the exponential modal behaviour is most dominant,
and determine an optimal initial condition (initial condition yielding largest possible
growth in energy) adopting a time-stepper method.

2 Numerical Setup

We adopt the computational setup from Ref. [6], modelling the interaction of a
boundary layer with a perpendicular jet exiting a circular pipe with diameter D =
3 ∗ δ�

0, where δ�
0 is the displacement thickness at the inflow placed 9.375 ∗ δ�

0
upstream the centre of the pipe orifice; δ�

o is adopted as length unit. Following Ref.
[6] we use both laminar cross-flow and jet inflow profile and, as the jet pipe is
absent in our simulations, an inhomogeneous (Dirichlet) BC prescribing the inflow
jet profile is employed. This is an important limitation of the problem setup requiring
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e.g. smoothing of the jet profile by a Gaussian function (Eq. 2.1 in [6]). We will list
here only the key parameter of the setup referring the reader to [2, 6] for more
details. The flow is fully described by pipe diameter D, cross-flow Reynolds number
Reδ�

0
= U∞δ�

0/ν and jet to cross-flow velocity ratio R = V/U∞, where U∞, V and
ν are free-stream velocity, peak jet velocity and the kinematic viscosity, respectively.
As before [6] we set Reδ�

0
= 165, and choose R as 1.0, 1.4, 1.5 and 1.6.

The simulations are performed with two different massively parallel DNS solvers
for the incompressible Navier–Stokes equations: SIMSON [3] and Nek5000 [5].
SIMSON was used in Refs. [2, 6, 12] and is a fully-spectral code suitable for stabil-
ity computations. However, a major constraint is the requirement for periodic BC in
streamwise direction necessitating a fringe region (Sect. 4.2.2 in Ref. [3]) for damp-
ing disturbances. We use SIMSON to investigate the influence of the fringe length
L F on the stability results in nonlinear DNS. Fringe parameters are adopted from
[6] with varying L F set to 15 (like in [6]), 45 and 75 units. As the fringe region
reduces the useful part of the computational domain we doubled the length of the
box as compared to Ref. [6] setting its size to Lx = 150, L y = 20, Lz = 30, with
the resolution of 512 × 201 × 144 modes in the streamwise (x), wall-normal (y),
and spanwise (z) directions, respectively. Nek5000 is a spectral-element code pro-
viding spectral accuracy while allowing for complex geometries. In this method the
governing equations are cast into weak form and discretised in space by the Galerkin
approximation, following the PN − PN−2 approach with the velocity space spanned
by N th-order Lagrange polynomial interpolants. In our studies we use Nek5000 to
investigate the influence of resolution (N = 6 and 9), box length (Lx = 150 and
250) and grid structure. Domain decomposition into hexahedral elements is used to
reduce resolution where it is not needed. We keep uniform resolution in the pipe
vicinity within 5 unit distance from the orifice, and reduce it at larger distance by
smooth element stretching (mesh M1). In mesh M2 we double the vertical resolution
next to the wall. There are no periodic BC in streamwise direction, however, we
found our results to be dependent on the outflow BC unless we set a sponge layer at
the outflow as well as making the computational domain longer to reduce reflections
from the boundary. The forcing function for the sponge was adopted from the fringe
in SIMSON, and the sponge length was set to 25 and 35 units for Lx = 150 and
250, respectively. Nek5000 is also used as time-stepper for solving the linearised
Navier–Stokes equations in modal and non-modal linear stability analyses. Detailed
descriptions of the implementation and validation can be found in Refs. [5, 10].

3 Direct Numerical Simulations

We performed a number of nonlinear DNS to investigate the dependence of critical
R value on different simulation parameters.

The studies of results sensitivity to damping in the fringe for R = 1 were per-
formed with SIMSON and are presented in Fig. 1. The left plot shows the time
dependent amplitude of a single Fourier component in the signal of the streamwise
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Fig. 1 Temporal amplitude evolution (left) and energy as function of streamwise position (right)
of the single most unstable Fourier component for R = 1 and different fringe length L F (1, 2, 3)
and simulation time (4, 5). Simulation results of SIMSON

velocity component of a probe located 15 units downstream of the pipe centre for
L F = 15, 45 and 75 (curves 1, 2 and 3). The frequency of the chosen Fourier
component is given by the period Tp of the signal, and the amplitude at time t is
calculated by projection of the signal on sine and cosine functions within the win-
dow (t − Tp/2, t + Tp/2) and finally smoothed by Bézier curves. The right plot
presents the energy of the same Fourier component of the streamwise velocity com-
ponent integrated over y − z plane and plotted as a function of streamwise position x .
Curves 1 and 2 correspond to L F = 15, t = 800 and L F = 45, t = 500 respectively,
and curves 3, 4 and 5 give the time evolution of energy distribution for L F = 75 and
t equal 500, 1,000 and 1,500 (time is counted from the beginning of simulation). The
pipe centre is marked by the vertical line, and the size of the fringe layer is clearly
visible. The first simulation was performed with L F = 15 and Blasius boundary
layer as initial condition, and run up to t = 880, when the probe signal saturated.
This state provided the initial conditions for the two other runs. Note that the final
velocity field of the first run consists of more than one frequency component, and
curve 1 in Fig. 1 give only an estimate of observed oscillations.

According to Ilak et al. [6] the JCF for R = 1 appears globally unstable, however,
closer examination of Fig. 1 shows this flow to be convectively unstable, and the
misinterpretation of the instability mechanism to stem from insufficient damping in
the fringe. The temporal amplitude evolution of the simulation with the shortest fringe
features a short phase of approximately exponential decay (after initial transient
phase) ending at t ≈ 160, when the signal from the fringe reaches the pipe after
re-entering the domain and triggers instability. It is because the energy damping in
the fringe (of the order of 105) is too small compared to the growth rate in the domain
leading to nonlinear saturation of the signal. Similar conclusions can be drawn from
the second run (L F = 45), where the nonlinear saturation on the energy plot is
still visible. To achieve sufficient damping the fringe with at least L F = 75 (50 %
of the computation domain) is required. In this case the signal amplitude decays
exponentially and the saturation is no longer visible after 500 time units. However,
even in this case the decay rate after t = 400 is relatively low leaving considerable
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amount of energy in the strongest Fourier mode after t = 1,500. This proves that
methods relying on periodic domains to be unsuited for flow cases with considerable
spatial (and temporal) growth rates. To employ those methods one has to ensure the
damping within the fringe region is sufficient to make perturbations re-entering the
domain not relevant for the flow dynamics.

All subsequent runs are performed with Nek5000, which does not require peri-
odicity in streamwise direction. Nevertheless, even in this case a correct treatment
of outflow BC was found to be crucial. The time-dependent amplitudes of a single
Fourier component in the signal of the streamwise velocity component of a probe
located 15 units downstream of the pipe for R = 1.4 and 1.5 are shown in Fig. 2.
Curves 1–3 correspond to lower resolution runs with N = 6, and curves 4, 5 show
results with higher order N = 9 for R = 1.5. Two different domain lengths are
studied: Lx = 150 (curves 1, 2 and 4) and 250 (curves 3 and 5). All DNS start with
Blasius initial condition, and in runs 2, 3, 4 and 5 the instability is triggered by adding
non-symmetric noise of amplitude 10−4 to the velocity field at t = 500 (marked by
vertical line). All presented simulations were performed on the M1 mesh. For all
cases, an initial transient phase (ending around t = 220) is followed by short phase
of nearly exponential decay. Depending on the domain size and whether noise was
added or not, this phase ends with a rapid amplitude increase followed by exponen-
tial decay/saturation, or with the slow growth of low amplitude oscillations. Strong
dependency on grid resolution is clearly visible, as the R = 1.5 run is globally
unstable for N = 6 and stable for N = 9. On the other hand, small amplitude
(10−4 − 10−3) oscillations visible at the end of all runs with shorter domain (inde-
pendently whether noise was added or not) are manifestation of interaction between
pipe vicinity and outflow BC. In the lower resolution simulations those oscillations
are excited during the phase of exponential decay (at t ≈ 400 and 370 for R = 1.4
and 1.5) and reach final amplitude of 10−4 − 10−3. In the unstable case R = 1.5
(curve 1 in right plot) they are later overtaken by growing unstable modes with similar
frequency. Such oscillations are not visible in the simulations with longer domain,
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Fig. 2 Time dependent amplitude evolution of the single Fourier component of the velocity probe
for R = 1.4 (left) and 1.5 (right) for different domain length and grid resolution. See text for
description
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where all the disturbances are damped exponentially. Increased resolution allows to
delay excitation of those waves (no longer visible in the first decay phase), but it does
not reduce significantly the final amplitude. Note that for the low resolution runs at
R = 1.5 the final saturation is reached faster in the longer domain, and the maximum
amplitude reached after the noise is added for N = 9 is higher in the longer domain
as well. This illustrates the need for proper non-reflective BC.

4 Modal Analysis

Modal stability is the classical method hydrodynamics stability, where the critical
value of given parameter, for which a single exponentially growing disturbance exist,
is computed. In the linear theory for global analysis those disturbances, the so-called
linear global modes, are associated with eigenmodes of the linearised Navier–Stokes
operator. Their identification requires finding the base flow Ub, i.e. stationary solution
to the nonlinear Navier–Stokes equations, and next solving an eigenvalue problem
of the linearised operator. As the considered flow configuration is usually unstable,
to calculate Ub one has to adopt additional stabilisation mechanism to eliminate time
dependency of the solution. In our calculations selective frequency damping (SFD)
[1] was used. Furthermore, the dimension of the state space of the eigenvalue prob-
lem dim(U) ∼ 107 makes explicit construction of the matrix impossible and requires
projection on the low dimension subspace. To achieve this we adopt the Arnoldi algo-
rithm using special matrix-free methods based on time-steppers. Detailed description
of the problem with governing equations, implementation in Nek5000, validation
and application to JCF can be found in Peplinski et al. [11]. An example of the base
flow and spectra (growth rate ωi vs frequency ωr ) is shown in Figs. 1 and 5 in Ref.
[11]. Here we present results of the DNS performed on meshes M1 and M2 with
domain length Lx = 150 for two resolutions N = 6 and 9, and two velocity ratios
R = 1.5 and 1.6. As the plot of spectra is symmetric with respect to ωr = 0 we
utilise the negative and positive ωr parts to compare different cases, and we plot only
those part of spectra matching for both direct and adjoint operator (compare positive
ωr part of the left plot in Fig. 5 in [11]).

Results are presented in Fig. 3. In all studied cases increasing resolution decreases
the growth rates of all the modes except the ones with zero frequency. The upper
left plot presents spectra for R = 1.5 and two meshes M1 and M2 (negative versus
positive ωr part of spectra) for two resolutions N = 6 (symbols 1 and 3) and 9
(symbols 2 and 4). The importance of high resolution close to the wall is shown, as
the low resolution run on mesh M1 is globally unstable, and the run on mesh M2
is stable. On the other hand, most of the converged modes in the spectra of higher
resolution runs match each other for both meshes suggesting the resolution necessary
for numerical convergence was reached. Simulations with R = 1.6 and 1.5 performed
on mesh M2 are presented in the upper right plot (negative versus positive ωr ). As
before, symbols 1,3, and 4, 5 correspond to N = 6 and 9 respectively. The shift ofωi is
larger for higher ωr , and it seems to be independent of value of R. For both resolutions
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Fig. 3 Upper row sensitivity of the spectra to the mesh structure and resolution for different velocity
ratios. Left spectra for R = 1.5 run on M1 (negative ωr ) and M2 (positive ωr ) meshes. Right spectra
for R = 1.6 (negative ωr ) and R = 1.5 (positive ωr ) run on M2 mesh. Lower left growth rate of the
strongest mode as the function of polynomial order N for the modal analysis and nonlinear DNS.
Lower right Modulus of the direct (far field) and adjoint (pipe orifice) strongest eigenmode

the R = 1.6 case remains unstable. The results are summarised in the lower left plot
presenting the growth rate of the strongest mode as a function of N for both linear
modal analysis and nonlinear DNS. Symbols 1, 2, and 3 correspond to simulations
at R = 1.5, mesh M1; R = 1.5, mesh M2; R = 1.6, mesh M2, respectively,
while symbol 4 gives the growth rate of the strongest Fourier component in DNS
for R = 1.5 (mesh M1). Higher resolution runs of the linear analysis and nonlinear
DNS are consistent with each other giving similar frequency and growth rate.

The lower right plot shows the modulus of the strongest eigenmodes of the direct
(far field) and adjoint (pipe vicinity) operators for R = 1.5 and N = 9. The pipe,
marked by red circle, is located at x = 0 and the modes maxima are normalised to
unity. The colour scale is logarithmic and the surface of the plotted region corresponds
to 1 % of the maximum value illustrating fast decay of the eigenmodes. The total
growth of the direct mode (ratio of the maximum to the value at the pipe orifice)
is of the order of 109. The visible strong streamwise separation of the direct and
adjoint global modes is induced by the basic flow advection and is a signature of
non-normality of the linearised operator. This is important since a high degree of an
operator non-normality leads to great sensitivity of the corresponding eigenvalues.
It is also well-known that, as a result of non-normality, the perturbation energy may
experience transient growth even though the flow is globally stable.
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5 Non-Modal Analysis

In this section we discuss results of linear optimal disturbances, which is a well
established technique to identify the initial condition leading to the largest growth of
the disturbance at finite time. We look for the perturbation u(t = 0) which leads to
maximum energy 〈u(T ), u(T )〉 at time T . This problem is equivalent to solving the
eigenvalue problem λu(0) = exp(A†T ) exp(AT )u(0), where exp(A†T ) exp(AT ) is
the forward and adjoint composite propagator, and A is a linearised Navier–Stokes
operator. The largest eigenvalue can be found iteratively by (matrix-free) power
iterations, where the state is first marched forward in time with the standard numerical
solver (direct propagator) and then backward with the corresponding adjoint solver
(adjoint propagator). The initial condition is white noise and the procedure is repeated
until the assumed convergence criterion for |un(0) − un−1(0)| is reached, where n
is the iteration number. For more detailed discussion, description of implementation
in Nek5000 and validation see Ref. [9, 10].

Our simulations were performed on the fine mesh M2 with domain length Lx =
150 and integration time T = 77 for R = 1.5 and 1.6. The initial state u(0) for
each of step (direct and adjoint) was normalised 〈u(0), u(0)〉 = 1, and the assumed
convergence criteria was 5×10−5, reached after 36 iterations. Note that the backward
time marching in our simulations does not mean negative time step, so in the adjoint
time stepper phase both time and energy are growing. To keep direct and adjoint
problem consistent we apply sponge layers together with Dirichlet zero BC both at
the inflow and outflow in the flow. The results are presented in Figs. 4 and 5.

The left plot in Fig. 4 presents the energy growth with time for direct (curves
1, 3) and adjoint (curves 2, 4) phases for stable (R = 1.5; curves 1, 2) and unstable
(R = 1.6; curves 3, 4) cases. The energy evolution is similar in both cases and its final
value differs only by factor of 2 (E = 8 × 1011 and 1.6 × 1012 for R = 1.5 and 1.6
respectively) showing the transient growth to be only weakly dependent on R. Similar
conclusions can be drawn from the nonlinear DNS simulations, in which the optimal
disturbance added on top of steady base flow is used as initial conditions. Evolution
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Fig. 5 Comparison of the optimal disturbance (upper row) and the resulting wave packet (lower
row) for the stable (front, R = 1.5) and unstable (back, R = 1.6) case

of time dependent amplitude of a single Fourier component in the signal of the veloc-
ity probe (located 15 units downstream from the pipe) is presented in the right plot in
Fig. 4 (curves 1 and 2 correspond to R = 1.5 and 1.6, respectively). The initial ampli-
tude development is identical both for stable and unstable cases, however the final fate
is consistent with modal analysis. The amplitude saturation at 10−4 for the stable case
R = 1.5 (curve 1) is caused by interaction with outflow BC discussed in Sect. 3 above.

Figure 5 presents a comparison of optimal initial conditions for the streamwise
velocity component ux (0) (upper row) and corresponding final wave packet ux (T )

(lower row) for stable R = 1.5 and unstable R = 1.6 cases. Angled and top view
are shown. As the optimal conditions and wave packets are symmetric with respect
to the grid symmetry plane we plot results of both simulations on a single frame
placing the stable case in front/lower part of the plot. The maximum value of all the
functions is normalised to unity, and the plotted isosurface corresponds to 0.2. Both
the optimal disturbances and wave packets for stable and unstable cases are almost
identical, however they are slightly shifted with respect to each other due to different
shape of the base flow. The wave packets differ also by the wavelength, which is
minimally shorter for the stable case.

An important advantage of the non-modal analysis is its insensitivity to the out-
flow BC, as the travelling wave packet never reaches the outflow. However, in our
simulations we could see the influence of the inflow BC on the adjoint stepper phase
manifesting itself by small oscillations of the energy curve at the end of integration
period (barely visible in Fig. 4).
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6 Conclusions

In the current work we performed a stability analysis of the JCF testing the numerical
methods and stability techniques. We focus on the calculation of the critical velocity
ratio R, at which first bifurcation (transition from the steady to unsteady flow) occurs.
We performed a number of simulations using different numerical methods and codes
finding the JCF to be so sensitive to the simulation parameters and setup, that the
critical velocity ratio can be found for a particular numerical setup only. In particular
we found that spectral methods to be not well suited for simulation of the flow cases
with considerable disturbance growth rate due to the periodic BC in streamwise
direction, as the insufficient damping in the fringe region can significantly change
the flow dynamics. Even for codes with inflow/outflow BC, we demonstrate the need
for proper non-reflective BC for the spectral-element code, and the sensitivity of the
modal stability analysis to the grid resolution. This great sensitivity of the eigenvalue
at the bifurcation point indicates that it may not be a particularly interesting quantity
to consider, as the flow itself is very sensitive to external disturbances and that
transient effects are more relevant than the asymptotic growth rate associated with
a particular global mode. We calculated the optimal disturbance finding its growth
and shape robust and almost independent on R.

Acknowledgments Computer time was provided by Swedish National Infrastructure for Comput-
ing (SNIC).
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DNS of a Double Diffusive Instability

J.G. Wissink, H. Herlina, S.I. Voropayev and H.J.S. Fernando

1 Introduction

In the present numerical studywe consider a body of water with a stable temperature-
induced density gradient and an unstable salinity-induced density gradient resulting
in an overall density gradient that is weakly stable. As a result of the difference in
diffusivity between the temperature (with a Prandtl number of Pr = 6) and the salin-
ity (with a Schmidt number of Sc = 700) any disturbance added to the temperature,
salinity or velocity field will result in the development of a diffusive instability that
eventually leads to the occurrence of so-called salt-fingers—consisting of fluid with
a relatively high salinity contents—that penetrate the fluid immediately underneath.

This salt fingering phenomenon plays an important role in the oceanic vertical
mixing. In regions where warm salty water lies over cool fresh water, such as in the
Tyrrhenian Sea, researchers have recognized that the small scale salt fingers result in
the generation of a salinity stratification with a distinct layering [1]. As it is important
to oceanic mixing, double-diffusion processes also have a strong influence on the
oceanic heat and gas fluxes [2]. In an experiment performed by Voropayev et al. [3]
it was found that also in the case of a (single diffusive) unstable salinity-induced
density gradient the developing instability led to the intermediate formation of a
layered salinity distribution despite the initially smooth salinity gradient. To establish
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whether a similar layering in a double diffusive environment can be reproduced
numerically and to obtain more insight in the physics that drives this phenomenon
it was decided to perform a series of two-dimensional and three-dimensional direct
numerical simulations (DNS-s).

2 Computational Details

The computational domain is shown in Fig. 1. Periodic boundary conditions for all
variables were employed in the horizontal directions. At the top and bottom free-slip
boundary conditionswere used for the velocity. For the scalars in the two-dimensional
simulations either constant flux or zero flux boundary conditions were employed.
Two three-dimensional simulations are performed, one with a small height (as seen
in Fig. 1) and one with a much larger height (to allow more space for the layer
formation). In the three-dimensional simulations a zero flux boundary condition is
used along the top and bottom of the computational domain. The Reynolds number,
based on a characteristic length scale of L = 1cm and a characteristic velocity scale
of U = 1cm/s, is Re = 100. The simulations are initialised with constant salinity
and temperature gradients. The salinity distribution induces an unstable constant
density gradient ∂ρ

∂z = 5 × 10−4 g
cm4 , while the temperature distribution induces a

stable density gradient ∂ρ
∂z = −6× 10−4 g

cm4 . The resultant density gradient is stable
(see Fig. 1). To seed possible instabilities a random disturbance of 1% is added to
the temperature field at t = 0 s.

To accurately resolve the convection of low-diffusive scalars it is important to
avoid any undershoot or overshoot at locations where the concentration gradient is
steep without introducing an excessive amount of artificial diffusion. The problem of
resolving steep gradients is very similar to the problem of shock-capturing in com-
pressible fluid flow simulations. Because of this, it was decided to adopt the fourth-
order accurate Weighted Essentially Non-Oscillatory (WENO) scheme—developed
by Liu et al. [4]—to calculate the scalar convection. The scheme was adapted for
usage on a staggeredmesh and the coefficients of the third-order interpolation polyno-
mialswere determined usingLagrange interpolations so that the algorithmwould also

Fig. 1 Schematic of
computational domain
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work on stretched meshes. The scalar diffusion term was calculated using a fourth-
order-accurate central discretisation and the time-integration of the scalar convection-
diffusion equations was performed using a three stage Runge Kutta method.

The reason for using a staggered mesh was to avoid a decoupling of the flow and
pressure field in the numerical approximation of the incompressible Navier-Stokes
equations. A fourth-order-accurate kinetic energy conserving numerical method was
used for the discretisation of the convective terms (a detailed description of this
discretisation can be found inWissink [5]). The diffusive terms were discretised by a
fourth-order accurate central discretisation. Second-order central discretisationswere
used for the discretisation of the pressure gradients and the continuity equation. The
Poisson equation for the pressure was iteratively solved using a conjugate gradient
solver with a simple diagonal preconditioning. Time-stepping was performed using
the second-order accurate Adams-Bashforth method.

Because the fluid viscosity can be more than two orders of magnitude larger than
the scalar diffusivities it was decided to incorporate a dual mesh capability in the
program in which the scalars are resolved on a mesh that can be up to eight times
finer than the base mesh used to resolve the flow field. In the present calculations the
base mesh (using sufficient mesh points to resolve the salt-fingering) was used for
both flow and scalar fields.

A Boussinesq approximation was used to account for the small local differences
in density of the fluid which is directly linked to the local temperature and salinity.

The numerical solver was parallellised by dividing the computational mesh in
blocks that each contain the same number of grid points. Communications between
blocks was performed by using the standard Message Passing Interface (MPI) pro-
tocol. More detailed information on the solver, including some grid refinement tests,
can be found in [6].

3 Results

Figure2 shows contours of the salinity distribution obtained for t = 30, 40, 50, 60 s
after the start of the 2D simulation with a zero flux boundary condition for the scalars
at the top and bottom of the computational domain. The sequence of snapshots illus-
trate the evolution of the diffusive instability driven by the difference in diffusivity
between the temperature and the salinity. Salt fingers can already be clearly identified
in the first snapshot at t = 30 s. In time a progressive mixing of fresh (blue) and salt
(red) water can be seen. As a result, with increasing time the salinity-induced density
gradient becomes less and less unstable.

The effect of the scalar boundary condition at the top and bottom of the computa-
tional domain only has a localised influence on the development of the instability. In
the simulation with a zero scalar flux the overall density gradient (i.e. the sum of the
temperature and salinity-induced density gradients) becomes unstable near the upper
and lower boundary. Compared to the simulation with a constant scalar flux, a faster
growth of the instability close to the upper and lower boundaries is obtained during
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Fig. 2 Contours of the salinity distribution after t = 30, 40, 50, 60 s
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Fig. 3 Profile of the
horizontally-averaged
salinity concentration at
t = 40 s. The arrows identify
locations with weak
evidence of intermediate
layer formation

the early stages of the simulation. Figure3 shows the non-dimensional horizontally-
averaged salinity concentration.Weak evidence is found of layer formation (locations
identified by the arrows).

The first results from the three-dimensional simulation with an increased vertical
size can be seen in Fig. 4. The sequence of pictures shows contours of the salinity

Fig. 4 Salinity contours in the upper half of the (x, z)- and (y, z)-planes through the centre of
the computational domain. The three snapshots were taken at t = 35, 45 and 55s. The red colour
corresponds to the maximum salinity concentration
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concentration in the (x, z)- and (y, z)-planes through the centre of the computational
domain at t = 35, 45, 55s. The initial development of the double diffusive instabil-
ity through the formation of salt fingers is clearly visible. The boundary condi-
tions applied at the top and bottom were found to lead to a gradual change in the
horizontally-averaged density distributions related to both the salinity and the temper-
ature.As a result, the salinity distribution becomes less and less unstablewhich affects
the layer formation in the overall density gradient. To avoid this unwanted change
in the mean salinity gradient, a new boundary condition at the top and bottom of the
computational domain will be introduced. By assuming periodicity for the velocity
and combining this with quasi-periodic boundary conditions for the scalar (which
allows the scalar at the top to differ by a fixed constant from the scalar at the bottom
thereby ensuring that the mean scalar gradient remains continuous) themean temper-
ature and salinity gradients will be forced to remain constant at all vertical locations
of the computational domain. We are confident that in our further simulations, using
this new boundary condition, we will be able to obtain a much clearer formation of
layers in the overall density distribution. We also hope to further identify whether in
three dimensions this layering—that should lead to a step-wise salinity distribution
[1]—becomes more evident than in two dimensions, in which case we should be able
to clarify/confirm the exact physical mechanisms that drive this phenomenon.

Acknowledgments This research was partially sponsored by the European Marie Curie project
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Flow Past a NACA0012 Airfoil: From
Laminar Separation Bubbles to Fully
Stalled Regime

I. Rodríguez, O. Lehmkuhl, R. Borrell and A. Oliva

1 Introduction

The flow around airfoils in full stall is a problem of great interest in aerodynamics
and specifically for the design of turbo-machines (turbines, propellers, wind turbines,
etc.). However, mechanisms of quasi-periodic oscillation observed near stall and stall
behaviour, which affect airfoil efficiency, remain still not fully understood. Thus, the
study of the separation mechanism and the correct prediction of boundary layer
transition are both key aspects for improving engineering designs.

The advances in computational fluid dynamics together with the increasing
capacity of parallel computers have made possible to tackle such complex turbulent
problems by using high-performance numerical techniques such as direct numerical
simulation (DNS) [1, 4]. DNS has a key role for improving the understanding of the
turbulence phenomena and for the simulation of transitional flows in complex geome-
tries. In the present work DNS of the flow past a NACA0012 airfoil at Re = 5×104

and angles of attack (AO A) of 5◦, 8◦, 9.25◦ and 12◦ (the last one correspond to a
full-stall situation) have been carried out. This work aims at investigating the mecha-
nisms of separation and the prediction of the transition to turbulence in the separated
shear-layer, while at the same time to gain insight into coherent structures formed in
the separated zone at low-to-moderate Reynolds numbers.
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2 Numerical Method

The governing equations are discretised on a collocated unstructured grid arrange-
ment, by means of second-order conservative schemes [9]. Such discretisation pre-
serves the symmetry properties of the continuous differential operators, and ensure
both stability and conservation of the global kinetic-energy balance on any grid.
For the temporal discretisation the one-parameter second-order explicit scheme on a
fractional-stepmethod has been used for the convective and diffusive terms [8], while
for the pressure gradient term an implicit first-order scheme has been implemented.
This methodology has been previously used with accurate results for solving the flow
over bluff bodies with massive separation (see for instance [7]).

3 Results

All computed flows are around a NACA-0012 airfoil extended to include sharp
trailing edge. Solutions are obtained in a computational domain of dimensions
40C × 40C × 0.2C with the leading edge of the airfoil placed at (0, 0, 0).The
boundary conditions at the inflow consist of a uniform velocity profile (u, v, w) =
(Uref cos AO A, Uref sin AO A, 0). As for the outflow boundary, a pressure-based
condition is imposed. No-slip conditions on the airfoil surface are prescribed. Peri-
odic boundary conditions are used in the spanwise direction.

Flow around an airfoil is mostly laminar with the exception of a zone close to the
surface of the airfoil (suction side) and in the wake of it. When performing DNS,
it must be ensured that the grid size is enough to resolve the smallest flow scales
well in the turbulent zones. Furthermore, within laminar zones boundary layer must
be also well-resolved. Taking into account that the accuracy of the results is highly
grid-dependent, specially in the region of the separated shear-layer where transition
to turbulence occurs, care must be taken when the computational grid is constructed.
Another critical region is the near wake of the airfoil, where a poor grid resolu-
tion may cause notable upstream flow distortions. With these criteria, more control
volumes have been clustered in these zones. Although the grids used are unstruc-
tured, they have been constructed as uniform as possible in the regions of interest.
Thus, simulations have been performed on different grids depending on the AoA:
263522× 96 planes (∼25.3 million CVs) for AO A = 5◦; 280876× 96 planes (∼27
million CVs) for AO A = 8◦ and 381762 × 128 planes (∼48.9 million CVs) for
AO A = 9.25◦ and 12◦.

3.1 Instantaneous Flow Structures

In order to gain insight into the coherent structures developed in the separated zone,
the Q-criterion proposed by Hunt et al. [3] has been used. Q iso-surface plots are
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Fig. 1 Visualisation of the instantaneous vortical structures on the suction side of the airfoil by
means of Q-iso-surfaces; Q = 30 coloured by the velocity magnitude

depicted in Fig. 1. A first inspection of the figure reveals the large quantity of small
scales in the separated zone. In fact as theAOA increases one can note how this region
is broadened due to the increase of the adverse pressure gradient. At all AOAs, the
flow separates laminarly from the airfoil surface near the leading edge, as can be
inferred from the two-dimensional shear-layer. Vortex breakdown occurs at the end
of the laminar shear-layer as a consequence of the instabilities developed by the
action of a Kelvin-Helmholtz mechanism (see Fig. 2). The velocity field which grow
in magnitude as the distance from the leading edge increases and eventually causes
shear layer to roll-up and undergo transition to turbulent flow. For instance, if the
flow at AO A = 12◦ is inspected, these instabilities can be seen at the end of the
laminar shear-layer. Indeed, the increase in their amplitude until finally transition to
turbulence occurs is also shown in the figure. This mechanism of transition is similar

Fig. 2 Instantaneous pressure contours for top left AO A = 5◦, top right AO A = 8◦, bottom left
AO A = 9.25◦ and bottom right AO A = 12◦
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to that observed in shear-layers developed in other bluff bodies such as the flow past
a circular cylinder (see for instance [5]) or the flow past a sphere [7].

A close-up of the developing flow structures in the separated shear-layer is
shown in Fig. 2 by means of pressure and vorticity isocontours projected into a two-
dimensional plane. The extension of the separated zone increases with the AOA.
For the lower AO As after transition to turbulence, the flow reattaches to the airfoil
surface, while at the two largest AO As, the flow fails to reattach and a large detached
zone origins within the suction side. Kelvin-Helmholtz instabilities appear as small
vortices in the pressure field at all AOAs. In fact, at AO A = 12◦, trailing edge
vortices enter the suction side and interact with those developed at the leading edge
to form a pattern similar to a von Kármán like vortex street (not shown here), which
resembles that of a circular cylinder.

According with Huang and Lin [2] observations of the flow past a NACA0012
airfoil at low-to-moderate Reynolds numbers, the way vortices are shed into the wake
present four characteristicsmodes: laminar, subcritical, transitional and supercritical.
In this characterisation, the subcritical mode corresponds with a vortex shedding
process where turbulent fluctuations due to upstream instabilities are superimposed,
in the transitional mode vortices shed are irregular and without coherence, forming
a disorganised wake. They did not detect any vortex shedding in this regime. On
the other hand, in the supercritical mode, the flow is coherent and turbulent vortex
shedding is re-established. Following Huang and Lin classification, at AO A = 5◦
the flow is in the subcritical mode, at AO A = 8◦ and 9.25◦ the wake mode should
correspond to the transitional one, whereas at AO A = 12◦ the supercritical mode
should be detected. In fact, from the inspection of time series at x/C = 1.2; y/C =
0.04 (see Fig. 3), stream-wise velocity exhibits an organised behaviour just disturbed
by upstream fluctuations of the flow at AO A = 5◦, while at AO A = 8◦ and 9.25◦
the loss of coherence in the signal, typical of the transitional regime can be observed.
At AO A = 12◦, the stream-wise signal is highly coherent which agrees well with
Huang and Lin’s supercritical mode.

3.2 Mean Aerodynamic Coefficients

The pressure distribution on the airfoil surface obtained at all AOAs is plotted in
Fig. 4 (left). In addition, the mean skin friction distribution is given in Fig. 4 (right).
Near the leading edge, the pressure gradient causes separation of the boundary layer.
This separation point moves towards the leading edge with the increase in the AOA
(see also Fig. 4). When comparing the pressure distribution at the larger AOAs with
that obtained at pre-stall angles of AO A = 5◦ and 8◦, a strong decrease in the
suction pressure peak near the leading edge, which is typical of stalled airfoils, can
be observed. The pressure profile at AO A = 9.25◦ exhibits a plateau after the suction
peak and a further gradual pressure recovery until reaching the trailing edge. This
behaviour is quite different of pre-stall angles in which there is a sudden recovery
of the suction pressure. Indeed, at AO A = 9.25◦ pressure behaviour is halfway
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from the profile obtained in flows with laminar separation bubble and flows with
full separation (e.g. AO A = 12◦). A similar pressure distribution was obtained by
Rinoie and Takemura [6] at Re = 1.3× 105 and AO A = 11.5◦–12◦, just after stall.
At AO A = 12◦ a much flatter profile is observed, which is typical of fully stalled
airfoils. Near the trailing edge a slight depression is also observed. This is due to the
vortex entrainment produced by the formation of a much wider wake in the detached
zone and the shedding of vortices at the trailing edge (see Sect. 3.1). As for the mean
skin friction distribution on the suction side of the airfoil, it is in correspondence with
the pressure profile measured. For the larger AOAs, a large reversed flow forming
a long bubble in the upper surface is observed. For AO A = 12◦, there is a small
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recirculation near the leading edge and underneath the large recirculation zone. It
is between x/C = 0.127 and x/C = 0.245. The broad recirculation region at this
AOA closes near the trailing edge at x/C = 0.954.

4 Conclusions

In the present work, the flow past a NACA0012 airfoil at a low-to-moderate Reynolds
number of 50000 has been studied. Depending on the AOA, the flow separates form-
ing a laminar separation bubble (AO A = 5◦, 8◦) with further reattachment to the air-
foil surface or fails to reattach forming a large separated zone (AO A = 9.25◦, 12◦).
It has been observed that the separated flow is slightly different depending on the
AOA. Indeed, coherent structures identified have shown that, in agreement with
the experimental observations, at AO A = 5◦ the flow is in the subcritical mode,
at AO A = 8◦ and 9.25◦ the wake mode should correspond to the transitional one,
whereas at AO A = 12◦ the supercriticalmode is detected. The pressure and skin fric-
tion distributions have also been evaluated. Pressure distribution at the larger AOAs
exhibits a strong decrease in the suction pressure peak near the leading edge, if com-
pared with that obtained at pre-stall angles of AO A = 5◦ and 8◦. At AO A = 9.25◦,
the pressure exhibits a plateau after the suction peak and a further gradual recovery
until reaching the trailing edge. This compares well to experimental observations
measured just after stall.
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Large-Eddy Simulation of a Shallow
Turbulent Jet

R. Mullyadzhanov, B. Ilyushin, M. Hadžiabdić
and K. Hanjalić

1 Introduction

Turbulent shallow jets discharged into ambient fluid of much larger spanwise and
streamwise dimensions can be considered as a paradigm of effluent discharges into
shallow lakes, rivers, and coastal waters as well as large-scale geophysical flows in
the atmosphere and oceans. It is also a generic configuration for a number of cooling
devices encountered in various industries. However, because of a large disparity
between the small fluid thickness and much larger width and length of the receiving
fluid, the flow contains interesting physics as the unsteady large-scale structures tend
to remain basically two-dimensional. The small lateral dimension inhibits the natural
vortex stretching, thus far blocking the natural down-scale energy cascade making
room for small scales to exert feedback on the large-scale quasi-two-dimensional
motion. If the flow is bounded by narrowly-spaced solid walls on both sides, the wall
impermeability and viscous damping exert additional effects that influence the vortex
and turbulence dynamics. The characteristic feature of the far-field in such flows
reported by several researchers is the dominant two-dimensional large-amplitude
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Fig. 1 Flow geometry and solution domain (streamwise and spanwise dimensions of receiving
tank are not in scale)

quasi-periodic motion, which gives it the appearance of a meandering jet (e.g. [3]).
Experiments (e.g. [3, 6, 10, 12]) indeed showed that the flow is strongly unsteady
despite the steady inflow and strong wall damping, but the effects depend on the ratio
of the jet slot height H and its spanwise width B.

We report on large-eddy-simulation (LES) of a turbulent plane jet discharged
from a rectangular slot H × B into an open-ended wall-bounded container having
the same flow depth H as the jet, but much larger width W and length L , Fig. 1. This
configuration with H � B was selected because it mimics more closely the typical
real-life situations of environmental effluent discharge (B/H > 4) in contrast to the
cases with H > B or H � B considered in most of the earlier studies reported in
the literature. The aim of the work is to gather information from LES about the flow
and turbulence dynamics in general, and especially on the interaction and energy
transfer between different scales of turbulence.

2 Computational Details and Flow Characteristics

The LES is performed using the finite-volume computational code T-FlowS, with
the cell-centred collocation grid structure. We solve the equations for the filtered
incompressible velocity field ui , where the overbar denotes the low-pass filter:

∂t ui + ∂ j (ui u j ) = −∂i p + ν∂2j ui − ∂ jτi j , (1)

∂ j u j = 0, (2)

where p is the (modified) pressure, ν is the kinematic viscosity. The subgrid-scale
stress tensor τi j = ui u j −ui u j ismodelled using the dynamic Smagorinskymodel. A
fully implicit three-level time scheme is used for time-marching, while the diffusion
and convection terms in the momentum equations are discretized by the second-
order central-differencing scheme. The velocity and pressure fields are coupled by
the iterative pressure correction algorithm SIMPLE. The computations have been
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performed for the Reynolds number Re = Ub H/ν = 104, where Ub is the bulk
velocity in the slot (duct) flow. The convective outflow condition is used at the end of
the domain, while the no-slip condition is applied for all walls. The inflow channel
(20H × 10H × H ) is meshed with Nx × Ny × Nz = 220 × 72 × 190 hexahedral
cells in streamwise (x), wall-normal (y), and spanwise (z) directions respectively.
The mesh of the receiving volume consists of about 15 mln cells (336 × 72 × 622).
A velocity profile is extracted every time step from the precursor simulation of a
duct flow (10H × 10H × H , Nx × Ny × Nz = 200 × 72 × 190) with periodic
streamwise conditions and imposed as the inflow condition. The mesh is clustered
towards the walls and within the mixing layers with an increment ≤5%. In the duct
cell sizes in wall units near the wall are Δx+ = 23.1, y+

1 = 1.49, Δz+ = 91, thus
satisfying the recommended criteria, apart from Δz+, which was expected to be of
little importance for our analysis. The value for νt /ν in the mixing layer is less than
4, where νt is the turbulent viscosity defined by the dynamic Smagorinsky model.

The computated results were compared with the PIV data of [1] (not shown here
because of space limitation) obtained in a configuration of the same geometry and
flow parameters. Admittedly the inflow into the experimental duct was generated by
a matrix of small jets issuing through holes in a pipe wall placed across the flow
at a distance of about 7B upstream from the inlet, which produces much higher
inflow turbulence than generated numerically by imposing periodic conditions. This
led to a slower decay of the computed axial velocity downstream compared to the
experiments. However, both sets of data exhibit linear decay.

Following [7], we consider a time correlation function R(τ ) between two points
of the fixed x coordinate at opposite sides of the jet to detect the meandering motion.
Figure2 suggests that the Strouhal number StH = fH/Ub is around 10−2, where
f = τ−1 is the frequency of the meandering. However, using B = 10H for the

Fig. 2 Correlation function
R(τ ) at x = 92H
downstream from the inflow
at z = ±5H
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scaling of St we obtain StB = 10−1, which agrees well with St = 0.07 measured
in [3, 10], thus supporting the earlier findings that B (or the half-width of the jet) is
the proper scaling length.

3 Energy Transfer Analysis

A strictly two-dimensional turbulence may exhibit two inertial ranges, with the
isotropic energy spectrum E(κ) ∝ ε2/3κ−5/3 at small wavenumbers and E(κ) ∝
η2/3κ−3 at larger wavenumbers κ , where ε and η denote the constant energy and
enstrophy flux respectively [9]. The same spectral distributions have been detected in
atmospheric wind [2], but also in some quasi-two-dimensional laboratory flows such
as shallowmeandering jets [1, 3, 10], but with interchanged wavenumber ranges, i.e.
the “−3” distribution at low and “−5/3” at higher wavenumbers. The consequence
of the constant enstrophy flux in the “−3” range is the upscale (inverse) energy
transfer which feeds into the large-scale meandering vortices, as manifested in their
continuous growth as they move downstream. The probable source of energy is the
instability of the meandering jet.

In this section we attempt to identify this inverse energy transfer from the LES
results. Despite 15 mln cells, the mesh resolution in the central zone seems just
sufficient to capture only the “−3” range, but not the “−5/3” one, Fig. 3.Nevertheless,
the obtained spectra permit still to detect the inverse transfer, as shown below.

The technique described in [5] is usually used to study the energy transfer among
scales in spectral space via the Fourier transforms. However, it is limited to the flows
with homogeneous directions. The averaged equations relating the second-order to

Fig. 3 Normalised energy
spectra of axial velocity at
x = 49H ; 92H ; and 110H
(bottom to up). For clarity,
the two bottom curves are
shifted downwards by one
decade each
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the third-order structure function derived in [8] represent a generalization of the
Kolmogorov equation. In [8, 13] the authors studied a channel flow using DNS and
showed that the buffer layer provides the inverse energy transfer. This methodology
requires time-averaging and, as a consequence, abundant reliable statistics.

In the present geometry no periodic directions are available, which poses a prob-
lem of detecting the energy transfer via correct averaging. Instead of working with
averaged quantities we analyze the flow using instantaneous fields. We introduce an
additional filtering following the ideas described in [4]. Providing Δ is the charac-
teristic value of the grid, we introduce a new scale Δ̃ > Δ. Filtering equation (1) on
this new scale and multiplying it by ũi , we obtain an equation for kinetic energy of
motion K̃ = ũ j ũ j/2 for scales larger than Δ̃:

∂t K̃ + ∂ j

(
K̃ ũ j + p̃ ũ j − ũi S̃i j − ũi (τ̃i j + T̃i j )

)
= (τ̃i j + T̃i j )S̃i j − 2ν S̃i j S̃i j ,(3)

where Si j is the strain-rate tensor and T̃i j = ˜ui u j − ũi ũ j is introduced for conve-
nience. The first term on the right-hand side of the equation

(τ̃i j + T̃i j )S̃i j = −Π̃ (4)

corresponds to the energy transfer between scales smaller and larger than Δ̃. Note that
this representation of source terms is Galilean invariant. If Π̃ < 0, the energy moves
from scales less than Δ̃ to larger ones, and vice versa if Π̃ > 0. In this work additional
filtering on various Δ̃ scales is made in the finite-volume sense. The averaging over
neighboring cells is performedwhere only neighbors in y and z are taken into account.
Figure3 show Δ (black line) and Δ̃ (a set of colour lines) at x = 92H as vertical
dashes. These frequencies fΔ < fΔ̃ are computed as follows: fΔ = Ux/Δ, where
Ux is the mean axial velocity at that point, Δ = (Δ2

x + Δ2
y + Δ2

z )
1/2 and Δx , Δx ,

and Δx are the cell size in the corresponding direction.
Figure4 shows instantaneous vector and pressure fields together with Π̃ contours

characterizing local energy transfer between turbulent scales. Pressure minima iden-
tify large-scale growing vortices due to the meandering of the jet. At some distance
downstream several areas with Π̃ < 0 are revealed. These areas happen to be inside
(and around) quasi-two-dimensional vortices. Note that varying Δ̃ blue areas do not
change their positions downstream, while upstream they move corresponding to the
common backscatter. Π̃ represents the transfer of energy through the particular scale
defined by Δ̃. According to the spectral cascade ideas, the presented analysis sug-
gests that the energy goes from smaller to larger scales once the “−3”-slope appears
in this particular situation.
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Fig. 4 Snapshot of instantaneous velocity vectors and pressure field at y = H/2 (dark lowpressure)
together with contours of Π̃ for Δ̃ = 1.08Δ, 1.4Δ, and 1.84Δ. Red Π̃ > 0, blue Π̃ < 0

4 Conclusions

Large-eddy simulation of a turbulent shallow jet issuing from a plane channel into a
much larger wall-bounded receiver of the same depth reveals meandering large-scale
quasi-two-dimensional vortices growing on both sides of the jet. The axial velocity
decreases linearly downstream in accordance with the experiment, though at a slower
rate due to less turbulent inflow fluid. The time correlations confirms the meandering
motion, with a Strouhal number StB = 10−1, in agreement with the experimental
data in the literature.

The energy spectra of the axial velocity showed a consistent “−3” slope at lower
wavenumbers in the flow region where meandering motion appears indicating at an
inverse energy transfer. This has been confirmed by the analysis of energy transfer
of the LES data using several test filters larger than the computational cell size.
The approach reveals that the inverse energy transfer takes place inside (or around)
these quasi-two-dimensional vortices. We do not discuss any analogies with two-
dimensional turbulence on purpose since the nature of “−3” cascade in this case is
not yet clear.

It is interesting that the main physics of the flow is captured together with its
right meandering frequency using a relatively coarse mesh. A better resolution with
much finer mesh (10 times finer in the jet core) is required to identify the “−5/3”-
slope spectrum at large wavenumbers to study the interaction between broad range
of turbulent scales of the flow. These simulations are currently in progress together
with the application of some other energy transfer detection methods such as the
local scale-by-scale analysis [11] and interactions between the ensemble-averaged
and stochastic fields.
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Large Scale Motions in the Direct
Numerical Simulation of Turbulent
Pipe Flow

B.J. Boersma

1 Introduction

From an engineering point of view turbulent pipe flow is a very important flow
geometry, because of its wide range of technical applications. Although most engi-
neering problems involving pipe flows can be solved by simple engineering correla-
tions, there is still considerable fundamental interest in turbulent pipe flow.One of the
open questions is the scaling of turbulent statistics in pipe flows. For instance, in the
past it has been argued that the peak of the axial root mean square (rms) value of the
turbulent fluctuations is nearly constant and thus independent of the Reynolds num-
ber, see for instance [10]. However, the Princeton super pipe experiments indicate
that there is a strong dependence of the peak value of the axial rms on the Reynolds
number, see for instance [9, 12]. In a recent paper [5] by the Princeton group a new
calibration procedure has been used for the probe which is more accurate for low
values of the velocity, hence it should be more reliable near the curved pipe wall.
The new calibration gives results which are more or less in line with the observation
of [10]. Other issue in pipe flow are for instance, the scaling of the mean velocity
profile and the existence of very longmeandering structures. Large scale meandering
structures have been observed in turbulent boundary layers [6] and channel flow [7].
They are also experimentally observed in pipe flows [11] however two point correla-
tions indicate that these structures are considerably longer in pipes than in channels.
Hutchins and Marusic [6] argue that these large scale structures can penetrate into
the near wall layer and can make a significant contribution to the kinetic energy in
this layer, even down to D/2−r = 15 ν/u∗, (where u∗ is the friction velocity, D the
pipe diameter and ν the kinematic viscosity). This is the location where in general
the peak of the turbulent kinetic energy is observed. Given the points above, and the
lack of accurate simulation data for pipe flow, it is in our view useful to perform well
resolved direct numerical simulations of pipe flow at high Reynolds numbers. These
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simulations will be especially useful for the study of near-wall quantities which are
very difficult to measure experimentally, especially at high Reynolds numbers where
distances to the wall become extremely small.

2 Numerical Method

In we will shortly describe the numerical method which has been used to solve these
equations.

It is assumed that the flow in the pipe is governed by the incompressible equations
for conservation of mass and momentum. The governing equations are normalized
with the friction velocity u∗ and the pipe diameter D. The friction velocity is by
definition equal to the square root of the wall friction divided by the fluids density, i.e.
u∗ = √

τw/ρ. The frictional Reynolds number can now be defined as Re∗ = u∗ D/ν

and the bulk Reynolds number Reb = (Ub/u∗)Re∗, where Ub is the bulk velocity.
In the present study we have chosen, for a pseudo spectral method in the

streamwize and circumferential direction combined with a highly accurate 6th order
staggered compact finite difference method in the radial direction. This solution
strategy has been employed by us before [1, 2]. The non-linear terms in equation
momentumequation are reformulated in the skew symmetric form,with an additional
term involving the divergence ∂u j/∂x j :

∂ui u j

∂x j
= 1

2

(
∂ui u j

∂x j
+ u j

∂ui

∂x j
+ ui

∂u j

∂x j

)

This formulation is sometimes referred to as the Arakawa form [4].
The time integration of the momentum equation is split into two steps. In the first

step the velocity vector un is integrated from t to t + Δt with help of 3rd order
Adams-Bashforth method

u∗ − un = Δt

[
23

12
gn − 16

12
gn−1 + 5

12
gn−2)

]
+ O(Δt)3 (1)

where u∗ is the predicted value of the velocity vector at time level t + Δt , with
Δt as the time step and gn− j denotes the spatial discretization of the terms in the
momentum equation at time t = (n − j)Δt . Subsequently the pressure at time level
n + 1/2 can be used to calculate the velocity at time level n + 1:

un+1 = u∗ − Δt
1

ρ
∇ pn+1/2 (2)

So far the pressure at the time level n + 1/2 is unknown but it can be be computed
from a Poisson equation which can be derived by taking the divergence of Eq. (2),
and enforcing the divergence to zero at time level n + 1, this gives:

∇ · u∗ = Δt

ρ
∇ ·

(
∇ pn+1/2

)
(3)
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After the solution of the pressure pn+1/2 from the Poisson equation, Eq. (3), the
final velocity un+1 can be computed with help of Eq. (2). It should be noted that for
a consistent formulation it is essential to use the form given by Eq. (3) and not to
replace the term on the right hand side of Eq. (3) by the Laplacian of pn+1/2. The
algorithm above is well known and has with an explicit advection and diffusion step
in principle third order time accuracy for the velocity and second order time accuracy
for the pressure. The Poisson equation for the pressure is solved with help of Fourier
Transforms in the axial and circumferential direction. The compact discretization in
the radial directions results in matrix vector system with a full coefficient matrix.
This system is solved with an LU decomposition (routines dgetrf/dgetrs from the
LAPACK library). The L and U matrices are only calculated during the first time
step and stored in memory, for subsequent time steps the L and U are retrieved from
the memory and not recomputed to save computational time.

For an explicit method in a cylindrical system the time step is in general limited by
the gridspacing in the circumferential direction (rΔθ ) close to the centerline where
r ≈ 0. In previous studies this limitation is overcome by using in an implicit time inte-
gration method for the circumferential direction, see for instance [3] and [14]. Here
we have followed a different approach. At r = 0 there is only a single Fouriermode in
the θ direction, i.e. the velocity is single valued at the centerline. For larger values of r
there are multiple Fourier modes.Tomimic this effect we have assumed that the num-
ber of Fourier modes in the circumferential direction depends on the radial position r .
For r > rc we use the full Fourier expansion. In the region 0 < r < rc we gradually
reduce the number of modes from N at rc to 8 at r = Δr/2. A typical value of rc =
0.02D. It turned out that the results are insensitive to the value of rc.The value of the
time step Δt is estimated from a Courant criterion and eventually set to a fixed value
of≈0.2 . . . 1.0×10−4D/u∗ depending on the Reynolds number and on the grid size.

3 Results

In this section we will present results obtained from three DNS of pipe flow, details
of the simulations are given in Table1. The Reynolds number of the first simulations
corresponds with the Reynolds number of the experiments reported by [13]. In Fig. 1
we have compared the rootmean square profiles from ourDNSwith the experimental
data reported by [13], furthermorewe have also included the result of theDNS carried

Table 1 A list of the simulations, with some details

Re∗ Nr × Nθ × Nz Nproc Lz Rebulk Δrw

1,383 206 × 896 × 2,560 512 18D 24,688 0.52 r+

1,840 320 × 1200 × 3,360 3,840 18D 34,351 0.54 r+

3,685 440 × 2400 × 7,200 12,009 18D 76,191 0.54 r+

Re∗ denotes the frictional Reynolds number, Ni the number of grid point in the i-direction, Nproc
the number of CPUS used for the calculation, Lz the domain length, Rebulk the bulk Reynolds
number and Δrw the radial distance between the first grid point and the wall
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Fig. 2 Left figure The mean velocity profiles for the three Reynolds numbers reported in Table1.
Right figure The axial rms profiles for the Reynolds numbers reported in Table1

out by [14]. Overall the agreement between DNS and experiment is very good. In
Fig. 2 we present the mean axial velocity and rms profiles of the three simulations
reported in Table1. The peak of the axial rms presented in Fig. 2 shows a slight, but
noticeable, dependence on the Reynolds number. In Fig. 3 the Reynolds shear stress
and the flatness of the radial velocity component are reported. All profiles show a
slight dependence on the frictional Reynolds number.

In Fig. 4 a snapshot of the instantaneous axial velocity component as a function of
θ and z at a radial location r = D/4 is shown for two different Reynolds numbers.
It can clearly be observed that there is an increased small scale activity but also that
there are structures present with have an extend comparable or longer than the pipe
diameter. (The vertical extend of the picture is equal to 2D/4π ≈ 1.5D).

In Fig. 5 we show the autocorrelations of the axial velocity in the streamwize
direction as a function of r and z. For increasing Reynolds numbers we observe a
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Fig. 4 The instantaneous axial velocity component as a function of θ and z at a radial location
r = D/4; top Re=24,600, bottom Re=75,009
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longer area in the downstream direction were a noticeable non-zero correlation exits.
This is an indication that turbulent structures tend to become longer with increasing
Reynolds number. These long structures we observe for higher Reynolds numbers is
in agreement with experimental observations by [8, 11].

4 Conclusion

In this paper we have presented results of the DNS of turbulent pipe flow at bulk
Reynolds numbers of 24600, 35009 and 76009. The numerical model uses a combi-
nation of spectral and high order compact finite differencemethods. The results agree
very well with existing experimental and numerical data. It is shown that the peak of
the axial root mean square profile is a weak function of the Reynolds number. It is
shown that large scale streamwize structures with a spatial extend of the order of the
pipe diameter exist for all studied Reynolds numbers. For the highest Reynolds num-
ber there is some indication that structures with a streamwize dimension exceeding
the pipe flow diameter exist.
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Turbulent Kinetic Energy Transport
in Oscillatory Pipe Flow

Claus Wagner and Daniel Feldmann

1 Introduction

Laminar as well as turbulent oscillatory pipe flows occur in many fields of biomedical
science and engineering. Pulmonary air flow and vascular blood flow are usually
laminar, because shear forces acting on the physiological system ought to be small.
However, frictional losses and shear stresses vary considerably with transition to tur-
bulence. This plays an important role in cases of e.g. artificial respiration or stenosis.
On the other hand, in piston engines and reciprocating thermal/chemical process
devices, turbulent or transitional oscillatory flows affect mixing properties, and also
mass and heat transfer. In contrast to the extensively investigated statistically steady
wall bounded shear flows, rather little work has been devoted to the onset, amplifi-
cation and decay of turbulence in pipe flows driven by an unsteady external force.
Experiments [1–3] indicate that transition to turbulence depends on only one para-
meter, i.e. Reδ ∼ Re/Wo with a critical value of about 550, at least for Womersley
numbers Wo > 7. We perform direct numerical simulations (DNS) of oscillatory
pipe flows at several combinations of Re and Wo to extend the validity of this critical
value to higher Wo. To better understand the physical mechanisms involved during
decay and amplification of the turbulent flow, we further analyse the turbulent kinetic
energy distribution and its budgets terms.

2 Numerical Approach

We consider a Newtonian fluid confined by a straight pipe of diameter D and length
L . The fluid is driven in axial direction (z) by the time dependent pressure gradient
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P(t) ≡ [
0, 0, ∂z〈p〉φ

]ᵀ =
[
0, 0,−4 cos

(
4Wo2

Reτ
t
)]ᵀ

, where p = p′ + 〈p〉φ (1)

according to Reynolds’ decomposition. Prime denotes the fluctuating part and angle
brackets the mean quantity averaged over equal oscillation phases. Normalisation and
the set of non-dimensional control parameters is given by the Womersley number
Wo = D/2

√
ω/ν and the friction Reynolds number Reτ = uτ D/ν. Here, ω =

2π/T is the forcing frequency, ν the kinematic viscosity, and uτ the friction velocity
of a fully developed statistically steady turbulent pipe flow. Thus, the governing
equations read

∇ · u = 0 and ∂t u + (u · ∇) u + ∇ p′ − 1
Reτ

Δu = P(t) (2)

with u denoting the velocity vector, ∂t being the partial derivative with respect to time
t and ∇ and Δ being the Nabla operator and the Laplacian, respectively. Equations (1)
and (2) are supplemented by periodic boundary conditions (BC) for u and p in the
homogeneous directions z and ϕ and no-slip and impermeability BC at r = D/2
in the radial direction. They are directly solved by means of a fourth order accurate
finite volume method and advanced in time using a second order accurate leapfrog–
Euler time integration scheme. Further details on the numerical method are given in
Feldmann Wagner [5] and references therein. The initial flow field was taken from
a well correlated statistically steady turbulent pipe flow at Reτ = 1,440 discussed
in [5]. The criterion h

∗
< π(Reδ/〈k∗

ε 〉z,ϕ,φ)1/4 for the mean grid size leads to h
∗ =

{6.2; 7.1; 5.7} for cases I to III based on the maximum turbulent dissipation rates
plotted in Fig. 3. Since the mean grid spacing varies from the wall to the axis between
0.6 < h

∗
< 1.0, 1.3 < h

∗
< 2.2, and 0.6 < h

∗
< 1.1, respectively, we conclude,

that the used grids are sufficiently fine to resolve all relevant length scales.

3 Computational Parameters and Flow Regimes

We focus on DNS results obtained for three combinations of Wo = {13, 26, 52} and
Reτ = {1440, 5760, 11520}, resulting in different peak Reynolds numbers Re =
û D/ν based on the maximum value of the respective bulk velocity 〈ū(t)〉φ within
0 < t ≤ T . Here, φ symbolises averaging over N = 14 equal phases with t + nT/2
for n = {n ∈ N : n � N }. The resulting parameter space in terms of Re and Wo is
shown in Fig. 1, where Reδ = δû/ν = Re/Wo

√
1/2 is the Reynolds number based

on the Stokes layer thickness δ = √
2ν/ω. All flows denoted by circles laminarise

despite of high Re up to ∼12,000. The stabilising effect of the oscillatory forcing
increases with Wo, at least beyond a certain value of about seven, in agreement with
findings from stability analysis [4] and experimental investigations [1–3].

Figure 2 presents time series of the applied forcing P(t), the predicted mean shear
stress at the wall 〈τ ∗

w〉z,ϕ , and the axial velocity component uz(r, t) close to the
wall (r/D = 0.49) and near the center line (r/D = 0.01). The time series of uz
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reveal conditionally turbulent flows for all three parameter combinations, i.e. case
I at Wo = 13 and Re = 11,460, case II at Wo = 26 and Re = 48,175, and
case III at Wo = 52 and Re = 48,250, respectively. For I and III, i.e. the two
slightly supercritical cases both at Reδ ∼ 600, the near wall velocity characteristics
are similar. Fluctuations suddenly grow only at deceleration (DC), while they are
damped again during flow reversal (RV) and the following acceleration (AC) phase.
These turbulent bursts during DC are also reflected in the τ ∗

w history. However, the
most conspicuous difference between I (lower Wo) and III (higher Wo) in this respect
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is that the AC phase is more stable for Wo = 13 despite of the similar Reδ , while
fluctuations in the near wall flow do not completely decay for higher Wo. Contrarily,
the uz history at the centre line is completely smooth for case III, while for case I
the core region is characterised by substantial velocity fluctuations throughout the
whole oscillation cycle.

For higher values of Reδ , i.e. case II, the velocity time series reveal a completely
different behaviour without distinct bursts and strong velocity fluctuations at the
centre line. The turbulence intensity close to the wall and in the core region rather
increases during AC and decreases during DC analogously to the bulk flow with
laminarisation only during RV.

4 Turbulent Kinetic Energy

To shed light on the mechanisms leading to the different behaviour in decay and
amplification of turbulence in the oscillatory pipe flows discussed above, we analyse
the turbulent kinetic energy k∗ as well as the production and dissipation terms of its
transport equation, see e.g. [5]. During all oscillation phases, both flows at Reδ ∼
600 develop a boundary layer with one major characteristic, which is typical for
wall-bounded shear flows. The turbulent kinetic energy profiles exhibit an obvious
maximum very close to the wall with a very steep decrease towards the wall (r∗ = 0)
and a moderate drop towards the pipe centre line. This can be seen from the radial k∗
distribution for I and III, shown in Fig. 3. They reach the same maximum value for
similar Reδ and thus the ratio of Re to Wo is the governing parameter defining equally
turbulent oscillatory pipe flows. However, due to the shorter oscillation phase in case
III, i.e. a four times higher Wo, the same amount of energy is produced in a shorter
period of time, as reflected by the four times higher production rate kπ presented
in Fig. 3. For I and III, the turbulent kinetic energy monotonically decays from DC
via RV even until AC. The production term k∗

π further confirms, that turbulence is
mostly generated when turbulent near-wall bursts occur during DC, cf. Fig. 2. During
RV, more energy is dissipated than produced at a dissipation rate k∗

π even higher as
during AC. Furthermore, for Reδ ∼ 600 the k∗

π profile becomes negative in a small
annular region, where turbulent kinetic energy is transferred back to the mean flow,
see also [5]. Both phenomena in combination account for the rigorous laminarisation
during RV.

In contrast, for Reδ = 1,310 the turbulent kinetic energy decreases to the half
during RV and increases again during AC to about the same value as in DC, due to
the highest production rate k∗

π during AC. Case II is also different in such a way that
the turbulent kinetic energy is also rather high in most of the core region during DC,
characterised by a flat broad k∗ profile only showing a vague near-wall maximum.
While during AC the k∗ distribution clearly exhibits the above described typical shear
flow profile. The same typical shear flow behaviour is reflected by the k∗

ε distribution
with a maximum dissipation at the wall and a distinct plateau during all oscillation
phases for Reδ = 1,310. The slightly supercritical cases I and III at Reδ ∼ 600, on
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the other hand, develop a second local dissipation maximum, which becomes more
pronounced in the k∗

ε profiles with ongoing laminarisation during RV and AC.
The wall distance r∗ = (1/2 − r) D/δ of the k∗ maxima are also the same for

similar Reδ , when the length is scaled in Stokes layer thicknesses δ. During DC
and AC, when the bulk flow is high, the k∗ maximum occurs closer to the wall for
higher Reδ . Vice versa, the energy maximum occurs closer to the wall for lower
Reδ during RV, when viscous effects dominate. Thus, the ratio of Re to Wo defines
the thickness of the annular region in terms of δ, in which the oscillatory pipe flow
exhibits turbulent features, even though the thickness of this turbulent boundary layer
is strongly phase dependent. Also the budget terms shown in Fig. 3, reveal that the
wall distance of all the characteristics in the profiles, i.e. maxima, inflection points,
plateaus and so on, scale with Reδ . However, for decreasing Wo per definition the
Stokes layer becomes large compared to the pipe radius and thus the geometrical
constraint of the pipe wall gains importance. In case I turbulent near-wall structures
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evolve during DC and RV, penetrate farther towards the centre line, and thus span
almost the whole core region, cf. Fig. 2. As a result, the turbulent kinetic energy is
rather high over most parts of the pipe radius and, more important, does not vanish
at the pipe axis for lower Wo. Whereas, in case III at higher Wo but equal Reδ the k∗
distribution reflect a high turbulent kinetic energy for r∗ < 9 and an almost laminar
flow over the second half of the pipe radius. As indicated before by the velocity time
series shown in Fig. 2, the turbulence is confined to a smaller (in terms of r ) annular
region close to the wall, while the flow remains very smooth in the whole core region
for the highest Wo. The contribution of all other transport terms, i.e. the viscous,
turbulent, and pressure diffusion as well as the pressure strain, to the overall budget
is much lower. In principle, these terms reflect the typical shear flow mechanisms,
which are simply damped and amplified by the oscillatory forcing, and thus for the
sake of brevity not further discussed here.

5 Conclusions

Decay, amplification, and redistribution of turbulent kinetic energy in oscillatory
pipe flow were studied by means of DNS for various combinations of Re and Wo.
We found, that oscillatory flows at Reδ < 550 relaminarise when started from a
fully developed turbulent flow field despite of high Re. In very good agreement with
experiments [1–3], we confirm oscillatory flows at Reδ > 550 to be conditionally
turbulent.

However, we contradict [1] who stated that core flow remains stable for Reδ <

1,310. Our DNS results extend the validity of this experimentally determined critical
value up to Wo = 52 in the Re-Wo-space. Nevertheless, from the analysed turbulent
kinetic energy distributions we conclude that decay and amplification of turbulence in
oscillatory pipe flows rather depend on the combination of Re and Wo then on its ratio
(Reδ) alone. This is a significant difference to the case for the oscillating boundary
layer over a flat plate, which has been extensively studied by Spalart and Baldwin
[6] using DNS. Even if experiments have shown that, the transition to turbulence can
be characterised by only using Reδ , at least for Wo > 7, our study revealed that for
oscillatory pipe flow the additional geometrical constraint considerably affects the
decay and amplification of turbulence in the core flow.
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Large-Eddy Simulation of the Interaction
of Wall Jets with External Stream

I.Z. Naqavi and P.G. Tucker

1 Introduction

The jets issuing tangentially to a solid surface are called wall jets. Plane two
dimensional wall jets are the simplest and have been studied extensively [5]. The
wall jets are used in heat,mass andmomentum transfer along thewalls. A large part of
wall jet study is concernedwith the search for the existence of self-similar parameters
[3, 13].

Bradshaw and Gee [1] made early fundamental studies on the wall jets with
an external stream. It was shown that for thin incoming boundary layer with no
wake, the jet shear layer can absorb the boundary layer in a short distance. However,
the presence of external stream results in the involvement of several parameters,
determining the evolution of the wall jet. These external parameters can be controlled
to produce the desired effects in the wall jets, depending on their application. The
two major applications of wall jets with external streams are cutback trailing edge
(TE) film cooling in gas turbines and the control of the boundary layers over high
lift bodies e.g. Coanda jets [9]. In both of these cases wall jets are interacting with
the external stream, however, the desired outcome of the interactions are completely
opposite. In case of TE thin film cooling a cold stream is introduced as awall jet along
the trailing edge. The objective is to keep the external hot stream (combustion gases)
away from the wall and to avoid the mixing of the two streams as far downstream as
possible. For the Coanda jet a strong mixing of two streams is required to prevent
the boundary layer separation.

In case of TE film cooling major focus is the measurement and prediction of film-
cooling effectiveness of this flow. Martini and Schulz [7] performed measurements

I.Z. Naqavi (B) · P.G. Tucker
Whittle Laboratory, Cambridge University, Cambridge, Uk
e-mail: izn20@eng.cam.ac.uk

P.G. Tucker
e-mail: pgt23@eng.cam.ac.uk

© Springer International Publishing Switzerland 2015
J. Fröhlich et al. (eds.), Direct and Large-Eddy Simulation IX,
ERCOFTAC Series 20, DOI 10.1007/978-3-319-14448-1_32

259



260 I.Z. Naqavi and P.G. Tucker

on scaled-up trailing edge model with internal structures for coolant slot. These
structures determine the turbulence character of incoming jet and have strong in-
fluence on the film cooling effectiveness. Recent LES of TE film cooling [10, 11]
for a series of blowing ratios (i.e. jet to free stream velocity ratio), in the rage of
0.35–1.4, showed large coherent structures shed from the plate separating the two
streams. These have dominant role in the heat transfer. The jet velocity ratio is usually
around 1.5 or less for TE film cooling. Whereas for Coanda jets based flow control
it is higher than 2.0 [9]. In previous studies the wake plate thickness separating the
two streams is also of the order of the slot height for wall jets. In this work a high
resolution LES is performed to study a geometrically simple model for wall jet with
external stream and a thin wake plate. Two different velocity ratios are considered.
The objective is to study the effect of the velocity ratios on the development of the
coherent structures in the near field and the development of the mean flow properties
downstream.

2 Problem Formulation and Validation

The interaction ofwall jet with external stream is simulatedwith filtered conservation
ofmass andmomentum equations for incompressible flow.A finite volume codewith
second order collocated descretization and semi-implicit time advancement scheme
is used. The subgrid-scale (SGS) stresses are modeled with Lagrangian-averaged
dynamic eddy-viscosity model [8].

In this study the blowing ratios U j/U∞ of 0.75 and 2.30 are considered. The
U∞ is free stream velocity of external incoming boundary layer and U j is the wall
jet bulk velocity. The domain is shown in the schematic Fig. 1. This case has been
studied experimentally by [4]. At the inlet plane of the computational domain, mean
streamwise velocity profiles for the wall-jet and boundary layer from the experiment
are used. A channel and a boundary layer flow simulation based on [6] are used to
generate time dependent turbulence fluctuations for inlet profiles. The slot height of
wall jet is h = 2.767δ∗

0 and the thickness of the plate separating the two streams
(wake plate) is w = 0.126, h = 0.349δ∗

0 . The inlet Reynolds number based on
the displacement thickness δ∗

0 of external boundary layer is Reδ∗
0

= 2, 776. The
Reynolds numbers for slot jet based on slot height are Reh = 5,760 and 17,700, for

Fig. 1 Schematic of the
domain for wall jet and
external stream

h
w

Ly

Lx
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Table 1 Summary of the
domain and grid

Grid Lx/h L y/h Lz/h Nx Ny Nz

Coarse 80.0 16.0 5.5 512 147 66

Fine 45.0 16.0 5.5 1,026 220 130

U j/U∞ = 0.75 and 2.30, respectively. Two different grids are used in this simulation
and their details are summarised in Table1.

The maximum grid size for the fine grid is Δx < 47.0 and Δz < 38.0 in wall
units. In the wall normal direction first grid point is y+ < 1.0. The mean flow
profiles and Reynolds stresses are compared with the experiments [4] at x = 10h in
Fig. 2. The simulations give same trends as in the experimental data for mean flow
and Reynolds stress. The mean velocity profiles for both jets are in good agreement
with the experimental data numerically. The higher velocity ratio jet simulation give
better agreement for Reynolds stresses 〈v′v′〉/U 2∞ and 〈w′w′〉/U 2∞. However, the
peak 〈u′u′〉/U 2∞ and 〈u′v′〉/U 2∞ are higher than the experimental values. This over-
prediction may be the outcome of the uncertainty at the inlet in the simulation and in
the hot-wire measurements. The Reynolds normal and shear stresses for U j/U∞ =
0.75 jet are an order of magnitude smaller than U j/U∞ = 2.3 jet.
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Fig. 2 Comparison of 〈u〉/U∞, 〈u′u′〉/U2∞, 〈v′v′〉/U2∞, 〈w′w′〉/U2∞ and 〈u′v′〉/U2∞ profiles at x =
10 h with the experimental data [4]. Top U j /U∞ = 0.75, bottom U j /U∞ = 2.3: line simulation,
symbols experiment
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3 Results

In this work the interaction of a wall jet with the outer boundary layer is studied when
the separation between the two streams i.e. w is small. Previous studies, with larger
separation [9, 10], have shown the existence of large scale coherent structures in the
near wake region. Those determine the mixing of momentum and heat between the
wall jet and outer stream.

In current simulation various kind of vortical structures are involved. There are
streamwise nearwall structures coming in from the incoming boundary layers and the
slot jet. Apart from these structures, the interaction of the boundary layer with a wall
jet generates further dynamic complexity, instability and more large scale structures.
The coherent structures are visualised through the isosurfaces of the second-invarient
of the velocity gradient tensor Q = −(∂〈ui 〉/∂x j )(∂〈u j 〉/∂xi ). Figure3 shows the
coherent structures in the near wake region up to x = 4.0 h. The right frames in
the figure show the span wise vorticity at the plane z = 0.0 h, which give the foot
prints of the structures presented through the Q isosurfaces. The span wise structures
generated for the low velocity ratio jet lose the coherence very quickly. However, the
foot prints in the span wise vorticity contours show that structures are similar to von-
Karman type shed vortices in the wake region. The high velocity ratio jet presents
a very different picture. The structures appear like roll structures, resulting from the
jet shear layer Kelvin-Helmholtz instability. At higher wall jet velocity, shear layer
on the jet side is strong and it drags the shear layer from the boundary layer side of
the wake. The roll structures interact and merge with each other downstream.

This vortical structure evolution in the near field is also confirmed by the mean
flow in the wake as shown in Fig. 4. The streamlines for low velocity ratio jet gives
a counter rotating vortex pair in the wake, which is the average outcome of von-
Karman type structures. The high velocity ratio jet gives a single recirculation lobe
in the wake. This single lobe results from the drag of the boundary layer flow along
with the high velocity jet shear layer.

Figure5 plots the streamwise velocity profiles for the two jets at various stream-
wise locations. To show the development of the flow in the farfield region, wall
co-ordinates are used. Standard log-law profile 2.5 log(y+) + 5.0 and linear profile
〈u〉+ = y+ in the near wall viscous sub-layer region are also added for the compari-
son. The profile for the high velocity ratio jet, close to the inlet, at x = 10.0 h, shows
a sharp peak in velocity. Away from the wall, this reduces to outer stream velocity.
Around y+ = 1000.0 there is a narrow wake region. As flow moves downstream
the sharp peak in the velocity profile reduces. The profile becomes flatter with jet
spreading. The profiles generally resemble those for a plane wall jet, but are altered
by the presence of the external stream. The low velocity ratio jet 〈u〉+ profile at
x = 10.0 h is quite different to the high velocity ratio. The peak in the jet region
is lower and the wake is wider extending in the range of y+ = 200.0 − 1000.0.
The wake persist up to x = 20h. A comparison with log-law profile suggests that
the velocity profiles for low velocity ratio jet are shifting towards the log-law in the
farfield region i.e. developing towards a boundary layer. However there is an offset
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Fig. 3 Coherent structures in the near field region of wall jet and boundary layer interaction, using
Q criteria. Top U j /U∞ = 0.75 and bottom U j /U∞ = 2.30. Isosurfaces are coloured with span
wise vorticity Ωz

Fig. 4 Mean stream wise velocity contours and streamlines in the wake region near inlet plane. a
U j /U∞ = 0.75 and b U j /U∞ = 2.30

due to the low value of wall friction coefficient. The mean velocity profiles for both
jets in the near wall region are in agreement with the 〈u〉+ = y+ up to y+ = 8.0.
Hence, in this region the behaviour is identical to that for a classical boundary layer.
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Fig. 5 Mean 〈u〉+ profiles at various streamwise location,U j /U∞ = 0.75 (dashdotdot),U j /U∞ =
2.30 (solid), log-law (dash) and y+ = 〈u〉+ (solid circle)

The U j/U∞ = 2.3 jet has similarities with the plane wall jet. At large distance
downstream U j/U∞ = 0.75 jet develops towards a turbulent boundary layer. The
Reynolds stress profiles are compared with the plane wall jet measurements [2] and
also with turbulent boundary layer data of [12] in Fig. 6. The Reynolds and shear
stress profiles for low velocity ratio jet in the farfield attains the boundary layer
behaviour. The stresses for high velocity ratio jet in the shear layer region are close
to wall jet measured values. The u+

rms for high velocity ratio jet has two peaks one in
shear layer region and one near the wall. The low velocity ratio jet has near wall u+

rms
much higher than shear layer region. The shear stress profiles for high velocity ratio
jet follow wall jet behaviour. For low velocity ratio jet 〈u′v′〉+ peak in shear layer
region is in opposite direction from high velocity ratio jet. It is the consequence of
shedding type structures.

4 Conclusions and Future Work

The near field coherent structures for wall jet and external boundary layer interaction
with a thin wake plate are different from previous studies [9–11]. The low velocity
ratio jet results in shedding type von-Karman structures, whereas high velocity ratio
jet give rise to Kelvin-Helmholtz instability and roll structures. The low velocity ratio
jet develops towards a zero-pressure gradient boundary layer in the farfield. High
velocity ratio jet behaves like planewall jet. The velocity and Reynolds stress profiles
in the near wall region scaled with inner or wall variables. In future a comprehensive
study with a wider range of velocity ratios will be performed and detailed scaling
behaviour and heat transfer properties near wall will be discussed.
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Fig. 6 Reynolds stresses at various streamwise locations. a u+
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rms and c 〈u′v′〉+. [12] DNS
boundary layer (open squares), wall jet measurements at x = 20 h [2] (fill square)
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Turbulent Boundary Layers in Long
Computational Domains

G. Eitel-Amor, R. Örlü and P. Schlatter

1 Introduction and Numerical Setup

Wall-bounded turbulence emerges e.g. along the surface of moving ships and
airplanes or in pipelines. The prediction of skin friction and drag is directly related to
fuel consumption or the power needed to transport gases through pipelines, thereby
emphasizing the practical relevance of wall turbulence. Canonical wall-bounded
flows are the flat-plate boundary layer, pipe and channel flows. While these flows are
in essence theoretical abstractions and do not appear as such in reality it is necessary
to study them separately by means of experiments, simulations or theory, since they
constitute basic building blocks of more complete, i.e. real, flows.

Simulations of turbulent flows are particularly helpful in identifying physical
processes occurring in near-wall turbulence, as the whole velocity field is available
for analysis. In particular, higher Reynolds numbers (Re) are necessary to obtain
a clear separation of scales related to the near-wall turbulence cycle (i.e. scaling
in wall units) and the mechanisms and structures related to the outer region of the
boundary layer, i.e. living in the logarithmic region and beyond. However, it remains
crucial to properly validate simulation data with corresponding experimental results
to ascertain that the turbulence at high Re has reached its developed state.

In order to contribute to the available simulation data, a new numerical simulation
of a spatially evolving turbulent boundary layers is discussed, reaching up to a high
Re for wall-resolved simulations. To be more precise, we present recent numerical
results obtained from highly resolved large-eddy simulations (LES) of an incom-
pressible, zero-pressure gradient, turbulent boundary layer flow up to Reθ = 8,300.
The obtained statistics are compared with numerical and experimental data from
the literature, in particular with former direct numerical simulations (DNS) for
Reθ ≤ 4,300 [9] and with experimental data from hot-wire measurements [7]. Fur-
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thermore, the extended Re range allows for an examination of predicted asymptotic
behaviour and provides insight to scale separation and amplitude modulation effects.

Similar as in experiments, the flow enters the domain as an unperturbed laminar
Blasius flow, which is then tripped to transition and turbulence via a trip forcing [9],
thereby avoiding the use of a recycling/rescaling technique to generate turbulent
unsteady inflow conditions. The flow response to tripping is most efficient when
performed at lower Re, i.e. close to the leading edge of the plate. Therefore, our
simulation technique requires very long computational domains, essentially repro-
ducing a wind-tunnel setup. In the present case, the domain starts at a low (laminar)
Reθ = 180, directly followed by the tripping location. Transition to turbulence is
assumed to be complete by Reθ ≈ 700, and a state independent of initial conditions
is reached at Reθ ≈ 1,500. The outflow of our domain is located at the (computa-
tionally) very high Reθ = 8,500. In this single long domain, the boundary layer is
allowed to develop naturally from the tripping location to the higher Re.

However, such domains require a large number of grid points: We employ a grid
with a total of 13, 824 × 513 × 1, 152 collocation points in physical space in the
streamwise, wall-normal and spanwise directions. As in our previous studies [9], the
spectral code SIMSON is employed, giving very high accuracy and dispersion prop-
erties, coupled with efficient massive parallelisation. The grid resolution in viscous
units is Δx+ = 18 and Δz+ = 8 which is good, but not quite as high as for proper
DNS. Therefore, the ADM-RT subgrid-scale model is employed, adding some lim-
ited dissipation only at the smallest scales improving the accuracy of our results. Note
that the chosen resolution in this study corresponds to highly resolved LES, and there
are simulations in the literature with poorer resolution that are denoted DNS. The
simulation was run for sufficiently long time to ascertain statistical convergence of
statistics, including one- and two-dimensional spectra. Efficient parallelisation was
employed, allowing to use 4,096 cores on an Infiniband cluster.

2 Results

In the following analysis, the free-stream velocity U+∞ and the local boundary layer
thickness Reτ = δ+

99 are re-evaluated using a composite-profile fit proposed by
Nickels [5]. Based on these parameters, integral values like the shape factor H12
are computed by evaluating the integrals from the wall up to δ+

99. This procedure
eases comparability with other numerical and experimental studies, where vary-
ing boundary conditions or box heights may aggravate a consistent definition of
measured quantities [9]. The relation between the consistently determined, i.e. box-
compensated, Reynolds numbers Reθ and Reτ is shown in Fig. 1. For comparison,
the same quantities were determined using U+ at the upper domain boundary as
free-stream velocity, illustrating the effect of the employed compensation. The val-
ues agree very well with the DNS of Schlatter and Örlü [9], and from a power-law
fit (Reτ = a Reb

θ ) the constants a = 0.596 and b = 0.923 are obtained.
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Fig. 1 Relation between
Reynolds numbers Reθ and
Reτ = δ+

99. Filled squares
box-compensated LES data;
open squares uncompensated
LES data; circles
box-compensated DNS data
from Schlatter and Örlü [9];
dashed lines range of the
DNS domain
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Fig. 2 Mean streamwise
velocity profiles for
Reθ=2500, 3600, 5600, and
7500. Color lines present
LES; gray line log-law. Inset
magnifies wake region and
includes experimental data
from Örlü [7] (symbols)
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The present results show good agreement with experiments for the mean velocity
profile as apparent from Fig. 2. The data follows the expected linear and logarithmic
behaviour in the viscous sublayer and overlap region, respectively. Especially in the
wake region, where discrepancies usually show up due to incomplete development
of the flow, the agreement is convincing. The log-law indicator function Ξ closely
follows the correlation proposed byMonkewitz et al. [4] as shown in Fig. 3. A plateau
in Ξ indicating a definite value of κ is though not yet reached.

The aforementioned agreement also extends to the variance profile 〈uu〉 shown for
Reθ = 2,500 in Fig. 4. The profile matches the experimental data in the outer region
and theDNSdata is reproduced accuratelywith a slight attenuation in the buffer layer.
This underestimation can be traced back to spanwise filtering effects as exemplified
in Fig. 4 by z-filtered DNS data (Δz+ = 8) which collapses almost with the LES
result. It appears feasible to use a correction for under-resolved measurements or
simulations as proposed by Segalini et al. [10]. The near-wall peak exhibits the
expected logarithmic increase with increasing Re due to outer layer influences. In
Fig. 5 the peak values are compared with data from several numerical studies. A fit
to the present data yields 〈uu〉+max = 2.307 + 0.799 ln(Reτ ).
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Fig. 3 Log-law indicator
function Ξ = y+ dU+

dy+ . Color
lines present LES for
Reθ = 1400, 2500, 4400,
6400, and 8200; gray line
Monkewitz et al. [4]. Dashed
lines in inset indicate
κ = 0.38, 0.4, and 0.42
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Fig. 4 Comparison of
streamwise velocity
fluctuations at Reθ = 2,500.
Dashed line DNS [9]; solid
line present LES; dot-dashed
line z-filtered DNS data;
symbols experimental
data [7]
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The skin-friction coefficient c f and shape factor H12 are compared with literature
data in Figs. 6 and 7, respectively, showing a very good agreement. Interestingly,
the power-law behaviour for c f at Reθ ≤ 2,500 is superseded by the logarith-
mic Coles-Fernholz relation at higher Re [1], while H12 follows the correlation
by Chauhan et al. [1]. Considering the fluctuations of the wall-pressure pw and the
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Fig. 6 Skin friction
coefficient c f . Squares
present LES; circles
DNS [9]; × experiments [7];
solid/dot-dashed line
Coles-Fernholz relation [1]
with ±5% tolerances;
dashed line low-Re
power-law relation

0 2000 4000 6000 8000 10000
2

2.5

3

3.5

4

4.5

5

5.5

c f

Reθ

Fig. 7 Shape factor
H12 = δ∗/δθ . Squares
present LES; circles
DNS [9]; × experiments [7];
solid line correlation by
Chauhan et al.[1] with ±1%
tolerances (dot-dashed lines)
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wall-shear stress τw, it is found that the LES follows closely the trends predicted
by DNS studies (cf. Figs. 8 and 9). A slight systematic over-prediction is, however,
observed, which is contradictory to the mentioned filtering effect; the source remains
to be clarified.

The downstream development of characteristic spanwise scales is illustrated in
Fig. 10 through the spanwise two-point correlation of the wall-shear stress τw. For
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Fig. 9 RMS value of
wall-shear stress τw. Squares
present LES; circles
DNS [9]; asterisks DNS by
Wu and Moin [11]; plus
signs DNS by Jimenez et
al. [3]; line correlation by
Schlatter and Örlü [9]:
τw = 0.298 + 0.018 Reτ
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Fig. 10 Spanwise two-point
correlation Rττ of wall-shear
stress τw from the present
LES. Spanwise axis is scaled
by 2Δz to show the spanwise
pattern spacing. Solid line
2Δz = 0.85δ99, dashed line
2Δz+ = 120

Reθ > 2,000, two distinct minima can be observed. The first appears at a spacing of
about 120 wall units and is related to the near-wall streak spacing, while the second
scales with 0.85δ99, thereby evincing the influence of outer-layer structures on τw.

Pre-multiplied spanwise energy spectra for the streamwise velocity are shown
in Fig. 11 for Reθ = 2,500 and Reθ = 8,200. Comparing both Re, an invariant
maximum of the spectral energy distribution is evidenced at the wavelength λ+

z ≈
120 corresponding to the near-wall streaks. A second peak at λz ≈ δ99 becomesmore
prominent with increasing Re and is the source for the amplitude modulation of the
small-scales near the wall, which is responsible for the aforementioned increase of
〈uu〉max. Furthermore, the pre-multiplied spectrum at y+ = 15 shows a plateau for the
higher Re; equivalent to a k−1

z dependence. This proves the existence of an overlap
region where both inner and outer scaling are valid. A clear observation of a k−1

z
region has so far only been reported in an experiment by Nickels et al. [6] and very
recently by Pirozzoli and Bernardini in a DNS of a supersonic boundary layer [8].
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Fig. 11 Spanwise power-spectral density of streamwise velocity at Reθ = 2,200 and 8,200;
boundary layer thickness δ99 (solid lines) and y+ = 15 (dashed line)

3 Conclusions

Anewhighly resolved large-eddy simulationwas presented for a spatially developing
turbulent boundary layer, covering in a single domain the range Reθ = 180–8,300.
Turbulence statistics and integral values are in close agreement with experiments and
other simulations. The evolution of the large outer-layer structures was examined
using spectra and a k−1

z range was observed for the streamwise velocity.
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Investigation of Dual-Source Plume
Interaction in a Turbulent Wall-Bounded
Shear Layer

Shahin N. Oskouie, Bing-Chen Wang and Eugene Yee

1 Introduction

An understanding of mixing and dispersion rates and the characterization of
concentration fluctuations of a passive scalar in a turbulent flow is relevant for a broad
range of scientific and engineering applications of both practical and fundamental
interest. In consequence, a number of theoretical, numerical and experimental studies
of concentration fluctuations in plumes dispersing in turbulent flows have been under-
taken in recent years.Most of these studies have focussed on the plume concentration
statistics froma single source release.Unfortunately, the interaction of passive scalars
emitted from two (or more) sources and the nature of the concomitant joint concen-
tration statistics arising from this interaction has received considerably less attention.

In this regard, Warhaft [1] extended his previous work on scalar mixing in grid
turbulence to investigate the interference of passive thermal wakes generated by two
thermal cross-stream line sources. He determined the correlation coefficient between
the two thermal wakes at eight downstream positions for ten different line source
separations. Tong and Warhaft [2] investigated the mixing characteristics of temper-
ature fluctuations produced by two fine annular sources placed axisymmetrically at
a given downstream position in a turbulent jet. Vrieling and Nieuwstadt [3] applied
direct numerical simulation (DNS) to study the turbulent dispersion from two line
sources in a plane channel flow. Costa-Patry and Mydlarski [4] conducted labora-
tory studies of the interaction of two passive scalars generated by line sources in a
fully-developed high-aspect-ratio turbulent channel flow.
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In spite of these experimental and numerical investigations, high-quality data sets
of concentration fluctuation statistics arising from the interaction of two passive
scalars dispersing in a turbulent flow are still rather limited (and, in particular, there
is a paucity of data concerning higher-order concentrationmoments and higher-order
correlation functions resulting from the interaction of two passive scalars). In this
paper, we use DNS (in which the entire range of spatial and temporal scales of the
turbulent flow and dispersion are fully resolved) to study the statistical characteristics
of dual-plume interaction generated by two (concentrated) point sources emitting
passive scalars into a neutrally-stratified wall-bounded shear flow.

2 Numerical Methodology

The DNS was performed using an in-house code developed using the FORTRAN
90/95 programming language, and fully parallelized using themessage passing inter-
face (MPI) paradigm. The code is based on a fully conservative and fully implicit
second-order finite difference scheme and utilizes a staggered grid arrangement. For
our simulations, we solved themomentum equations for an incompressible flow in an
open channel, together with an advection-diffusion equation for a passive scalar. For
the velocity field, we applied periodic conditions in the streamwise (x) and spanwise
(z) directions and a no-slip condition at the bottom wall (at y = 0, where y is the
vertical direction) of the open channel. For the concentration field, we imposed a
zero concentration at the inlet boundary, and zero Neumann conditions were applied
in the spanwise direction, at the bottom wall and top of the open channel and at the
outlet. The simulations were executed until statistically stationary conditions were
attained for the velocity and concentration fields, after which various statistics of
the instantaneous concentration field were obtained by averaging over a temporal
interval of 5T where T ≡ δ/uτ , δ = 0.04 m is the height of the open channel and
uτ is the friction velocity.

The computational domain has dimensions 2πδ×δ×πδ and has been discretized
using 256 × 128 × 192 grid nodes in the x-, y-, and z-directions, respectively. A
Reynolds number was set to Reτ ≡ uτ δ/ν = 395. The two sources were located in
the log-law region of the wall shear layer at a normalized vertical height of y+ ≡
yuτ /ν = 40.The size (radius) of each source isσ0 = 0.008 δ and theSchmidt number
Sc ≡ ν/κ (κ is the molecular diffusivity) of the scalar is 1.0. In our simulations,
we considered four different spanwise separations d between the two point sources;
namely, d = 0.049 δ, 0.115 δ, 0.279 δ and 0.541 δ.

3 Results and Discussion

Owing to space limitations, we will focus primarily on the scalar correlation coeffi-
cients of order two and three relevant for the study of the interference of the second-
and third-order concentration moment, respectively, arising from the interaction of
plumes from two point sources.



Investigation of Dual-Source Plume Interaction . . . 277

3.1 Scalar Correlation Coefficient

If we let c1 and c2 denote the instantaneous concentration from (point) sources 1 and
2, respectively, then the linearity of the advection-diffusion equation implies that
the total instantaneous concentration cT from both sources is linearly superposable
and given by cT = c1 + c2. Concentration moments higher than first order (mean
concentration) are not linearly superposable, with the result that higher moments of
the total concentration cannot be obtained from the concentration moments of the
individual instantaneous concentration. The total concentrationmoments higher than
first order can be obtained only from a knowledge also of the joint statistics of the
individual instantaneous concentration in the form of certain higher-order correlation
functions. To this purpose, we can define the second- and third-order correlations
functions, respectively, as follows:

ρ[1|1] = c′2
T − c′2

1 − c′2
2

2
(
c′2
1

)1/2(
c′2
2

)1/2 , (1)

and

ρ[1|2] = c′3
T − c′3

1 − c′3
2

3
((

c′4
1

)1/2(
c′2
2

)1/2 + (
c′2
1

)1/2(
c′4
2

)1/2) , (2)

where the overbar denotes an ensemble average and c′
i ≡ ci − ci (i ≡ 1, 2, T ) is

the instantaneous concentration fluctuation about the mean concentration. As dis-
cussed in Yee et al. [5], the correlation coefficients ρ[1|1] and ρ[1|2] either enhance or
reduce the second- and third-order total concentration moments, respectively, from
those obtained from the simple linear superposition of the individual concentration
moments.

Figure1 displays crosswind (spanwise) profiles of the second-order correlation
function ρ[1|1] obtained from our numerical simulations. The results are shown
at four different downwind locations x/δ for the four source separations d men-
tioned previously. Generally, the minimum value of ρ[1|1] is found midway between
the two sources (owing to the symmetry in the positioning of the sources in the
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Fig. 1 Spanwise profiles of ρ[1|1] at four downstream distances from the source corresponding to
(panels from left to right) x/δ = 1, 2, 4, and 6. The dots on each line are drawn at the locations of
the sources, and correspond to source separations of d/δ = 0.049 (solid line); 0.115 (dashed line);
0.279 (dash-dot line); and, 0.541 (dotted line).
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inhomogeneous flow) and the maximum ρ[1|1] values are found at the plume fringes.
For sources that are close enough together, the maximum values in ρ[1|1] far from
the centerline where the plume intermittency is large arise from the fact that at these
locations a large eddy can occasionally transport both plumes together causing the
two concentrations to either increase or decrease simultaneously. The minimum in
ρ[1|1] at the midpoint between the two sources is due to the fact a large eddy at this
location can move one of the plumes over the location, while simultaneously moving
the other off this location (causing the concentration contributed by one plume to
increase and that contributed by the other plume to decrease).

Figure2 shows spanwise profiles of the third-order correlation function ρ[1|2] at
four downstream distances. Note that the behavior of ρ[1|2] is very similar to that of
ρ[1|1] (cf. Fig. 1). However, ρ[1|2] contains fine-scale variations (modulations) in z
that are not exhibited in ρ[1|1]. Finally, in comparison to ρ[1|1], it is seen that ρ[1|2]
(especially for the larger source separations) tend to exhibit smaller variations in the
spanwise direction at a fixed x and with increasing x at a fixed spanwise location.

Figure3 exhibits the streamwise (x) development of ρ[1|1] and ρ[1|2] along the
midpoint between the two sources. At downstream fetches where the mean plume
width σa is much less than the source separation d, a location at themidpoint between
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Fig. 2 Spanwise profiles of ρ[1|2] at four downstream distances from the source corresponding to
(panels from left to right) x/δ = 1, 2, 4, and 6. The dots on each line are drawn at the locations of
the sources, and correspond to source separations of d/δ = 0.049 (solid line); 0.115 (dashed line);
0.279 (dash-dot line); and, 0.541 (dotted line).
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the two sources is rarely exposed to either plume and never to both simultaneously,
so the correlation is effectively zero in this regime of development. At downstream
fetches where σa greatly exceeds d but the instantaneous plume width σr is much
less than d, the meandering of the two plumes by the large eddies causes the con-
centration from one plume to decrease at a location at the midpoint between the
two sources, whilst simultaneously causing the concentration from the other plume
to increase (and vice-versa, as the flapping occurs in the opposite direction). This
physical process leads to negative correlations, corresponding as such to the anti-
correlated fluctuations in the two plumes. Finally, at downwind fetches where σr

is much greater than d, the plumes overlap and mix significantly. At this stage in
the plume development, the two plumes meander together (although the importance
of meandering decreases with increasing downstream distance) and also undergo
internal turbulent mixing with each other (with the importance of the internal turbu-
lent mixing increasing with increasing downstream distance), leading to increasing
positive correlations with increasing downstream fetch. It is noted that both ρ[1|1]
and ρ[1|2] exhibit similar behavior and can be seen to transition between these three
regimes of plume development. The similar behaviour of the second- and third-order
correlation functions would seem to suggest that there might be some relationship
between the various higher-order moments of the total concentration.

3.2 Relationships Between Higher-Order
Concentration Statistics

Figure4 shows the normalized concentration moment scatterplots of cn/c̄n (n =
3, 4) plotted against c2/c̄2 on a double logarithmic scale for a large number of points
in the plume. The scatterplots are plotted for the total concentration as well as for the
individual concentrations. Remarkably, each of these scatterplots is seen to collapse
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onto a curvewhich implies that the higher-ordermoments (for both the individual and
total concentrations) are determined effectively by knowledge of only the two lowest
order moments of the concentration. The observed universal relationships between
the various higher-order concentration moments are the same for the concentration
from a single source or the total concentration from two sources. This observation
has important implications for the modeling of concentration fluctuations. Firstly,
the collapse of the normalized third- and fourth-order concentration moments on
the normalized second-order concentration moment implies that the concentration
probability density function (PDF) can be described adequately by at most two para-
meters. Secondly, this two-parameter concentration PDF appears to be universal in
the sense that it applies to the concentration from a single source or from two (or
more) sources. Thirdly, a knowledge of the first- and second-order concentration
moments for each source along with the second-order correlation function, required
for the prediction of the total concentration variance, is sufficient for the prediction
of all the higher-order moments of the total concentration.

4 Conclusion

Direct numerical simulation has been applied to the study of the interference of
the fluctuating concentration fields from a dual-source release. The interference of
two scalars as manifested in the second and third moment of the total concentration
is investigated through a determination of the second- and third-order correlation
function.The evolutionof these twocorrelation functions as a functionof downstream
distance and the variation of the correlation functions in the spanwise direction for
particular downstream distances (from the source) have been extracted from the
numerical simulations of the instantaneous concentration fields for various values of
the transverse source separation. A remarkably robust feature of both the individual
and total concentrations was the observed collapse of the normalized third- and
fourth-order concentration moments on the normalized second-order concentration
moment, with significant implications for the simplification of the modeling of the
interference of two passive scalars in a turbulent flow.

Future work will investigate interference of the concentration statistics for passive
scalars dispersing in turbulent flows at higher Reynolds numbers. Furthermore, we
will consider also source separations in the streamwise and vertical directions, as
well as ground-level source releases.
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LES of the Flow in a Rotating
Rib-Roughened Duct

D. Borello, A. Salvagni, F. Rispoli and K. Hanjalic

1 Introduction

Interior channels of gas-turbine blades are often lined with ribs, which act as
turbulence promoters to enhance heat transfer between the hot blade surface and
the cooling air. The rib orientation to the mainstream flow strongly influences the
ensuing phenomena such as unsteadiness, boundary layer separation, reattachment
and recirculation. To improve the cooling design and especially to detect and pre-
vent possible development of critical hot spots that may lead to material failure, it is
essential to predict accurately the flow field and heat transfer under various operat-
ing conditions. Whilst the flow features inside stationary ribbed channels have been
well researched, the effects of rotation encountered in rotor blades are less known.
Rotation introduces a background vorticity that stabilizes the fluid flow on the suc-
tion side, while destabilizing it on the pressure side. The effect is commonly defined
by the nondimensional Rotation number, Ro = Ω D/U , where U is the bulk veloc-
ity, D the hydraulic diameter of the duct and Ω is the angular velocity. Recently,
Coletti and co-workers carried out extensive PIV analysis of flow in a rib-roughened
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channel subjected to rotation [1]. They investigated the influence of rotation in a
rib-roughened channel containing 10 equally spaced ribs. The rotational axis is par-
allel to the rib-roughened surface, aligned with the ribs and placed far upstream of
the first rib. The test section and instrumentation were mounted on a disk rotating
in a direction perpendicular to the main flow. Flow measurement were carried out
while the disk was rotating. Under these conditions the wall-normal pressure gradi-
ent is modified to balance the centrifugal and Coriolis forces. For the configuration
considered, rotation stabilizes the flow adjacent to the ribbed wall in the case of
clockwise rotation and destabilizes it in counter-clockwise rotation. We report here
some results of a well-resolved dynamic Smagorinsky LES of the configuration of
Coletti et al. [1] for the anti-clockwise rotation.

2 Flow Specification and Computational Details

The rectangular channel with ribs placed on the bottom wall has a width-to-hight
aspect ratio of 0.9. The flow blockage due to ribs is h/D = 0.1, h being the rib
height. The Navier-Stokes equations system was solved in dimensionless form using
as reference the duct hydraulic diameter, bulk flow velocity and air properties at
20 ◦C. The ensuing Reynolds number, based on D and bulk velocity is 15,000.
According to Coletti et al. [1], after the 6th rib the flow can be considered as periodic.
Thus we considered only one section between two successive ribs subjected to anti-
clockwise rotation with Ro = 0.3. For comparison, we also provide solutions for
the non-rotating configuration. The LES was performed using the unstructured FV
code T-FlowS, used successfully in a number of earlier LES studies, e.g. [2]. The
computational domain was meshed using a block-structured hexahedral orthogonal
grid with about 6.5 M cells. All the wall neighbouring cells have a y+ value lower
than 0.5. A coarser grid with 3 M cells was also considered for comparisons.

A Crank-Nicolson/CDS scheme was used to guarantee a second-order accuracy.
The coupling of the velocity and pressure field was ensured by using the SIMPLE
scheme, while the Preconditioned BiCG solver was applied for solving the linearized
algebraic equation system. Periodic boundary conditions were imposed at the inlet
and outlet surface, while no-slip conditions were set at solid boundaries. The nondi-
mensional time stepwas set to 5e-4 ensuring themaximumCFLnumber to be smaller
than 0.3 over the whole domain. The computations were performed on the CRESCO
SP5 cluster at Casaccia (ENEA) using 32 processors. On such a computer 25 s are re-
quired for performing one time step for computations on the fine grid. Computations
were performed for 2 flow through times (FTT) before starting to collect statistics.
Table1 summarizes the time averaging periods.
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Table 1 Time averaging period

Case Coarse grid Refined grid

No rotation 11 FTT 13 FTT

Anti-clockwise rotation 22 FTT 15 FTT

3 Results

The streamlines obtained by the LES for the rotating and stationary case are shown
in Fig. 1.

Both subfigures show the expected flow pattern with a large recirculation bubble
behind the ribs. However, the anti-clockwise rotation enhances the entrainment into
the separated bubble, leading to a pressure reduction inside the recirculation region.
This stronger pressure gradient causes a streamlines deflection and a reduction in the
length of the separation bubble, as also found by Coletti et al. [1]. The analysis of
the pressure gradient plots (not shown here) confirms these findings. It is noted that,
when using the coarse grid the quality of the predictions deteriorated (Table2).

TheCoriolis force also affects the vortical structures in front, around and on the top
of the rib. The downstream corner vortex generated by the large recirculation bubble
is shrank and the upstream corner vortex is enlarged. Furthermore, the recirculation
bubble generated on the top of the rib is affected by the curvature of the streamlines
passing above the rib. Due to the Coriolis effects, the recirculation bubble is thicker
and the streamlines have a lower curvature when passing above the rib. The rib
recirculation bubble becomes thicker than in the non-rotating case and extends over
the whole rib (Fig. 2).

Fig. 1 Streamlines for the LES—left rotating case; right non rotating case

Table 2 Length of recirculation bubble

Case Coarse grid (h) Refined grid (h) Exp (h)

No rotation 3.90 3.90 3.85

Anti-clockwise rotation 3.85 3.50 3.45
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Fig. 2 Vortical structures around the rib—left anti-clockwise rotation; right non-rotating

Fig. 3 Streamwise velocity downstream from the rib—left x/h = 0; center x/h = 1; right x/h = 2
(anti-clockwise rotation case)

Fig. 4 Shear stress -uv (anti-clockwise rotation case): left exp, right LES

The plots of the axial velocity downstream from the rib demonstrate that a fair
agreement is obtained between the experiments and LES, especially when consider-
ing the thickness of the recirculation bubble (see Fig. 3).

Figure4 shows that the rib is the main source of the shear stress and the rota-
tion enhances the production of the uv component. Over the rib the shear stress is
suppressed due to the low turbulence level in the slow recirculation bubble.

The influence of the lateral walls on the flow field was out of the scope of the
PIV analysis (performed only in the mid-plane). As such information is available
from LES, we discuss briefly the effect of rotation by considering flow patterns in
planes parallel to the rib-roughened wall. The results are compared qualitatively with
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Fig. 5 Streamlines on the rib-roughenedwall parallel plane; left 0.05 h; right 0.5 h; up non rotating;
down anti-clockwise rotating

Fig. 6 Streamlines along pitchwise planes; left mid-pitch; center 0.15 pitch; right 0.05 pitch

those of Casarsa and Arts [3] for a non-rotating rib-roughened channel with a high
blockage ratio. The streamlines plots in two planes: at 0.05 and 0.5 h from thewall are
shown in Fig. 5. In the first plane (0.05 h) one can see the vortical structures discussed
above: an upstream corner vortex (clockwise rotation), a downstream corner vortex
(anti-clockwise) and the recirculation bubble extending for about 0.3 of the space
between two consecutive ribs. In the nonrotating case, when moving towards the
lateral walls, the recirculation bubble length is strongly reduced with its footprint
on this plane having a bow shape. Notably, this effect is less evident in the rotating
case due to the mentioned shrinking of the recirculation bubble that is particularly
visible in the mid-plane. The section at y/h = 0.5 shows some differences: first, the
two small vortices close to the rib disappeared at this distance from the wall (see
also Fig. 2). Furthermore, two vortical structures are present close to the lateral walls
immediately downstream from the rib. Again, the bow shape of the recirculation
bubble is suppressed in the rotating case.

Two Coriolis induced secondary flows extending over the whole section are
present in the rotating case. Such structures push the fluid from the central part
of the duct towards the lateral walls. Therefore the streamlines are swept towards
the rib-roughened wall in the mid-plane and in the opposite direction when moving
close to the lateral walls (see Fig. 6).
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Fig. 7 Unsteady streamlines along the mid-pitch plane; left non-rotating; right anti-clockwise
rotation

Finally, in Fig. 7 the instantaneous velocity plots are presented. In the non-rotating
case the velocity is not perturbed by the rib presence for y greater than 2.5. In contrast,
in the rotating case the vortical structures extend for about half of the channel height,
suggesting that a more vigorous heat removal is expected in the rotating case.

4 Conclusions

LES of the flow in a rib-roughened channel subjected to anti-clockwise rotation was
carried out. The turbulent flow structures induced by the geometry and the rotation
were identified and discussed. In particular, we noticed the presence of largeCoriolis-
induced secondary flows and the change in the bow shape of the recirculation bubble
when considering an anti-clockwise rotation. The presence of rotation induced a
destabilizing effect increasing the turbulence and flow unsteadiness, which should
enhance heat transfer.
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On the Large-Eddy Simulations
of the Flow Past a Cylinder at Critical
Reynolds Numbers

O. Lehmkuhl, I. Rodríguez, J. Chiva and R. Borrell

1 Introduction

The flow past a circular cylinder is associated with different types of instabilities
which involve the wake, the separated shear layers and the boundary layer. A com-
prehensive description of the flow phenomena at different Reynolds numbers (Re)
can be found in [15]. It is well known that when the Reynolds number approaches
2× 105 the boundary layer undergoes a transition from laminar to turbulent regime.
The range of Reynolds numbers up to∼3.5×105 is characterised by a rapid decrease
of the drag coefficient with the Reynolds number. Another feature which charac-
terises this regime is the presence of asymmetric forces during the transition regime
as reported experimentally [2]. During this transition, the separation point moves
towards the rear end of the cylinder until it reaches a stationary point with a sta-
ble drag coefficient. This marks the transition from the critical to the supercritical
regime [11].

This work aims at shed some light into the complex physics present at these crit-
ical Reynolds numbers. To do this, large-eddy simulations of the flow at Reynolds
numbers in the range of Re = 1.4 × 105–5.3 × 105 are carried out. Solutions
are compared to experimental measurements available in the literature. One of the
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major outcomes is to understand the physics that characterises the critical regime
and the role of the turbulent transition in the boundary layer on the drag crisis
phenomena.

2 Numerical Method

Large-eddy simulations (LES) of the flow are here performed. The methodology
for solving the filtered Navier-Stokes equations is detailed in [8, 10]. As for the
turbulence model, large-eddy simulations are carried out using the Wall-Adapting
Local Eddy diffusivity model [9] within a VariationalMulti-Scale framework (VMS-
WALE subgrid-scale model) [6].

2.1 Definition of the Case: Geometry and Mesh Resolution

The flow past a circular cylinder at critical Reynolds numbers in the range of
Re = Uref D/ν = 1.4 × 105–5.3 × 105 is considered. The Reynolds number
is defined in terms of the free-stream velocity Uref and the cylinder diameter D. The
cases are solved in a computational domain of dimensions x ≡ [−16D, 16D]; y ≡
[−10D, 10D]; z ≡ [0, 0.5π D] in the stream-, cross- and span-wise directions
respectively, with a circular cylinder at (0, 0, 0). The boundary conditions at the
inflow consist of uniform velocity (u,v,w)= (1, 0, 0), slip conditions at the top and
bottom boundaries of the domain, while at the outlet a pressure-based condition is
used. At the cylinder surface, no-slip conditions are prescribed. As for the span-wise
direction, periodic boundary conditions are imposed.

The governing equations are discretised on an unstructured mesh generated by
the constant-step extrusion of a two-dimensional unstructured grid. Different grids
up to ∼64million CVs are used, depending on the Reynolds number (see Table1).
The boundary layer at the cylinder surface is well resolved, i.e. no wall function is
used. Thus, the meshes are designed so as to keep the non-dimensional wall distance
y+ ≤ 2. To do this, a prism layer is constructed around the cylinder surface. In the
problem here considered, transition to turbulence occurs in the boundary layer. Thus,

Table 1 Main parameters for the different computations

Re NCVt [MCVs] NCV plane Nplanes

1.44 × 105 38.4 299,683 128

2.6 × 105 38.4 299,683 128

3.8 × 105 48.6 379,950 128

5.3 × 105 64 500,516 128

NCVt total number of CVs; NCV plane number of CVs in the plane; Nplanes number of planes in
the span-wise direction
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it should be stressed that in the present formulation transition to turbulence is well
captured by the model, i.e. no artificial mechanism is imposed for triggering this
phenomenon to occur.

3 Results

For obtaining the numerical results presented, the simulations are started from an
initially homogeneous flowfield. Then, simulation is advanced in time until statistical
stationary flow conditions are achieved and the initial transient is completely washed
out. Average statistics are then computed for a sufficient long time span of about
∼100 tU/D, in order to assure that the flow is statistically converged.

In order to gain insight into the coherent structures developed in the separated zone,
the Q-criterion is used [7]. Figure1 shows the isocontours of second invariant of the
velocity gradient tensor (Q) coloured by the velocitymagnitude at Reynolds numbers
of 2.5×105, 3.8×105 and5.3×105.While the lowerReynolds number exhibits aflow
topology more similar to that observed in the sub-critical regime, i.e. laminar flow

Fig. 1 Wake configuration. Left Q iso-countours coloured by the velocity magnitude; right instan-
taneous vorticity magnitude. From top to bottom: Re = 2.6×105; Re = 3.8×105; Re = 5.3×105
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separation at about (φs ∼ 90◦) from the stagnation point and transition to turbulence
in the separated shear layers, at the higher Reynolds numbers the flow shows a
narrow wake with the separation point moving towards the rear end of the cylinder
(φs ≥ 90◦). The wake topology obtained at these critical Reynolds number can also
be observed by means of the vorticity contours depicted at the half span-width plane.

Time-averaged statistical features resulting from the simulation are summarized
in Table2. In the table, the drag coefficient (CD), the base pressure (−Cpb), the
separation angle measured from the stagnation point (ϕsep), and the angular position
where the pressure reaches a minimum (ϕPmin), are given. Experimental data from
the literature are also given. As can be seen, in the range of Reynolds numbers
considered, there is a pronounced decrease in the magnitude of the drag coefficient
accompanied with an increase in the base pressure coefficient. As observed from
the instantaneous flow, separation in the boundary layer is delayed, with increasing
separation angle. The location of the pressure minimum also increases with the
Reynolds number, moving towards the rear end of the cylinder, while its absolute
value decreases (see also Fig. 2).

The variation of the drag coefficient with the Reynolds number is plotted in Fig. 2
together with reference data from the literature. At these Reynolds numbers, the
measured data of the drag coefficient present a large scattering, due to the difficulties

Table 2 Statistical flow features at different Reynolds numbers

Re CD −Cpb ϕsep[◦] ϕPmin[◦]
1.4 × 105 1.215 1.3 95.5 68.5

2.6 × 105 0.83 0.984 95/252 70/280

3.8 × 105 0.328 0.347 102 83.8

5.3 × 105 0.247 0.15 121 86

Cantwell and Coles Re= 1.4e5 1.237 1.21 – –

Achenbach Re= 2.6e5 – – 94 –

Fig. 2 Variation of the drag
coefficient with the Reynolds
number. Comparison with
the literature. Red circles
present results, squares
Achenbach [1], solid squares
Bursnall and Loftin [3], stars
Spitzer [13], crosses Delany
and Sorensen [5]., circles
Vaz et al. [14]



On the Large-Eddy Simulations of the Flow Past . . . 293

Fig. 3 Pressure distribution
for the different Reynolds
numbers

associated with the measurements; i.e. sensitiveness to turbulence intensity, cylinder
end conditions, surface roughness, blockage ratio, etc. In spite of the large scatter-
ing in the reference data, results obtained with the present simulations show a fair
agreement, being in the same range of the measured data.

In addition to the total drag coefficient, the pressure distribution at the cylinder
surface at different Reynolds numbers is depicted in Fig. 3. As can be seen, at Re =
1.44×105 it compares very well with that measured by Cantwell and Coles [4] at the
same Reynolds number. As the Reynolds number increases, the pressure distribution
changes with a pronounced decrease in the magnitude of the minimum pressure, and
the position of this minimum moving towards the rear end of the cylinder. At the
same time, the cylinder base pressure rises as was also shown by Achenbach [1] in
his study. This behaviour is characteristic of the critical regime.

One interesting feature observed in the present computations is the presence of
asymmetric forces at the cylinder surface in the regime transition (in the present com-
putations at Re = 2.5×105). Transition to turbulence occurs earlier at one side of the
cylinder boundary layer. Thus, separation in the turbulent side is delayed. This behav-
iour, which causes large fluctuations in the cylinder forces and yields average lift
Cl > 0, was also observed experimentally by Bearman [2] and Schewe [12]. As can
be observed, at the Re = 3.8×105 the forces at the cylinder recover their symmetry
(see Fig. 3), whereas at Re = 5.3 × 105 the drag coefficient reaches its minimum
value (see also Fig. 2), but the pressure distribution is again slightly asymmetric.

4 Concluding Remarks

The flow past a circular cylinder at critical Reynolds numbers in the range of
Re = 1.4 × 105–5.3 × 105 is computed by means of large-eddy simulations. In
the present computations, the mesh used is highly refined in the near-wall, as no wall
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function is used for solving the turbulent boundary layers. Furthermore, it should also
be stressed the capabilities of the current formulation for capturing quite well the
transition to turbulence in the boundary layer without the use of any artificial mecha-
nism which triggers this phenomenon to occur. Results shown are very promising as
they correctly predict the steep drop in the drag coefficient in this range of Reynolds
numbers and the delayed turbulent separation from the cylinder surface, being con-
sistent with the experimental measurements. The presence of asymmetric forces on
the cylinder surface occurring during the critical regime in agreement with previous
experiments is also detected. It should be pointed out that in the present computa-
tions, these asymmetric forces are detected at the Reynolds number of 2.5 × 105,
which is slightly earlier than in experimental measurements. The asymmetries in
the pressure distribution should be interpreted as the starting point of the drag crisis,
with the transition to turbulence occurring earlier at one side of the cylinder boundary
layer, whereas the other side is still laminar. Thus, separation in the turbulent side is
delayed. Last but not the least, mean pressure distributions on the cylinder surface
are computed showing a reasonable agreement with previous experimental results.
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Large Eddy Simulation of Fluidic
Injection into a Supersonic
Convergent-Divergent Duct

B. Semlitsch, M. Mihăescu and L. Fuchs

1 Introduction

Convergent-divergent (C-D) ducts operating in supersonic flow-regimes provoke
choked flow conditions in the region of the narrowest cross-section. The developed
internal shocks can be unwanted for various reasons, e.g. the associate pressure
losses [1]. Fluidic injection onto the exhaust of a gas turbine engine or internal
fluidic injection in ducts or nozzles have been performed for various reasons, e.g.
improvement of mixing, noise reduction, performance improvement, cooling, or
thrust vectoring. The effect of injectionwas observed to depend highly on the location
of injection, injection pressure, duct pressure, and inclination angle [2].

The present study investigates the behaviour of the shock-pattern inside a C-
D duct, without and with fluidics. The effect of circumferential injection into the
divergent part of the C-D duct is analysed. The main focus is on the transformability
and the control of the shock-pattern in the duct and the disruption of the quasi-static
shock-structure, with the purpose of decreasing the occurring losses in the duct.

2 Case Setup

Injection into the C-D duct is performed by using twelve cylindrical tubes of diameter
Di , equidistant spaced on the circumference of the duct. The geometry can be seen
in Fig. 1. The injectors are assumed to be fed by a compressed airstream. The total
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Convergent-Divergent Duct

12 Injectors IPR T∞, p0,mic

Inlet T0, p0,noz
parameter symbol value unit

duct exit diameter De 57.5 mm
injectors diameter Di 2.67 mm
area ratio Ae/A 1.23 (-)
duct design Mach-number Me 1.56 (-)
ambient pressure p∞ 101,325 Pa
ambient temperature T∞ 288.15 K

Fig. 1 The investigated geometry and the initial parameters. The injectors are located −0.857 duct
exit diameters (De) upstream from the duct exit, i.e. in the divergent part of the duct. The tubes are
inclined 60◦ to the duct mid-axis, and the tubes are orientated into flow direction

temperature at the injector inlet T0,i was chosen to be the ambient temperature T∞.
Different tubing systems could potentially beused, but for simplicity a short injection-
tube is considered. The injected flow is imposed in the direction of the injector-tubes
axis, towards the centreline of the C-D duct. The tube is pressurised to a certain
injection pressure ratio (IPR), defined as the injection total pressure divided by the
ambient pressure.

The C-D duct is driven by a total pressure source acting at the inlet, which is four
times larger than the ambient pressure p∞ outside of the duct. At the duct inlet, the
flow is assumed only in the axial direction and the total temperature T0,n is imposed
at 367 K. The flowing media is air, where the isentropic exponent was assumed to be
1.4. Viscosity was modelled to be temperature dependent according to Sutherland’s
formula, where the standard coefficients where used.

3 Description of the Numerical Method

The simulations were performed with a finite volume code, solving the three-
dimensional compressible Navier-Stokes equations. For the time integration, a four-
stage Runge-Kutta scheme was applied. For the spatial discretisation a central dif-
ference scheme was used. A blend of second and fourth order differences are chosen
to provide artificial dissipation to avoiding separation of solutions and numerical
oscillations near sharp discontinuities like shocks.

Turbulence was handled by the Large Eddy Simulation (LES) approach. The
turbulent small-grid scales were not modelled by any sub-grid scale (SGS) model in
explicit form. The numerical dissipation acted implicitly as a SGS model.

The computational domain contains an inlet region, the investigation section, and
the outer jet development region. The mesh is stretched by a factor of 1.06 to smooth
out waves traveling against the flow direction. The inlet boundary is treated via a
characteristic total pressure condition,where theflow is directed in the axial direction.
The investigation section was designed as a fine equally cell-spaced section. The
entire inner duct region (including injectors), incorporates a boundary-layer refined
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mesh, since the walls were treated as adiabatic, no-slip surfaces. The wall region
resulted in being very important to the flow solution. Hence, a solution without
modelling of the compressible boundary-layer via wall-functions was preferred.

The further jet development after the duct exit is essentially a buffer layer for
modelling outlet conditions at the duct exit plane. This region stretches fifteen duct
exit diameters downstream, three duct exit diameters upstream, and five duct exit
diameters to the side, measured from the duct exit. The mesh is designed in such a
manner that the growth factors do not exceed a value of 1.06.

4 Results and Discussions

The investigated interval of injection pressure ratios is between 1 and 5.6. The losses
in the duct section are assessed by exerting the thrust equation over the duct. The
thrust wasmonitored within the simulations and is quantified in Fig. 2. The generated
thrust can be increased by a few percent using fluidic injection.

Neither the thrust nor the variation of the thrust follow a straightforward pattern.
However, the change of thrust or a change in thrust variance is an indication that the
flow and shock structure are significantly changed in this range of IPRs. Hence, the
individual flow-field needs to be analysed, to discover the reason for this behaviour.

Without injection, one general shock pattern occurs in the duct. For the IPR of
5.6, local stocks evolve in the vicinity of injection. However, only one general shock-
pattern spans over the entire duct length. In the intermediate range two intersecting
shock-pattern occur.

The baseline case, is defined as running the duct at the duct pressure ratio of
4 without injection. Hence, IPR is one. This case can be seen in Fig. 3, where the
upper half shows the instantaneous Mach-numbers, while the lower half illustrates

Fig. 2 The mean and the
variance of the resulting
thrust performance of the
C-D duct is illustrated as a
function of IPR. The thrust
was computed including the
pressure term and respecting
the total demanded
momentum in the injection
tubes. Values were sampled
at cut planes with a distance
to the inlet boundaries. The
fluctuations imposed by the
fluidic injections lead to a
variance in the generated
thrust
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Fig. 3 a IPR 1.0, b IPR 1.8, c IPR 2.4

the density gradient. Inside of the duct, nearly inviscid conditions are present due to
the large Reynolds number flow. Due to the damping effects of the compressible flow
and the absence of turbulence, the variance in the generated thrust is low. However,
a small separation bubble can be observed after the sharp transition passage and
an expansion-fan establishes in the front of it at the smallest cross-section. Slightly
downstream, at the middle of the separation bubble, a lambda shock forms one of
its roots. Due to the sharp transition from the convergent section of the duct to the
divergent section a shock pattern arises from this root.

The separation bubble stretches to the downstream located intersection of injection
tube and the ductwall. The other lambda shock-root forms from this location, stronger
than the one sitting on the separation bubble the branches of the shock-structuremerge
in themiddle into aMach-disk. From theMach-disk a slip-line forms and the incident
shock is reflected.

The shock-pattern occurring for the baseline case can be considered as static in the
investigated section of the duct. Not any unsteady shock motion could be observed
during the unsteady simulation.

By considering fluidics, at high injection pressure ratios IPR ≥ 2.4, the shock-
pattern can be significantly altered compared to the baseline. The separation bubble
occurring at the narrowest cross-section increases in its height with increasing IPR.
For very low injection pressures, the injected flow creeps along the duct walls in
the cross-stream, as it can be seen in Fig. 3b for an injection pressure ratio of 1.8.
The vortical structures created due to injection are creeping along the nozzle walls,
and do not cause turbulent fluctuations in this section. Even low injection pressure
ratios cause a bow-shock in front of the injection, which replaces the lambda-shock
roots observed at baseline. Several curved expansion-waves can be seen in the region
between the first shock and its reflection. The shock-structure is not influenced dras-
tically compared to the baseline case. TheMach-disk disappeared and a second weak
shock-pattern becomes visible. The increase of IPR from 1.8 to 2.4 leads to a sepa-
ration of the two shock-patterns (Fig. 3b, c ). The reflection of the first shock-pattern
becomes weaker and weaker with increased IPR. Also remarkable is that after a
certain injection pressure ratio, the first reflected shock branch seams to disappear
and does not cause any further shock-reflections.

The second downstream shock-pattern has the roots on the injected stream and the
shock angles are, in the first occurring instances, almost equalwith those from the first



Large Eddy Simulation of Fluidic Injection ... 301

upstream located shock. With increasing injection pressure the second downstream
located shock becomes stronger and the upstream located shock-pattern gets weaker.
The transition of the downstream shock-pattern becoming stronger than the upstream
shock-pattern, occurs between an IPR of 2.5 and 2.7.

The static pressure distribution at the duct exit is increased with injection. Hence,
due to the additional injected mass, the expansion rate is lower for the jet in the diver-
gent section. As a result of that, the first shock changes its angle and becomes almost
normalwith increased IPR andfinally reduces to a bow-shock in front of the injection,
as illustrated in Fig. 4 showing the instantaneous Mach-number (above) and density
gradient (below). It was also observed that, the second shock-pattern at high injec-
tion pressure ratios is quite static, although the shock feeding expansion waves show
remarkable transient motion. The second shock-pattern provokes initially a regular
reflection, while a Mach-reflection starts to occur at higher injection pressure ratios.

Between an IPR of 3.0 and 4.4 the injected flow chokes as leaving the injection
tubes. Once the injected flow is choked, the generated vortical structures duet injec-
tion become less coherent and their shedding frequency increases in accordance with
the fact that the structures are smaller in size. Figure5a, b show a λ2 visualisation
of the flow structures occurring at an IPR of 3.0 and 4.4, respectively. The hairpin
vortices persisting undisturbed for a longer time for the not-choked case of IPR 3.0,
while for an IPR of 4.4 the structures evolve more chaotic. For the case of IPR
3.0, the larger structures and the lower shedding frequency most probably cause the
increased thrust variation displayed in Fig. 2.

Fig. 4 a IPR 3.0, b IPR 4.4, c IPR 5.6

Fig. 5 a λ2 visualisation at IPR 3.0, b λ2 visualisation at IPR 4.4



302 B. Semlitsch et al.

−70 −60 −50 −40 −30 −20 −10 0

1

1.5

2

2.5

3

3.5

 enalp tixe elzzontaorht elzzon 

Axial coordinate (mm)

D
en

si
ty

 (
kg

/m
3 )

IPR 1.0
IPR 1.8
IPR 2.4
IPR 3.0
IPR 4.4
IPR 5.2
IPR 5.6

−70 −60 −50 −40 −30 −20 −10 0

1

1.5

2

2.5

3

3.5

 enalp tixe elzzontaorht elzzon 

Axial coordinate (mm)

D
en

si
ty

 (
kg

/m
3 )

IPR 1.0
IPR 1.8
IPR 2.4
IPR 3.0
IPR 4.4
IPR 5.2
IPR 5.6

(a) (b)

Fig. 6 a Midline Time-averaged density. b Time-averaged density at half radius

Supporting the observation for the thrust estimations, the losses provoked due to
the shocks can be illustrated by the density plots along the centreline of the duct and
along an axial and an axial line at half radius, (Fig. 6a, b). It can be observed that the
shock strength is a minimum for the case of using injection at an IPR of 1.8.

5 Conclusions

LES simulations of fluidic injection, using twelve cylindric circumferential disposed
tubes, into the divergent section of a supersonic C-D duct have been performed. The
improvement of performance control by transforming theoccurring shock-pattern has
been assessed. A range of cases have been simulated, investigating the optimisation
parameter injection pressure ratio.

The reduction of losses using fluidic injection have been exhibited by the means
of density gradient and thrust penalty. The thrust generation could be increased by
a few percent compared to the baseline. The occurring increased variance in several
cases of the thrust estimations could be explained by the generated vortical structures
in the flow and the shifting of the shock-systems.
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Simulation and Modeling of Turbulent
Jet Noise

T. Colonius, A. Sinha, D. Rodríguez, A. Towne, J. Liu,
G.A. Brès, D. Appelö and T. Hagstrom

1 Introduction

Jet noise reduction remains an important long-range goal in commercial and military
aviation. Comparedwith their early counterparts, modern, ultrahigh-bypass-ratio tur-
bofans on commercial aircraft are very quiet, but evermore stringent noise regulations
dictate further reductions. In addition, hearing loss bypersonnel and community noise
issues are prompting the military to seek noise reduction on future tactical aircraft.
Further increase in bypass ratio not being a practical option, military applications in
particular call for nuanced approaches to noise reduction including mixing devices
like chevrons or even active noise control approaches using unsteady air injection.
In this paper, we briefly review some recent developments in theoretical, experi-
mental and computational approaches to understanding the sound radiated by large-
scale, coherent structures in jet turbulence that might guide these noise reduction
efforts.
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2 Wavepacket Models

We begin by discussing wavepackets–coherent but intermittent advecting distur-
bances that are correlated over distances far exceeding the integral scales of turbu-
lence and that are, on one hand, related to fundamental low frequency instabilities (or
more precisely amplified modes) of the turbulent mean flow field, and, on the other
hand, directly correlated with the most intense (aft-angle), peak frequency sound
radiation [1].

In particular, large eddy simulations (LES) and advanced experimental diagnos-
tics are providing richer and higher fidelity data sets from which acoustically impor-
tant motions can be educed and used to validate theories of noise emission from
large-scale structures. In previous studies, we have shown in particular how the com-
bined data from microphone arrays, time-resolved PIV data, and LES data sets have
been used to validate reduced-order models for wavepackets in both subsonic [2, 3]
and supersonic [4, 5] regimes. Figure1 provides an example comparing supersonic
wavepackets computed via the Parabolized Stability Equations (PSE) with those
educed using proper orthogonal decomposition of LES data. Further details are pre-
sented in Ref. [6].

3 PSE and Beyond

In constructing reduced-order models to describe the evolution of wavepackets in
turbulent jets, we have up to now relied on the linearized Parabolized Stability Equa-
tions (PSE) [7] to solve for disturbances to the (assumed known) mean turbulent
flow. PSE is an ad hoc generalization of linear stability theory (LST) that captures
the downstream evolution of wavepackets using a spatial marching technique in
which initial perturbations are specified at the jet inlet and propagated downstream
by integration of the PSE equations.

Despite their name, the PSE equations are not parabolic in the downstream direc-
tion due to the existence of upstream acoustic modes in the PSE operator [8]. These
elliptic modes must be eliminated to prevent instability in the downstream march.
PSE uses implicit Euler integration along with a minimum step size restriction to
numerically damp these modes. This parabolization strategy allows a stable march,
but has the unintended consequence of damping all of the Euler modes, not just
the unstable upstream acoustic ones. In particular, the downstream acoustic modes
are heavily damped, limiting PSEs ability to properly capture downstream acoustic
radiation.

Anewspatial parabolization techniquehas recently beendeveloped [9] that explic-
itly removes the unstable upstreammodes without damaging the downstreammodes,
resulting in a fully parabolic one-way Euler equation that can be stably marched
without numerical damping. The upstream modes are removed using a recursive
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Fig. 1 Top instantaneous pressure contours in a plane through the nozzle exit from LES of a heated
(Tj/T∞ = 1.74), Mach 1.5 jet simulated with the unstructured grid compressible finite-volume
solver “Charles” (see [4]). Bottom comparison of linear disturbances about the mean turbulent
flow field computed with the PSE Ansatz to wavepackets educed from the LES data using the
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filtering technique that was originally developed for generating nonreflecting bound-
ary conditions [10, 11]. Since the downstreamacousticmodes are accurately retained,
the one-wayEuler equations are capable of accurately capturing downstreamacoustic
radiation.

This improvement over PSE is demonstrated by the results shown in Fig. 2. An
LST Kelvin-Helmholtz eigenfunction is specified at the inlet of a mixing layer and
propagated downstream by both PSE and the one-way Euler equations. Reason-
able agreement is observed in the near-field, but the PSE solution contains little-
to-no acoustic radiation while the one-way Euler solution includes a strong, directive
acoustic field generated by the growth and decay of the near-field wavepacket. This
method is currently being extended to turbulent jets and has the potential to provide
significantly improved noise predictions, particularly for subsonic jets.
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Fig. 2 Pressure field generated by a subsonic Kelvin-Helmholtz instability in a linearly spread-
ing mixing layer with fast and slow stream Mach numbers of 0.8 and 0.2, respectively. Solution
computed using a PSE and b the one-way Euler equation

4 Faster Computation

While reduced-order models are needed in the near term as surrogates for large,
time-consuming simulations, in future LES will likely be used directly to provide
function evaluations to formal optimization techniques. LES is being increasingly
used to study jet noise in both academic and industrial settings. A range of technical
issues such as numerical dispersion and dissipation, boundary conditions, extrapo-
lation of acoustics to the far field, the inclusion of nozzle geometry and inlet dis-
turbances, and the development of hybrid shock capturing schemes are but a few of
the many technical challenges that must be resolved in obtaining high-fidelity pre-
dictions for the far acoustic field. The unstructured, locally adaptive, compressible
flow solver “Charles” developed at Cascade Technologies, and used in the afore-
mentioned wavepacket studies, leverages advances in these component algorithms
to provide a unified approach towards best practices in jet noise simulation [4]. Like
most modern CFD methods, Charles is designed and implemented using domain
decomposition and Message Passing Interface (MPI) to exploit massively parallel,
distributed memory environments.

For very large grids with O(108) degrees of freedom, these algorithms can still
achieve nearly perfect parallel scaling to O(105) cores, but the Amdahl limit is a
serious impediment to the efficiency of future jet noise computations on peta- and
exa-flopmachines, especially in the context of moderate-scale computations of about
O(107) grid points. Likewise, the so-called vonNeumann bottleneck associated with
widening speed gap between floating-point operations andmemory fetches is driving
research intomethods thatmaximize the amount of operations conducted on the same
data. We close this review by briefly highlighting progress on a class of methods
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known as Hermite methods (see [12] and references therein), which can be designed
to have very high computation-to-communication ratio.

Hermite methods are arbitrary-order polynomial-based general-purpose methods
for solving time dependent PDE. In one dimension the degrees of freedom at a single
grid point in a Hermite method can be thought of as the m +1 coefficients in a degree
m polynomial centered at the grid point or, equivalently, the solution and the m first
spatial derivatives at that grid point. In d-dimensions this generalizes to the (m +1)d

coefficients in a centered tensor product polynomial or the solution and (mixed)
derivatives in the d directions up to degree m.

Advancing the solution in time is a two stage procedure. First the unique degree
(2m + 1) tensor product polynomial that interpolates the polynomials at the 2d

corners of a d-dimensional cuboid is constructed. This polynomial is centered at
the midpoint of the cuboid and it also interpolates the solution and its derivatives
at the corners of the cell, hence the name Hermite (interpolation) method. In the
second stage the (2m + 2)d coefficients of the Hermite interpolation polynomial are
expanded in a temporal Taylor series. The coefficients in this Taylor series are found
by applying a recursion relation derived by a Cauchy-Kowalewski procedure applied
to the PDE at hand and the solution is advanced by evaluation the series at a later time.
The procedure is repeated on the cell centered data to complete a full time step. For
problemswith smooth solutions this yields amethodof order 2m+1 in space and time.

For a linear PDE the main computational cost, O(md) per degree of freedom,
is forming the Hermite interpolating polynomial while for a non-linear PDE with
product non-linearities the main cost is computing the multiplication of degree
(2m + 1) tensor product polynomials needed for the coefficients in the temporal
Taylor series. This cost scales as O(md+1) if a direct polynomial multiplication
algorithm is used or O(md log(m)) if a FFT based algorithm is used.

One of the best features of the Hermite method, and central to our claim to have
high computation to communication ratio, is that for a wave dominated problem
(high Reynolds number) the time step is limited only by the wave speeds of the prob-
lem and not by the order of the method (as is the case for discontinuous Galerkin
or classic spectral elements which have to take at least m times smaller time steps.)
Thus, using a Hermite method for high Reynolds number flows yields an algorithm
whose error scales likeO(h(2m+1))with a costO(md log(m)) per degree of freedom
to advance the solution one time step and with a need to communicate at least m
times less frequently than other polynomial spectral methods. The locality of the
method is highly useful for efficient parallel implementation as well as tackling the
von Neumann bottleneck.
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Mach Number Influence on Vortex
Breakdown in Compressible, Subsonic
Swirling Nozzle-Jet Flows

Tobias Luginsland and Leonhard Kleiser

1 Introduction

The phenomenon of vortex breakdown is observed in a variety of technical (vortex
burners, delta wing aircraft) and environmental flows (tornadoes, hurricanes). A field
of ongoing research is vortex breakdown in swirling jet flows. For a sufficiently high
ratio of the circumferential to the stream wise velocity vortex breakdown occurs. Its
flow field is characterised by a strong recirculation in the centreline region of the
swirling jet. Helical instabilities of co-rotating, counter-winding type dominate the
flow field. A conical vortex breakdown configuration develops with a high radial
spreading rate and enhanced mixing and entrainment.

In the present contribution, we study the effects of a Mach number variation on
vortex breakdown of swirling nozzle-jet flows in the compressible, subsonic regime.

2 Numerical Framework

We numerically investigate vortex breakdown by means of Large-Eddy Simulations
(LES) utilising the simulation code PARACONCYL,which solves theNavier-Stokes
equations on a cylindrical grid using high-order schemes in space [1] and time [2],
see [3] for details. The governing equations are non-dimensionalized by the nozzle
inner radius R and centreline quantities at inflow, indicated by the subscript ()c. For
modelling the subgrid scales, we use the approximate deconvolution model in the
simplified relaxation-term formulation (ADM-RT) with the model parameter set to
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χ = 1/Δt [4]. A rotating nozzle is included in our computational domain, modelled
as an isothermal wall, to account for a more realistic setup [5]. The nozzle length is
L/R = 5 and the nozzle wall thickness d = (Ro − R)/R = 0.1, where Ro denotes
the outer nozzle radius. The simulation code has been used in previous jet flow
investigations and has been validated extensively (cf. [5, 6] and references therein).
At the inflow and outflow, the three velocities as well as pressure and density are set
using non-reflecting boundary conditions supplemented with sponge-layers. In the
far-field, only pressure and density are prescribed.

The Reynolds number is set to Re = ρcwc R/μc = 5, 000, the Mach number is
varied in the range 0.4 ≤ Ma = wc/

√
γ Rair Tc ≤ 0.8, where w denotes the stream-

wise velocity, ρ the density, μ the dynamic viscosity, γ = 1.4 the ratio of specific
heats, Rair = 287.15J/kg/K the gas constant of air and T denotes the temperature, as
in [6]. r , θ and z denote the radial, azimuthal and streamwise coordinate directions,
respectively. We define the integral swirl number Sint according to [7], which leads
to an initial swirl number of Sint = 0.75 at Ma = 0.6 (reference case), which is
above the threshold for vortex breakdown [5]. The streamwise velocity component
at the inflow plane (z/R = −5) is defined as w = 1− r7 for r ≤ R and w = 0 else-
where, the azimuthal velocity component is v = r for r ≤ Ro (solid-body rotation)
and vanishes outside the nozzle. The radial velocity component u is identically zero
initially. The pressure p and density ρ are derived following [6] using the equation
of state, γ Ma2 p = ρT .

The simulationswere runwith a grid resolution of Nr ×Nθ×Nz = 288×128×288
on a domain of size Lr × Lθ × Lz = 10R × 2π × 20R. The time-step was set to
Δt = 0.004. The simulations were performed on 256 cores in parallel on a CRAY
XE6.

3 Results and Discussion

Figure1 displays the three 〈t, θ〉-averaged velocity components at subsequent down-
stream locations. For a small Mach number Ma = 0.4, vortex breakdown is
suppressed, while for increasing Mach numbers the intensity of the vortex break-
down is enhanced. The streamwise as well as the azimuthal velocity components
deviate from their initial distribution in the downstream part of the nozzle due to
the vortex breakdown downstream of the nozzle end and its upstream effect on the
nozzle flow. The larger the Mach number, the stronger the deviation. The nozzle
flow is laminar, which is indicated by the solid-body rotation profile of the azimuthal
velocity component. Downstream of the nozzle end, the velocity maxima are shifted
radially outwards due to the vortex breakdown configuration and the developing con-
ical shear-layers. The radial velocity component increases in the nozzle end section
indicating high spreading rates of the swirling jets. It increases with Mach number
for Ma ≤ 0.6 and decreases again for higher Mach numbers. Further downstream
at z/R = 3, the radial velocity component is negative as fluid is entrained into the
swirling jet.
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Fig. 1 Development of 〈t, θ〉-averaged streamwise, azimuthal and radial velocity, temperature and
density (top to bottom) at axial positions z/R = −5, . . . , 5. The grey bar indicates the position
of the nozzle wall. Ma = 0.4 (solid), Ma = 0.45 (dashed), Ma = 0.5 (dotted), Ma = 0.6
(fine-dotted), Ma = 0.7 (dash-dotted), Ma = 0.8 (fine-dash-dotted)

The 〈t, θ〉-averaged temperature and density are also shown in Fig. 1. For high
Mach numbers, the temperature within the nozzle increases in the downstream direc-
tion with a maximum in the end section of the nozzle. The ratio of the far-field tem-
perature to the centreline temperature T∞/Tc decreases for increasingMach number.
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The temperature increase is mainly due to the growth of the recirculation region (see
Fig. 4) and the induced deceleration of the flow. Behind the nozzle lip, the radial
maximum is located within the inner shear-layer of the conical vortex breakdown
(if observed). Further downstream, the temperature slowly converges to a uniform
profile.

For all values of the Mach number, the density at the centreline is identically 1
initially.It increases by definition more strongly in the radial direction for increasing
Mach number leading to a higher ratio of the far-field to centreline density ρ∞/ρc

in the nozzle flow regime. Downstream of the nozzle, the density converges towards
the far-field value in the downstream direction.

Lesshafft and Huerre [8] showed theoretically that for heated round jets an
increased jet-to-ambient temperature ratio promotes absolute instability. Addition-
ally, the authors showed that an increase of Mach number prevents absolute instabil-
ity. Results by [9] revealed that hot jets are generically more unstable than light jets
(positive radial density gradient) and that a low jet density compared to the far-field
density may promote absolute instability. Since it is believed that the existence of
a sufficiently large pocket of absolute instability in the wake of the recirculation
region is a requirement for vortex breakdown to occur [10] and for the onset of
global instabilities, we draw the following conclusion from the observations made
here: the stabilizing effect due to an increasedMach number (as also reported in [11])
is counter-acted by the increase in jet-to-ambient temperature ratio. This leads to a
destabilisation of the swirling jet, a promotion of absolute instability and therefore
to a promotion of vortex breakdown. For increasingMach number the jet-to-ambient
density ratio decreases leading additionally to a destabilising effect and a promotion
of absolute instability.

The 〈t, θ〉-averaged centreline streamwise velocity is depicted in Fig. 2. The larger
the Mach number the stronger the velocity decrease in the downstream direction
along the centreline. The deceleration in the nozzle end section is more pronounced
for increasing Mach numbers. Vortex breakdown is observed for Ma ≥ 0.45. The
overall strongest backflow is found for Ma = 0.5.

Fig. 2 〈t, θ〉-averaged
streamwise velocity at
centreline. Regions where
sponges act on the flow field
are shaded in grey. For
colour code see Fig. 1
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Fig. 3 Length of the 〈t, θ〉-averaged recirculation region between first and second stagnation point
on the jet centreline. The grey-shadedarea indicates the parameter regime of stable vortex breakdown
(Ma ≥ 0.44). The enclosed white area indicates the zone of recirculation (〈wc〉 ≤ 0), and 〈wc〉 =
min the location at which 〈wc(z)〉 is a minimum

No recirculation along the centreline is observed at all forMach number Ma=0.4,
see Fig. 3. For increasing Mach number, the first mean flow stagnation point at the
centreline of the swirling jet moves upstream. The recirculation zone grows in radial
and streamwise extent for 0.45 ≤ Ma ≤ 0.6 and becomes smaller again for higher
Mach number due to the upstream-moving second stagnation point which marks the
end of the recirculation zone. Its upstream motion can be explained by the growth
of the secondary vortical structure within the recirculation region (Fig. 4), which
grows for increasing Mach number, thereby intensifying the positive streamwise
centreline velocity induced. The described trend is visible in the results discussed
above, leading to a decreasing radial velocity component behind the nozzle lip, a
larger minimum centreline streamwise velocity and a smaller recirculation zone.
The position of minimum centreline streamwise velocity 〈wc(z)〉 = min is shifted in
the downstream direction to the leeward part of the breakdown zone for increasing
Mach number.

Fig. 4 Streamlines of the 〈t, θ〉-averaged flow field for Ma = 0.45 (left) and Ma = 0.8 (right).
The grey bar indicates the nozzle wall and the circles the stagnation points at the jet centreline
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4 Summary and Conclusions

We investigated the influence of the Mach number on vortex breakdown in swirling
nozzle-jet flows in the range 0.4 ≤ Ma ≤ 0.8. We observe that vortex breakdown
is enhanced for high subsonic Mach numbers, while below Ma = 0.44 (linearly
interpolated) it is completely suppressed. The critical amount of swirl sufficient
for vortex breakdown to occur increases with decreasing Mach number, a finding in
contradiction to [11] and in accordancewith [12]. As pointed out in [12], an increased
Mach number promotes vortex breakdown when the expansion rate pc/p∞ = const.
of the swirling jet is heldfixed (as it is the case here).An increased jet core temperature
comes along with an increasing Mach number in our investigation leading to the
promotion of absolute instability [8] and therefore to an intensification of vortex
breakdown.

Overall, the results of our study of Mach number effects on the vortex breakdown
behaviour of compressible, subsonic swirling jets are largely in agreement with
results reported in literature. The modulation of density and temperature is the main
reason for the observed changes for increasingMach number in the vortex breakdown
behaviour of the swirling jets.
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A Symmetry-Preserving Discretization
and Regularization Subgrid Model
for Compressible Turbulent Flow

W. Rozema, R.W.C.P. Verstappen, J.C. Kok and A.E.P. Veldman

1 Introduction

The Navier-Stokes equations for compressible flow can be expressed in different
forms. Although the forms are mathematically equivalent, each form emphasizes
different properties of compressible flow, and each form yields a different numerical
discretization.

This paper introduces a new form of the compressible Navier-Stokes equations.
This form expresses conservation properties in terms of inner products and dif-
ferential operator symmetries. This allows for the straightforward derivation of a
symmetry-preserving discretization [1] and a symmetry-preserving regularization
[2] for compressible flow. These methods preserve conservation properties on the
discrete level, and are stable without artificial dissipation. The proposed symmetry-
preserving methods are validated in a simulation of compressible channel flow.
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2 A New Form of the Compressible Navier-Stokes Equations

In this section a new form of the compressible Navier-Stokes equations is proposed.
It is shown that this form naturally expresses conservation properties in the language
of functional analysis. Also an energy bound for compressible flow is identified.

The compressible fluid is assumed to occupy a periodic domain Ω . In this paper,
the state of the compressible fluid is given by the real-valued vector function

h(x) = (
√

ρ,
√

ρu/
√
2,

√
ρe)(x)

where ρ is the mass density, u = (u, v, w) the flow velocity, and e the internal energy
per unit mass. A new form of the compressible Navier-Stokes equations is obtained
by deriving the evolution equation for h

∂t h = A(h)h = (C(h) + P(h) + V (h) + H(h)) h (1)

where the non-linear differential operators C(h), P(h), V (h), and H(h) are terms
related to respectively convection, pressure forces, viscous friction, and heat diffu-
sion.

Consider the Hilbert spaces L2(Ω) and L2(Ω)5 of real-valued square-integrable
scalar and state vector functions on Ω . The standard inner products are

( f, g) =
∫

Ω

f g dx and 〈f, g〉 =
∫

Ω

f · g dx ,

and the induced norms are denoted |h| and ||h||. The mass, momentum, kinetic
energy, and internal energy inside Ω can be expressed as L2(Ω) inner prod-
ucts of the components of h; for example (

√
ρ,

√
ρ) is the mass inside Ω , and√

2(
√

ρ,
√

ρw/
√
2) is the momentum in the z-direction inside Ω .

Desired solutions of the compressible Navier-Stokes equations conserve themass,
momentum, and total energy insideΩ . Conservation of mass and energy induces the
bound ||h||2 = constant, because

∂t ||h||2 = ∂t 〈h, h〉 = ∂t

∫

Ω

ρ dx + ∂t

∫

Ω

ρ

(
1

2
u · u + e

)
dx = 0 (2)

and therefore h is in L2(Ω)5. The bound induces a property of the right-hand-side
of the evolution Eq. (1)

〈h, A(h)h〉 = 〈h, ∂t h〉 = 1

2
∂t 〈h, h〉 = 1

2
∂t ||h||2 = 0 . (3)
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In the sequel, the bound (2) and the induced equality (3) will provide numerical
stability to the symmetry-preserving discretization and regularization.

The mass, momentum, kinetic energy, and internal energy inside Ω can be
expressed as inner products of the components of h. Therefore, the conservation
properties of a differential operator depend on its interaction with inner products. To
see this, consider the convection operator C(h). Each component of the convection
operator can be expressed as the scalar convection operator

c(u)φ = −1

2
u · ∇φ − 1

2
∇ · (uφ) = 1

2
(∇ · u)φ − ∇ · (uφ) . (4)

An important property of the scalar convection operator is its skew-symmetry with
respect to the L2(Ω) inner product: (ψ, c(u)φ) = −(c(u)ψ, φ). Because the i-th
component of the evolution equation (1) is ∂t hi = c(u)hi + · · · , for each hi and h j

∂t (hi , h j ) = (c(u)hi , h j ) + (hi , c(u)h j ) + · · · = 0 + · · · .

Thus because c(u) is skew-symmetric, convection conserves inner products of the
components of h. Therefore convection conserves the mass, momentum, kinetic
energy, and internal energy inside Ω . In the sequel, the symmetry-preserving dis-
cretizationwill preserve the skew-symmetric nature of convection, so that convection
also conserves mass, momentum, internal energy, and kinetic energy on the discrete
level.

3 Symmetry-Preserving Discretization

In the previous section, it was shown that conservation properties can be expressed
in terms of inner products and differential operator symmetries. In order to express
discrete conservation properties in a similar notation, the numerical solution is stored
as a collocated grid function h, and discrete inner products are defined as

( f, g) =
∑

j

Ω j f j g j and 〈f, g〉 =
∑

j

Ω j f j · g j ,

where Ω j is the volume the of grid cell j . The induced discrete norms are denoted
|h| and ||h||. A real-valued numerical solution h is locally bounded if its norm ||h||
is bounded from above. The aim of a symmetry-preserving discretization is to apply
the continuous bound (2) to numerical solutions by preserving conservation laws on
the discrete level, so that numerical stability is attained for a physical reason.

More specifically, here a spatial discretization of the compressible Navier-
Stokes equations is called symmetry-preserving if equality (3) holds on the discrete
level, and if the conservation properties of mass, momentum, kinetic energy, and
internal energy of each differential operator from (1) are preserved on the discrete
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Fig. 1 The grid cell j . The
outward-pointing unit
normal at face f is denoted
n f and the neighbour at face
f is denoted nb( f )

nff

j
nb(f )

level. Discretizations with these conservation properties already exist [3, 4]. These
discretizations are not derived from the form (1), and do not derive all the conserva-
tion properties of convection from a skew-symmetry.

The scalar convection operator (4) is discretized on a curvilinear collocated grid
(see Fig. 1) as a skew-symmetric discrete operator

(c(u)φ) j = 1

2
φ j

1

Ω j

∑

f ∈Fj

A f n f · u f − 1

Ω j

∑

f ∈Fj

A f n f · u f
1

2

(
φ j + φnb( f )

)
(5)

where Fj are the faces of cell j , Ω j the volume of cell j , A f the area of face f , and
u f some interpolation of u to face f . Because this discretization is skew-symmetric
with respect to the discrete L2(Ω) inner product, mass, momentum, kinetic energy,
and internal energy are conserved by discrete convection. Therefore, unlike a general
finite-volume discretization, the discrete scalar convection operator does not unphys-
ically exchange kinetic and internal energy. The velocity interpolation used in this
paper is u f = 1

2 (u j + unb( f )).
The pressure force operator is discretized as in [3], and the discretization of the

terms related to the viscous friction and heat diffusion is derived from a finite-
volume discretization. The resulting second-order accurate discretization is used as
the starting point for a Richardson extrapolation procedure [3]. The result is a fourth-
order accurate, optimized, symmetry-preserving spatial discretization.

A Runge-Kutta method is used to integrate the semi-discrete system ∂t h j =
(A(h)h) j . The total mass, momentum, kinetic energy, and internal energy inside Ω ,
and the stability bound (2) can be expressed as inner products of the components of h.
Therefore, a Runge-Kutta method that preserves these inner products is symmetry-
preserving. Such a Runge-Kutta methods is called symplectic [5].

The use of symplectic methods is outside the scope of this paper. Instead, an
explicit, four-stage, low-storage Runge-Kutta method is used for time integration.

4 Symmetry-Preserving Regularization

Apromising subgrid-scalemodel for incompressibleflow is the symmetry-preserving
regularization [2]. This regularization applies explicit filtering to the convection
operator in order to suppress the creation of subgrid scales, but preserves the skew-
symmetric nature of convection. The symmetry-preserving regularization does not
dissipate kinetic energy, contrary to most subgrid-scale models.
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A symmetry-preserving regularization of the skew-symmetric compressible con-
vection operator can be obtained by replacing the scalar convection operator (4) by
one of

c2(u)φ = c(u)φ (6)

c4(u)φ = c(u)φ + c(u)φ′ + c(u′)φ (7)

whereφ′ = φ−φ and thefilter is self-adjoint (φ,ψ) = (φ,ψ). These filtered approx-
imations of the convection operator are skew-symmetric by the self-adjointness of
the filter, and are respectively second-order and fourth-order accurate with respect
to the filter length [2].

In this paper a self-adjoint differential filter φ = φ +∑3
i=1 ∂i (

Δ2
i

24 ∂iφ) is used. As
a first try, the filter length is set proportional to the local mesh spacing; Δi = rΔxi .
In this paper r is set equal to 1, so that Δi = Δxi . The filter is discretized as a
self-adjoint discrete operator

φ j = φ j + 1

Ω j

∑

f

r2

24
A f n f · (xnb( f ) − x j )(φnb( f ) − φ j )

where x j is the location of the center of cell j . By the self-adjointness of this dis-
cretization, the skew-symmetry of the regularizations of the convection operator is
preserved on the discrete level.

5 Results and Discussion

To validate the proposed symmetry-preserving discretization and regularization, sim-
ulations of a compressible channel flow at Mach 0.2 are performed. The dimensions
of the channel are 4π H × 2H × 2π H . The flow is driven by a uniform body force
per unit mass. The bulk Reynolds number is fixed at 2,800, corresponding to a wall
Reynolds number of approximately 178 [6].

The computational grid is rectangular. The grid is stretched in the wall-normal
direction with a stretching parameter γ , as in [1]. Table1 lists the computational
grids used in this paper. For each grid, the time-step size is chosen so that the Courant
number based on the speed of sound is approximately 1.

Table 1 The computational
grids and the wall Reynolds
numbers obtained without
regularization

Grid Dimensions γ Δy+
min Δt Reτ

A 256 × 128 × 128 7.0 0.6 6.6 × 10−4 178.7

B 128 × 64 × 64 7.0 1.2 1.3 × 10−3 179.3

C 32 × 32 × 32 6.0 3.4 2.5 × 10−3 182.3
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Fig. 2 Mean streamwise flow velocity obtained without (left) and with (right) regularization. The
c4 regularization results collapse on the results obtained without regularization

The simulations are stable without artificial dissipation. Figure2 shows the
obtained mean streamwise velocity profiles. The results obtained on grid A accu-
rately coincide with an incompressible DNS [6]. The high accuracy and the absence
of artificial dissipation make the symmetry-preserving discretization a very suitable
method for direct numerical simulation of compressible flow.

The symmetry-preserving discretization for incompressible flow accurately cap-
tures channel flow without a subgrid-scale model already on very coarse grids [1].
The results obtained on the coarse grids B and C indicate that this property is not
inherited by the symmetry-preserving discretization for compressible flow. The wall
Reynolds numbers obtained on the grids B and C are satisfactory (see Table1), but
the slope in the log layer is not captured correctly. This suggests that on the grids B
and C an explicit subgrid-scale model should be used.

The results obtainedwith the regularization subgrid-scalemodels on gridC are not
satisfactory. The c2 regularization (6) yields a wall Reynolds number of 175.2, but
does not capture the slope in the log layer correctly. The results of c4 regularization
(7) collapse on the no model results, which suggests that these regularization results
are mainly due to the numerical discretization.

6 Conclusion

This paper introduces a new form of the compressible Navier-Stokes equations,
an energy bound for compressible flow, and a skew-symmetric form of the com-
pressible convection operator. A symmetry-preserving discretization and regulariza-
tion for compressible flow are proposed. Channel flow simulations indicate that the
discretization is stable without artificial dissipation and yields accurate results on
sufficiently fine grids. Thismakes the symmetry-preserving discretization a very suit-
able method for direct numerical simulation of compressible flow. On coarse grids
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the proposed regularization subgrid-scale models yield satisfactory wall Reynolds
numbers, but do not capture the law of the wall as accurate as the regularizations for
incompressible flow.
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Implicit LES of Noise Reduction
for a Compressible Deep Cavity
Using Pulsed Nanosecond
Plasma Actuator

Z.L. Chen, B.Q. Zhang, S. Hickel and N.A. Adams

1 Introduction

High-subsonic cavity flows have been intensively studied due to their practical impor-
tance in aeronautical applications, such as, weapon bays, measurement windows and
wheel wells [1]. These flows are characterized by a rich variety of flow phenom-
ena including resonant tones, acoustic instabilities, and complex wave interactions,
which is a challenging test case for the numerical simulation methods. Large-eddy
simulation (LES) is the most promising tool to study the complex turbulent flows
over cavities. Detailed numerical simulation of a compressible deep cavity were
carried out by Larchevêque et al. [2] and Forestier et al. [3] using traditional and
implicit LES methods. Besides the numerical benchmarking, the main motivations
for studying cavity flows are noise reduction and flow control [1]. Many passive and
active control methods have been investigated to reduce cavity noise.

In order to study the cavity flow and to apply an active flow control method,
two objectives are promoted. First, an implicit LES based on the Adaptive-Local
Deconvolution Method (ALDM) [4] is adopted to predict the high-subsonic flow
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over the same deep cavity as in the experiment of Forestier et al. [3]. Second, a
pulsed nanosecond plasma actuator is adopted to control the acoustic noise of this
cavity, and the control mechanisms are analyzed.

2 Numerical Method

The unsteady compressible Navier-Stokes equations in conservative form are used
to describe the gas dynamics, which are written as:

∂t U + ∇ · F(U) + ∇ · D(U) = S, (1)

with the solution vector U = [ρ, ρu1, ρu2, ρu3, E]T . The conserved variables are
density ρ, momentum ρui and total energy E = ρe + 0.5ρui ui . The convective
flux is

Fi (U) = [uiρ, uiρu1 + δi1 p, uiρu2 + δi2 p, uiρu3 + δi3 p, ui (E + p)]T ,

and the diffusive flux is

Di (U) = [0,−τi1,−τi2,−τi3,−ukτik + qi ]T , (2)

where ui is the velocity vector, τi j are the components of the viscous stress tensor

τi j = μ(∂ j ui + ∂i u j − 2/3δi j∂kuk), (3)

and the heat flux is
qi = −κ∂i T . (4)

The transport properties, dynamic viscosity μ and thermal conductivity κ depend on
temperature T . They are calculated as

μ = μ∞(
T

T∞
)2/3, κ = μcp

Pr
, (5)

where μ∞ and T∞ are the freestream dynamic viscosity and temperature. cp =
γ R/(γ − 1) is the heat capacity at constant pressure with γ = 1.4 and gas constant
R = 287.15(J /kgK). A constant Prandtl number Pr = 0.72 for air is used. To close
the system of equations the pressure p and temperature T are related to density ρ

and internal energy ρe by the equation of state

p = ρRT = (γ − 1)ρe. (6)
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A simplified version of ALDM is used to reconstruct the flow variables from
the cell-averaged values at the cell interfaces for the convective flux calculation
[4]. The second-order central scheme is used to discretize the diffusive terms. An
explicit third order TVD Range-Kutta method is used for time advancement. The
cavity is the same as in the experiment of Forestier [3] with L/D = 0.42. The
computational domain x/L × z/L is 8 × 1 in streamwise and spanwise directions.
There are 12 grid blocks and each has resolution 64×161×48 in streamwise, vertical
and spanwise directions, respectively. There are totally 2, 248, 704 cells. A recycling
inflow technique and non-reflective outflowboundaries are adopted in the streamwise
direction. Slip condition is used on the upper wall and the periodic condition is
applied in the spanwise direction. All other boundaries are no-slip adiabatic walls.
The Reynolds number is ReL = 860, 000 and the free stream Mach number is
Ma = 0.8. To couple the effect of plasma actuator to the governing equations of
gas, the source term is taken as S = [0, 0, 0, 0, qv]T , where qv is calculated by an
validated inhomogeneous phenomenological plasma model of nanosecond pulsed
plasma actuators [5].

3 Results and Discussion

3.1 Results Without Control

The sampling of statistics started after the flow had well established and lasted for
approximately 30 shear-layer shedding periods. The mean velocities and Reynolds
stresses are compared with those of experiment [3] and computational results of
Larchevêque et al. [2] and Forestier et al. [3] in Figs. 1, 2 and 3. We observe an
excellent agreement with the results from literature, which indicates that present
implicit LES can capture the mean flow and Reynolds stresses well.

Fig. 1 Comparisons of mean streamwise velocity at different streamwise positions
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Fig. 2 Comparisons of mean vertical velocity at different streamwise positions

Fig. 3 Comparisons of Reynolds stresses at different streamwise positions

To quantify the spreading rate of the shear layer, the incompressible momen-
tum thickness δm and the vorticity thickness δω are evaluated. The incompressible
momentum thickness and vorticity thickness are compared with experimental result
[2] in Figs. 4 and 5. It can be seen that δm is underpredicted near the leading edge
of the cavity but it is predicted well after the middle streamwise position. It is found
that the value of δm is very sensitive to the integration range. The vorticity thickness
is underpredicted along most of the shear layer compared to the experimental data.
This indicates that the maximum gradient of streamwise velocity is not resolved by
the relative coarse spatial resolution in the experiment.

The computational Sound Pressure Level (SPL) vs. frequency is compared with
experimental results in Fig. 6. The instantaneous pressure is probed at the same
point as in the experiment. The SPL is in units of decibels (dB) and is calculated
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Fig. 4 Comparison of the
incompressible momentum
thickness

Fig. 5 Comparison of the
vorticity thickness

Fig. 6 Comparison of the
SPL between experimental
data and computational
results
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as in Ref. [6]. The minimum entropy method is employed to extract sharp peaks of
the pressure power spectra from short data samples. The experimental data is also
shown in Fig. 6. The first several modes of frequencies up to 12,152Hz are predicted
very well.

3.2 Results with Control

Based on the well predicted flowfield of the baseline configuration, a plasma actuator
is mounted at x/L = 1.0 upstream of the cavity leading edge. The length and
thickness of the plasma layer are 0.1L and 0.008L, respectively. The input energy
density is 0.55 mJ/cm in spanwise direction. The repetitive frequency is 2,025Hz,
which is near the frequency of the fundamental mode 1,975Hz [3]. In each actuation
period, the energy releasingduration is 100 ns in eachpulse. The soundpressure levels
with and without control are compared in Fig. 7. The frequencies of the resonant
modes do not change, but the magnitudes of the peak sound pressure level decrease.
The maximum reduction of noise is 12.3dB at 8,100Hz. At high frequencies, the
sound pressure levels almost does not change.

In order to investigate the effect of the plasma actuator on the development of
the shear layer, the incompressible momentum thicknesses with and without control
are compared in Fig. 8. The initial momentum thickness of the shear layer with
the control is larger than that without control. However, the spreading rate of the
shear layer with control is much smaller than that without control. The shear layer
with control remains much thinner than that without control when it approaches the
trailing edge of the cavity. The computational schlieren images with and without
control at the same phase are compared in Fig. 9a, b. The spanwise vortices are

Fig. 7 Comparison of SPL
with and without control
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Fig. 8 Comparison of incompressible momentum thickness with and without control
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Fig. 9 a Computational schlieren image without control. b Computational schlieren image with
control

much more concentrated with control than those without control. The vortices with
control can pass over the trailing edge without breaking up, which is responsible for
the observed noise reduction.

4 Conclusions

We performed implicit LES using the adaptive-local deconvolutionmethod (ALDM)
a Mach 0.8 cavity flow. Through flow control with a nanosecond pulsed plasma
actuator the cavity noise is reduced at several low frequency resonant modes up to
12.3dB. The control mechanisms can be deduced from the comparisons of the shear
layer thickness and schlieren images. First, the flow control reduces the spreading
rate of the shear layer, which results in thinner shear layer approaching the cavity
trailing edge. Second, when the plasma actuator is applied, the spanwise vortices are
much more concentrated and can pass over the cavity trailing edge.
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DNS of Thermal Convection in Rectangular
Domains with Different Depth

S. Wagner and O. Shishkina

1 Introduction

As a simplified model of a large class of convective processes, Rayleigh-Bénard
convection (RBC) enables fundamental and numerical studies of convection includ-
ing Direct Numerical Simulations (DNS). Although it has been investigated for more
than hundred years there are still many open questions including the influence of the
geometrical characteristics of the convection cell on the flow dynamics.

Usually in experiments and simulations cylindrical convection cells are used in
which time-dependent three-dimensional (3D) global flow structures develop. Inves-
tigation of these structures in 3D requires much more complicated analysis of the
fluid motion than for example in the two-dimensional (2D) case. To circumvent these
difficulties, in some experiments a different geometry was used, namely a rectangu-
lar convection cell with equal height and length but rather small depth. This leads
to a large-scale flow which is fixed orthogonal to the short extension of the cell [1].
The dimensionless temperature gradient between the heated bottom plate and the
cooled top plate, called Rayleigh number Ra, was about 1010 in these experiments,
i.e. rather high. Consequently the influence of the side-walls was negligible and the
flow was bulk-dominated. Since for DNS lower Ra are preferable due to the smaller
computational effort [2], the question about the influence of the walls on global flow
characteristics for lower Ra arises.

The aim of the present work is to find a proper geometry for studying the influence
of surface roughness and obstacles in 3D flows with a global structure similar to 2D
ones [3]. Three-dimensional DNS are required for this study, since not only the global
dynamics but even integral quantities might differ in 2D and 3D DNS, especially for
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small Prandtl numbers Pr [4]. The influence of the shape of the domain on those
integral quantities is thus investigated together with the state of the equilibrium flow
(stationary/unsteady).

2 Methodology

DNS of thermal convection have been performed in a rectangular domain with equal
height and length for different ratios Γ = depth/height between 0.1 and 1. Apart
from the geometry of the container the convective flow is determined by fixing the
Rayleigh number Ra = αgΔH3/(νκ) ∈ [105, 107] and the Prandtl number Pr =
ν/κ = 0.786. A fourth-order accurate finite volume code in Cartesian coordinates
[5] has been used to solve the equations representing the conservation laws for
mass, momentum and energy in Oberbeck-Boussinesq approximation. As usual for
confinedRayleigh-Bénard cells the boundary conditions havebeen chosen as follows:
top and bottom plates are isothermal with Tbottom > Ttop, while all four rigid vertical
walls are adiabatic. Further, no-slip and impermeability conditions are prescribed on
all walls. The spatial grid resolution has been chosen according to [2]. To characterise
the flow, besides time-averagedfields, also a large amount of instantaneous flowfields
has been collected with a sampling frequency of 4

√
αgΔ/H , which is large enough

to resolve the global dynamics of the flow [6]. Note that for the time-averaging a far
higher sampling frequency was used.

3 Results

For the considered parameter range we investigate certain properties of the flow and
their dependence on Ra and Γ . First of all the state of the equilibrium is discussed.
Further the mean heat flux and the mean kinetic energy are investigated and finally
a comparison with the 2D case is given.

3.1 Equilibrium State

We investigate whether the equilibrium state of the flow is stationary or unsteady
in dependence of Ra and Γ . Based on our previous DNS in a cylindrical domain
with equal diameter and height [6] one might expect that in rectangular domains for
Pr = 0.786 and Γ about one a stationary equilibrium can be obtained only for Ra
up to 105, while already for Ra ≈ 3 × 105 a (chaotic) time-dependent equilibrium
takes place. For Ra about 107 the coherence-length apart from the walls becomes so
small, that the bulk flow might be called turbulent [7].

To determine the state of the equilibrium,we consider time series of the normalised
area averaged vertical heat flux qz = −(H/Δ)〈∂zT 〉x,y at the bottom and and the top
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Fig. 1 State of the
equilibrium
(stationary/unsteady) in
dependence of Ra and Γ ,
Pr = 0.786
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plate separately. (Here 〈·〉x,y denotes averaging over a horizontal cross-section.) If
these quantities do not change in time for several turnovers we call this a stationary
equilibrium.

In Fig. 1 the state of the equilibrium is depicted for the considered parameter range.
It turns out that eventhough the flow is stationary for a certain Ra−Γ −combination,
a decrease of Γ can lead to an unsteady flow again (e.g. Ra = 106 and Γ = 1/4
and Γ = 1/10). One might expect that for a smaller Γ the influence of the viscous
boundary layers becomes stronger and leads to a further supression of unsteady
motion. But of course the general tendency is that larger Γ and large Ra lead to an
unsteady motion.

3.2 Mean System Responses

The two mean responses of a fluid to a temperature gradient is an (increased)
heat flux and motion. They are expressed by the Nusselt number Nu = 〈(uzT −
κ∂zT )/(κΔ/H)〉x,y,t , and the Reynolds number Re =

√
〈u2〉x,y,z,t H/ν. There exist

several numerical, experimental and theoretical studies about their scaling with Ra
and Pr [7], but the influence of the aspect ratio especially in quasi two-dimensional
domains is unknown. In Fig. 2 the Ra-dependences of Nu and Re for different aspect
ratios Γ are depicted. To clarify the differences for varying Γ , Nu and Re have been
reduced by a certain power of Ra which is generally obtained.

Several things can be observed. First, there is no monotonic Γ dependence and in
particular no well-pronounced power law scaling. (The latter becomes more obvious
from double logarithmic plots of Nu versus Γ and Re versus Γ , which are not shown
here). Further, the differences inNu for differentΓ decreases for largerRa. So there is
almost no difference in Nu for Ra = 107 except of Γ = 1/10. One might expect that
this difference will disappear for even higherRa. Analogously, theRa-dependence of



340 S. Wagner and O. Shishkina

Fig. 2 Rayleigh number
dependence of mean heat
flux (Nu) and mean kinetic
energy (Re) for different
aspect ratios and Pr = 0.786
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Re becomes similar for larger Ra. Since Re is a function of the mean kinetic energy,
the differences in the value of Re are expected as long as the influence of the viscous
boundary layers attached to all walls is not negligible.

Further it can be recognised, that for Ra ≈ 106 drops in the reduced Nu and Re
are obtained for Γ = 1/4 and Γ = 1/3. This drop is present also for Γ = 1/10 but
only in case of Nu. All these drops appear at the transition to an unsteady flow.

3.3 Differences to 2D Flow

We are interested at most in quasi 2D convection, i.e. a three-dimensional flowwhich
shows a comparable flow structure as it is found in 2D simulations [3]. It has the
advantage of three-dimensionality while analysis is simpler than in the case of e.g.
a cylinder [6]. Thus we concentrate on Γ = 1/10 and Γ = 1/4. In Fig. 3 (instan-
taneous) temperature fields for Ra = 106 with superimposed velocity vectors are
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Fig. 3 Vertical slice at half depth of the instantaneous temperature distribution (red = warm, blue =
cold) with superimposed velocity vectors. On the left the stationary flow for Γ = 1/4 and on the
right the instationary flow for Γ = 1/10 is depicted for Ra = 106, Pr = 0.786

displayed. They show that the unsteady flow for Γ = 1/10 has a different global
structure compared to that obtained forΓ = 1/4. It consists of alternating largewarm
and cold plumes rising/falling in the center of the domain, which leads to a global four
roll structure. Expected from a previous study in a cylinder and the literature on 2D
RBC (e.g. [8]) is a single roll with thermal plumes rising/falling close to the vertical
walls. To understand the global structure also for Ra − Γ -combinations apart from
that extreme cases, we decompose instantaneous velocity fields at half depths into
four two-dimensional modes (as described by in [9]). In Fig. 4 forΓ = 1/10, 1/4 the
contributions of four different modes depending on Ra are displayed together with
sketches of the particular modes. It gets obvious that during the onset of unsteady
motion (marked with a vertical black line) the modes mix up. For bothΓ the four-roll

Fig. 4 Contributions of four modes (shown as sketches) for varying Ra and Γ = 1/10 (left) and
Γ = 1/4 (right) and Pr = 0.786. The colour of the graphs corresponds to the colours of the
particular modes: a single roll (blue crosses), two horizontally aligned rolls (green squares), two
vertical aligned rolls yellow circles, four-roll mode (red triangles). The transition to an unsteady
flow is marked with a vertical black line
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mode becomes strongerwhile the dominatingmode of the steady flow (single roll and
two horizontally aligned rolls, respectively) becomes weaker. With further increased
Ra the single-roll mode gets stronger. In case of Ra = 1/4 it becomes dominant
at much lower Ra than for Γ = 1/10. In particular in an additional simulation for
Ra = 108 the single-roll mode is already the strongest one for Γ = 1/4. Thus for
intermediate Ra (feasible for DNS) Γ = 1/4 is preferable, since the expected single-
roll mode is much more present as in case of Γ = 1/10. This is in good agreement
to what we have found for the integral quantities.

4 Conclusions

DNS of RBC in rectangular domains with equal length and height but variable depth
have been performed for Pr = 0.786 and Ra between 105 and 107. The equilibrium
state, the mean heat flux and the mean kinetic energy have been evaluated and their
Ra and Γ dependencies were studied. Main result is that already for Ra = 107 and
Γ = 1/4 the mean heat flux is Γ -independent. The global flow structure is only
weakly influenced by thermal plumes moving through the cell center for large Ra
and Γ , i.e. a single large scale circulation generally develops. For Γ = 1/10 as soon
as the flow has an unsteady equilibrium, a global flow structure consisting of single
plumes moving just vertically takes place. Consequently we obtain a mixture of a
large scale circulation and those plumes in the center of the domain for intermediate
Ra and very small Γ .
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Direct Numerical Simulation of Low-Mach
Turbulent Natural Convection Flow
in an Open Cavity of Aspect Ratio 4

J. Chiva, O. Lehmkuhl, J. Ventosa and A. Oliva

1 Introduction

Natural convection heat transfer in cavities has been studied extensively in the
literature due to its relevance to many engineering areas such as low temperature
solar collectors, design of buildings, cooling of nuclear reactors, etc. However, the
majority of the studies are devoted to the behavior of closed cavities. To mention a
few: de Vahl Davis [1] provided a well known set of benchmark solutions for steady
natural convection of air in a horizontally heated square cavity for Rayleigh numbers
up to Ra = 106, Le Quéré [2] extended the analysis up to Ra = 108, Trias et al.
[3, 4] computed direct numerical simulations (DNS) of two- and three-dimensional
turbulent natural convection flows in a differentially heated cavity of aspect ratio 4
for Rayleigh numbers up to Ra = 1010.

The situation under consideration in this work is 3D turbulent natural convection
in an open cavity with high temperature differences. In this case, the boundary condi-
tions aremore complex and the domain has to be extended to include part of the exter-
nal environment in order to avoid any interaction between the boundary conditions
and the flow inside the cavity (Juárez et al. [5]). The low-Mach Number approx-
imation proposed by Chiva et al. [6] has been used because the high temperature
differences cast doubt upon the validity of the Boussinesq approximation. The main
focus of the work is to assess on the validity of the Boussinesq approximation on
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open cavities with high temperature differences, hence, the effects of the radiation
have been negleted. The simulations for this work have been obtained using a general
CFD&HT code called Termofluids [7].

2 Mathematical Formulation

The governing equations used in TermoFluids have been discretised on a collocated
unstructured grid arrangement bymeans of second-order spectro-consistent schemes.
Such schemes are conservative, i.e. they preserve the kinetic energy equation. These
properties ensure both stability and conservation of the kinetic-energy balance even
at high Reynolds numbers and with coarse grids (Verstappen and Van Der Velde [8]).
For the temporal discretisation a Runge-Kutta semi-explicit scheme has been used
because of the instabilities introduced by the density time derivative in fully-explicit
temporal schemes [6].

3 Problem Definition and Numerical Domain

The situation under consideration in this work is natural convection of air (Pr =
ν/α = 0.71) in an open cavity (see Fig. 1) with a Rayleigh number, based on
the height of the cavity (H2), of Ra = gβ(Th − Tc)(H2)3Pr/ν2 = 1012, a
non-dimensional temperature value of ε = (Th − Tc)/(Th + Tc) = 0.4 and height
aspect ratio H2/L1 = 4.

Fig. 1 Scheme of the open cavity
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The vertical hot wall (identified with 2 in Fig. 1) is considered isothermal with
temperature Th = 686.35 K. The top, bottom and surfaces attached to them (corre-
sponding with boundary 1 in Fig. 1) are considered adiabatic. No slip conditions are
set at the solid walls. The flow has been considered periodic in the z axis. Pressure
boundary conditions are imposed at the top, bottom and left boundaries of the domain
(boundary 3 in Fig. 1), with Neumann condition for temperature if the air goes out
of the system and temperature Tc = 294.15 K if it goes in.

Considering the reference scales for length, time, velocity, temperature and
dynamic pressure as H2, ((H2)2/α)Ra−0.5, (α/H2)Ra0.5, Th−Tc,ρ(α/(H2)2)Ra,
respectively, thermal convection in the cavity is governed by the Rayleigh number,
Prandtl number, non-dimensional temperature difference and height aspect ratio.

The meshes used for solving the domain considered have been generated by a
constant step extrusion of a two-dimensional (2D) structured grid. Under these con-
ditions, the spanwise coupling of the discrete Poisson equation, which results from
the incompressibility constrain, yields circulant sub-matrices that are diagonaliz-
able in a Fourier space. This allows to solve the Poisson equation by means of a
Fast Fourier Transform (FFT) method. The algorithm used is based on the explicit
calculation and direct solution of a Schur Complement system for the independent
2D systems. For more details the reader is referred to [9].

The number of control volumes of the final mesh has been 145,506 by 64 planes
(about 9.3 million control volumes). In order to properly evaluate the boundary layer
near the hot wall, a stretching has been applied to concentrate the maximum number
of control volumes inside the boundary layer. The mesh size has been designed using
knowledge from previous works [3, 6].

4 Results

In the present work, direct numerical simulations assuming the Boussinesq hypothe-
sis and variable thermo-physical properties have been carried out. The simulation has
been startedwith the air temperature set to Tc. Then, the simulation has been advanced
in time until statistical stationary flow conditions have been achieved. After the initial
transient has been completely washed out, averaged statistics have been computed.

4.1 Instantaneous Flow

A comparison of the instantaneous magnitude of the velocity at the symmetry plane
(Fig. 2) show clear differences between the two approaches. The values close to the
hot wall and at the top of the cavity are higher with variable properties than with the
Boussinesq approximation. Yet, in both cases, a small recirculation can be observed
at the top corner of the cavity, caused by the ascension of thermal plumes next to
the hot wall. There is also an entrainment of cold fluid from the bottom of the cavity
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Fig. 2 2D view at the
symmetry plane of the
instantaneous magnitude of
the velocity: (left)
Boussinesq approximation
and (right) variable
properties

which produces a recirculation which seems to be close to a quarter of the total height
of the cavity (H2). The interaction between the recirculation in this zone with the
hot wall produces fluid instabilities at the bottom of the boundary layer, promoting
the generation of turbulence.

Fig. 3 Stream lines: (left)
Boussinesq approximation
and (right) variable
properties
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4.2 Time-Averaged Statistics

Time-averaged statistics presented in this paper have been obtained by averaging the
computed variables in time and homogeneous direction. The recirculation between
the hot wall and the bottom of the cavity observed from the analysis of the instan-
taneous flow is clearly represented by the stream lines in Fig. 3. The center is sit-
uated at x/L1 = 0.465 and y/L1 = 0.353 with Boussinesq approximation and
x/L1 = 0.502 and y/L1 = 0.334 with variable properties. Temperature contours
are depicted in Fig. 4. Temperature gradients can be seen over the whole cavity with
Boussinesq approximation while it is not the case for variable properties.

The distributions of temperature variance in Fig. 5 show that there is some influ-
ence of the recirculation at the bottom with Boussinesq approximation, while with
variable properties it is mainly concentrated close to the hot wall and at the top. The
turbulent kinetic energy distributions depicted in Fig. 6 show higher values close to
the hot wall and at the top of the cavity with variable properties, and clear differences
in the central region of the cavity between both approaches.

In Fig. 7 profiles of the averaged Nusselt number along the hot wall are shown.
There is no transition point between laminar and turbulent regime as the flow is fully
turbulent from the beginning due to the influence of the fluid entrainment from the
bottom of the cavity. Near the top the Nusselt number manifests the behavior of an

Fig. 4 Temperature
distribution: (left)
Boussinesq approximation
and (right) variable
properties
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Fig. 5 Temperature
variance: (left) Boussinesq
and (right) variable
properties

Fig. 6 Turbulent kinetic
energy: (left) Boussinesq and
(right) variable properties

impinging phenomena, where the temperature of the air gets closer to the temperature
of the wall due to the collision of the vertical flow against the top of the cavity. The
overall averaged Nusselt number is 978 with Boussinesq approximation and 1110
with variable properties.
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Fig. 7 Profile of the averaged Nusselt number along the hot wall

5 Conclusions

The turbulent natural convection of air in an open cavity of aspect ratio 4, Ra = 1012

and ε = 0.4 has been studied by means of DNS. The validity of the Boussinesq
approximation has been tested comparing the results of simulations with this hypoth-
esis against simulations with variable thermo-physical properties. Instantaneous flow
and the time averaged statistics have been presented and analyzed. The conclusion
obtained from the comparison of the averaged Nusselt number at the hot wall is that
the convective heat transfer is understimated when the Boussinesq approximation is
used at high temperature differences.
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Rotating Rayleigh–Bénard Convection
of SF6 in a Slender Cylinder

S. Horn and C. Wagner

1 Introduction

The large structures occurring in the fluid flow on the Sun’s outer layer, in the
atmosphere and oceans of planets, including our Earth, are primarily driven by con-
vection. The flow structure but also the efficiency of the heat transport are, however,
significantly influenced by the Coriolis force due to rotation. Understanding these
fundamental processes is thus utterly important for geo- and astrophysics. In an ide-
alised way, these systems can be represented as a fluid heated from below and cooled
from above, the so-called Rayleigh–Bénard convection.

The most important control parameters of this system are the Prandtl number
Pr = ν/κ and the Rayleigh number Ra = gαH3Δ/(κν), where g is the gravita-
tional acceleration, α the isobaric expansion coefficient, κ the heat diffusivity, ν the
kinematic viscosity, H the height of the system, and Δ the imposed temperature dif-
ference between top and bottom. The Rayleigh numbers occurring in an astrophysical
context are usually very high, for example, in the Sun it is Ra ≈ 1023. On the other
hand, the Rayleigh numbers that can be achieved by experiments and Direct Numer-
ical Simulations (DNS) are magnitudes lower. Present experiments are limited to
Ra ≈ 1015 [2] and DNS to Ra ≈ 1012 [9]. In rotating Rayleigh–Bénard an additional
control parameter is needed, which characterises the importance of rotation. Com-
monly, the convective Rossby number is used, defined as Ro = √

αgΔH/(2Ω H),
where Ω is the rotation rate.

The objective of this work is, to study the influence of rotation on a low-Pr fluid
within a slender cylindrical cell, especially at higher Ra, by means of DNS and large
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eddy simulations (LES). The numerical parameters are chosen in such a way that
they will allow for a comparison to an experiment, that has recently been built.

2 Numerical Methodology

We conduct DNS for 105 ≤ Ra ≤ 109 and LES for 106 ≤ Ra ≤ 1010 in a cylindrical
domain with an diameter-to-height aspect ratio of Γ = D/H = 1/2. The working
fluid has a Prandtl number of Pr = 0.8, as is for air or SF6. The rotation rates span
a range of 10.0 ≤ Ro ≤ 0.05, and Ro = ∞, corresponding to the non-rotating case.
For our DNS, we use a fourth order finite volume code for cylindrical domains [6],
solving the three-dimensional Navier-Stokes equations under Oberbeck–Boussinesq
conditions. To study the influence of rotation, we included the Coriolis force, fc =
−2ω × u, with ω = (0, 0,Ω); the centrifugal acceleration is incorporated in the
reduced pressure. For our LES we use an approximation by the first term of the exact
series expansions for filtered products for the subgrid scale stress tensors, according
to the model by Leonard [5]. It was adapted to our finite-volume method by Shishkina
and Wagner [7].

3 Results

3.1 Temperature Distribution

Figure 1 presents instantaneous temperature isosurfaces, that are equidistantly
distributed between the top and bottom temperature for 105 ≤ Ra ≤ 1010. They
visualise the dramatic change of the flow structures and the flow behaviour with

Fig. 1 Temperature isosurfaces, equidistantly distributed between the top and bottom temperature
in the non-rotating case, i.e. Ro = ∞, obtained by DNS for Ra ∈ [105, 109] and LES for Ra = 1010,
respectively. (a) Ra = 105, (b) Ra = 106, (c) Ra = 107, (d) Ra = 108, (e) Ra = 109, (f) Ra = 1010
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Fig. 2 Temperature isosurfaces, equidistantly distributed between the top and bottom temperature,
for different Rossby numbers and constant Ra = 108, obtained by DNS. (a) Ro = 10.0, (b) Ro =
1.0, (c), Ro = 0.1, (d) Ro = 0.05, (e) Ro = 5.0, (f) Ro = 0.5

increasing Ra. For the smallest Ra the flow is steady and one large convection roll
fills the whole cylinder. With increasing Ra the single structures become gradually
smaller, and while for moderate Ra the LSC is clearly recognisable in the instanta-
neous flow fields, this becomes hardly possible for higher Ra. But the LSC can be
recovered in the sufficiently long temporal averaged flow fields; its break-down is
not expected until Ra ≥ 1013 [2]. However, it is noteworthy, that due to the small
aspect ratio of Γ = 1/2, we do not only have a single-roll state, but also a frequent
switching to a double-roll state [11], which in our considered cases appears most
often for Ra = 106. Rotation is able to change the picture completely. Exemplarily,
this is shown for Ra = 108 and 10.0 ≥ Ro ≥ 0.05 in Fig. 2. For Ro ≥ 1.0, i.e. low
rotation rates, there is no obvious change in the instantaneous flow fields, but we will
elaborate below, that a weak background rotation will nonetheless stabilise the flow
and make the LSC longer-lived. For Ro = 0.5 and Ro = 0.1 the plumes become
more elongated and they do no longer solely ascend and descend close to the wall,
but also in the bulk. Despite that, we never obtain the distinctive columnar vortex
structures, extending from the bottom to the top, as is the case for higher Pr [8].
For very fast rotation, Ro = 0.05, all turbulent features are suppressed and the flow
resembles again an LSC, but now being twisted [10]. This alteration of the flow with
Ro has significant influence on the heat transport, as we will show in the following.

3.2 Heat Transport

The Nusselt number Nu, characterising the dimensionless heat transport, is one of the
most important quantities in turbulent Rayleigh–Bénard convection, and definitely
the one, which received most attention in recent years. Of special interest here is the
dependence on Ra, and in the rotating case on Ro. The most striking feature is actually
the lack of the well-known heat transfer enhancement, found in experiments and
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Fig. 3 The Nusselt number Nu for rotating Rayleigh–Bénard convection normalised by the Nusselt
number in the non-rotating case Nu∞ as function of the inverse Rossby number 1/Ro for different
Ra. Shown are DNS results for 105 ≤ Ra ≤ 109 and LES results for Ra = 108 and 1010

numerical simulations of water [3, 10, 12]. The reason for this lies in the less effective
Ekman pumping for lower Prandtl numbers, as in our case Pr = 0.8. Since the
diffusivity of the fluid is higher, the columnar vortices are short, as discussed above,
thus heat is not transported efficiently but spreads out in the bulk. The dominating
effect of rotation for Pr = 0.8 is, thus, the suppression of turbulent motion and
the stabilisation, as predicted by the Taylor–Proudman theorem. This implies, that
the Nusselt number decreases for Ro < 1.0, and the switching between single-
roll and double-roll states is suppressed, leading to an at least slight increase of
Nu for Ro > 1.0. Overall, the general behaviour of Nu with Ra presented in Fig. 3
is very similar for all Ra, only for Ra = 106 some larger deviation can be seen,
probably because the switching between single-roll and double-roll states happens
most frequently in that case. Furthermore, however, the employed LES model is less
reliable for Ro ≈ 0.1, i.e. the point, when short columnar vortex structures occur,
thus more sophisticated approaches might be necessary in that case.

3.3 Strength and Precession of the Large Scale Circulation

To further investigate the persistency of the LSC, and also with regard to a planned
comparison with the experiment, we perform an analysis of the temperature distri-
bution at the sidewalls. For this purpose, we place n numerical probes at r = R
and at half height, z = H/2, similar as with thermistors in conventional experi-
ments [1]. Every half time unit, the following function is fitted, T f (r = R, z, φ) =
Tw − δ0 cos

( 2iπ
n − φ0

)
, where Tw is the mean temperature at the wall at this instant

in time; the amplitude δ0 and the orientation φ0 of the LSC are fit parameters. In
experiments, the number of thermistors is typically 8, while in numerical simulations
we can choose n to be up to the full azimuthal resolution. However, our study has
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Fig. 4 Amplitude δ0 for
Ra = 108 and three different
Ro and the non-rotating case
Ro = ∞
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shown, that at least up to Ra = 109, eight sensors are indeed sufficient to capture the
general trend of the orientation and the strength of the LSC.

Figure 4 shows that the amplitude δ0 and hence, the strength of LSC increases
with decreasing Ro, which further confirms the stabilising effect of rotation. This
also agrees well with the qualitative observation in Fig. 2, that the flow becomes
more organised with faster rotation. The corresponding orientation angels φ0 of the
LSC are shown in Fig. 5. They reveal certain salient features. For Ro = ∞ several
discontinuities exist, which indicate state changes, i.e. reversals or a switch from a
single-roll to a double-roll state. For Ro = 5.0 fewer discontinuities show up, and for
Ro = 0.5 they are completely gone. Furthermore, for Ro = 0.5 it becomes clear, that
the LSC rotates in opposite direction to the applied outer rotation, i.e. it is slower.
This precession motion of the LSC is caused by the confinement due to the cylinder
sidewall [4]. However, a suprising observation is, that for Ro = 0.05 apparently the
LSC rotates faster than the outer rotation.

To study this unexpected behaviour in more detail, we compare the temperature
T and azimuthal velocity uφ distribution for Ro = 0.5 (Fig. 6a, b) with the ones
for Ro = 0.05 (Fig. 6c, d). The T fields show the already discussed twisting of
the LSC, but more interestingly, the uφ fields for Ro = 0.05 show a thin layer at
the sidewalls with uφ directed in opposite way than in the interior. Noteworthy is,
that this characteristic is absent in the case of Ro = 0.5. This might have serious
consequences for experimental sidewall measurements. First, they might give wrong
results concerning the actual LSC orientation, and secondly, the measured orientation
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Fig. 6 Cross-sections of the temperature T and the azimuthal velocity uφ at half height of the
cylinder, z = H/2, and at the edge of the lower thermal boundary layer, z = λθ , for Ra = 108 and
Ro = 0.5 and Ro = 0.05, respectively. (a) Temperature T for Ro = 0.5, (b) Azimuthal velocity uφ

for Ro = 0.5, (c) Temperature T for Ro = 0.05, (d) Azimuthal velocity uφ for Ro = 0.05

would also depend on the size of the thermistors, whether they are nested within the
layer, or whether they reach far enough into the bulk.

4 Summary

A series of DNS and LES has been conducted to study the effect of rotation
(10.0 ≤ Ro ≤ 0.05) on turbulent Rayleigh–Bénard convection in a slender cylinder
with Γ = 1/2 filled with a fluid with Pr = 0.8, for a Ra-range of 105 ≤ Ra ≤ 1010.
Rotation stabilises the flow, thus the switching between single and double roll states,
induced by the small aspect ratio, is suppressed. As a result Nu is slightly higher
for high Ro. For lower Ro, the LSC persists for all times, but because of the small
Prandtl number, no heat flux enhancement due to Ekman pumping is found. Further-
more, sidewall measurements have been performed to mimic experiments, showing
apparent different precession directions of the LSC depending on Ro. However, for
Ro = 0.05 this is caused by a thin layer at the sidewalls with an azimuthal velocity
component pointing in opposite direction as in the bulk.
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Large-Eddy Simulation of Flow and Heat
Transfer Around a Low-Mach Number
Turbine Blade

N. Maheu, V. Moureau and P. Domingo

1 Introduction

In the last decades, the compression ratio in aeronautical gas turbines has been in
constant increase. In the ideal Brayton cycle, an increase of the pressure ratio directly
leads to an increase of the thermodynamic efficiency and subsequently to a decrease
of the specific fuel consumption. Unfortunately, this pressure ratio growth causes a
direct increase of the temperature ratio through the turbine stages, which may impact
the design of turbine blades. Large-Eddy Simulation (LES) is a promising tool for
the prediction of heat transfer on turbine blades. However, wall treatment in LES is
a well-known issue mainly related to the high resolution required to capture near-
wall phenomena. Several strategies have been proposed to tackle this issue. In the
thin-boundary layer (TBL) model [1] or in detached-eddy simulations (DES) [8], a
different set of equations is solved in the near-wall region. Another solution is to
impose the viscous and thermal fluxes at the wall assuming that the velocity and the
temperature in the near-wall region follow the law-of-the-wall. However, the model
choice may have a dramatic influence on local pressure losses and heat transfer and
as a consequence improvements are still needed to achieve a better reliability of the
closures. The present study relies on the creation of a highly refined LES database,
in order to gain insight into the flow physics of heat transfer in turbine blades.
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2 Construction of the Database

In the present work, highly-refined simulations of a low-Mach number turbine blade,
namely the T7.2 blade designed by MTU Aero Engines, are performed. A detailed
experimental investigation of this blade was conducted by Ladisch et al. [4]. Mea-
surements were performed in an atmospheric linear cascade facility, which allowed
for a variation of the free-stream Reynolds number and turbulence intensity. The
Reynolds number based on the chord is 150,000 with a turbulence injection rate
of 6 %. The blade, which is immersed in a hot turbulent flow at Tin = 350 K, is
internally liquid-cooled in order to maintain a nearly constant wall temperature of
Tw = 290 K. The chosen turbine blade design is typical of a cooled low-pressure
turbine blade with moderate to nearly high loading. The intent of the design was to
generate a large flow separation zone on the blade pressure side.

The computations are carried out with the YALES2 solver [5] with a variable-
density low-Mach number formulation of the Navier-Stokes equations. The dynamic
Smagorinsky model [6] has been used to close the subgrid transport for the veloc-
ity, and a constant turbulent Prandtl number is assumed (Prt = 0.7). A fourth-order
finite-volume spatial scheme for unstructured meshes has been used. The temporal
advancement is fourth-order in time, implicit for diffusion and explicit for advection.
The simulation database consists of LES with increasing resolutions that are summa-
rized in Table 1. All the meshes are tetrahedron-based. Figure 1 presents the topology
followed by all the meshes. One node of thirty-five of the first mesh is shown.

Table 1 Description of the computational database

Mesh Cell count Min. cell size (µm) Max. y+ (−) Number of flow-through times

M1 35M 30 24 19.5

M2 280M 15 20 33

M3 2.2B 7.5 14 11.1

M4 18B 3.75 4 1.0

Fig. 1 Side view of the mesh topology of the T7.2 blade
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Fig. 2 Turbulent structures around the blade with the M4 mesh. iso-Q criterion 1.5625 × 109 s−2

y+ is the nondimensional distance from the wall defined as

y+ = ynuτ

ν
= yn√

ν

√
∂u

∂yn

∣∣
∣∣
w

(1)

with yn the distance from the wall in the wall normal direction, uτ the friction velocity,
ν the kinematic viscosity and u the streamwise velocity in the local blade coordinates.

As illustrated in Fig. 2, where coherent structures are represented by an iso-contour
of Q-criterion on the M4 mesh, the flow around the blade features a transition of the
boundary layer from laminar to turbulent on the suction side, due to the adverse
pressure gradient met in this area of the blade. The large separation zone on the
pressure side is also clearly visible.

3 Comparison Between Computations
and Experimental Results

In order to assess the mesh resolution of the computations for heat transfer predic-
tion, a Nusselt number based on the resolved fields is investigated and compared to
the experimental values. This Nusselt number plotted in Fig. 3 is computed using
the resolved temperature gradient, i.e. the value of the temperature T̃ provided by
the resolution of the LES equations at the first node in the fluid from the wall,

Nu = (∇ T̃ )C

Tin − Tw
(2)

where Tin and Tw are the inlet and wall temperatures, respectively. This Nusselt
number is used here as a resolution indicator, as it is computed without taking into
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Fig. 3 Evolution of the Nusselt number based on the resolved gradient with the level of refinement
of the meshes

account the sub-grid scale contribution of the temperature flux. The evolution of the
Nusselt number for the four levels of mesh refinement is depicted in Fig. 3.

The Nusselt number is plotted as a function of s/C , s being the curvilinear abscissa
and C the chord length equal to 7.39 cm for this blade. s/C = 0, s/C < 0, s/C > 0
correspond to the stagnation point, the pressure side and the suction side, respectively.
For the two finest meshes that have been converged, i.e. M3 and M4, the resolution
of the temperature gradient is good enough to capture the heat transfer in most areas:
in the laminar and turbulent layers on the suction side with the correct position of the
transition at s/C = 1.1 and in the recirculation zone on the pressure side. However,
at the stagnation point where the strongest gradient is met, even if the y+ is small
the experimental value of the Nusselt number is not recovered.

4 Focus on the Turbulent Boundary Layer
of the Suction Side

The transition from laminar to turbulent boundary layer flow on the suction side
follows features of a by-pass transition scenario. Figure 4 presents an isosurface of
the nondimensional temperature Z = 0.5, with Z = (T − Tw)/(Tin − Tw) that can
be used as a turbulence marker. This flow visualization allows to understand that the
free stream turbulence disturbs the laminar shear layer and, in combination with the
streamwise pressure gradient, induces transition.
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Fig. 4 Isosurfaces of
temperature Z = 0.5 at the
suction side of the M4
colored using the magnitude
of the instantaneous velocity

Fig. 5 Mean velocity
profiles at 98 % of the
curvilinear abscissa of the
suction side. Mesh M4. Line
present LES; dashed
u+ = y+;
dashed-dotted-dotted
u+ = ln(y+)/κ + C ; dotted
Duprat law
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The mean streamwise velocity profile in the blade coordinates is plotted in Fig. 5
for the M4 grid. It is compared with the classical analytical laws, namely the linear
law for y+ < 10 and the log-law for y+ > 14. The values of the constants come
from [6]. The velocity profile from our computation is in very good agreement
with these laws. We also present a comparison with the law derived by Duprat
et al. [2] which takes into account the streamwise pressure gradient via a pressure

velocity proposed by Simpson [7]: u p =
∣∣∣ ν
ρ

∂p
∂x

∣∣∣
1/3

. In Fig. 5, the mean velocity is

non-dimensionalized by uτ . The results are in very good agreement with this law,
highlighting the fact that on such a configuration the streamwise pressure gradient
has a noticeable effect on the dynamics of the boundary layer. Figure 6 presents the
temperature profile which shows very good agreement with the classical log-law
adapted to temperature via the laminar Prandtl number for the viscous sub-layer,
and using a different set of constants, namely κθ = 0.47 and Cθ = 3.3 for the
log-layer.
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Fig. 6 Mean temperature
profiles at 98 % of the
curvilinear abscissa of the
suction side. Mesh M4. Line
present LES; dashed
u+ = Pr y+;
dashed-dotted-dotted
u+ = ln(y+)/κθ + Cθ
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Large-Eddy Simulations for Wind Turbine
Blade: Dynamic Stall and Rotational
Augmentation

Y. Kim, I.P. Castro and Z.T. Xie

1 Introduction

Wind turbines operate in the atmospheric boundary layer and their rotating
mechanisms provide complicated aerodynamic phenomena within their operating
environments. When the upstream wind is uniform and normal to the plane of a
rotating blade, rotational effects (i.e. rotational augmentation) emerge. Rotational
augmentation means that stall occurs at a higher angle of attack on the rotating blade
section than it does on an analogous stationary airfoil. It is conjectured that the
rotational augmentation is a main reason for the deviations between the predicted
and measured performance of wind turbines [9]. Understanding the mechanism for
rotational augmentation is important to design prediction models. At yaw, the blades
operate in periodically oscillating condition and dynamic stall is dominant on the
flow around the blade. The generated force accumulates fatigue loads reducing the
life cycle of wind turbines. In this study, dynamic stall and rotational augmenta-
tion are investigated using large-eddy simulations (LES). In particular, the effect
of freestream turbulence on the dynamic stall hysteresis is studied by using the
recently developed divergence-free turbulence inflow generation method [6]. Up to
our knowledge, this is the first numerical study on the effect of freestream turbulence
on dynamic stall.
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(a) (b)

Fig. 1 Schematics of a the domain and boundary conditions (not to scale) and b coordinate system
on the rotating blade

2 Methodology

A NACA 0012 airfoil was used for both the dynamic stall and rotational augmentation
studies. A dynamic mesh was used for the former and a rotating reference frame was
applied for the latter to model the motions. A common methodology for both studies
is described first, then details will be explained in the following sections. A Reynolds
number Re = U∞c/ν = 135,000 was used where U∞ is the freestream velocity
and c is the chord length. The domain size was R = 22c, W = 33c (see Fig. 1a).
The mixed-time-scale (MTS) SGS model [3] was used and a simple top-hat filter
was applied for the explicit filter in the MTS model.

A second order, implicit scheme was used for the time derivative and the second
order bounded scheme was used for the convection term. The finite volume based,
transient incompressible flow solver from OpenFOAM was used and the PIMPLE
(SIMPLE + PISO) algorithm was used for the velocity-pressure coupling. Constant
velocity components and zero pressure gradients were imposed on the inlet boundary
and zero velocity gradients and a constant pressure were imposed on the outlet
boundary. Note that the x and y coordinates (with the origin at the leading edge of
the airfoil) used throughout all simulations represented the streamwise and cross-flow
directions respectively.

3 Dynamic Stall

Dynamic stall is a phenomenon associated with an unsteady airfoil (or lifting surface)
motion that presents large hysteresis on lift, drag and pitching moment while the inci-
dence is beyond its static stall angle. For the dynamic stall study, a pitching airfoil
was simulated by using a dynamic mesh [4]. The pitching motion was described by
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α(t) = 10◦ + 15◦sin(ωt). The reduced frequency, kred(= ωc
2U∞ ), was 0.05 where ω

was the pitching frequency. This frequency is typical operating conditions for wind
turbines.

Prior to the current study, the effect of freestream turbulence on flow over a static
NACA 0006 airfoil was investigated [5]. It showed that the separation bubble near
the leading edge was diminished by upstream turbulence; the reattachment point
changed from x/c = 0.445 to x/c = 0.089 for laminar and turbulent (T I = 10 %)
inflows respectively. The effect of freestream turbulence on the flow over a pitching
airfoil is reported here. The divergence-free turbulence inflow model [6] was applied
on a 2-D transverse plane placed at 7c upstream from the leading edge. Having
solved momentum equation by using the pressure and flux at previous time level, the
divergence-free condition was achieved by inserting synthetic turbulence before the
continuity (Poisson) equation was solved. Then the final turbulence field was diver-
gence free. The turbulence intensity (T I ) was set to 10 % and it decayed along the
streamwise direction as freestream turbulence contained no shear forcing. The turbu-
lence intensity at the leading edge location was T I = 6.3 %, and kept nearly constant
down to the trailing edge location when the airfoil was not placed in the domain.

A strong shear layer is developed near the leading edge. It is important that the
mesh is fine enough to capture the shear layer. Thus the effects of the resolution in the
cross-flow and chordwise directions were tested, then the optimal mesh was chosen.
The number of grid points was 738 × 205 × 20 in the circumferential, cross-flow
and spanwise directions respectively. The first wall-off grid points were located at
y1 ≈ 2 × 10−4c, which corresponded to y+

1,max ≈ 1.5 near the maximum lift angle,
α = 19.2◦ ↑ (pitch-up). The domain width was set to Lz = 0.5c and a symmetric
boundary condition was applied in this direction as the periodic boundary condition
could not be used due to the dynamic mesh. Note that adopting Lz = 1c showed no
noticeable difference in the force hysteresis compared with Lz = 0.5c.

Lift and drag coefficients for pitching airfoil cases are shown in Fig. 2. The numer-
ical results are taken from the second cycle and two cycles were used for the phase
average. The calculated lift and drag hysteresis for T I0 = 0 % generally show
good agreement with the experimental data. The maximum lift occurs at slightly
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Fig. 2 The effect of freestream turbulence on the lift and drag coefficients. Note that the suffix ‘0’
indicates the input variables. Exp is taken from [7]
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Fig. 3 Instantaneous spanwise (z) vorticity component at the mid-span at α = 14.2◦ ↓ (pitch-down)
with T I0 = 0 % (left) and with T I0 = 10 % (right). The vorticity fields are normalized by U∞ and c

lower incidence and the hysteresis loop is smaller for the calculation than that in the
experiment.

Generally freestream turbulence does not significantly change the drag and
moment (not shown) hysteresis at the given conditions as shown in Fig. 2. It only
slightly reduces the maximum drag coefficient, which might because the freestream
turbulence suppresses the separated flows. The angles for the maximum lift and
drag are nearly the same as those for case T I0 = 0 %. However, it is evident that
freestream turbulence does have an impact on the lift during the downstroke. The lift
increases for the turbulence inflow case compared with that for the laminar inflow
case and the increment is ΔCL ≈ 0.2. This is again because the separated flow is
suppressed by freestream turbulence. Similarities can be found in [1] although the
setting parameters are not the same.

Figure 3 shows snapshots of the effect of freestream turbulence on the pitching
airfoil during the downstroke. The separated flows are significantly suppressed by the
freestream turbulence. The interactions are also found evidently in other incidence
during the downstroke. These interactions lead a decrease of the separated region
and an increase of the lift during the downstroke.

4 Rotational Augmentation

A sectional blade flow was simulated in rotating reference frame for the rotational
augmentation study, i.e. a static mesh was used. This was because a full 3D blade
simulation would be excessively expensive. Gross et al. [2] derived the governing
equations in a rotating reference frame by using an order-of-magnitude analysis for
the blade sectional simulation with a periodic boundary condition in the spanwise
direction. The y-axis was the rotating axis with a constant angular velocity, −Ω ,
as shown in Fig. 1b where r was the radial vector from the rotating axis. With r =
[0, 0, r ]T , it is assumed that r is constant for the whole domain so that the source
term on the right-hand side of the Navier-Stokes equations in Cartesian coordinates

is fs = [
2wΩ − wu

r , 0, rΩ2 − 2uΩ + uu
r

]T
.
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The mesh convergence tests showed that a much finer mesh was required for the
static airfoil case than the pitching airfoil case in Sect. 3, especially in the spanwise
direction. This was because the transition point was very sensitive to the resolution
for the static airfoil case. The total number of cells was about 21×106 with 942 grid
points along the airfoil surface and 128 points were used in the spanwise direction
around the airfoil. The domain width was Lz = 0.25c. The corresponding resolu-
tions in wall-unit were Δx+ < 25, Δy+ < 1 and Δz+ < 32 on the upper airfoil
surface at α = 10◦. Averaging started once the lift coefficient reached a statistically
converged state and the averaging was done over 8T , where T = c/U∞; the time
step was t/T = 1.5 × 10−4.

Two different flow conditions, pre- (i.e. α = 10◦) and post- (i.e. α = 14◦)
stall, were simulated as baseline cases and compared with experimental data [7, 8].
Pressure coefficients are shown in Fig. 4. The peak pressure plateau, size of the bubble
and separation points for the pre- and post-stall cases are predicted well compared
with the reference data. Based on these stationary cases, the Rotation numbers were
set to Ro = Ωc/U∞ are 2.27 and 1.60 for pre- and post-stall cases respectively.
When the flow is attached (e.g. at α = 10◦ in Fig. 4), there is little difference between
the flows over the stationary and rotating airfoils. This is because the spanwise flow
due to the centrifugal force is weak which leads little Coriolis acceleration. When
the flow is detached (i.e. at α = 14◦), however, the spanwise flow increases, leading
to a strong and favourable pressure gradient in the chord-wise direction, generated
by the Coriolis force.

The mechanism for rotational augmentation has been explained mainly in two
ways. Firstly, the centrifugal force pushes the air to the tip and the mass depletion
due to the radial flow, thins the boundary layer thickness leading a low pressure
on the suction side. Secondly, the radial flow to the blade tip provides Coriolis
acceleration toward the trailing edge. This acceleration acts as favourable pressure
gradient thus increases the lift. Gross et al. [2] further scrutinized that the spanwise
flow provides cross-flow instability which triggers early transition thus it delays
separation and the lift increases. They excluded the mass depletion effect by adopting

Fig. 4 Pressure coefficients
from experiments (Exp1: [8],
Exp2: [7]), stationary (ST)
and rotating (RT) airfoil
cases
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the periodic boundary condition in the spanwise direction but did not discriminate the
contributions between the Coriolis acceleration and cross-flow instability. In order to
further specifically identify the problem, we excluded the mass depletion effect as in
[2] and used a NACA 0012 airfoil rather than a S833 airfoil. The former is a leading
edge separation type and the transition point is very close to the leading edge. Thus
it is expected that the effect of the early transition by the cross-flow instability would
be minor for this airfoil. Therefore, it is exclusively demonstrated that the Coriolis
acceleration is a primary mechanism for rotational augmentation.

5 Conclusion

This paper addresses three challenging points in LES/DNS approaches for wind
turbine flows, namely using dynamic mesh, inflow generation and modelling rotation
augmentation. The required massive computational resources (i.e. simulations of a
few cycles of pitching motion) make these tasks even more difficult in practice. Our
numerical work is novel in terms of identifying the mechanism which is crucial in
understanding these flows. The effect of freestream turbulence on dynamic stall is
investigated using our recently developed efficient inflow generator, and is found not
small which confirms the experiments in literature. In addition, the LES capability
has been demonstrated for highly separated and strong 3-D flows, e.g. the dynamic
stall. We exclusively identify that the effect of the Coriolis acceleration is a primary
mechanism for rotational augmentation.
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Unsteady Characteristic of Stall
Around an Airfoil by Means of High
Fidelity LES

N. Alferez, I. Mary and E. Lamballais

1 Introduction

Dynamic stall refers to the stall process of an airfoilwhich ismoved around the critical
stall angle of attack. It is a complex phenomenon and a well known constraining
parameter for designers.

The most complex phenomena occur at the suction side of the airfoil. The laminar
boundary layer which spreads from the stagnation point usually undergoes separa-
tion under the strong adverse pressure gradient near the point of maximum suction.
This separation leads to the formation of a highly unstable local free shear layer.
Therefore the transition to turbulence occurs shortly after separation leading to the
reattachment of the boundary layer. A Laminar Separation Bubble (LSB) is formed.
McCroskey et al. [3] spend years of experiments with static and oscillating airfoil.
They reported that in the case of dynamic stall a hysteresis behaviour occurs when
moving through the critical stall angle of attack. Doligalski et al. [1] reviewed vortex
interaction involved during dynamic stall. They show that this hysteresis is related
to the formation and advection of a large Leading Edge Vortex (LEV), and that for
moderate Reynolds numbers, the origin of the LEV is linked with the LSB.

Numerous investigations focus on the LEV formation process (Visbal [5],
Mulleners et al. [4]). In all these studies the influence of the dynamical effects on the
LEV formation stage is explored by moving the airfoil around a wide range of angle
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of attack including the critical static stall value. It is found that the unsteadiness of
the motion speeds up the massive separation process.

The aim of the study described in this article is to investigate the unsteady mech-
anisms responsible for the growth and burst of the LSBs generated at the leading
edge of an airfoil at a high angle of attack. High fidelity large eddy simulations of
a NACA-0012 airfoil at moderate chord Reynolds number 105 are performed. The
Mach number in the farfield is M∞ = 0.16. The methodology is different from what
we found in previous dynamic stall studies. Indeed in all these studies the airfoil is
moved around a wide range of angle of attack. In consequence, the airfoil is pitch-up
well above the critical static stall angle and the surrounding potential flow is still
changing during the LEV formation process. In this study, the airfoil is moved in a
narrow range of angle of attack around the critical stall value to avoid this issue and
clearly isolate the effect of motion dynamic when passing through the critical angle.
The influence of the motion dynamics on the evolution of stall is presented.

2 Numerical Methods

The conservative compressible Navier-Stokes equations are solved directly, without
employing an explicit subgrid scale model. A second-order accurate centred scheme
is used to approximate the viscous fluxes whereas the Euler flux discretization uses
a hybrid centred/upwind version of the AUSM+(P) scheme, in which the numerical
dissipation is proportional to the local fluid velocity (this slight amount of dissi-
pation ensure the small-scale regularization) and without shock capture properties.
Time integration is performed by a second order implicit Gear scheme. Newton
sub-iterations are used to solve the non-linear problem, whereas the LU-SGS algo-
rithm provides a solution of the linear system. The calculations are performed with
the FUNk solver developed at ONERA. A C-type mesh with 160 million cells is
employed (with adaptation in spanwise direction, see Fig. 1). The farfield is located
20 chords away from the airfoil surface and non-reflective boundary condition are
imposed. The span is one chord length and periodic conditions are used in this direc-
tion. In terms of spatial resolution, the most critical conditions are expected in the
turbulent boundary layer region where the friction velocity is maximum (below crit-
ical stall angle). At this location, the near-wall mesh size is Δx+ = 6, Δy+ = 0.8,
Δz+ = 7 where the superscript + refers to wall units. With this resolution Laurent
et al. [2] have been able to provide DNS results of a laminar separation bubble using
the same code.

The non-dimensional time step is Δt∗ = 2.75× 10−4 (using the farfield velocity
U∞ and the chord length c). The Newton procedure ensures a decrease of one order
of magnitude of the residuals of the implicit method in all turbulent regions. The
maximum CFL number is 48 whereas the convective CFL number is less than 1
everywhere in the flow. All quantities are normalized using the farfield velocity U∞
and the chord length c.
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Fig. 1 View of the spanwise mesh resolution adaptation. From the wall to the farfield, 900, 300,
150 and 1 cells (2D domain) are used in the different blocks

3 Motion Parameters

LES of an airfoil undergoing a single pitch-up motion described by the Eq. (1) are
performed. Zero angular acceleration ∂2α/∂t2 and velocity ∂α/∂t at both the begin-
ning and ending of the motion is imposed. The airfoil pitch axis is located a quarter
chord downstream of the leading edge. In Eq.1, α0 and Δα stands for the initial
angle of attack and the angle range of the motion, respectively. As previously men-
tioned, a particular attention has been paid to choose an optimal value of the angle
range Δα. In this study Δα = 0.25◦ and α0 = 10.55◦. With this set of parameters
the airfoil is moved from an attached high lift state to a fully separated stalled state
within a narrow angle range. T0 is the initial time of the motion and Tmv is the motion
duration. In the following we investigate the influence of Tmv on the LSB bursting
process. To achieve this, 3 different motion speeds are investigated: a base case for
which Tmv = 2.24, a faster motion with Tmv = 0.224 and a slower motion velocity
with Tmv = 4.48 (see Fig. 2).

Fig. 2 Time-motion history (plain line) with velocity (dash line) for the three motion speed inves-
tigated (fast, base and slowest case)
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Fig. 3 Spanwise averaged pressure coefficient, at t = T0, t = T0 + Tmv/2 and t = T0 + Tmv (from
left to right)

α(t) = α0 ∀t ≤ T0
α(t) = α0 + Δα

(
t−T0
Tmv

− sin(2π/Tmv(t−T0))
2π

)
∀t ∈ [T0, T0 + Tmv]

α(t) = α0 + Δα ∀t ≥ T0 + Tmv

(1)

Figure3 show the spanwise averaged pressure coefficient for the three cases at
different instants during the pitch-up motion (xs/c is the normalized curvilinear
coordinate with xs/c = 0 at the stagnation point). At t = T0, the variation of
pressure along the suction side (Cp < 0) reveals the presence of a short LSB (whose
length is about 15%c) characterised by the constant pressure plateau right after the
leading edge suction peak. At t = T0 + Tmv/2, no difference is seen between the
base case and the slowest case in the pressure signal whereas for Tmv = 0.224 the
high rotation speed enhances the suction and the pressure effect behind the point of
rotation on the suction side and the pressure side, respectively. At t = T0 + Tmv, it
can be observed no significant variantions on the shape of the pressure signal for the
base and the slowest case. However, for Tmv = 0.224, the vorticity generated by the
high rotation speed is released into the wake leading to a crossing of the suction and
pressure side pressure level. Moreover, the pressure in the LSB is no longer constant,
suggesting a strong deformation of the mean velocity streamlines in this region.

4 Effects on Lift and Drag

Figure4 shows the time evolutionof the lift anddrag coefficients for the three different
motion velocities. The three realizations possess common features. For all the three
motion speed, both lift and drag increase sharply to a large value (for t − T0 ≈ 10)
and decrease to a stable value when the flow reaches the stall state. This behaviour
is the signature of the low pressure region that is spreading along the suction side
of the airfoil with the growing LSB and his subsequent evacuation into the wake.
Two distinct regimes can be observed for the three realizations. A first one during
which the lift coefficient stays constant and the drag grows linearly, and a second one
corresponding to the fast LSB bursting process (with the previously mentioned sharp
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Fig. 4 Time history of lift and drag coefficient obtained for three different motion laws (red, green
and blue lines correspond to Tmv = 0.224, Tmv = 2.24 and Tmv = 4.48)

increase of global efforts). Notable differences are observable during the motion, in
particular there is a large overshoot of efforts during the fastest motion with respect
to the two other motion velocities. It is a confirmation that strong dynamical effect
are creating during the motion in this particular case. In spite of these strong motion
differences, the two regime previously observed are quite similar in every case.
Indeed the characteristic times corresponding to these two regimes are the same
(around 5c/U∞s for the slow regime and 3c/U∞s for the LSB bursting) and the
delay of stall observed is a more likely to be a consequence of differences between
times the effective angle exceeds the critical stall angle than pure dynamical effect.

5 Effects on the LSB Bursting

Figure5 is a space/time diagram of spanwise averaged skin friction coefficient along
the suction side. Grey zones stands for reverse flow. A short LSB can be observed
at the beginning of the motion for the three different motion speeds. The transition
point in the LSB can be estimated near the zone of first appearance of highly time-
dependent fluctuations at the wall (in the secondary recirculation zone inside the
LSB). The LSB topology is kept during the whole stall process for all the three

Fig. 5 Space time diagram of spanwise averaged skin friction coefficient, for Tmv = 0.24 (left),
Tmv = 2.24 (center) and Tmv = 4.48 (right)
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motion velocities investigated in this paper which confirms the idea that the stall
originates from the LSB bursting. The space/time diagram gives more details about
the two transient regimes previously mentioned. Blue arrows are drawn in the Fig. 5
to figure out the evolution of the LSB during these two characteristic regimes. It is
found that the slow drift of the drag coefficient corresponds to a slow growth of the
LSB and that the fast increase of global efforts matches the LSB bursting regime.
The corresponding phase velocities of the reattachment point during each regimes
is mentioned. These velocities are the same for all the motion speed investigated,
confirming that the unsteadiness introduced during the motion does not affect the
downstream development of the LSB. The same two regimes are observed for the
three different motion speeds, the only difference is seen in the initial time of these
process. As previously noted, this dependency is linked with the position of the
critical angle in the range [α0;α0 + Δα], so that it is hard to quantify any possible
effect of motion unsteadiness in the triggering of stall without knowing this value.

6 Conclusions

High fidelity LES of a NACA-0012 airfoil (Rec = 105) undergoing slight pitching
motion around the static stall angle of attack have been performed. It is found that
the stall is originated from the abrupt leading-edge LSB bursting. Three different
rotation speed have been used to examine the influence of motion unsteadiness on
stall. It has been shown that, in spite of the great differences between the rotation
velocities investigated, no significant distinctions on the characteristic time involved
in the LSB bursting phenomenon have been observed.
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Compressible DNS of a Low Pressure
Turbine Subjected to Inlet Disturbances

L.W. Chen, R. Pichler and R.D. Sandberg

1 Introduction

In modern low pressure turbines (LPT), reducing the number of airfoils in a turbine
leads to an increase in the blade loading, which inevitably increases the possibil-
ity of laminar separation. Moreover, both separation bubbles and the type/location
of laminar-turbulent transition are known to be sensitive to inlet disturbances. The
influence of inlet disturbances has been studied experimentally with background tur-
bulence generated by a grid and wakes by upstream moving bars in the pitchwise
direction [1–3]. The first incompressible direct numerical simulation (DNS) for a
turbine cascade flow was performed by Wu and Durbin [4] using prescribed wake
disturbances and it was found that incoming wakes are responsible for longitudinal
structures forming on the pressure side. The same inlet conditions were later applied
to additional studies using incompressible DNS and large-eddy simulations (LES)
[5], which have contributed further to the understanding of the effect of incoming
wakes on boundary layer characteristics.More recently, Sarkar [6] performed incom-
pressible LES usingwakes generated by a precursor simulation of a cylinder flow and
showed that the structure of the incoming wakes strongly affects blade performance
and wake losses.

In the current paper, we are going to look into the effect of incoming bar wakes at
different reduced frequencies and its combination of inflow background turbulence,
and study their influences on the blade performance and loss generation.
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2 Methodology and Computational Details

The compressible Navier-Stokes equations for the conservative variables are solved
using aDNScode.Thenumericalmethod comprises afive-step, fourth-order accurate
low-storage Runge-Kutta method for the time integration, state-of-the-art paralleliz-
able wavenumber optimized compact finite differences for the spatial discretization
in the streamwise and pitchwise directions and a Fourier method using the FFTW3
library for discretization of the spanwise direction. Additionally, a skew-symmetric
splitting is used to stabilize the convective terms. The inflow turbulence is gener-
ated using a synthetic turbulence generation method [7, 8]. More details about the
numerical method can be found in [8].

The linear turbine cascade geometry in the present work is the T106 profile exper-
imentally investigated by Stadtmüller [9]. 9 blocks are connected using characteristic
interface conditions [8], and 864 grid points are distributed along the blade surface.
In the spanwise direction, the width of the computational domain was chosen as 0.2
chord lengths and 32 Fourier modes were employed with 100% de-aliasing (using
66 collocation points in physical space), resulting in a total of 25 × 106 grid points
for each simulation. The mesh resolution has been tested sufficient for DNS [8].

The isentropic Reynolds number Re2is = 60,000 and the isentropicMach number
M2is = 0.405 are kept the same for all cases. At the outlet boundary non-reflective
characteristic boundary condition was applied. At the inlet boundary, a fixed inflow
condition with an inflow angle of α = 46.1◦ was specified and a sponge layer,
forcing the flow solution to a target state, was employed in the inlet region to remove
unphysical acoustic waves [8]. To generate periodically incoming bar wakes, an
immersed boundary method is implemented using feedback forcing terms proposed
by Goldstein et al. [10]. In all the simulations, each cylinder bar at x/C = −0.7
contains 90 time-varying immersed boundary points with the diameter of 0.02C
and the velocity in y−direction is Vbar = −0.41. Here, C is the blade chord length.
Through changing the bar spacing, various reduced frequencies Fred = f ·C/V2is can
be achieved, where f and V2is are bar passing frequency and isentropic exit velocity,
respectively. The cascade inlet measurement plane is at 30% chord upstream the
blade leading edge and outlet measurement plane at 40% chord downstream of the
trailing edge.

3 Results

The present study is aimed to investigate the effect of incoming bar wakes at different
reduced frequencies and its combination of inflow background turbulence. Several
typical cases are discussed, i.e. Fred = 0 cases with Tu = 0 and 4% (no moving bar),
Fred = 0.31 case with Tu = 0%, and Fred = 0.61 cases with Tu = 0 and 4%. For
each case, the simulation was run for 5 pass through time in 2D, then 3D simulation
was restarted from the fully developed 2D result. After about 10 pass through time,
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Fig. 1 Instantaneous iso-surfaces of the second invariant of the velocity-gradient tensor (Q = 100)
for Fred = 0 (left), Fred = 0.31 (middle) and Fred = 0.61 (right)

Fig. 2 Instantaneous contours of the spanwise component of vorticity (−50 to 50) for Fred = 0
(left), Fred = 0.31 (middle) and Fred = 0.61 (right)

to avoid the transient period, samples were then collected for 20 bar passing periods
to obtain statistically meaningful turbulence properties.

To assess the existence of coherent structures, Fig. 1 shows the instantaneous
snapshots of Fred = 0, 0.31 and 0.61 cases (without inflow turbulence) depicted
by iso-surface of the Q criterion. In the case of Fred = 0 (or clean case), laminar
flow separation in the aft section of the suction side can be observed with highly
spanwise coherent vortex shedding. In the Fred = 0.31 and Fred = 0.61 cases,
the bar wakes generated by moving cylinders develop downstream into highly 3D
structures and interact with the blade boundary layers. Compared to the clean case,
the wake downstream of the blade trailing edge look less spanwise coherence, which
can also be seen when looking at instantaneous contours of the spanwise vorticity
component in Fig. 2.

For more quantitative assessment of the effect of reduced frequency on the blade
performance, the pressure coefficient C p, is compared to experimental data in Fig. 3.
A zoom-in view near the trailing edge also shows the differences. The result of the
Fred = 0 case with Tu = 0% (clean case) compares well with the experimental
data and the plateau near the trailing edge indicates a laminar separation bubble. For
Fred = 0 with Tu = 4%, the separation bubble shrinks and reattachment appears to
occur further upstream with pressure rising to a larger value. Due to the movement
of bars, the cascade inlet angles measured at x/C = −0.3 became 43.76◦ for Fred =
0.31 and 41.72◦ for Fred = 0.61, which lead to the differences from the clean case
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Fig. 4 Comparison of the wake stagnation pressure loss profiles with reference data (a) and the
scalar integral of wake losses (b)

at the suction side. There is no noticeable difference between Fred = 0.61 with
Tu = 0% and Tu = 4%, and reasonable agreement with the experimental data
is obtained. Aft the suction peak, it is clear that in the mean sense the incoming
wakes suppressed the separation bubble. This finding was also confirmed in some
incompressible DNS studies [5].

The stagnation pressure lossesΩ are of the obvious importance in the engineering
and also very challenging for DNS studies [8]. In Fig. 4a, the wake losses from all
the cases are compared to the reference data. The coordinate y∗ is a normalized
scale in the pitchwise direction from the suction to the pressure side, defined as y∗ =

(y−ymax)
(ymax−ymin)

. The result of Fred = 0 case with Tu = 0%matches the experimental data
very well, while the Tu = 4% case shows a lower peak value and also the location
of the peak moves closer to the pressure side. This can be explained by the change of
the suction side separation bubble for the turbulent cases which leads to a different
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Fig. 5 Space-time diagrams of wall shear stress: a Fred = 0.31, Tu = 0%; and b Fred = 0.61,
Tu = 0%

defect of the wake. Similar phenomena can be found for Fred = 0.31 and 0.61 cases,
but the profiles of wake loss are sharper. The Fred = 0.61 case result agrees well
with the incompressible one by Michelassi et al. [5] and Tu = 4% does not show
significant difference except a broader profile at the pressure side and slightly smaller
value at the suction side.

A scalar integral over pitchwise direction has been done for each wake loss profile
in order to study the overall losses at different reduced frequencies. Figure4b shows
the scalar integral wake losses versus three reduced frequencies. With the increment
of reduced frequency, the wake loss is dramatically reduced. Also, the influence of
the inflow turbulence level is less significant in Fred = 0.61 case.

To better understand the physical process in the moving bar cases, the phase-
averaged statistics have been collected during 30 bar passing periods for Fred = 0.31
and 0.61 (Tu = 0%). Each period is divided into 10 equal phases. The phase φ is
defined by φ = t/T0 − n, where n is an integer such that 0 ≤ φ < 1, where T0
is the bar passing period for Fred = 0.61. The space-time diagrams of wall shear
stress τw on the suction side are shown in Fig. 5. In Fig. 5a, b, the ‘red’ regions of
high wall shear from leading edge to 0.6 are the response of the laminar boundary
layers to the passage of the incoming wakes. The negative value marked in dashed
lines indicate the evolution of the separation bubbles. At Fred = 0.31 the separation
region is larger than that of Fred = 0.61 case, corresponding to a larger wake loss
generation discussed above.

4 Conclusions

Direct numerical simulations of the compressible flow pass through a low pressure
turbine have been conducted to study the effect of incoming wakes generated by
moving bars at different reduced frequencies as well as the combined effect with
4% inflow turbulence level. The results compare favorably with the reference data in
terms of the pressure distributions and wake losses. It is evident that with the incre-
ment of reduced frequency, the wake loss is dramatically reduced and the influence
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of the inflow turbulence level is less significant in Fred = 0.61 case. The space-time
diagrams of wall shear stress also show that the separation bubble can be suppressed
effectively by the incoming wakes, especially at higher reduced frequency case.
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Large Eddy Simulation of a NACA-0012
Airfoil Near Stall

J. AlMutairi, I. AlQadi and E. ElJack

1 Introduction

Laminar separation bubble (LSB) is a phenomenon that can greatly affect the
performance of wings at a low Reynolds number. Beside the increase in drag, the
dynamics of LSB can lead to undesirable effects such as flow oscillations due to bub-
ble flapping, and abrupt airfoil stall due to bubble bursting. LSB forms when laminar
flow over an airfoil is subjected to a strong adverse pressure gradient causing the
boundary layer to separate from the airfoil surface. The highly receptive shear layer
is prone to disturbances and goes through a transition to a turbulent flow through
Kelvin-Helmholtz instability [17]. The energized flow, due to a transition to turbu-
lence, reattaches to the airfoil surface forming the separation bubble. The length of
the separation bubble is a function of Reynolds number as well as the angle of attack
[6, 12]. As the angle of attack approaches the stall angle, the laminar separation bub-
ble exhibits a quasi-periodic switching between long bubble and short bubble. The
phenomenon is known as low-frequency flow oscillations. Although low-frequency
flow oscillation phenomenon has been extensively studied, the underlying mech-
anism is still elusive. Low-frequency flow oscillations were initially reported by
Zaman et al. [18]. The phenomenon was observed to cause 50% fluctuations in lift
with a Strouhal number in the order of 10−3 [3, 4]. Rinoie and Takemura [14] per-
formed an experimental study of aNACA−0012 airfoil at a Reynolds number of 1.3×
105 and angle of attack α = 11.5◦. They observed a low-frequency flow oscillation
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phenomenon in which the laminar separation bubble grows and shrinks between a
short bubble of about 10% chord length near the leading edge and a long bubble
resulting in fully separated flow. The availability of supercomputing capability has
facilitated the investigation of laminar separation bubbles. Many studies have been
performed to investigate the behavior of LSB [3–5, 9, 14, 16, 18]. However, only
few simulations have been performed to capture low-frequency flow oscillations and
have met with limited success [13]. The first successful simulation of low-frequency
oscillations was done by Almutairi and AlQadi [1]. They investigated natural low-
frequency flow oscillation phenomenon using a large eddy simulation in which they
performed four simulations of flow around a NACA − 0012 airfoil at a Reynolds
number of 50, 000 and Mach number M∞ = 0.4 at four angles of attack α = 9.25◦,
9.29◦, 9.40◦, and 9.60◦. Natural low-frequency flow oscillation was detected with a
quasi-periodic behaviour at α = 9.29◦ and 9.40◦. They also observed an intermit-
tent bursting of the laminar separation bubble at α = 9.25◦. At α = 9.60◦ the flow
was stalled for most of the time with occasional reattachment. Averaged, as well
as instantaneous turbulent flow fields, revealed that the location of transition moves
downstream and away from the surface during bubble bursting and upstream and
close to the surface during short bubble reformation. Pressure power spectra in the
surrounding potential flow field illustrated the global effect of low-frequency flow
oscillations on the flow field as a whole. The physics of bubble bursting is yet to
be understood. Marxan and Henningson [10] studied bubble bursting and how it is
related to airfoil stall. They argued that changes in the transition process play a major
role in bubble bursting along with the viscous-inviscid interaction. They performed
a systematic study of bubble response to incoming disturbances and concluded that
bubble bursting occurs when incoming disturbances are switched off. Their hypoth-
esis is that bursting takes place when saturated disturbances can’t reattach the flow
right after transition. Marxan et al. [11] illustrated that leading edge stall and bubble
bursting can be eliminated using high-frequency zero net mass flux (ZNMF) actu-
ators. For the current study, a large eddy simulation was performed to investigate
low-frequency flow oscillation phenomenon for flow around a NACA − 0012 air-
foil at an incidence of α = 11.5◦ and a Reynolds number of 1.3 × 105 at Mach
number M∞ = 0.4. The simulation was validated through quantitative comparison
with the experiment of Rinoie and Takemura [14]. The study’s main objective is
to better understand the underlying mechanism of low-frequency flow oscillation
phenomenon near stall conditions.

2 Mathematical Model and Computational Setup

In Large Eddy Simulation turbulent fluctuations are decomposed into resolved
large scales and unresolved small scales. The decomposition process is carried out
by low-pass special-filtering. For compressible flows Favre-filtering is implemented
to simplify the non-dimensional Navier-Stokes equations and retain terms corre-
sponding to the original equations. The LES of the present study incorporates the
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Fig. 1 Computational
domain

Mixed-Time-Scale (MTS) model developed and validated by Inagaki et al. [7]. It
was shown that thismodel can overcome the drawbacks of other SGSmodels by turn-
ing off in the laminar flow region and thus not requiring a wall-damping function.
Subgrid terms in the energy equation were neglected for this relatively low Mach
number. The LES code used in the present study has been validated extensively by
Jones et al. [8] and Almutairi [2]. Details of the numerical approach can be found in
Almutairi and AlQadi [1]. A grid of size 1, 485× 500× 86 was constructed around
NACA−0012 airfoil oriented at an angle of 11.5◦. The computational domain, Fig. 1,
width is set to 50% of the chord length which was found to be necessary to obtain
accurate results [1]. The grid parameters are as follows: Wake length W/c = 5,
radius R/c = 7.3, and the domain length in the spanwise direction Lz/c = 0.5. The
numbers of grid points along the curvilinear directions ξ is Nξ = 1,485, along η is
Nη = 500, and along ζ is Nζ = 86.

3 Results and Discussion

In the current study, a large eddy simulation of flow around a NACA − 0012 airfoil
was conducted at an angle of attack of α = 11.5◦ and Reynolds number of 1.3×105

at Mach number M∞ = 0.4. The LES was performed with a time step of 1.0×10−4.
Figure2 shows an isosurface of Q over the upper surface of the airfoil. From this
figure, it is clear that the process of breakdown to turbulence is captured in the
LES. Starting from the leading edge, the shear layer is detached from the wall with
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Fig. 2 Iso-surface of
Q-criterion

a laminar two-dimensional behavior. The transition becomes visible where small
distortions of the shear layer takes place and the three-dimensionality of the flow
starts to grow. Large-scale structures form and then break down into small-scale
structures followed by fully three-dimensional turbulent flow. Data was collected
from the fully developed flow obtained after initializing the entire computational
domain with free-stream conditions with no artificial forcing. The time history of
lift, pressure drag and skin-friction coefficients are clearly oscillating in a quasi-
periodic manner as shown in Fig. 3 which is an indication of the occurrence of the
low-frequency flow oscillation phenomenon. The lift coefficient oscillates between
0.964 and 0.445 with an oscillation amplitude of about 73% of the mean value,
which is larger than the amplitude of the low-frequency flow oscillation for a lower
Reynolds number reported byAlmutairi andAlQadi [1]. This is in agreementwith the
observation of Almutairi [2] who found that as the Reynolds number and incidence
increase, the peak-to-peak amplitude tend to increase. It is interesting to mention
that the oscillation behavior of the lift coefficient obtained in the current study is
more regular than that observed in the study of Almutairi and AlQadi [1]. It is
observed from Fig. 3 that the lift and drag coefficients reached the maximum value
at nearly the same time, with a small phase shift. The maximum value of the skin
friction coefficient coincides with theminimum value of the pressure drag coefficient
at which the flow is fully attached except for the laminar separation bubble near the
leading edge. The spectrum of the lift coefficient as a function of Strouhal number
(St = f c sin(α)) is computed using FFT. The dominant Strouhal number is found to
be 0.00826which is comparable to the Strouhal number of 0.008measured byRinoie
and Takemura [14]. This implies that the current LES has successfully captured
the low-frequency flow oscillations. Dynamic Mode Decomposition (DMD) [15]
analysis was performed on a sample of 12,438 snapshots spanning over one low-
frequency cycle. Instantaneous Pressure is recorded along the middle plane in the
spanwise direction. The snapshots are taken every time step. The growth rate of the
computed modes are shown in Fig. 4 as a function of Strouhal number. The modes
are represented by a circle with a radius proportional to the norm of its eigenvector.
We will consider only the first four dominant modes. The growth rate of the first two
modes is negative which indicate decaying stable modes. However, mode 3 and 4
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have positive growth rate hence indicating growing unstable modes. Figure 5 plots
the spectrum of CL and CD history along with the frequencies of the DMD modes.
The frequencies of the first four modes are labeled by their number in the plot. It can
be easily seen that the first three modes correspond with the first three peaks in the
spectrum of CL and CD . However, the fourth modes does not show up in the CL and
CD spectrum. The first mode is the low-frequency oscillation mode. The 2nd and
3rd modes can be thought of as the second and third harmonic of the low frequency
oscillation mode. The fourth mode is at much higher frequency. Reconstruction of
the flow field corresponding to the 4th dynamic mode shows that this high frequency
is due to vortex shedding at the trailing edge. In general there is good agreement
between measured and computed low frequency mode (Table1).

Animation of streamlines and turbulent kinetic energy (not shown here) reempha-
size the mechanism for low-frequency oscillation which was suggested by Almutairi
and AlQadi [1]. The mechanism is as follows: For an airfoil near stall conditions the
flow over the upper surface undergoes a strong adverse pressure gradient causing the
separation bubble to burst and leading to complete stall. During stall, vortex shedding

Table 1 Dominant modes frequencies

DMD (pressure) FFT (CL ) FFT (experiment)a

0.00839 0.00826 0.0080

0.01650 0.01650 –

0.02910 0.02470 –

0.01669 – –
a Rinoie and Takemura [14]
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over the upper surface creates a low pressure wake region pulling the separated shear
layer at the trailing edge and accelerating the flow on the airfoil lower surface. The
resulting strong vortex shedding at the trailing edge entrain the separated flow lead-
ing to reattachment and the reformation of the leading-edge separation bubble again.
As the flow reattaches, the vortex shedding from the trailing edge dies down and
a strong adverse pressure gradient starts to build up behind the separation bubble
causing the process to repeat itself. It is therefore argued that control of trailing edge
shedding can be used to prevent low-frequency flow oscillations near stall.
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Large-Eddy Simulation of a FSI-Induced
Oscillation Test Case in Turbulent Flow

M. Münsch, A. Delgado and M. Breuer

1 Introduction

Within many technical fields like aerospace and naval engineering, civil engineering
and biomedical applications, fluid-structure interactions (FSI) can be observed.
Moreover, most of the flows in these fields are dominated by turbulence, which
can be predicted in a reasonable manner by Large-Eddy Simulation (LES). In LES
subgrid-scale models (SGS) are used to account for the effect of the small unresolved
scales on the larger scales. Within a pure flow simulation SGS models and the corre-
spondingmodel parameters are known to have an impact on the results obtained such
as the separation and recirculation length. Thus, an impact of SGS models on the
results of FSI computations in terms of amplitudes and oscillation frequencies can be
expected. In this contribution the results of still ongoing investigations on the impact
of SGS models and their corresponding parameters on FSI computations are pre-
sented. Based on an experimental FSI benchmark developed by Gomes and Lienhart
[4], the turbulent flow at a Reynolds number of 23,423 around a swiveling cylinder
with an attached splitter plate is considered. The SGSmodel of Smagorinsky [9] with
van Driest damping, the WALE model [2] and the dynamic model of Germano et al.
[3] with modifications by Lilly [5] are applied. In addition, the effect of the boundary
conditions and the extension of the domain in spanwise direction is investigated.
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2 Description of the Numerical Method

The present investigations are conducted with the in-house code FASTEST-3D to
compute the flow field. The code was extended for the purpose of FSI in combi-
nation with LES and makes use of a finite-volume scheme to discretize the mass
conservation and the Navier-Stokes equations by standard schemes on a curvilin-
ear, block-structured and body-fitted mesh. The variables are arranged in a colocated
manner in the cell-centers of the control volume (CV).Amidpoint rule approximation
of second-order accuracy for the integrals is applied and a linear interpolation of the
flow variables to the cell faces is used. Thus, a second-order accurate central scheme
is obtained. Besides a fine spatial resolution also a proper temporal resolution of the
turbulent flowfield is required in the framework of LES. Since explicit time-marching
schemes are favored, the fluid solver is based on a predictor-corrector scheme,
whereas in the predictor step a five substeps low-storage Runge-Kutta scheme of
second-order accuracy advances the momentum equation in time. The pressure-
velocity coupling is assured by the Rhie-Chow interpolation [8]. The moving mesh
is considered via the ALE formulation of the filtered conservation equations:

d

dt

∫

V (t)

ρ f dV +
∫

S(t)

ρ f (u j − ug, j ) n j d S = 0 , (1)

d

dt

∫

V (t)

ρ f ui dV +
∫

S(t)

ρ f ui (u j − ug, j ) n j d S

= −
∫

S(t)

(τ i j + τ SGS
i j ) n j d S −

∫

S(t)

p ni d S . (2)

The Space-Conservation Law (SCL):

d

dt

∫

V (t)

dV −
∫

S(t)

ug, j n j d S = 0 (3)

is considered to determine the grid velocities ug, j . Here, the SGS tensor τ SGS
i j is

modeled with the help of the SGS models mentioned above. Regarding the structure
domain, the investigated structure shown in Fig. 1 is considered to be inflexible with
a single rotational degree of freedom around the center of the cylindrical front end.
The movement of the structure is specified via an ordinary equation of motion:

I ϕ̈(t) + D(ϕ) ϕ̇(t) + C sin(ϕ(t)) = M(t), (4)

where I is the moment of inertia, D the damping coefficient andC the stiffness of the
system. The angular displacement, the angular velocity and the angular acceleration
are represented by ϕ, ϕ̇ and ϕ̈. Here, the system is driven by the moment M(t) around
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Fig. 1 Illustration of the
computational domain

the rotational axis arising from pressure and shear stresses acting on the structure.
The equation of motion is solved via the Newmark method and an equal (small)
time-step size for both domains. The coupling between the fluid and structure was
done with a new semi-implicit coupling approach which was specially designed for
LES-FSI applications. Further details regarding the performance of this algorithm
can be found in [1, 6] where satisfying results of a numerical FSI benchmark [10]
have been presented.

3 Test Case: FSI4

A cylinder (d = 22mm) with an attached rectangular splitter plate (l = 42mm,
t = 2mm) is mounted on the centerline of an rectangular three-dimensional chan-
nel (L = 405mm, B = 240mm) with a spanwise extension of 177mm. The cylinder
center is located at the position (5.5d, 0.5B)whereas gravitation gworks in the direc-
tion of the x-axis. The cylinder and the plate have a density of 2,828 and 1,475kg/m3,
respectively. The surrounding fluid is water at 20 ◦C and a density of 997kg/m3. At
the inflow a block-profile with zero velocity at the walls is considered and a convec-
tive outflow boundary condition is set on the outflow plane. Initially, all four channel
walls and the surface of the structure are considered to be no-slip walls. The fluid
domain is resolvedwith in total 11,548,800 CVs and a spanwise resolution of 81 CVs
delivering a y+-value of 2.3 at the trailing edge of the plate. In a first stage, pure flow
computations have been conducted, i.e., the structure was fixed at an angle of ϕ = 0 ◦,
by applying the Smagorinsky model with Cs = 0.1, theWALEmodel with Cw = 0.32
and the dynamic model with a filtering parameter of ε = 10−3 for the recursive low-
pass filter. Based on the obtained flow fields, fully coupled FSI simulations have been
started in a next step. A sensitivity study was carried out in which the model para-
meters of the Smagorinsky and the WALE model have been varied from Cs = 0.065
to more realistic 0.2 and Cw = 0.32 to 0.65, respectively. In addition, the impact of
replacing the no-slip boundary condition by artificial periodic boundary conditions in
spanwise directionwas investigated.Here, the extension of the computational domain
was reduced to 42mm, whereas the number of CVs in spanwise direction was kept
constant. Consequently, the momentum M(t)was scaled up by a factor of 177/42 for
the usage of Eq. (4). For this case, the Smagorinsky model withCs = 0.1 was applied.
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4 Results

For the pure flow simulations, time averaging has been performed for a duration of 4.7
seconds physical time, which covers about 45 shedding cycles considering a classical
Strouhal number of a pure cylinder flow of about 0.2. Exemplarily, the absolute value
of the time-averaged mean velocity at the centerplane for the caseCs = 0.1 are shown
in Fig. 2,whereas the streamlines are based on the time-averaged velocities.Here, two
major vortical structures are visible in the wake of the cylinder: a large recirculation
zone (RC1) and a smaller counter-rotating second vortical structure (VS2). The
normalized length of these vortical structures, the angle of separation θ and the
mean drag coefficient Cd are specified in Table1 for each of the cases. As expected,
the results shown vary for each particular SGS model, which is in accordance with
the literature. After releasing the structure, a strong influence of the SGS models
and parameters on the oscillation frequencies and amplitudes of the structure was
found, which is summarized in Table2. Here, the frequencies, the global peak values
of the amplitudes ϕmin/max and the phase-averaged amplitudes ϕmin/max are based
on an evaluation time of 3.28 seconds. For the Smagorinsky model the amplitudes
are increasing with increasing Cs , whereas the frequencies are slightly reducing.
The same behavior can be observed for the WALE model up to a Cw-value of 0.55.
For Cw = 0.65 the amplitudes decrease and the frequency increases. In [7] it was
demonstrated for the Germano model that unfavorable initial conditions might lead
to strange results for the coupled case. Thus in the present study the FSI prediction
basedon theGermanomodelwas redone starting froma runningFSI simulationbased
on the Smagorinsky model with Cs = 0.1 which results in a proper oscillation at a
frequency of 5.8 Hz. For detailed investigations a phase-angle dependent averaging
of the flow field over fifteen oscillation cycles was performed. Exemplarily, the

Fig. 2 Normalized
time-averaged mean velocity
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Table 1 Results obtained for
pure flow computations

SGS Model RC1 VS2 θ (◦) Cd

[(X − 0.5d)/l] [(X − 0.5d)/l]

Smag, Cs = 0.1 0.96 0.19 81.3 0.730

WALE, Cw = 0.32 0.81 0.09 82.8 0.728

Germ, ε = 10−3 >1.0 0.18 83.1 0.700
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Table 2 Results obtained for fully coupled FSI simulations

SGS Model Frequency (Hz) ϕmin ϕmax ϕmin ϕmax

Smag, Cs = 0.065 5.19 −0.155 0.153 −0.132 0.131

Smag, Cs = 0.1 5.19 −0.206 0.194 −0.178 0.181

Smag, Cs = 0.1a 5.80 −0.146 0.143 −0.097 0.107

Smag, Cs = 0.17 4.89 −0.230 0.232 −0.211 0.207

Smag, Cs = 0.2 4.89 −0.243 0.255 −0.213 0.206

WALE, Cw = 0.32 5.50 −0.052 0.051 −0.029 0.027

WALE, Cw = 0.45 5.19 −0.178 0.175 −0.150 0.147

WALE, Cw = 0.55 5.19 −0.205 0.212 −0.191 0.191

WALE, Cw = 0.65 6.41 −0.130 0.128 −0.113 0.109

Germ, ε = 10−3 5.80 −0.171 0.188 −0.144 0.149

Ref. experiment ≈5.5 – – −0.262 0.262
a with periodic b.c., else no-slip
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Fig. 3 a Ppavg for Cs = 0.065 and θ = 180◦. b Ppavg for Cs = 0.065 and θ = 270◦. c Ppavg for
Cs = 0.2 and θ = 180◦. d Ppavg for Cs = 0.2 and θ = 270◦

contour plot of the phase-averaged pressure Ppavg and the streamlines based on the
phase-averaged velocities ux,pavg and uy,pavg at the centerplane for the Smagorinsky
cases Cs = 0.065 and 0.2 at phase angles of 180◦ and 270◦ are shown in Fig. 3a–d.
Here, the development and propagation of vortical structures associatedwith induced
low pressure zones which cause the movement of the structure are clearly visible.
Comparing thepressurefields, the strengthof the lowpressure zones in the core region
of the vortical structures on the suction side is higher for the case Cs = 0.2 than forCs

= 0.065. At the same time the pressure maximum on the pressure side of the structure
is of the same order. Thus, the increase of the strength of the shed vortical structures



402 M. Münsch et al.

X [m]

Y
[m

]

0 0.05 0.1
-0.04

-0.02

0

0.02

0.04
ωz
200
160
120
80
40
0
-40
-80
-120
-160
-200

X [m]

Y
[m

]

0 0.05 0.1
-0.04

-0.02

0

0.02

0.04
ωz
200
160
120
80
40
0
-40
-80
-120
-160
-200

(a) (b)

Fig. 4 a Vorticity ωz for Cs = 0.065, b vorticity ωz for Cs = 0.2

and their corresponding low pressure zones with increasing Cs is identified as the
main reason for the variation of the oscillation amplitudes. These observations are
caused by a reduction of the vorticity transfer from the main componentωz normal to
the x-y-plane to the other directions (vortex tilting) which is found for an increasing
Smagorinsky constant Cs depicted in Fig. 4a, b as instantaneous snapshots. Here, the
ωz-structures are more coherent for Cs = 0.2 than for 0.065. Similar observations
have been found for the WALE model. For the simulation with periodic boundary
conditions andCs = 0.1 a frequency of 5.8Hzwas obtained, which is a slight increase
compared to the no-slip case. At the same time the phase-averaged peak-to-peak
amplitude is strongly reduced (see Table2). This finding can also be attributed to
the relation between the strength of the low pressure zones and the vorticity transfer,
which is intensified by an increased relative grid resolution in spanwise direction in
the periodic case. Thus reduced amplitudes are observed.

5 Conclusions and Outlook

The impact of different SGS models and parameters on the results of a fully coupled
FSI test casewere investigated. The FSI results in terms of oscillation frequencies and
amplitudes turned out to be strongly dependent on the SGSmodel and its parameters
which is due to a relation between the strength of low pressure zones in vortical
structures, the vorticity transfer and the applied SGS model or model parameter.
In a next step, the investigations regarding the grid resolution, periodic boundary
conditions and the spanwise extension of the fluid domain will be continued.
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Shape Optimization and Active Flow
Control of Truck-Trailers for Improved
Aerodynamics Using Large-Eddy Simulation
and Response Surfaces

M. El-Alti, P. Kjellgren and L. Davidson

1 Introduction

Most of the drag on a truck is caused by the wake behind the trailer. It is caused by
the sharp edges on the rear end. This effect gives rise to a large low pressure region
that increases the pressure difference between the front and back. An effective way
to increase the pressure on the back is to use angled flaps and active flow control.
Previous research shows possibilities to decrease the drag by re-attaching the flow
on a straight flap [1]. The present objective is to investigate the shape of the flap.

2 Optimization Approach

Surrogate models are adopted as the optimization approach. The specific model
is the polynomial response surface methodology (RSM). The idea of RSM is to
build an empirical model of the true response surface of the system. A second-
order polynomial model has been adopted to capture non-linearities. Follow the
procedure in [2], if the true response is denoted y and the design parameters are
x1, x2, x3, ..., xn , we have the following statement: y = f (x1, x2, x3, ..., xn) + ε

where ε is all sources of errors. By using second-order RSM the regression model is
written as

y = β0 +
k∑

i=1

βi xi +
k∑

i=1

βi i x2
i +

∑

i< j

k∑

j=2

βi j xi x j + ε (1)
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where βs are the regression coefficients, xi is the ith design parameter and k is the
total number of design parameters. By minimizing the error using least-square fit of
the regression coefficients, the approximation of the true response, ŷ, is

ŷ = b0 +
k∑

i=1

bi xi +
k∑

i=1

bii x2
i +

∑

i< j

k∑

j=2

bi j xi x j (2)

The bs are now the least-square estimators of the regression coefficients. It is impor-
tant to choose appropriate values of the parameters for each design candidate. The
method of the statistically appropriate choice for best fit is called “Design of Exper-
iment” (DOE). The design chosen is the face-centered central composite design.

3 Numerical Method

The flow behind the truck is unsteady and the pulsating (i.e. oscillating) jets are
used as forcing. The modeled actuator is very narrow, and the excitation velocity
is about 110 % of the free stream velocity. Thus a fine resolution in both space
and time is needed. In order to make an accurate prediction of the turbulent flow,
large-eddy simulation is therefore used. This provides both instantaneous field data
and high accuracy. The Reynolds number is 200,000 based on the width (w) of the
truck, which is in the range of manageable LES. The inlet velocity is U∞ = 25 m/s
and the truck width is w = 2.6 m, see Fig. 1. The commercial CFD code FlowPhys
ver. 2.0 is used for the computations in this work. The Smagorinsky model for the
sub-grid scales is used with the Smagorinsky constant CS = 0.25. FlowPhys has
a semi-implicit, fractional step finite element solver. The temporal discretization is
the explicit four-step Runge-Kutta scheme for the convection terms and the Crank-
Nicholson method for the diffusion terms. The spatial discretization scheme is the
pure central difference (CD). The forcing is modeled as a transient velocity inlet,
and the governing variables are the slot width, Δh, the velocity (both magnitude and

x
y

z

(a)

(b)

Fig. 1 The spanwise slice and the simplified truck model. a The spanwise slice of the truck. b Sim-
plified truck model. Inlet at x = −12 w; outlet at x = 30 w; side walls at y = −8.5 w and y = 8.5 w
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direction) and the frequency. The RMS momentum and coefficient from the slot are
defined as

JRM S =
∫

ρu2
RM S dh = ρu2

RM SΔh, Cμ RM S = JRM S

w 1
2ρu2∞

= u2
RM SΔh

w 1
2 u2∞

(3)

Δh is the effective slot width. From Eq. 3 the velocity (assuming purely sinusoidal)
in the slot and the non-dimensional forcing frequency are given by

u RM S =
√

Cμ RM S w u2∞
2Δh

, u(t) = √
2u RM S sin(2π Ft), F+ = F · XT E

U∞
(4)

where XT E is the distance from the slot to the trailing edge of the flap.
We use a simplified truck model in our simulations. The truck is simplified as

a rectangular bluff body with a typical width (w = 2.6 m, y direction) and length
(l = 13.0 m) relevant for a real truck. The height (the z direction) is H = 0.2 m, i.e.
the domain is three-dimensional (Fig. 1). The truck is mounted with angled flaps on
the rear end in which the oscillating synthetic jet actuators are placed (Fig. 2).

3.1 Procedure and Parameters Investigated

Several parameters have to be considered during optimization. There are at least
nine parameters that govern AFC: flap angle, flap length, slot position, slot angle,
slot width, actuation frequency, actuation amplitude, first and second shape coordi-
nates, y1 and y2 (see Fig. 2). Previous simulations [1] proposed optimal values of the
actuation frequency and amplitude. The optimal actuation frequency is F+ = 0.5 and
the optimal amplitude (Eq. 3) is Cμ = 1.0. The flap length has to be as short as possi-
ble for practical purposes, and is limited to 0.3 w. The slot width is set to a relatively
large value of 0.02 w in order to avoid too small cells and make the computations
more robust. The remaining five parameters are included in the optimization. The

AFC parameter Min value Max value index
Flapangle α 10 deg 40 deg 1
1st flap coord

flap coord
y1 −0.1 m 0.1 m 2

2nd y2 −0.1 m 0.1 m 3
Slot angle β 15 deg 45 deg 4
Slot position Xf 10% 30% 5

Fig. 2 Specifications of the parameters and a drawing of the flap with defined optimization para-
meters
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number of simulations (designs) that must be carried out is 2k +2k +1, where k is the
number of optimization parameters, thus we have 25 + 2 · 5 + 1 = 43 different cases
to be simulated. There is no sharp edge between the rear end and the flap. For each
design, the flap starts as a tangent to the edge and then reshapes according to the flap
angle and y-coordinates. This is why the slot starts at X f = 0.03 w (10 %). In the
previous simulations in [1], there was a sharp edge between the truck rear end and the
flap. The separation point was hence known. In this design, the separation location is
unknown and is dependent on the shape of the flap chosen during the optimization.

4 Results

This section presents the final response surface after statistical treatments and
improvements. The final response surface is analyzed to find the regions of fea-
sible optimal designs. We start with the full model (Eq. 2) and increase the model
fit using test statistics and rejecting terms in Eq. 2 until the model fit is optimal. The
final model has 12 terms and is given in Eq. 5

CD,model = β0 + β1 X1 + β5 X5 + β6 X1 X2 + β7 X1 X3 + β8 X1 X4 + β9 X1 X5

+ β10 X2 X3 + β12 X2 X5 + β13 X3 X4 + β16 X2
1 + β18 X2

3
(5)

Indices 1–5 in parameter X are given in the table in Fig. 2.

4.1 Results and Analysis of the Response Surface

The response surface obtained in the previous section gives a minimum in drag of
CD = 0.52. Figure 3 gives the parameter values that correspond to this minimum and
shows the geometry and mesh. Figure 4 shows variations of the different parameters
in the contour plots. Figure 4a–c plot the response surfaces for β versus α at three
different slot positions, X f . The minimum on this surface occurs at the lowest slot

Fig. 3 The geometry of the
proposed optimized case by
RSM for drag. α = 30◦,
y1 = 0.10 m, y2 = 0.015 m,
β = 15◦ and X f = 30 %
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Fig. 4 Analysis plots of the response surface. a Optimized case, Min CD = 0.59, X f = 0.1.
b Optimized case, Min CD = 0.56, X f = 0.2. c Optimized case, Min CD = 0.52, X f = 0.3.
d a = 20◦, Min CD = 0.64, const y2 = 0.0857X f = 0.2. e a = 30◦, Min CD = 0.66, const
y2 = 0.0857 X − f = 0.2. f a = 40◦, Min CD = 0.65, const y2 = 0.0857X f = 0.2. g X f = 0.1,
Min CD = 0.59, const y2 = 0.0857, b = 15◦. h X f = 0.2, Min CD = 0.56, const y2 = 0.0857,
b = 15◦. i X f = 0.3, Min CD = 0.52, const y2 = 0.0857, b = 15◦

angle β = 15◦ but drag is almost independent of β. The flap angle, α, is around
α = 30◦. The shape of the response surface suggests an even lower slot angle.
Figure 4d–f plot CD versus β and y1 for different flap angles. The minimum occurs
in the end points of the parameters, suggesting an increase in y1 and a further decrease
in β. Figure 4g–i plot CD versus y1 and α at different X f . It is shown that, for low
values of X f , y1 is drag invariant but α = 30 is optimum. As X f increases, the y1
dependency increases and shows an optimum for large values of y1.

In Fig. 5 the pressure contours for a case with straight flap without AFC compared
with the optimal case with AFC are plotted. The pressure recovery due to AFC in
the wake is evident. To check the proposed optimal design by the response surface,
a LES of this is carried out which gives CD,L E S = 0.59. This is in poor agreement
with the value from the RSM. One reason may be that the design space is too wide,
other reasons may that LES in general produces highly unsteady turbulent flow
fields, which are sensitive to averaging times, mesh quality and fluctuations in the
CD-scheme.
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Fig. 5 Time-averaged pressure contours comparing the optimal and the case without AFC

5 Conclusions and Discussion

The present results indicate a region of feasible designs. The flap angle, α, has an
optimum at 30◦ and a slot angle as low as possible. The slot position is very dependent
on the proposed flap shape. An LES was carried out for the optimal design point.
Poor agreement was found with the CD obtained with the RSM. possible reasons for
the discrepancy are given at the end of the previous section.
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Numerical Simulation of Breaking
Gravity Waves

S. Remmler, M.D. Fruman, U. Achatz and S. Hickel

Abstract Geophysical flows including stable stratification and system rotation are
a special challenge for turbulence subgrid-sclae models for large-eddy simulation
(LES) and hence require validation with suitable test cases. We validate different
subgrid-scale models for this kind of flows using a breaking monochromatic inertia-
gravity wave that has been studied before. We find that the standard Smagorin-
sky model cannot be recommended while the dynamic Smagorinsky model and the
implicit turbulence model ALDM are suitable to simulate this complex flow with
high accuracy.

1 Introduction

Gravity waves (GWs) play an important role for the global circulation in the
atmosphere, especially above the tropopause, where the transport of momentum
from the troposphere to the mesosphere cannot be neglected in global circulation
modelling. Despite this importance of GWs, their treatment in present general circu-
lation models remains unsatisfactory. Improvements in the physical understanding
and the parameterization of the breaking process of GWs in global circulationmodels
require high resolution benchmark simulations.

In a previous study [1], we have performed a fully resolved three-dimensional
direct numerical simulation (DNS) of a statically unstable monochromatic inertia-
gravity wave (IGW), i.e. a gravity wave with a very long oscillation period so that
Coriolis forces strongly influence the associated velocity field. The chosen para-
meters were characteristic for a GW with almost vertical direction of propagation
breaking in the middle atmosphere. The initial condition for our simulations was a
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perturbed monochromatic wave. The chosen perturbations were the most unstable
transverse normal mode of the wave and the leading secondary instability modes of
the time-dependent wave breaking in a two-dimensional space [2]. In the present
paper we use this DNS database to validate different turbulence subgrid-scale (SGS)
models for LES. Among other SGS models, we analyse the Adaptive Local Decon-
volutionMethod (ALDM) [3] with regards to its suitability for the efficient numerical
simulation of gravity wave breaking events, where stable stratification and rotation
affect the SGS turbulence.

2 Numerical Method

We use the finite-volume solver INCA for explicit time integration of the Boussinesq
equations on staggeredCartesian grids. For time advancement the explicit third-order
Runge-Kutta scheme of Shu [4] is used. The time-step is dynamically adapted to
satisfy aCourant-Friedrichs-Lewy conditionwithC F L ≤ 1.0. The flow solver offers
different spatial discretization schemes depending on the application. For DNS and
LES with explicit SGS model, we used a non-dissipative central difference scheme
with 4th order accuracy for the convective terms and 2nd order central differences
for the diffusive terms and the continuity equation (Poisson equation for pressure).

Alternatively, the central difference scheme for the convective terms can be
replaced by the implicit turbulence model ALDM, which integrates numerical dis-
cretization scheme and physical SGS model into a holistic approach (implicit LES).
The method is based on a reconstruction of the unfiltered solution on the represented
scales by combining Harten-type deconvolution polynomials. The different polyno-
mials are dynamically weighted based on the smoothness of the filtered solution.
A tailored numerical flux function operates on the reconstructed solution. Both, the
solution-adaptive polynomial weighting and the numerical flux function involve free
model parameters, that were calibrated in such a way that the truncation error of the
discretized equations correctly represents the SGS stresses of turbulence [3]. This
set of parameters was not changed for any subsequent applications of ALDM. For
the presented computations, we used an implementation of ALDM with improved
computational efficiency [5]. The validity of this method has been proved for a num-
ber of different applications [6]. Recently, we could also successfully apply ALDM
to stably stratified turbulent flows [7, 8], which is a key prerequisite of the breaking
wave problem.

For comparison we can replace the implicit turbulence SGS model ALDM by
an explicit SGS model. Within the present study we used the standard Smagorinsky
model [9] (SSM) with a constant prescribed model coefficient CS and the dynamic
Smagorinsky model [10] (DSM). In the DSM the model coefficient is variable in
time and space. It is automatically computed by explicitly filtering the resolved flow
field and assuming similarity of energy transport between the test filter scale and the
grid scale compared to the transport from the grid scale to the subgrid scale.
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Table 1 Physical parameters of the investigated inertia-gravity wave

Wavelength λ = 3km

Wave vector orientation Θ = 89.5◦

Dimensional wave amplitudes û = 8.97m/s; v̂ = 14.56m/s; b̂ = 0.0234

Non-dimensional wave amplitude a = 1.2

Kinematic viscosity ν = 1m2/s

f -plane latitude φ = 70◦

Brunt-Väisälä frequency N = 0.02 s−1

Gravitational acceleration g = 9.81m/s2

Thermal diffusivity α = 1m2/s

Phase velocity cp = 0.106m/s

Wave oscillation period T = 7.87h

3 Computational Set-Up

We initialize our simulationwith amonochromatic gravitywave perturbed by its lead-
ing primary and secondary instability modes. The computational domain is aligned
with the direction of wave propagation (Lz = 3 km) and with the directions of the
perturbations (Lx = 4 km, L y = 0.4 km). The domain is moving in the negative
z-direction at the phase speed of the wave, so that the most unstable part of the
wave remains in the upper half of the domain. The wave parameters are chosen such
that velocities in the x and y-direction have comparable magnitudes. A list of the
physical parameters of the IGW can be found in Table1. We provide a more detailed
description of the set-up in the DNS paper [1].

4 Results

Selected results of the DNS [1], i.e. the evolution of the base wave amplitude and the
energy dissipation rate, are shown in Fig. 1. A non-dimensional wave amplitude a
larger than unity means that the flow is statically unstable in the least stable region of
the wave. The primary breaking event is initiated by the optimal perturbations super-
posed to the base wave. The perturbations are strong enough to result in overturning
and turbulence generation not only in the unstable part of the wave but also in the
stable half. Turbulence in the stable region is damped strongly, but some turbulence
energy remains for a sufficiently long time to trigger the secondary breaking events
(after 3 and 5h, respectively), as soon as the unstable part of the wave has propagated
into the region where initially the stable part had been situated. The secondary break-
ing events, which appear after the non-dimensional wave amplitude has decreased
below unity, are hence a result of the similar time scales of breaking, turbulence
decay and wave propagation.
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Fig. 1 Results of the fully resolved DNS [1]. Time series of non-dimensional amplitude a of the
primary wave and total energy dissipation εt

We performed a number of large-eddy simulations of the described wave breaking
problem at a numerical resolution of 100 × 24 × 80 = 192, 000 cells. Note that
this means a ten times coarser resolution in all three directions compared to the
fully resolved DNS with 173million cells. In Fig. 2 we compare the results with
different turbulence SGS models. The standard Smagorinsky model (Fig. 2a) has the
disadvantage that it requires prescribing a model coefficient CS which depends on
the type of flow to be simulated. We selected three different values for CS finding
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that the choice of CS strongly affects the result of the simulation. All values of
CS lead to too strong energy dissipation and hence the wave amplitude decay rate is
overpredicted, especially during the second half of the simulated time span where the
wave has almost completely relaminarized.Only forCS = 0.10 a secondary breaking
event can be observed. However, the laminar decay rate is also overpredicted in this
case. We conclude that the standard Smagorinsky model is not suitable to simulate
the present problem given the uncertainty in choosing the coefficient CS and the fact
that the prediction is never satisfactory.

In Fig. 2b we compare the results with three more advanced turbulence SGSmod-
els. The first one is ALDMapplied to the non-linear terms in both themomentum and
buoyancy equations. The agreement with the DNS reference data is good, although
the amplitude decay is less smooth with ALDM. This is due to spurious oscillations
in the buoyancy field. We are currently investigating the origin of those, but have no
final conclusion on that topic. A better result is obtained if ALDM is applied only
to the momentum equations and the buoyancy equation is discretized with the 4th
order central scheme using no SGS model for the buoyancy at all. The oscillations
in the buoyancy field do not appear in this case and the amplitude decay matches
the reference DNS almost perfectly, especially during the first half of the simulated
time span, where breaking generates turbulence. A result with similar quality was
obtained using the dynamic Smagorinsky model. Though the intensity of the sec-
ondary breaking events is a little bit underpredicted, the overall agreement with the
reference DNS is good. The model is able to deactivate itself when the wave has
relaminarized and there are hardly any small scale turbulent motions left.

The velocity fluctuations (i.e. the root-mean-square deviations from the spatial
average in the y-direction) are displayed in Fig. 3 for the DNS and the LES with

Fig. 3 a Hovmöller plot of velocity fluctuations (in the y-direction) in the DNS (the dashed lines
indicates a fixed position in space). bHovmöller plot of velocity fluctuations in the LESwithALDM
(applied to the momentum equation only)
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ALDMapplied only to themomentum equation. Obviously, the LES is able to predict
the spatial and temporal structure of the breaking events correctly. Although the LES
seems to be slightlymore noisy, this is an excellent agreement given themuch coarser
resolution. Even the secondary breaking events are predicted well.

5 Conclusion

We presented results of large-eddy simulations of a breaking monochromatic inertia-
gravity wave. The same case has been studied by direct numerical simulation before
[1]. The present LES use a ten times coarser resolution in all spatial directions and
hence do not resolve all scales of turbulence generated during the breaking event.

We found that the standard Smagorinsky model is not suitable for this kind of
simulations. The predicted decay rate was too high for all tested model coefficients
CS . On the other hand the two tested advanced turbulence SGS models revealed
good agreement with the reference DNS. The implicit turbulence model ALDM
works well if it is applied only to the momentum equations and not to the buoyancy
equation. The dynamic Smagorinsky model in combination with a non-dissipative
4th order central discretization scheme is also capable to predict the primary and
secondary breaking events correctly and switches itself off when the turbulence has
decayed.
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DNS of a Radiatively Driven Cloud-Top
Mixing Layer as a Model for Stratocumulus
Clouds

A. de Lózar and J.P. Mellado

1 Introduction

The marine planetary boundary layer topped by stratocumulus clouds (STBL) is
key for the planetary radiation balance [5]. In its simplest configuration the STBL
consists of a lower moist boundary layer which is topped by a dry and warm free
atmosphere. The top of the STBL is populated by stratocumulus clouds that emit
long wave radiation, cooling the moist boundary layer. Radiative cooling is thought
to be the main source of turbulent energy for the STBL.

Despite its apparent simplicity, there is still a great degree of uncertainty in current
models of the STBL. One of the main problems arises when modeling the exchange
of heat and moisture between the free atmosphere and the moist boundary layer, the
so-called entrainment [4]. Climatemodels rely on accurate predictions of the entrain-
ment because it determines how much energy and water is available for the STBL.
Most attempts to solve the entrainment problem rely on LES but to date entrainment
values measured in LES strongly depend on the subgrid-scale parameterization and
on the advection scheme.

From the fluid dynamics point of view, the study of the entrainment combines two
fundamental problems. First, the entrainment in the cloud top is a case of turbulent
mixing across an stratified interface, a classical problem in the fluid dynamics liter-
ature. However, many aspects of this classical problem are still unknown, as to the
question on how do large eddies participate in the mixing. This question is partic-
ularly interesting for the stratocumuli dynamics because the scales representing the
STBL (typically one kilometer) are usually much larger than the scales representing
the stratification jump (of the order of several meters). Second, themain driving force
for turbulence in stratocumuli is radiation. In this case we encounter with a relatively
new problem because there are still very few studies that focus on the interaction of
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radiation with turbulence. This interaction is relevant not only for geophysical flows
but also for some applications in engineering [2]. In stratocumuli the radiative forcing
and the flow are strongly coupled, because the forcing is determined by the shape of
the cloud interface, and this shape is given by the flow-stratification interplay. This
strong radiation-flow interaction promises to reveal new interesting dynamics.

2 Problem Description

We have investigated a mixing-layer stably-stratified configuration that is driven by
radiative cooling, using Direct Numerical Simulations in the Boussinesq approxi-
mation. This simplified configuration mimics relevant aspects of the cloud top in the
STBL, in particular the mixing across an inversion that bounds a radiatively driven
turbulent flow. We apply three main simplifications with respect to the real clouds:
flow scalesmuch larger than the optical length (defined below) are neglected, the radi-
ation is calculated in a one-dimensional approximation and there is no evaporative
cooling. These simplifications allow us to reduce the problem to only two parame-
ters: a Reynolds number and the stratification strength, which can be described by a
reference Richardson number.

The problem is non-dimensionalized using the scales that define the radiative
forcing: the optical length λ and a reference buoyancy flux B0. The optical length
provides the region where radiation cools the cloud and the buoyancy flux indicates
the strength of this cooling. For this study we choose a reference stratification that
corresponds to a temperature jump ΔT ∼ 10K, an optical length λ = 15m and a
reference buoyancy flux B0 = 1.9 × 10−3 m2 s−3, as measured in the flight RF-01
in the DYCOMS-II field campaign. The molecular Prandtl number was fixed to one
which is reasonably close to the atmospheric value. Our numerical algorithm uses
compact schemes for the calculation of the derivatives which are characterized by
small numerical diffusion.

The initial condition is set so that the bottom layer (the cloud) is at constant
temperature with very weak turbulence. As radiation cools the top of the cloud, a
convective boundary layer (CBL) grows downwards into the cloud bulk (see Fig. 1).
Themain advantage of our configuration is that the integral scale grows continuously.
This allows us to investigate the effect of diverse scales on the entrainment.

3 Results

It is useful to divide the problem in two regions attending to the dominating flow
dynamics. On the top of the domain, the cloud mixes with the free atmosphere across
a stratification jump. This region is usually called inversion due to the temperature
inversion that characterizes the cloud top interface. Below the inversion, the radiative
forcing cools cloud parcels that fall into the interior of the cloud. The flow there
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shows the typical structure of a CBL, as in Fig. 1. We refer to this region as the cloud
bulk. The point that separates the inversion from the cloud bulk is usually called the
inversion point, zi .

In [1] we propose a definition of the inversion point with the mean buoyancy,
〈b〉(zi ) = 0. At this inversion point an exact energy balance equation divides the
total radiative cooling into two components: the buoyancy flux into the cloud bulk
and the cooling of the inversion layer, responsible for the entrainment.Wefind that the
Deardorff’s convective scalings in the CBL are consistent with this energy balance,
justifying our election for the inversion point.

In Fig. 2 we show the contributions to the turbulent kinetic energy (TKE) from
the TKE conservation equation [3]: the source of TKE by buoyancy 〈w′b′〉, the
dissipation rate and the total transport (the sumof pressure transport, viscous transport
and turbulent convection). The TKE grows with the CBL during the simulation
period, so that the presented terms of the TKE budget do not compensate. In the TKE
budget we clearly differentiate the inversion dynamics from the cloud bulk dynamics.
In the inversion ((zi − z) < 0) the buoyancy production of TKE is negative due to
the entrainment of warm air from above. This negative tendency of TKE adds to the
TKE dissipation, and it is compensated by a strong transport of TKE from the CBL to
the inversion. In the cloud bulk ((zi − z) > 0) there is a strong buoyancy production
of TKE. Radiation cools air that lies close to the inversion over a thickness ∼ λ,

Fig. 1 Buoyancy field. The air is cooled by radiation closely below the temperature inversion. The
horizontal domain is 18 λ, meaning that the extension where the radiative cooling is active covers
approximately 1/18 of the horizontal domain size. The cooled air falls into the cloud bulk generating
a CBL. This turbulent motion also induces the entrainment of hot air from the top, heating the cloud
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Fig. 2 Horizontally averaged contributions to the turbulent kinetic energy balance equation at the
end of the simulations. Positive values represent a source of TKE while negative values represent
a sink. The dashed line stands for the buoyancy production, the dotted line for the dissipation and
the continuous line for the transport

and these air parcels fall into the cloud bulk generating the turbulent motion. This
production clearly overcomes the dissipation of TKE along the whole domain. The
TKE transport term distributes the TKE from the middle of the CBL to the inversion,
where this TKE is used for the entrainment, and to the bottom of the CBL, where
the TKE is employed to grow the CBL.
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Effect of Ekman Layer on Windfarm
Roughness and Displacement Height

J.P. Goit and J. Meyers

1 Introduction

With increasing sizes of wind farms, the influence of large scale wind farms on
the Atmospheric Boundary Layer (ABL) has become an area of interest recently.
While for a lone-standing turbine, power extraction equals to the difference between
upstream and downstream kinetic energy fluxes, for a turbine in a large wind farm
the kinetic energy must be entrained from the faster moving flow above [4]. In that
case, the vertical transport of kinetic energy by turbulence is of the same order of
magnitude as the power extracted by the wind turbines. Therefore, the understanding
of the interaction betweenwind farm and theABL becomes crucial, e.g., tomaximize
the extracted energy, etc.

In large wind farms, the effect of wakes, and their interaction leads to a reduction
in farm efficiency. Based on extensive measurement campaigns, Barthelmie et al.
[1, 2, 5] have presented detailed quantitative analysis of power losses, and the
increases in turbulence intensity, observed in a medium size wind farm. Although
such measurements provide precious information on farm behavior, they cannot
present in full detail the three-dimensional flow field that is at the root of this reduced
farm performance. To that end, detailed wind tunnel investigation and large-eddy
simulations are used. For instance, Cal et al. [3] reproduced atmospheric turbulence
prevalent in neutral conditions in a wind tunnel, and performed experiments on an
array of 3× 3miniature turbines. Their main conclusion is that in an array interacting
with a turbulent boundary layer, the vertical fluxes of kinetic energy that are due to
the Reynolds stresses, are of the same order of magnitude as the power extracted by
wind turbines. Calaf et.al. [4] performed large-eddy simulations of a complete wind
farm, reaching similar conclusions. Later, these studies were followed by several
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others, aiming at a better understanding of the physics involved in wind-farm power
extraction [7, 8].

In recent years, most wind-farm LESs have focused on the interaction of a farm
with a pressure-driven boundary layer, ignoring outer-layer effects and Coriolis
forces in the Atmospheric boundary layer (ABL). The main working hypothesis
for this, is that turbines are situated in the inner layer of the boundary layer, and fur-
ther using the classical notion that inner layer dynamics display ‘universal’ behavior,
independent of outer-layer effects. However, if a wind farm is very large, or the
boundary layer is shallow, the interaction with the outer layer may not be negligible.
Therefore, in the current work we use Large Eddy Simulations (LES) to investigate
the influence of an outer-layer Ekman spiral (caused by Coriolis forces) on the mean
flow solution in wind farms. Furthermore, effects on the global wind-farm induced
roughness z0,hi , are also investigated. In our simulations, we focus on truly neutral
ABLs. While these are rare in nature, various relevant physics such as roughness
length, variation in boundary layer height etc., may still be investigated in such a
simulation environment. We show that z0,hi changes with ABL height (HG), when
the boundary layer becomes shallow. We also compare wind farm simulation with
an ABL simulation in which the farm is replaced by an increased equivalent surface
roughness. Finally, we also investigate the displacement height d induced by farms.
This is a parameter that is usually used for forest canopies.

Section2 describes the governing equations and the LES code along with the
implementation of coriolis force and a controller for the wind farm orientation. This
is followed by results and discussions in Sect. 3, where we present the influence of
wind farm to the ABL. Finally a summary of the current work is presented in Sect. 4.

2 Numerical Method

The KU Leuven LES code used in this study is an in-house code developed in
earlier studies [4, 10]. The code solves filtered Navier–Stokes (NS), and continuity
equations,

∂ũ
∂t

+ ũ · ∇ũ = − 1

ρ
∇ p̃ − ∇ · τsgs + fturb − fc ũ × ez − 1

ρ
∇ p∞, (1)

∇ · ũ = 0, (2)

where ũ is the filtered velocity field, p̃ the pressure, and τsgs the subgrid-scale tensor.
fturb is the forcing term due to turbines. This turbine induced force is based on

the classical actuator-disk method which models the total thrust force acting on fluid
due to the turbine and is written as

fturb = −ρ
1

2
C ′

T 〈ūT 〉2d , (3)
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where 〈ūT 〉d is the average turbine-disk velocity obtained during the simulation. C ′
T

is the thrust coefficient defined using the velocity at the turbine-disk and its value is
set to 1.33 in the current study [4].

The term fcũ × ez is a Coriolis force with fc being a Coriolis parameter. The last
term in Eq. (1) i.e., (1/ρ)∇ p∞is a pressure-gradient force which drives the ABL.
This driving force should balance the Coriolis force in the outer atmosphere and
therefore depends upon the geostrophic velocity above the ABL.

− fcVG = −∂p∞
∂x

, fcUG = −∂p∞
∂y

. (4)

The code uses pseudo-spectral discretization techniques and periodic boundary
conditions in the horizontal directions,whereas in the vertical direction a fourth-order
energy-conservative finite difference discretization is used. The boundary condition
imposed at the bottom surface comes from relating the wall stress to the velocity
at the first grid-point using Monin-Obukhov similarity theory [11]. At the top of
the domain a symmetry condition is used. Time advancement is performed using
a four-stage fourth-order Runge-Kutta scheme. The subgrid scale model is a stan-
dard Smagorinsky model with a constant coefficient Cs = 0.14, and Mason and
Thomson’s damping function is used near the wall [9].

Because of the Coriolis force, the velocity vector rotates with height above the
surface. Thus an angle exists between the geostrophic wind direction, and the wind
direction at turbine hub height. This angle is not known a priori, as it depends on
the total drag exerted on the boundary layer by the turbines and the ground surface.
Hence, it is necessary to reorient wind turbines so that they are always perpendicular
to the incoming velocity. However, doing so, would alter the inter-turbine spacing,
such that the geometrical arrangement pattern is not fixed a priori. To avoid this,
instead we artificially control the pressure gradient angle during the simulations
such that we obtain a desired wind direction at turbine hub height (i.e. in the positive
x-direction). To that end, a PID controller is implemented: the equation for the
controller corresponds to

αout = K pe (t) + Ki

t∫

0

e (τ ) dτ + Kd
d

dt
e (t) , (5)

where αout is an output angle, K p, Ki , Kd are proportional, integral and derivative
gain parameters respectively, and e stands for the error on the angle. In the current
work, we set K p = 0.008, Ki = 2× 10−8 s−1, and Kd = 0 s. Proportional constant
K p does not have a unit. This controller maintains the incoming flow direction
perpendicular to the rotor (as is the case in a real wind farm), additionally it also fix
the inter-turbine spacing so that simulation results give a correct roughness length
value.
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3 Results and Discussions

The parameter that affects the height of the boundary layer in an Ekman spiral, is the
Rossby number

Roh = G

fczh
, (6)

defined here based on the hub height of the wind turbines. G is the magnitude of
geostrophic velocity. We perform a set of simulations in which we keep the wind-
farm arrangement fixed, but use 9 different Rossby numbers between 400 and 1,200.
In addition, simulations with different geometrical arrangement are used, keeping
Roh = 1,000. Since the height of the boundary layer depends on Roh , domain
heights are adapted such they are at least 1.5 times the expected boundary layer
height. Domain sizes in streamwise and spanwise directions are kept constant. In
an additional LES case, a classical pressure-driven wind-farm boundary layer is
considered (i.e. a half-channel flow). Full details are provided in Table 1.

3.1 Velocity Profiles

In Fig. 1, a typical instantaneous u velocity field is shown for case 1d. In the horizonal
plane, we observe significant meandering of the turbine wakes. At the same time
patches of high speed fluid can also be seen passing through the spaces between

Table 1 Simulation cases based on the Rossby number and other parameters

Cases Roh Lx × L y × H
(
m3

)
Nx × Ny × Nz Nt sx × sy z0,lo/zh

1a 400 6,280 × 3,140 × 4,000 128 × 192 × 241 8 × 6 7.85 × 5.23 10−3

1b 500 6,280 × 3,140 × 4,000 128 × 192 × 241 8 × 6 7.85 × 5.23 10−3

1c 600 6,280 × 3,140 × 4,000 128 × 192 × 241 8 × 6 7.85 × 5.23 10−3

1d 700 6,280 × 3,140 × 4,000 128 × 192 × 241 8 × 6 7.85 × 5.23 10−3

1e 800 6,280 × 3,140 × 4,000 128 × 192 × 241 8 × 6 7.85 × 5.23 10−3

1f 900 6,280 × 3,140 × 4,500 128 × 192 × 281 8 × 6 7.85 × 5.23 10−3

1g 1,000 6,280 × 3,140 × 5,000 128 × 192 × 311 8 × 6 7.85 × 5.23 10−3

1h 1,100 6,280 × 3,140 × 5,000 128 × 192 × 311 8 × 6 7.85 × 5.23 10−3

1i 1,200 6,280 × 3,140 × 5,200 128 × 192 × 321 8 × 6 7.85 × 5.23 10−3

2 1,000 6,280 × 3,140 × 5,000 128 × 192 × 311 6 × 4 10.47 × 7.85 10−3

3 1,000 6,280 × 3,140 × 5,000 128 × 192 × 311 11 × 6 5.71 × 5.23 10−3

4 Half-channel 6,280 × 3,140 × 4,000 128 × 192 × 241 8 × 6 7.85 × 5.23 10−3

5 1,200 6,280 × 3,140 × 5,200 128 × 192 × 321 No wind Farm 0.0372

Lx × L y × H Domain size, Nx × Ny × Nz Grid-resolution, Nt Number of turbines, sx × sy
turbine spacing normalized by rotor diameter D = 100 m, z0,lo/zh surface roughness
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Fig. 1 Contours of instantaneous streamwise velocity. Horizontal plane in the figure is taken at
the hub height

turbine columns. In the vertical planes, a higher u-velocity is observed around z/zh =
20 than above the boundary layer. This is the characteristic of the Ekman layer;
remember that the direction of the geostrophic wind is not parallel to the wind
direction at turbine hub height, which is parallel to the x-direction.

Figure 2 shows x- and y-components of themean velocity profiles for cases 1a–1i.
In these different simulations, the geostrophic wind speed ranges from G = 4 to
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Fig. 2 Mean velocity profiles. a Stream wise component, b spanwise component. Dot-dashed line
Ekman layer(cases 1a–1i), full line half-channel flow (case 4)
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G = 12 (cf. Table 1). We normalize velocities with the total friction velocity above
the farm. Similar to the observations by Calaf et al. [4], the streamwise velocity
profile displays three regions around the turbines: (i) below the turbine disk, (ii) at
the disc and (iii) above the turbine. Next to results obtained using Coriolis forcing of
the simulations, the result of a pressure-driven channel flow (case 4) is also shown in
Fig. 2a. It is appreciated that below z/zh = 10, this pressure-driven velocity profile
collapses remarkably well with the results using Coriolis forcing.

3.2 Roughness Length

Following Calaf et al. [4], we estimate the roughness length induced by the wind
farm for our different simulations. To that end, we simply identify the surface rough-
ness z0,hi associated with the logarithmic velocity profile above the turbines. This
logarithmic profile is given by

〈ū〉 (z) = u∗,hi

κ
ln

(
z

z0,hi

)
, (7)

u2∗,hi =
HG∫

0

fc(V − VG)dz, (8)

andwhere the second relation is simply a result of an integrated x-momentumbalance
over the height of the boundary layer HG . In Eq. (8), u∗,hi is the friction velocity,
which is the sum of the total friction imposed by the ground and the wind farm and
the term on the right hand side is the difference between the driving pressure gradient
and the Coriolis force. To obtain the surface roughness, we choose a point z = 2zh ,
and substitute the velocity value into these equations to estimate z0,hi .

In Fig. 3, results are shown for cases 1a–1i, i.e. all cases with the same tur-
bine arrangement pattern, but different geostrophic wind speeds, and corresponding
Rossby numbers. As point of reference, the value obtained by Calaf et al.’s analytical
model for the wind-farm induced surface roughness is also displayed. This model
corresponds with

z0,hi

zh
=

(
1 + D

2zh

) ν∗
w

(1+ν∗
w)

exp

⎛

⎜
⎜
⎝−

⎡

⎢
⎣

c f t

2κ2
+

⎛

⎝ln

⎡

⎣ zh

z0,lo

(
1 − D

2zh

) ν∗
w

(1+ν∗
w)

⎤

⎦

⎞

⎠

−2
⎤

⎥
⎦

−1/2
⎞

⎟
⎟
⎠ ,

(9)

where ν∗
w ≈ 28

√
1/2c f t and c f t = πCT /4sx sy . For further details regarding the

parameters and the derivation of Eq. (9) reader is refered to Ref. [4]. It is appreciated
that this model does not display any Rossby-number dependence, as it is developed
under the assumption that the outer-layer dynamics of the boundary layer are not
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Fig. 3 Comparison between
the roughness height from
the LES results and the
model predicted value. ∇
from simulations, line model
of Calaf et al.
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affecting the inner-layer behavior characterized by the induced surface roughness.
Thus in Fig. 3, Eq. (9) corresponds to a constant value.

We observe (cf. Fig. 3) for high Rossby numbers (i.e., when the ABL height is
large), that the surface roughness z0,hi is almost constant, with a value z0,hi/zh ≈
0.037 for the current wind-farm lay-out. In this case, the turbines are situated well
inside the inner layer of the boundary layer (<0.1HG ), and thus, the classical hypoth-
esis that inner-layer dynamics are separated in scale from outer-layer effects may be
justified, such that the global effect of the wind-farm on the outer layer can be lumped
into one parameter, i.e. the surface roughness z0,hi , that is further independent of
Rossby number or ABL height.

For lower Rossby numbers (Roh < 700), we observe that z0,hi is not anymore
constant, but gradually decreaseswith Roh . However, even at the lowest value Roh =
400, the truly neutral boundary layer is still rather thick, with HG/zh = 18. In reality,
neutral atmospheric boundary layers are so-called ‘conventionally neutral’, i.e. in
these ABLs stable atmospheric stratification damps the maximum thickness that the
boundary layer can attain. Hence, in these cases, the dependence of z0,hi on boundary
layer height may be even more prominent.

In Fig. 4, results are shown for cases 1g, 2, and 3 (cf. Table 1), i.e. all with
geostrophic wind G = 10, and Roh = 1,000, but with different turbine spacings.
Themodel of Calaf,Meneveau andMeyers is also displayed, and it is appreciated that
trends are well followed by this model, though it underpredicts the induced surface
roughness at smaller turbine spacings.

Finally,we performan additional numerical experiment, inwhichwe evaluate how
well the surface roughness z0,hi characterizes the wind-farm boundary layer flow.
Therefore, we remove the wind turbine forces from the domain, and instead replace
the boundary condition with a stress-boundary condition with surface roughness
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Fig. 4 Roughness length for
different turbine spacings.∇
from simulations, + model
of Calaf et al.
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Fig. 5 Comparison of
profile for Winfarm
simulation with the
simulation in which farm is
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z0,hi (case 5). In Fig. 5, we compare this simulation to a case with wind farm. It is
appreciated from this figure that the profile with surface roughness agrees well with
the wind-farm simulation case and especially with its logarithmic fit. This agreement
justifies the replacement of wind-farm by its characteristic roughness length as a
surface stress in a large scale simulations such as regional climate model. In such
simulation it is not feasible to simulate whole wind-farm canopies. Furthermore we
compare the resolved part of normal and shear stresses profiles in Fig. 6a, b, and we
found also for these properties that the comparison between both cases is reasonable.
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Fig. 6 Comparison of profiles of Reynolds stresses. a Normal stresses, b shear stresses. Full line
windfarm simulation, dashed line farm replaced by equivalent roughness

3.3 Displacement Height

In this section we discuss the relevance of the displacement height (d) for a logarith-
mic fit of the velocity region above the turbines. The displacement height is typically
used to set the zero level of logarithmic velocity profiles above rough surfaces such
as tree canopies. It corresponds to the vertical elevation at which a substitute stress,
representing all drag forces on the roughness elements, should be inserted, and is
defined as the height around which the total moment of all these drag forces equals
to zero [6]. Following a similar approach, we can thus define the displacement height
d for a wind farm using

Fturb

sx sy D2 (zh − d) − τwd = 0, (10)

with τw the wall stress at the ground surface.
Figure 7 displays values of d obtained for cases 1a–1i as a function of Rossby

number. We observe that d is roughly independent of Rossby number for the range
considered, with a value that is approximately 66% of the hub height. When looking
at cases 1g, 2, and 3, i.e. for different turbine spacings in Fig. 8, we find that d
increases with decreasing turbine spacing.

Above canopies, the logarithmic velocity profile is usually fitted such that the
velocity at height z = d + z0 equals to zero, using 〈ū〉(z) = (u∗,hi/κ) ln[(z −d)/z0].
However, for wind farms, this is not relevant, since the total wind-farm stress u2∗,hi
is partially due to turbine forces that extract energy from the flow, so that velocity at
these forces cannot be zero. Equaling total power P extracted by the wind farm to the
power extracted by the lumped stress u2∗,hi times the velocity at the height d yields

P

sx sy D2 = ρ〈ū〉z=d · u2∗,hi (11)
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Fig. 7 Displacement height
d as a function of Rossby
number for cases 1a–1i
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Fig. 8 Displacement height
d for different turbine
spacings
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Using a slightly more general form of the logarithmic profile, i.e.

〈ū〉 (z) = u∗,hi

κ
ln

(
z + ad

z0

)
, (12)

we find

a = z0
d

exp

(
κ P

ρu3∗,hi sx sy D2

)

− 1. (13)

In Fig. 9 we compare a conventional logarithmic profile (without displacement
height), and the modified profile proposed above with the velocity profile obtained
from large eddy simulations. We observe that the conventional logarithmic profile
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Fig. 9 Fit for the proposed
profile with simulation
result. dot-dashed line LES
result, dashed line log law,
full line: proposed profile

10
-1

10
0

10
1

10
2

4

6

8

10

12

14

16

z / zh

u
/u

∗,
hi

gives a much better fit of the logarithmic velocity profile above the turbines than the
fit including the displacement height. Thus the inclusion of a displacement height,
as commonly used for fitting logarithmic profiles above rough canopies, and other
types of complex terrain, appears not to be beneficial for the case of wind farms. The
main difference is that the total lumped shear force is partially extracting power in
the case of wind farms (i.e. the portion from the wind-turbine trust forces), while this
is not the case for drag forces in conventional rough terrain.

4 Summary

In the current study, we investigated wind-farm boundary layers, and themean veloc-
ity solution in wind farms under different forcing condition. Apart from a classical
pressure-driven boundary layer, that has been often used in previous studies, we
also included systems driven by a geostrophic balance and Coriolis forces, such
that an Ekman layer emerges. Different cases were included with a range of Rossby
numbers between 400 and 1,200, each leading to a different boundary layer height.
In particular when the boundary layer is shallow, outer-layer effects may become
important at the level of the wind farm. To investigate this, we determined the depen-
dency of the wind-farm induced surface roughness z0,hi on the Rossby number and
boundary-layer depth. For the particular turbine arrangement pattern used in our
current simulation, we found that z0,hi is constant for Roh ≥ 700. At lower values,
z0,hi starts to slightly decreases with Rossby numbers.

The simulations in the current study correspond to what is often called a ‘truly’
neutral boundary layer. In reality, atmospheric stratification above the boundary layer
inhibits boundary-layer growth, such that the depth of such a ‘conventionally’ neutral
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boundary layer is significantly lower (typically <1,000m). Current results suggest
that for such situations, outer-layer dynamics may have an important effect on the
mean-flow distribution at wind-turbine level. This is subject of further research.
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Pollutant Dispersion in the Urban
Boundary Layer

J.M. Tomas, M.J.B.M. Pourquie, H.E. Eisma, G.E. Elsinga, H.J.J. Jonker
and J. Westerweel

1 Introduction

Traffic is known to be a significant pollutant emission source in urban environments.
To gain insight into dispersion of pollutants in the urban boundary layer at the
‘neighbourhood scale’ (10–1,000m) the Dutch Atmospheric Large-Eddy Simula-
tion (DALES) model [1] has been extended with an Immersed Boundary Method
(IBM) [4] in order to take into account obstacles like buildings, fences or banks. As a
first application the flow over a sound barrier—an obstacle often found along urban
roadways—is considered. The results are compared with results from experiments
in the water tunnel facility of the Aero and Hydrodynamics Laboratory at the TU
Delft. In addition, the passive dispersion of a pollutant released from a line source
(representing a straight section of a roadway) is investigated in the simulation.

2 Numerical Method

Details about the DALES code can be found in a paper by Heus et al. [1]. The
model is based on the spatially filtered equations of motion under the assumption
of the Boussinesq approximation. The subgrid-scale momentum and scalar fluxes
are modeled through an eddy viscosity and eddy diffusivity, respectively. These are
modeled by relating them to the subgrid-scale turbulence kinetic energy using a one-
equation model. All spatial derivatives in the governing equations are discretized
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with second-order central-differencing on a staggered grid. To account for obstacles
in the domain an immersed boundarymethod is applied to impose a no-slip condition
to cell faces [4]. By this method boundaries that are aligned with grid faces can be
considered.When a cell face contains a wall, the velocity normal to the wall is simply
set to zero. Moreover, the computed shear stress at that face (corresponding to the
situation without a wall) is replaced by the stress as computed when a wall is present.
In case of scalar quantities (temperature, subgrid energy, or passive pollutant) a flux
boundary condition is imposed by replacing the computed flux at that face with
the desired flux (which is zero in this work). Finally, the near-wall length scale λ is

decreasedusing adamping function, D =
√
1 − exp

(−r+/A+)3, therebydecreasing
the near-wall subgrid energy computed by the subgridmodel. Here, r+ is the distance
to the closest wall in viscous units and A+ = 25. Because the pressure correction
may introduce velocities penetrating the boundaries the correction is kept as small
as possible by applying a slightly different pressure correction method than in the
DALES version described by Heus et al. [1]. The modified pressure at the new time
step is decomposed into the result from the previous time step and an unknown
increment: π ′ = πn+1 − πn . The result from the previous time step is used to
predict the pressure-gradient term. An efficient Poisson solver is used to solve for
π ′. Subsequently, the time derivatives of the velocity components (predicted by using
the modified pressure as computed in the previous time step, πn) can be corrected.
Next, the solution is integrated in time one substep of the applied third-order Runge-
Kutta method.
Since it is computationally unfavorable to fully simulate the spatial development of
the flate plate boundary layer corresponding to the experiments in the water tunnel,
a proper representation needs to be constructed in a more efficient but still accurate
way. The method by Lund et al. [3] was applied in a separate simulation in which
the average inlet profile is controlled through a rescaling procedure of the velocity
at a chosen downstream location. The free parameters are the free stream velocity,
U∞ and the average boundary layer height, δ99. These are set to the values found
in the experiment. Figure1a, b show the time-averaged results for the case of a
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zero-pressure-gradient boundary layer at a Reynolds number of 1860 based on the
momentum thickness, together with results from planar PIVmeasurements in awater
tunnel experiment. The simulated domain has a length of 11.1δ99, a width of 2.8δ99
and a height of 6.1δ99, using 96 by 48 by 104 cells, respectively. The center of
the first cell adjacent to the wall has a wall-distance of one viscous unit. In the
wall-normal direction cells grow exponentially in height. At the beginning of the
simulation a time-average with a weight that decreases exponentially backwards
in time was used to remove start-up effects. The averaging interval was increased
from 10T (T = δ99/U∞) to 100T and eventually a running average was used.
This process took 1,800T of the simulation. Then, the simulation was continued for
another 5,000T during which the inlet plane was saved. The mean velocity shows
good agreement with the experimental data. The profile of urms differs quantitatively,
most likely due to the coarseness of the mesh.

3 Surface-Mounted Fence in a Turbulent Boundary Layer

In awater tunnel experiment turbulent flowover a surface-mounted fence ismeasured
by planar PIV. A neutrally stratified turbulent boundary layer over a flate plate is
created by tripping the laminar flow with a threaded rod mounted at the inlet of
the test section just above the flate plate. Downstream, where the boundary layer
has developed, the fence is mounted perpendicular to the approaching flow. The
fence height, h, is 2.5 × 10−2 m and its thickness 1.5 × 10−3 m. In the simulation
the generated boundary layer explained in Sect. 2 is used as inlet condition. At the
top an average outflow velocity is specified corresponding to the inlet simulation.
On all walls no-slip and zero-flux conditions (for the scalar pollutant) are applied.
The convective outflow condition ∂ψ

∂t + C ∂ψ
∂x = 0 is imposed at the outlet, where

ψ represents all prognostic variables and C is the bulk velocity. The domain has a
length of 38h, a width of 10h and a height of 22h using 272 by 48 by 104 cells,
respectively. The fence is located 8h downstream of the inlet. In the streamwise and
wall-normal directions the grid is stretched with the smallest cell dimension being
equal to the height of the first wall-normal cell at the inlet, which corresponds to
z+ = 1. Averaging is done over 1,800 time scales T , where T = h/U∞. The sample
interval of the simulation was 0.5T . For the experiment the Reynolds number based
on the fence height is 5,240. For the simulation this is 5,650. The ratio of the boundary
layer height and the fence height, δ99/h, is 3.64 for the simulation. Because in the
experimental setup the field of viewwas not large enough to capture the full height of
the boundary layer, δ99/h is estimated to be 3. Figure2 shows the first-order statistics
at several downstream locations. Figure3 shows the second-order statistics at these
locations. Upstream of the fence a clockwise rotating recirculation zonewith a length
of 1h exists (not shown). In this region a comparison with the experiment cannot
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Fig. 2 Time-averaged velocity field around a surface-mounted fence

be made, since the flow field has not been measured there due to blockage of the
laser sheet by the fence. Both the results from the experiment and the simulation
show a large clockwise rotating recirculation zone at the downstream side, which
has a length of 11.6h in the experiment and 10.7h in the simulation. Liu et al. [2]
showed that for the flow over a square riblet the size of the recirculation zone depends
on the ratio of the boundary layer height to fence height, which might explain the
difference, since this ratio is different in the experiment and the simulation. In both
results in the downstream region near the fence a second recirculation appears (not
shown), rotating counter-clockwise in this case. It extends less than 1h downstream
and about 2/3h from the ground. Clearly visible in both results is the acceleration
of the flow just above the fence resulting in a strong shear layer. The time-averaged
Reynolds-stress and variances of u and w seem to be slightly overpredicted near
the fence, while further downstream they are underpredicted. The coarseness of the
applied grid can be the cause of this discrepancy, which is to be checked by a grid
refinement study. Note, however, that close to the wall and at the top of the fence
the accuracy of the PIV method deteriorates due to reflections making it difficult to
accurately determine for example the peak values of u′u′ and w′w′.

In the simulation a line source of passive pollutant was added to the domain to
resemble the emission of exhaust gases from traffic. The release location is 7.9h
downstream of the fence at a height of h/4. Results are shown in Fig. 4. Because the
source location is in the recirculation zone, the pollutant is advected in the direction
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Fig. 3 Second-order statistics of the velocity field around a surface-mounted fence. Simulation
results are the sum of resolved solution and subgrid-scale contribution

opposite to the free stream.Close to the fence pollutant concentration builds up,while
at the top of the fence it is released and entrained by the shear layer. The positive
and negative contributions to the mean concentration fluxes are plotted together with
the total mean in the middle and bottom graphs of Fig. 4. In the region z/h = 1–3
downstream of the source the streamwise flux u′c′ has a negative sign, while the
mean streamwise gradient is also negative, i.e. counter-gradient transport occurs.
Therefore, models based on mean gradient transport will not be able to predict this
behaviour correctly.
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Fig. 4 Top figure time-averaged concentration. Middle figure time-averaged streamwise concen-
tration flux. Bottom figure time-averaged vertical concentration flux. The concentration fluxes are
the sum of the resolved solution and subgrid-scale contribution. The • resembles the location of the
line source

4 Conclusions

The DALES code is extended with an IBM enabling the simulation of flow over
obstacles. By rescaling a spatially-developing boundary layer the turbulent profile
measured in a water tunnel experiment is successfully reproduced. Simulating the
flow over a surface-mounted fence using this boundary layer as inflow condition
results in a velocity field that is in good agreement with experimental data. A line
source was added to the domain that resembles passive pollutant emission from traf-
fic. Based on a comparison between the direction of the local mean concentration
fluxes and the direction of the mean concentration gradient it is shown that locally
countergradient behaviour occurs.
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To progress from a single obstacle case study to the investigation of urban boundary
layers the following activities are in preparation; firstly, the ratio of the boundary
layer height and the obstacle height as well as the Reynolds number need to approx-
imate real-life values. In addition, thermal stratification effects will be included and
situations with greater geometric complexity will be investigated.
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Large-Eddy Simulation Model for Urban
Areas with Thermal and Humid
Stratification Effects

A. Petronio, F. Roman, V. Armenio, F. Stel and D. Giaiotti

1 Introduction and Governing Equations

The problem of pollutant dispersion is a crucial issue for life quality in urban areas.
Accurate prediction of the phenomenon is required in highly complex domains: at
urban scale, local effects are ruled by the buildings canopy along with stratification
due to the presence of humidity and heat sources within the canopy. Moreover the
flow in the canopy is strongly dependent on atmospheric conditions and circulations
ongoing on the specific area. Therefore suitable nesting methods are required in the
framework of LES simulations of urban areas in order to provide suitable and realistic
boundary conditions, BCs, to the solver. LES-AIR has proven to be well suited to
predict air quality at urban scale, and it has been already developed and validated for
reliable high spatial and temporal resolution simulations.

LES-AIR solves the Boussinesq form of the 3-dimensional, non-hydrostatic
Navier-Stokes equations together with the equations for energy, in terms of the po-
tential temperature θ , and for humidity, in terms of the specific humidity Q. Both θ
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and Q are treated as active scalars and the buoyancy force is taken into account by
the Boussinesq approximation. Transport of pollutants (treated as passive scalars) is
also implemented in the model.

The sub-grid scale stress is parameterized by Smagorinsky model, and for the
active scalars the Reynolds analogy is assumed with Prsgs = 1, Scsgs = 1. A body
fitted curvilinear grid is adopted to follow the macro geometry such as the terrain
slopes, while smaller complexities, such as buildings, are represented by using the
Immersed Boundary methodology (IBM). In the present paper we present: (1) the
model implemented to deal with stratification effect due to humidity and validation
against experimental field data; (2) the implementation of a nesting procedure that
takes advantage of the larger scale flow data from WRF model [6].

2 Surface Fluxes Definition and Validation

At the solid boundaries, i.e. terrain and buildings, specific conditions must be applied
in order to properly account for the interaction between the ABL and the ground.
A standard approach is to define the fluxes of momentum, heat and humidity at
the surface taking advantage of the well known Monin-Obukhov similarity theory
(MOS). More details about the theory itself can be found in [1, 2]. The present study
validates the numerical model, and in particular the numerical implementation of
the Monin-Obukhov fluxes, with respect to field measurements. Different literature
approaches are considered to compute the fluxes from experimental data providing
significant differences in the results, i.e. the bulk, gradient, and the integral relation,
IR, methodology. The latter that takes advantage of the integral relations of the
similarity functions is found to be the best method, in agreement with other related
works, as for example [4]. The IR method requires only one measure of velocity in
the atmospheric surface layer. Temperature, pressure and humidity require one more
sample at ground level. The characteristic surface roughness, z0 is the only parameter
to be set in the formulas.

The experimental field data are recorded from 1:00 a.m 22/06/2010 until 0:00
23/06/2010 (UTC), by the ARPAmeteorological stations 6 in Udine San Osvaldo. In
that period a light diurnal breeze is present alongwith unstable atmospheric condition
enhancing themixing of both scalars along the air column. Themeasured data are the
horizontal hourly mean wind speed, probed at heights of 2 and 10m, the temperature
at 0 and 2m, pressure and relative humidity at 2m. The numerical domain is a box
of 600 × 600 × 600 m discretized by 64 × 128 × 64 cells, stretched in the vertical
direction. On the lateral boundaries periodic conditions are applied, at the top layer
a rigid-lid condition for the velocity is imposed, for the scalars a zero vertical flux is
applied.

The validation is performed developing the flow under the surface conditions
present at 11:00 a.m. of June 23-th 2010, until the statistical steady state is reached.
The results are then compared to radio-sounding data along the air column, recorded
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Fig. 1 aComparison betweenLES-AIR results and experimental data for θ .bComparison between
LES-AIR results and experimental data for Q

nearby the meteorological station at the same time. The comparisons are shown in
Fig. 1a, b for θ and Q, in which red dots represent the radio-sounding samples, the
light blue lines are the horizontally space-average quantities while the blue lines
represent the 5-th and 95-th percentile of the numerical sample. An overall good
agreement between numerical results and experimental data is found.

2.1 Pollutant Dispersion Test

Another simulation for the same case considers the presence of an idealized source
of pollutant concentration C, in order to enlighten the release effects in convective or
stable atmospheric conditions. The pollutant source is modelled imposing ∂C

∂y = 1

on 4 cell faces at the middle of the bottom surface and ∂C
∂y = 0 elsewhere. The run

covers the period from the 11:00 a.m to 11:00 p.m. of June 23-th 2010, considering
surface conditions computed from experimental data. The numerical domain consists
of a box of 2 × 1 × 2km discretized by 64 × 64 × 64 cells, stretched in the vertical
direction. The same BCs as for the validation case are used except for those for
the scalar fluxes now obtained from the radio-sounding data. A linear interpolation
between the hourly available data is required for both the top layer and the MOS
fluxes at the solid surface.

In Fig. 2a the evolution of the pollutant concentration C during 12h is shown
through horizontally plane-average profiles. During unstable atmospheric conditions
turbulence enhances mixing in the air column diffusing the active scalars and C, as
shown by blue, green, and red lines for conditions at 11:00 a.m., 2:00 p.m. and
6:00 p.m. respectively. As the heat and humidity fluxes diminish, the flow enters a
stable stratification regime, in which the scalars accumulate in the lower part of the
ABL (see light blue, magenta and yellow lines).
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Fig. 2 a Evolution of the pollutant dispersion during the convective and stable regime. b An
instantaneous contour plot of θ and velocity vectors, revealing the internal waves

It must be noted that zero flux condition for C at the top layer allows its accumu-
lation in the volume, as can it be seen in Fig. 2a. The present simulation is able also
to reproduce the developing of internal waves in stable stratified conditions with the
consequent horizontal transport of C in the lower layers. The Fig. 2b shows at the
first computational plane close to the ground the contour plot of temperature field
and velocity vectors: the phase velocity of the temperature waves is orthogonal to
velocity vector.

3 Nesting Procedure

In real-scale applications the flow field at neighbour scale is usually strongly af-
fected by meteorological conditions at the mesoscale. Thus BCs must be supplied
through nesting themicroscalemodel within a general circulationmodel. The nesting
methodology herein discussed provides suitable and realistic BCs to the LES-AIR
model, taking advantage of large scale model (WRF) output. It consists mainly of
two steps. (1) WRF data (velocity components, turbulent kinetic energy, TKE, and
active and passive scalars) are interpolated at the boundaries of the LES-AIR do-
main; (2) A buffer region within the LES domain is used to trigger a fluctuating
turbulent field starting from the information given by WRF. This is accomplished
using a divergence-free synthetic body force, b′

i, added to the right hand side of the
momentum equation of the LES-AIR. The intensity of the body force is automati-
cally adjusted based on the mean velocity profile and the TKE content coming from
WRF through the interpolation procedure. In the buffer region the TKE equation
reads:

∂TKE

∂t
= transport − u′

iu
′
j
∂Ui

∂xj
+ b′

iu
′
i − dissipation (1)
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where b′
iu

′
i acts as the turbulence source term in the bulk flow. In high Reynolds

number flows, most of TKE dissipation and production takes place in the near wall
region,which is not solved directly butmodelled bymeans ofwall-function approach.
As a consequence b′

i can be formulated in a discretized form as

b′
i = TKERANS

u′
i/Δt

(2)

where TKERANS denotes the TKE supplied by WRF at the LES-AIR boundaries.
A preliminary validation test is performed simulating a turbulent plane-channel

flow, at Reτ = uτ δ/ν = 20,000, using wall-layer model approach. We simulate
this flow using periodic conditions as reference case, and successively using inflow-
outflow conditions. The inflow conditions is given by a time-varying instantaneous
velocity field obtained in the periodic-conditions case. The inflow-outflow simu-
lations are run respectively without and with synthetic generation of turbulence.
Different channel lengths and mesh resolutions have been considered, but here we
show the results of the channel of dimensions 3πδ × 2δ × 2

3δ with 49 × 33 × 33
cells resolution. Among the different buffer lengths tested, we show in Fig. 3 the
result for a buffer region as long as 16Δx, being Δx the cell length in stream-wise
direction. The plots show the mean velocity profile (left panel) and the rms values
of the stream-wise velocity (right panel). A good matching is found, proving that
the methodology is effective. Finally the LES-AIR code is nested within the WRF
model to reproduce a 5-h developing ABL, from 10 a.m. of August 25-th 2011, using
a 2 × 1 × 2 km domain, corresponding to a WRF cell size. In order to assess the
performance of the LES-AIR the horizontally space-average of the quantities are
considered. As an example the plots of the active scalars are shown in Fig. 4a, b.
The WRF profiles are plotted in blue lines, the LES-AIR outputs in green. A good
matching is found both for scalars and velocities components.

Fig. 3 Validation test results for the nesting procedure. In red dashed line there is the reference
result from the periodic channel simulation, in black lines the quantities at different sections of the
channel with the buffer region
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Fig. 4 a Validation of the nesting procedure with WRF output for θ . b Validation of the nesting
procedure with WRF output for Q

4 Conclusions

LES-AIR, a numerical model for the analysis of pollutant dispersion at neighbour
scale, is presented and validated. The validation test of the stratification effect due
to both heat and humidity is firstly discussed. Experimental field data are properly
elaborated considering the integral MOS relations, see for example [4], in order to
compute the Monin-Obukhov fluxes to be used as BCs at the bottom layer of the
LES domain. The model reproduces the main features of the atmospheric boundary
layer during the complete daily cycle. Further a nesting procedure is proposed for
those cases where a significant mesoscale wind is present in the area. The method is
calibrated and validated in the case of the turbulent plane channel flow at Reynolds
number comparable to those of atmospheric flows. As a final step the LES-AIR
model is nested within a WRF domain. The vertical profiles of scalars and velocity
in the LES domain are found to be in close agreement with the WRF model results,
proving the effectiveness of the overall methodology here proposed and discussed.

The research has been partially supported by CINFAI through the project RIT-
MARE.

References

1. Arya, S.P.: Introduction to Micrometeorology, 2nd edn. Academic Press, San Diego (2001)
2. Businger, J.A., Wyngaard, J.C., Izumi, Y., Bradley, E.F.: Flux-profile relationships in the atm-

pospheric surface layer. J. Atmos. Sci. 28, 181–189 (1971)
3. Cabot,W., Moin, P.: Approximate wall boundary conditions in the large-eddy simulation of high

Reynolds number flows. Flow Turbul. Combust. 63, 269 (2000)
4. Kumar, V., Svensson, G., Holstag, A.A.M., Meneveau, C., Parlange, M.B.: Impact of surface

flux formulations and geostrophic forcing on large-eddy simulations of diurnal atmospheric
boundary layer flow. J. Appl. Meteorol. Climatol. 49, 1496–1516 (2010)



Large-Eddy Simulation Model for Urban Areas . . . 449

5. Moeng, C.H., Dudhia, J., Klemp, J.B., Sullivan, P.: Examining two-way grid nesting for large
eddy simulation of the PBL using the WRF model. Mon. Weather Rev. 135(6), 2295 (2007)

6. Skamarock, W.C., Klemp, J.B., Dudhia, J., Gill, D.O., Barker, D.M., Duda, M.G., Huang, X.Y.,
Wang,W., Powers, J.G.:Adescription of the advanced researchWRFversion 3.NCARTechnical
Note (2008)



Large-Eddy Simulation of Turbulent
Flow Over an Array of Wall-Mounted
Cubic Obstacles

Mohammad Saeedi and Bing-Chen Wang

1 Introduction

The massively developing urban areas with different buildings in proximity of each
other, makes it an important topic to study wind engineering to understand the mech-
anism of flow-structure interactions. To this purpose, extensive experimental studies
have been conducted to investigate the turbulent flow around wall-mounted obstacles
and buildings. Lim et al. [1] studied the turbulent flow over a cubic bluff body in
a wind tunnel experiment. They showed that the generally accepted assumption of
Reynolds-number independency for bluff bodies submerged in thick boundary layers
was not always valid. Wang and Zhou [2] conducted wind tunnel experiments using
hot-wire anemometry and particle-image velocimetry to analyze the wake region of
a square cylinder of different aspect ratios. They characterized the wake region by
the interaction of the tip, base and spanwise vortices.

Traditionally, numerical studies heavily relied on the Reynolds-averaged Navier-
Stokes (RANS) approach, which however, cannot provide detailed temporal and
spatial information. Lien and Yee [3] studied turbulent flow over an array of three-
dimensional buildings using the k-εmodels. They could obtain good agreement with
the experimental results for the mean velocities but underpredicted the turbulent
kinetic energy (TKE) above the buildings. With the fast development of compu-
tational technology, high-resolution numerical simulations have become more and
more accessible. Cheng et al. [4] compared the large-eddy simulation (LES) and
RANS approach in simulating the turbulent flow over a matrix of cubes at a rela-
tively low Reynolds number. They showed the better performance of LES especially
in prediction of the Reynolds stress and spanwisemean velocity. Although there have
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been some studies based on direct numerical simulation (DNS) of flow around bluff
bodies, conducting a DNS over an array of obstacles at a high Reynolds number
of practical interest can be prohibitively expensive due to the demand for high-
resolution mesh near a large number of solid surfaces. Furthermore, detailed flow
information at the finest Kolmogorov scales obtained from DNS is not always nec-
essary in engineering practice. In view of this, LES can be an optimum tool for
unsteady simulation of turbulent flows and investigation of detailed flow structures
over an idealized urban area.

In this research, we perform a high-resolution LES over an array of 3-D wall-
mounted obstacles and conduct a comparative study of different inlet boundary con-
ditions. Three SGS stress models have been tested and the obtained numerical results
are validated against available experimental data to compare the predictive perfor-
mances of the SGS stress models.

2 Simulation Set-Up and Numerical Schemes

The simulation is to reproduce the experiment of Brown et al. [5] conducted at the
U.S. Environmental Protection Agency’s (EPA) meteorological wind tunnel. In this
experiment, a regular array of 77 (7 rows by 11 columns) cubes with side-length of
h = 15cm were immersed in an emulated neutrally stratified atmospheric boundary
layer. The cubes were strictly aligned with a uniform spacing of h in the stream-
wise and spanwise directions. The Reynolds number based on the cube side and
mean freestream velocity was 30,000. Mean and turbulent velocities along the cen-
ter line plane (plane of symmetry) weremeasured using a high resolution pulsed-wire
anemometer.

The numerical simulations were performed using an in-house code developed
using the FORTRAN 90/95 programming language, and fully-parallelized using
the message passing interface (MPI) library. The code is based on a fully implicit
fractional step method and fully conservative finite difference discretization scheme
based on a staggered grid arrangement. Numerical simulations were conducted on
a local 252-core computer cluster. In total, 45,000 CPU hours have been spent to
perform each simulation.

Figure1 shows the schematic view of the array of cubes and the coordinate system.
Given the fact that the flow domain is symmetric in the spanwise direction, only the

Fig. 1 Schematic of the
array of 7 × 11
wall-mounted cubes (the
origin of the x-coordinate is
at the windward face of the
first row)
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central column (7×1 cubes) has been considered with a periodic boundary condition
applied to the spanwise direction following the approach of Lien and Yee [3]. The
upper boundary is 5.3h away from lower wall. In total, 1000×112×128 grid-points
are used to discretize the domain in the streamwise, vertical and spanwise directions,
respectively, such that the lowest value of y+ at the first cell off the solid surfaces
is 1.2.

2.1 Boundary Conditions

No slip boundary condition is used for all the solid surfaces and periodic boundary
condition has been applied to the domain boundaries in spanwise direction. Neumann
boundary condition is applied to the outlet boundary and slip condition is considered
for the upper boundary. One of the major challenges for this problem is to prescribe
a realistic inlet boundary condition that would allow LES to reproduce precisely the
wind-tunnel experiment of Brown et al. [5]. The mean velocity profile at the inlet is
considered to follow the power-law profile given by

u = u∞
( y

0.15

)0.16
with u∞ = 3 m/s. (1)

Since the purpose of the original experiment was to simulate a deep rough-wall
atmospheric boundary layer, the approaching flow has an exceptionally high turbu-
lence level. In fact the lowest turbulence intensity at the inlet and above the cubes
is approximately 10%. In order to reproduce the high turbulence level using LES,
four methods have been tested for modeling the inlet boundary, which include: (A)
prescribing mean profile with no fluctuations, (B) using a turbulent plane channel
flow simulation as a precursor, (C) using a solid grid at the inlet plane of the domain,
and (D) using a solid grid at the inlet plane with superimposed random fluctuations in
regions above the cubes. In method D, random numbers are superimposed in regions
above the cubes (for x/h > 3 and y/h > 1.35) based on the approach of method
C. The superposition is implemented at the beginning of consecutive time-windows.
The duration of each time-window is 0.03 s which is 60% of the time required for the
mean flow to travel one cube side. The random fluctuations generated at each step,
are correlated to the previously imposed fluctuations through a linear relationship
and then imposed to the flow. In order to evaluate the performances of these four inlet
boundary condition methods, the profiles of the streamwise RMS velocity predicted
by LES at a typical point (x/h = 9.5) are compared against the experimental data.
As evident in Fig. 2, method A cannot generate any turbulence above the cubes. As
an improvement, method B can generate turbulence above the cubes but it is still
significantly under the high turbulence level measured in the experiment. Although
the approach for method C is drastically different than that for method B, its perfor-
mance is not considerably different from method B. Based on the observation that
methods A, B and C all fail to reproduce the high turbulence level above the cubes,
we propose method D, which is able to reproduce the highest turbulence level above
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Fig. 2 Effects of 4 different
inlet conditions on the
streamwise RMS velocity
level at the location
x/h = 9.5 and z/h = 0
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the cubes (closest to the measured value). The results reported in this paper is based
on method D.

2.2 Subgrid-Scale Models

Three subgrid-scale (SGS) models are used for conducting the simulations. The
modeling equations for the SGS stresses are briefly described as follows. The first
model is the conventional dynamic Smagorinsky model (DSM) [6], which expresses
the SGS stress tensor as

τ∗
i j

def= τi j − τkk

3
δi j = −2CsΔ̄

2|S̄i j |S̄i j , (2)

where S̄i j
def= (∂ūi/∂x j + ∂ū j/∂xi )/2 is the resolved strain rate tensor, |S̄i j | is the

norm of S̄i j , δi j is the Kronecker delta, and an asterisk denotes the trace free form
of a tensor.

The second model is the dynamic two parameter mixed model (DTPMM) of
Morinishi and Vasilyev [7] which calculates the SGS stress as

τ∗
i j = −2CsΔ̄

2|S̄i j |S̄i j + CL L∗
i j , (3)

in which Li j is the resolved Leonard type stress defined as Li j
def= ˜ūi ū j − ˜̄ui ˜̄u j .

The third model is the dynamic non-linear model (DNM) proposed by Wang and
Bergstrom [8], viz.

τ∗
i j = −CSβi j − CW γi j − CN ηi j , (4)

where the base tensors are defined as βi j
def= 2Δ̄2|S̄|S̄i j , γi j

def= 4Δ̄2(S̄ikΩ̄k j +
S̄ jkΩ̄ki ) and ηi j

def= 4Δ̄2(S̄ik S̄k j − S̄mn S̄nmδi j/3). Here, Ω̄i j
def= (∂ūi/∂x j −

∂ū j/∂xi )/2 is the resolved rotation rate tensor.
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3 Results and Discussions

Figure3 shows the mean streamwise velocity profile above the rooftop and inside the
canyon of the array, at x/h = 8.5 and x/h = 9.5, respectively. The general trends
of the numerical prediction and experimental measurement are similar. In terms of
the prediction of 〈ū〉, no significant effect is observed arising from using different
SGS models. As shown in Fig. 3, in the street canyon, LES slightly overpredicts
the magnitude of the negative velocity (corresponding to the recirculation flow). In
Fig. 4, the RMS profiles of the streamwise velocity are shown at x/h = 8.5 and
x/h = 9.5. At both locations, the maximum turbulence activity occurs around the
cube rooftop (y/h ≈ 1). This peak value in the resolved TKE is the result of the
strong shear production at the rooftop of the cube. The urms around the cube rooftop
is fairly well captured by all numerical simulations, however, the turbulence level
above the cube is under-predicted by numerical simulations and it decays quickly
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Fig. 3 Profiles of the mean streamwise velocity above the rooftop (left, x/h = 8.5) and inside the
canyon (right, x/h = 9.5) of the array in the central plane of the domain (z/h = 0)
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Fig. 4 Profiles of the streamwise RMS velocity above the rooftop (left, x/h = 8.5) and inside the
canyon (right, x/h = 9.5) of the array in the central plane of the domain (z/h = 0)
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Fig. 5 Temporal energy spectra for streamwise velocity obtained from simulations with three SGS
models at x/h = 5.5 and y/h = 1.0, in the central plane of the domain (z/h = 0)

as the vertical distance from the rooftop increases. Figure5 shows the streamwise
energy spectra at x/h = 5.5 and y/h = 1.0 obtained from simulations with three
SGS models. From the figure, it is evident that simulations based on all three SGS
stress models have been able to capture the inertial subrange. Furthermore, a perusal
of three subfigures indicates that the resolved streamwise TKEpredicted by theDNM
is the largest at all frequencies. This shows that when DNM is used as the SGS stress
model, higher values of kinetic energy have been captured at this special location.

4 Conclusion

Large-eddy simulation of turbulent flow over an array of wall-mounted cubic obsta-
cles at Re = 30000 has been conducted using three SGS models. In order to repro-
duce the exceptionally high turbulence level (with a minimum turbulence intensity
of 10%) of the neutrally stratified atmospheric boundary layer simulated in the wind
tunnel, four methods have been tested to model the inlet boundary condition. It is
observed that use of different inlet conditions can significantly affect the streamwise
turbulence intensity (urms) profile. The proposed method based on mounting a solid
grid at the inlet and superimposing correlated random fluctuations in regions above
the cubes is effective in generating sustained high turbulence levels. Time averaged
first- and second-order flow statistics do not show sensitivity towards the SGSmodels
tested. With respect to the temporal energy spectra of the streamwise velocity at a
typical canyon location, the results from simulations with different SGS models are
also similar, however, the DTPMM shows the lowest predicted energy level and the
DNM shows the highest predicted level.
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Direct Numerical Simulation of the 3D
Stratified Separated Viscous Fluid Flows

P.V. Matyushin and V.A. Gushchin

1 Introduction

The investigation of the fundamental features of the 3D separated flows of the
stratified fluid around a horizontally moving blunt body is very complex prob-
lem which solved with difficulty and which give us also some insight on the real
atmospheric flows around the hills and the mountains.

Direct numerical simulation (DNS) of the linearly stratified viscous fluid flows
around a sphere and a 2D square cylinder on supercomputers on the basis of the
Navier-Stokes equations in the Boussinesq approximation (including the diffusion
equation for the stratified component (salt)) gives us opportunity to better understand
the complex transformations of the vortex structures of the wake with changing of
the main non-dimensional parameters: Reynolds Re = Ud/ν and internal Froude
Fr = U/(N · d) numbers, where U is the scalar of the body velocity, d is the
vertical size of the body, ν is the kinematical viscosity, N is the buoyancy frequency;
the dimensionless density ρ = (1 − x/(2C) + S) where x is a vertical Cartesian
coordinate, C = Λ/d, Λ = g/N 2 is the buoyancy scale, S is a dimensionless
perturbation of salinity.

The existing experimental data give us opportunity to confirm the results of our
simulation at some values of Re and Fr . In the experiments [3, 9] the 2D internal
waves structure in the vertical plane and the 3D vortex structure of the sphere wake
are observed. Using DNS the full 3D vortex structures of the flow (the 3D internal
waves and the 3D sphere wake) can be observed (see Figs. 1 and 2).
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Fig. 1 The vortex structures in the stratifiedfluid around amoving sphere at Re = 100: a–e Fr = 1,
0.8, 0.5, 0.2, 0.08; a–e The isosurfaces of β = 0.02; 0.005; 0.02; 0.02; 0.005

Fig. 2 Vortex structures of the sphere wake at Re = 100: a–e Fr = 2, 1, 0.7, 0.6, 0.35; a–e Iso-
surfaces of β = 0.15, 0.1, 0.087, 0.087, 0.087
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2 Numerical Method SMIF

For solving of the Navier-Stokes equations the Splitting on physical factors Method
for Incompressible Fluid flows (SMIF) with hybrid explicit finite difference scheme
(second-order accuracy in space, minimum scheme viscosity and dispersion, capable
for work in wide range of Re and Fr and monotonous) based on Modified Central
Difference Scheme (MCDS) and Modified Upwind Difference Scheme (MUDS)
with special switch condition depending on the velocity sign and the signs of the first
and second differences of transferred functions has been developed and successfully
applied [1, 4]. The Poisson equation for the pressure has been solved by the Diagonal
Preconditioned Conjugate Gradients Method.

3 The Visualization of the 3D Vortex Structures

For the visualization of the 3D vortex structures in the fluid flows the isosurfaces
of β have been drawing (see Figs. 1 and 2), where β is the imaginary part of the
complex-conjugate eigen-values of the velocity gradient tensor G.

4 The Classification of Flow Regimes Around a Sphere

The following classification of viscous fluid flow regimes around sphere at Re ≤ 500
[8, 10] has been obtained by SMIF: (I) Fr > 10 the homogeneous case [5–7];
(II) 1.5 ≤ Fr ≤ 10 the quasi-homogeneous case (with four additional threads
connected with the vortex sheet (VSh) surrounding the sphere, Figs. 1a and 2a);
(III) 0.9 < Fr < 1.5—the non-axisymmetric attached vortex in the recirculation
zone (RZ) (Figs. 1a and 2b); (IV) 0.6 < Fr ≤ 0.9 the two symmetric vortex loops
in RZ (Figs. 1b and 2c); (V) 0.4 ≤ Fr ≤ 0.6 the absence of RZ (Figs. 1c and 2d);
(VI) 0.25 < Fr < 0.4 a new RZ (Fig. 2e); (VII) Fr ≤ 0.25—the two vertical
vortices in newRZ (bounded by the internal waves (IWs)) (Figs. 1d, e). At Fr ≤ 0.3,
Re > 120 a periodical generation of the vortex loops (facing left or right) has been
observed. The corresponding Strouhal numbers 0.19 < St = f d/U < 0.24 (where
f is the frequency of shedding) and horizontal and vertical separation angles are
in a good agreement with the experiment [9]. The drag coefficients also correspond
to experimental values. The interesting transformation of the four main threads (at
Fr = 1, Fig. 1a) into the high gradient sheets of density near the sphere pole (before
the sphere) (at Fr = 0.08, Fig. 1e) is shown at Fig. 1.

At Re = 100 with decreasing of Fr (from 10 to 2) the vortex ring in RZ is
deformed in an oval (Fig. 2a). At the vertical plane the part of fluid is supplied in RZ.
Then this fluid goes through the core of the vortex oval and is emitted downstream
at the horizontal plane. The 3D instantaneous stream lines which are going near the
sphere surface go around this vortex oval and form the four vortex threads (Fig. 2a).
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At Fr < 1.5 the big initial vertical flattening of the flow prevent the vortex
formation mechanisms typical for the homogeneous fluid [7]. At Fr < 1.5 the new
vortex formation mechanisms (which are typical for the stratified fluid) are realised
with increasing of Re. With decreasing of Fr the fluid structures around the sphere
are slowly flattened both along the vertical axis X and along the line Z of the sphere
motion (the length of the internal waves in the vertical plane is λ/d = 2π · Fr ).

At 0.9 < Fr < 1.5 the vortex oval in RZ has been transformed into the quasi-
rectangle with two shot vertical vortex tubes (Fig. 2b). With decreasing of Fr the
thickness of the horizontal tubes of this quasi-rectangle in the vertical plane X − Z is
diminishing up to zero and the flow in RZ is redirected in the streamwise direction.
Thus this quasi-rectangle is transformed into the system of the two symmetric vortex
loops (Fig. 2c, d). It means that the wave processes destroy the rectangular vortex in
RZ. With following decreasing of Fr starting from Fr = 0.4 a new recirculation
zone is generated from the nearest wave crest on axis Z (Fig. 2e).

5 The Classification of 2D Flow Regimes Around a Cylinder

The following classification of stratified viscous fluid flow regimes around a 2D
square cylinder (moving along the horizontal axis X , ρ = (1 − y/(2C) + S) ) has
been obtained by SMIF at Re < 200 (Fig. 3): (HC) Fr > 20 a steady symmetrical
RZ with length L0 (the homogeneous case); (1RZ) a steady symmetrical RZ with
length L < L0 and IWs; (V) a procession of the vortices in the wake; (2RZ) two
steady symmetrical RZs before and after the square cylinder (the boundary between
1RZ and 2RZ flow regimes—at Fr = 0.45); (BZ) a steady symmetrical RZ (or
blocking zone (BZ) with the length Lb) before the square cylinder (Fig. 4a), IWs
and the high gradient sheet of density are forming on axis X after the cylinder (Lb is
rapidly increasingwith decreasing of Fr ); (2RZU) a procession of the vortices in the
wake (bounded by IWs); (2RZS) an unsteadiness inside RZ (with steady symmetric
boundaries) and the symmetric field of IWs (the boundary between 2RZU and 2RZS
flow regimes—at Fr = 0.37). The classification at Fig. 3 is based on the stream lines
patterns corresponding to the steady state flow (stationary with a constant value of
drag coefficient Cd or unstationary periodical with constant value of the amplitude
of oscillation of Cd(t)) after a pulse start of the cylinder at t = 0.0.

Fig. 3 The classification of
the regimes of the 2D
stratified viscous fluid flows
around a square cylinder
obtained by the numerical
method SMIF
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Fig. 4 Stream lines (a) and isolines of Sx = δρ/δx (b) (with step 1.17 × 10−4) around a square
cylinder (d = 2.24 cm, Tb = 6.29 s−1) at Fr = 0.1, Re = 50, C = 440 at time T = 575 × Tb
(the darker isolines correspond to negative S)

The classification at Fig. 3 is more close to experimental one from [2] at Re < 200
and more complex then this classification. The flow regimes 2RZU and 2RZS are
combined in [2] in the flow regime CM (Multiple centerline structures). At the
same time the classification at Fig. 3 is slightly more simple then experimental one
from [12].

At [2, 11, 12] at Fr < 0.37, Re > 30 the twodownstreamwavyhorizontal streaks
(lines) are observed in the wake in the shadowgraphs (Fig. 4b). These two lines (the
hanging high gradient sheet of density) are started from two vortices clearly seen at
Fig. 4a after the square cylinder at Fr = 0.1, Re = 50. After a pulse start of the
cylinder at t = 0.0 these vortices have been separated from the cylinder angels and
shifted slightly downstream. These two downstream wavy horizontal lines separate
the wake from the outer flow. These lines are the share layers in the velocity field
(Fig. 4a).
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Rotating Turbulence



Effects of Rotation on the Oscillatory
Flow Over Ripples

D.G.E. Grigoriadis and V. Armenio

Abstract Large-eddy simulations (LES) of oscillating turbulent boundary layers,
over a rippled bed, subjected to frame rotation are presented. This flow is archetypal of
a bottom-ocean, tidally driven boundary layer developing over sand dunes.A forcing-
type immersed boundary method (IBM) is used to represent the solid bed and the
filtered structure function model for the sub-grid stresses. Three different rotation
patterns were examined, each one corresponding to different geographic latitudes.
The effect of ripples was found to significantly modify the elliptical patterns and the
phase of the Ekman layers generating between the ripple crests.

1 Introduction

The unidirectional turbulent oscillatory flow over a flat bed has been studied experi-
mentally by Jensen et al. [4] and numerically [3, 6]. Recently, [5] studied the effect
of rotation on the flow over a flat bed revealing interesting flow patterns depending
on the latitude considered. In the present study, we aim to further extend the analysis
by including bed-modulation effects by means of introducing ripples along the bed.
Themain objective of the present work is to study the effect of bed modulation on the
generated flow patterns under the influence of external flow-oscillation and rotation.
These interactions and the associated generation of coherent structures are expected
to play a significant role on sediment-related phenomena.

Following the study of Salon andArmenio [5], we consider three different rotation
rates representative of conditions respectively occurring in the polar case (PL), in a
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Fig. 1 Computational
domain and grid for the flow
over the ripples. Every tenth
computational line is shown

mid-latitude case (ML) and in a quasi-equatorial case (QE). Further, results will be
presented for the oscillatory flow over ripples of different heights.

The filtered Navier-Stokes equations are integrated using a time-splitting scheme
for the temporal discretization and a second order accurate finite-differences approxi-
mation on orthogonal grid for the spatial discretization. The rippled bed is represented
using the immersed boundarymethod on Cartesian grids. The oscillatory flow is gen-
erated by imposing an oscillating external pressure gradient and the subgrid-scale
momentum fluxes are parameterized using the filtered structure function model [1].

2 Governing Equations and Simulation Set-Up

The incompressible oscillatory flow over the ripples (Fig. 1) is generated by an exter-
nal pressure gradient associated to a free stream current of amplitudeUo and angular
frequency ω as,

uo(t) = Uo (sin (ωt)) (1)

The characteristic length scaleswhich can be used to non-dimensionalise the problem
are either the Stokes length δs = √

2ν/ω or the the amplitude of the orbital motion
αo = Uo/ω. Using these parameters, the relevant Reynolds numbers become, Reδs =
Uoδs

ν
and Reα = Uoαo

ν
with Reδs = √

2Reα . The resulting non-dimensional set of
equations describing the problem then become,

∂ui

∂xi
= 0 (2)

∂ui

∂t
+ ∂ui u j

∂x j
= −

(
ΔP

Δx

)

t
− ∂ p

∂xi
+ 1

Reα

∂ui
2

∂x j∂x j
− ∂τi j

∂x j

+εimn Rom,α[sin(t)δn1 − un] + fu,i (3)
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The last term of Eq.3 is the immersed boundary forcing term which is used to
represent the effect of solid boundaries in the computational domain (details in [2, 3]).
The first term in the right hand side (ΔP/Δx)t = ωUo cos(ωt) is the pressure
gradient generating the external flow and εimn is the Levi-Civita tensor. Rotation
effects are included by the non-dimensional rotation parameter Rom,α along direction
m, expressing the ratio of Coriolis to inertial acceleration,

Rom,α = fm

ω
= fmα

Uo
(4)

i.e. the inverse ofRossby number [5]. In case the calculation is performedwith respect
to the Stokes length δs , the relevant Reynolds and rotation parameters in Eq.3 should
be substituted by Reδs and Rom,δs = fmδs

Uo
= 2Rom,α

Reδs
.

3 Results

In order to validate our numerical method, we first considered the oscillatory flow
over a flat bed without frame rotation. This case corresponds to the experimental
case “Case 8” reported by Jensen et al. [4] at Reδs = 1,790. A numerical resolution
of 96 × 96 × 320 cells was used in a computational domain of 50δs × 25δs × 60δs

along the streamwise, spanwise and wall-normal directions respectively. Periodic
boundary conditions have been used along the streamwise and spanwise directions.
The bed itself was modelled using the IBM method. Figure2 shows the comparison
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Fig. 2 Numerical validation for the oscillatory flow over a flat bed without rotation. Comparison
between the predicted LES velocity profiles for the mean streamwise velocity at various phases of
the cycle. Symbols experimental measurements from “Case 8” of Jensen et al. [4] and lines present
LES results using 96 × 96 × 320 cells
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Table 1 Summary of
computational cases
considered at Reδs = 1790,
Reα = 1.6 × 106

Case φ fy/ω fz/ω Roy,δs Roz,δs

PL 90 0 1.047 0 1.170 × 10−3

ML 45 0.735 0.735 8.215 × 10−3 8.215 × 10−3

QE 5 1.024 0.090 1.144 × 10−3 1.005 × 10−3

between the present LES results and the reference experimental data. Overall, an
excellent agreement was found.

As a second validation, we considered the case of an oscillatory boundary layer
over a flat bed, under several rotation rates as shown in Table1. These cases cor-
respond to the LES cases presented by Salon and Armenio [5] at Reδs = 1,790.
Figure3 presents the comparison between the present study and the reported wall-
resolved LES data in [5]. An excellent overall agreement was found with respect to
the variation of the mean velocity field between the two studies. Depending on the
axes of rotation, the flow exhibits elliptical patterns between the streamwise and the
spanwise velocity components as shown in Fig. 3.

The flow field developing over the sand dunes was investigated for the same cases
and the same parameters as those shown in Table1. The rippled bed consisted of
successive circular arcs of length Lr = 50δs , height hr = 4δs and radius or curvature
r = 80.125δs leading to sharp crests as shown in Fig. 1. The computational domain
included two ripples and extended to 100δs × 50δs × 60δs . A numerical resolution
of 256 × 128 × 256 cells was used along the streamwise, spanwise and vertical
direction. A total of 16 cycles were computed and statistical phase averaging was
performed over the last eight cycles.

Figure4 shows the variation of the elliptical patterns developing over the trough,
for various distances from the wall. Compared with the flat wall case (full symbols),
these patterns are still anti-clockwise but become significantly distorted by the pres-
ence of ripples. For all cases, the amplitude of streamwise velocity oscillation was

Fig. 3 Mean streamwise velocity component versus spanwise component for three different rotation
patterns (open symbols) against previously reported data from Salon and Armenio [5] (full symbols)
at various distances from the bottomwall.Left CasePL,middleCaseML, right CaseQE fromTable1
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Fig. 4 Mean streamwise velocity component versus spanwise component for three different rotation
patterns for the flow over a rippled bed (open symbols, right axis) against previously reported data
for the flow over a flat bed from Salon and Armenio [5] (full symbols, left axis). Results are shown
for several cases at the trough location x = Lr /2, at various distances from the bottom wall. The
cross symbol corresponds to ωt = 0◦ and time runs anticlockwise along the path. Left Case PL,
middle Case ML, right Case QE from Table1

found to attenuate at the trough close to the bed, up to a distance of 10–15δs . For the
height of the ripples considered, very close to the bed (O(δs)) the variation of the
streamwise velocity component was found to be smaller by a factor of ≈2.5.

The spanwise component of velocity on the other hand, was found to oscillate
with larger amplitudes due to the ripples. Especially for the polar and themid-latitude
cases PL and ML, the existence of ripples was found to increase the amplitude of
oscillation of the spanwise velocity component by almost 50%.

The shape of these elliptical patterns was found to depend very weakly on the
streamwise location along the ripple with very similar patterns recorded for various
downstream locations. However, the phase of Ekman layer was found to be modified
by the ripples. For cases with strong elliptical patterns (e.g. case PL), the Ekman
profiles at the trough were found to always lag with respect to the profiles along the
lee and stoss sides of the ripples.

4 Conclusions

Large eddy simulations of the oscillatory flow over sharp, fixed ripples subjected to
frame rotation have been presented. The objective of the present work was to perform
a preliminary study on the effect of rotation on the elliptical velocity patterns over the
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bed. It was found that the presence of ripples significantly increases the momentum
transfer to the spanwise direction, by generating stronger velocity oscillations along
the spanwise direction. Additionally, a phase shift was clearly noticed between the
Ekman layers forming at the trough and the lee and stoss sides of the ripples. Com-
bined, these two effects can be expected to significantly modify sediment transport
and promote asymmetries along the ripples of erodible beds.
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Numerical Simulations of a Middle Gap
Turbulent Taylor-Couette-Poiseuille Flow

R. Oguic, S. Viazzo and S. Poncet

1 Introduction

Turbulent flows in an opened Taylor-Couette system with an axial throughflow is
studied here by the means of large eddy simulations. The ultimate industrial applica-
tion is the effective cooling of the rotor-stator gap of an electrical motor. The recent
review of Fénot et al. [4] pointed out the lack of reliable data in such configurations
for the hydrodynamic fields andmost of all for the thermal one. Among others, Nouri
and Whitelaw [6] and Escudier and Gouldson [3] provided detailed velocity mea-
surements in very elongated middle-gap cavities. In a recent paper, Poncet et al. [7]
used a second-order turbulencemodel assuming the flow as being steady and axisym-
metric, whose results compared quite well with the ones of [3]. Little is known about
the near-wall turbulent structures when an axial Poiseuille is superimposed. We can
cite the numerical work of Chung and Sung [2], who highlighted the destabilization
of the near-wall turbulent structures due to the rotation of the inner wall giving rise
to an increase of sweep and ejection events. The main objective of the present work
is to validate the present LES approach against reliable data available in the litera-
ture [2, 6], which can be seen as a first step towards the simulation of the real flow
conditions.
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Fig. 1 a Schematic representation of the Taylor-Couette-Poiseuille system with relevant nota-
tions; isosurfaces of the Q-criterion (Q = 0.5) colored by the radial position for b N = 0.2145,
c N = 0.429 and d N = 0.858

2 Geometrical Configuration and Flow Parameters

The fluid is confined between two concentric cylinders of height h (see Fig. 1). The
inner cylinder of radius R1 is rotating at the rateΩ , while the outer one of radius R2 is
stationary. The cavitymay be characterized by two geometrical parameters: its aspect
ratioΓ = h/(R2−R1) and its radius ratio η = R1/R2, fixed here to 9 and 0.5 respec-
tively.An axial throughflow is imposedwithin the gap at a constant inlet axial velocity
Wm . The hydrodynamic fields are governed by the rotational and bulkReynolds num-
bers defined as ReΩ = Ω R1(R2 − R1)/ν and ReQ = 2Wm(R2 − R1)/ν = 8,900
(ν the fluid kinematic viscosity). The rotational Reynolds number may vary such that
the rotation parameter N = Ω R1/Wm will take the values 0.2145, 0.429 and 0.858.

3 Numerical Method

The numerical method is based on the work of Abide and Viazzo [1], who developed
a 2D compact fourth-order projection decomposition method in Cartesian coordi-
nates. It has been recently validated in the case of turbulent rotor-stator flows in
cylindrical coordinates by Viazzo et al. [8]. The time advancement is second order
accurate and based on the explicit Adams-Bashforth scheme for the convective terms
and an implicit backward Euler scheme for the viscous ones. The derivatives are
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approximated using fourth order compact formula in the radial and axial directions.
The time splitting scheme is an improved projection method ensuring the incom-
pressibility at each time step. The projection decomposition method is based on a
direct non-overlapping multidomain Helmholtz/Poisson solver, which provides the
solution of each Helmholtz/Poisson problem. The multidomain solver ensures the
continuity of the solution and its first normal derivative across the conforming inter-
face using an influence matrix technique. Conservation equations are solved using
a Fourier approximation in the homogeneous tangential direction. The problem is
thus reduced at each time step to a set of two-dimensional Helmholtz equations.
Periodic boundary conditions are applied in the axial and circumferential directions
and no-slip boundary conditions are imposed on the walls. A dynamic Smagorinsky
model is used as subgrid-scale modelling.

All the numerical details used in the present work are summed in Table1 and
compared to the LES calculations of Chung and Sung [2]. It is noticeable that the
domain is decomposed into 2 subdomains in the axial direction. In order to save
computational resources, the solution is calculated by assuming a π/2-periodicity,
though the grid resolutions are given for a π -periodicity to enable direct compar-
isons with [2]. After reaching the statistical convergence (about 2,000s of computed
physical time), the mean and rms quantities are sampled the last 80 s in each case
and averaged both in the tangential and axial directions. All the calculations have
been performed on the M2P2 cluster composed of 2 xeon quadcore 3 GHz.

Table 1 Numerical details and mean flow parameters

Parameters [2] Present [2] Present [2] Present

N 0.2145 0.2145 0.429 0.429 0.858 0.858

�z+i 22.95 21.36 16.8 15.87 9.93 9.31

�z+o − 19.4 − 13.41 − 7.05

�r+i 0.27 0.47 0.3 0.33 0.35 0.63

�r+o 0.23 0.43 0.24 0.45 0.26 0.47

(R1�θ)+ 8.01 7.34 8.8 8.22 10.4 9.7

(R2�θ)+ 13.86 13.33 14.34 13.9 15.8 14.7

(Nθ , Nz) (128, 128) (128, 130) (128, 192) (128, 194) (128, 384) (128, 386)

δt (s) − 9× 10−3 − 7× 10−3 − 4× 10−3

CFL − 0.2 − 0.22 − 0.25

CPU time − 5.2 (s/it) − 9 (s/it) − 25.5 (s/it)

C f,i 8.91× 10−3 8.91× 10−3 9.86× 10−3 1.08× 10−2 1.2× 10−2 1.58× 10−2

C f,o − 7.44× 10−3 − 8.05× 10−3 − 9.05× 10−3

Reτ,i 163.21 149.53 179.24 167.52 211.85 197.51

Reτ,o 141.19 135.8 146.1 141.6 160.91 149.71

The number of mesh points Nr in the radial direction is fixed to 65 in all calculations. Comparisons
with the LES of [2]
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4 Results

The present LES results are compared to the velocity measurements of Nouri and
Whitelaw [6] and to the LES of Chung and Sung [2] for three values of the rotation
parameters N = 0.2145, 0.429 and 0.858.

4.1 Flow Structures

To highlight the presence of near-wall structures, Fig. 1b–d present isovalues of the
Q-criterion colored as a function of the radius. Whatever the value of the rotation
parameter N , coherent structures are well aligned with the axial flow along the stator.
Rotation of the inner cylinder tilts the coherent structures appearing as spiral rolls
and forming a negative angle (as they roll up in the opposite sense of the rotor) with
the axial direction. These spirals are not observed in the LES results of Chung and
Sung [2] for N = 0.429.

4.2 Mean Flow Field

Figure2 shows the radial distribution of the mean axial and tangential velocity com-
ponents normalized respectively by Wm andΩ R1. The axial velocity is weakly influ-
enced by the rotation parameter N and the profile resembles the turbulent Poiseuille
profile usually observed in pipe flows. The tangential velocity profile is similar to the
Batchelor profile observed in interdisk rotor-stator flows with two thin boundary lay-
ers developed on each disk separated by a central region, where Vθ slightly decreases
with the radius. The present results are in good agreement with the experimental data
of Nouri and Whitelaw [6] for N = 0.429 and improve the previous ones of [2].
The variation of Vθ with 1/r is recovered confirming that the angular momentum is
almost constant along a radius. The average friction coefficients C f and the friction
Reynolds numbers Reτ obtained along both cylinders compare very favorably to the
LES results of Chung and Sung [2] as listed in Table1.

4.3 Turbulent Flow Field

The radial variations of the Rθθ and Rrz components of the Reynolds stress tensor
normalized byW 2

m are displayed inFig. 2.Velocity fluctuations are particularly higher
for the tangential component with very intense peak values close to the walls. For
the two other normal components (not shown here), the same behavior is observed
with almost constant turbulence intensities within the gap, which vanish towards the
cylinders. As expected, increasing the rotation parameter N (i.e. the rotation rate Ω)
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Fig. 2 Radial distributions of the mean tangential and axial velocity components and of the two
components of the Reynolds stress tensor for the three values of N . Present LES (straight lines),
LES of Chung and Sung [2] (dashed lines) and measurements of Nouri andWhitelaw [6] (symbols)

induces higher turbulence levels especially for the radial and tangential components.
Furthermore, the distributions of the normal components are asymmetric, which
may be attributed to the destabilizing effect of the centrifugal force. The Rrz shear
component of the Reynolds stress tensor is shown in Fig. 2. When N increases,
the shear stresses increase in strength too. A good quantitative agreement has been
obtained between our present LES results and the data of Nouri and Whitelaw [6].
It slightly improves the LES results of [2] highlighting the importance of the high
order schemes.

Figure3 presents the anisotropy invariant map for the Reynolds stress tensor. It is
noticeable that the present LES results respect the realizability diagram of Lumley
[5]. As expected, turbulence is mainly at two-component close to the cylinders and
tends to the isotropic state within the center of the gap. There is only a weak effect of
the rotation parameter, the flow getting more isotropic in the center region for high
N values. Our results and the ones of [2] do not support their conclusions about a
“disk-like” state at mid-radius. Even if the third invariant gets weakly negative, all
the normal components of the Reynolds stress tensor are indeed all of the same order.
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Fig. 3 Anisotropy invariant
map for the Reynolds stress
tensor: N = 0.2145 (circles),
N = 0.429 (triangles) and
N = 0.858 (squares)

5 Conclusion

The LES code developed by Viazzo et al. [8] has been extended here to its
multidomain version using the methodology described in [1]. This new approach
has been fully validated against the velocity measurements of Nouri and Whitelaw
[6] and the numerical results of Chung and Sung [2] in an opened Taylor-Couette
system with an axial throughflow. Near-wall structures appearing as elongated spiral
rolls are observed along the inner cylinder. A very good agreement has been obtained
for both the mean and turbulent fields and for the three values of the rotation para-
meter considered highlighting the importance of the order of the spatial schemes.
Some numerical developments are still required to simulate the whole problem of
the effective cooling in the rotor-stator gap of an electrical motor.
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Effect of Span-Wise Resolution for LES
of Flow Over a Rotating Cylinder at High
Reynolds Number

S. Rolfo and A. Revell

1 Introduction

Recently there has been some renewed interest in the three-dimensional flow around
a rotating circular cylinder at high Reynolds number, due partly to investigation into
potential energy savings available for maritime propulsion. Motivated by work with
Prandtl [11], Flettner successfully demonstrated that large vertical rotating cylinders
on ships could be used to generate a propulsive force via the Magnus effect. Though
initially dropped in favour of the low-cost fuel of the time, modern day emphasis on
the reduction of emissions has resurrected this technology.

Many numerical studies have been conducted in order to investigate the flow
physics of a rotating cylinder, though they have generally addressed Reynolds number
far lower than those encountered by Flettner rotors; e.g. Re = 200 [10] and Re =
300 [4], where the focus is on instability and transition analysis for different spin
ratios α, defined as the ratio between cylinder tangential wall velocity uθW and
the undisturbed velocity U∞. More recently studies have been conducted at higher
Reynolds numbers using Unsteady Reynolds Averaged Navier-Stokes (URANS)
approaches; e.g. 8 × 105 [3] and 5 × 106 [8]. However the lack of experimental
data for such flow regimes limits the degree of confidence that one can attain, and
the predictive accuracy of these results is thus not fully assessed. Furthermore it is
difficult to gain insight into the flow physics without some form of turbulent scale
resolution.
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Indeed the Large Eddy Simulation (LES) study of [2] for flow around a stationary
circular cylinder at Re = 1.4×105 clearly demonstrates the challenges faced by this
case even without rotation; a strong dependence was observed on mesh resolution and
domain extent, in particular in the span-wise direction. It is perhaps then unsurprising
that there is only one instance [7] of the application of LES to the rotating cylinder
at high Reynolds number (same as [2]).

To the authors’ knowledge there are no instances of reliable wall-resolved LES
applied to the flow around a static or rotating cylinder for Reynolds greater than
140,000. This study aims to investigate the feasibility of LES for higher Reynolds
number flows (fixed at 5 × 105 for this work) and a spin ratio 0 ≤ α ≤ 5, in order to
approach the operating conditions of a Flettner rotor (Re ≥ 1 × 106) and to provide
insight into the relevant turbulent flow field.

2 Test Case Definition

The geometry under consideration is sketched in Fig. 1 along with relevant dimen-
sions. Two different two-dimensional meshes have been created for extrusion: the
first mesh (M1) has 284 points around the cylinder circumference and a total of
83,000 cells, while the second (M2) is refined to 424 and 160,000 respectively. Mesh
M1 has been subjected to three extrusions in the span-wise direction, whilst main-
taining a uniform resolution: 0.5D with 32 cells, 1D with 64 and 2D with 128.
The resulting total mesh sizes range from 2.5 m up to 10.5 m cells. Compared to the
finest mesh used in [2], mesh M2 has double the number of points in the span-wise
direction, and over 50 % more in each plane.

Calculations have been performed using Code_Saturne, an open-source CFD code
developed by EDF R&D [1], extensively optimised for High Performing Computing
as described by [5]. A dynamic procedure has been employed for the evaluation of
the Smagorinsky constant [6], with minimization following Lilly [9].

Fig. 1 Geometry definition
of a rotating cylinder
enclosed in a rectangular
domain

U∞

D= 2R

25D
8D

8D
x1
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r θ

Θ

ω

vθW = ω · R = αU∞
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3 Results

Table 1 summarises calculations performed thus far for both the static case (α = 0)
and the rotating case (α = 5); reporting force coefficients, their variance and the
Strouhal number, St , of the vortex shedding. Strouhal numbers for the α = 5 case
are currently not fully averaged but substantial deviations from tabulated values are
not anticipated. By way of initial validation of our method, we first consider the
static case. Results reported in Table 1 for the α = 0 case are reported to fall well
within the range of the experimental values summarised in [12]. The agreement is
also clear from Fig. 2, which reports the comparison with experimentally reported
pressure coefficient profiles at various Reynolds numbers in the same range as the
current numerical work. As expected around the front of the cylinder, where the flow
is laminar, there is no significant difference observed with either Reynolds or mesh
resolution. Figure 3 reports skin friction coefficient and resolved turbulent kinetic
energy for both meshes. At θ = 90◦, the flow is seen to become turbulent, and
separates at θ = 104◦ for mesh M1 and θ = 100◦ for M2. Note that in Figs. 2 and 3

Table 1 Summary of calculations for α = 0 and α = 5 for each Mesh#-Span (Z/D)

α = 0 M1-0.5 M1-1.0 M1-2.0 M2-1.0

CD 0.3021 0.2933 0.2843 0.3961

C ′
D 0.0298 0.0207 0.0141 0.0312

CL −0.0017 −0.0016 0.0018 0.0168

C ′
L 0.1592 0.1158 0.0818 0.1759

St 0.35 0.35 0.35 0.22

α = 5 M1-0.5 M1-1.0 M1-2.0 M2-1.0

CD 0.3638 0.3509 0.3926 0.2777

C ′
D 0.1162 0.1785 0.2208 0.1268

CL −15.416 −14.035 −12.926 −13.357

C ′
L 0.4517 0.6208 0.6218 0.3024

St ≈0.15 ≈0.13 ≈0.13 ≈ 0.10

Fig. 2 Average C p along
wall: α = 0
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Fig. 3 Average C f and k
along wall: α = 0
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only one profile is reported for M1, since there was no substantial difference between
the three span- wise extrusion lengths. Experimental results for Re ≥ 465k indicate
a small kink in the pressure coefficient in the region 100◦ < θ < 110◦, which is
reported to be associated with boundary layer transition [12]. It is noted from Fig. 2
that a similar kink is observed with M2 in the same region, while results from M1
don’t appear to capture this feature. While agreement with C p levels in the region
beyond θ = 100◦ is not perfect, there is acknowledged variation in experimental
values at these Reynolds, which prevents an assessment of absolute error.

Results for the static case using M1 indicate a low influence of span-wise extent;
values of CD for all three extrusions fall within a 6 % interval, while in each case
St = 0.35 and lift is virtually unchanged. In contrast, fluctuating force coefficients
are seen to decrease by half with span-wise extent, demonstrating a dependency
which warrants some further investigation. However, the weak dependency of mean
values on the span is also supported by the 2D contours of the resolved normal stress,
τ11 = 〈u1u1〉 − 〈u1〉〈u1〉 (see Fig. 4). Additional refinement of the two-dimensional
slice is shown to have a significant effect; M2 indicates a 30 % higher value of CD than

(a) (b)

(c) (d)

Fig. 4 Contours of τ11 at α = 0: a M1-0.5, b M1-1.0, c M1-2.0D, d M2-2.0D
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M1, while St is 40 % lower. This clearly indicates a need for further investigation
Returning to Table 1, the principal effect of the rotation is an increase of the lift
generation with the increase of the rotation rate α. This is focus and motivation
of this work, though it should be reminded that aerodynamic benefit is offset by the
additional power required to spin the cylinder. The mean flow streamlines from mesh
M1-1.0 are provided in Fig. 5 for both static and rotating cases. The mechanism for
the additional lift force is clearly evidenced by the large pressure gradient across the
cylinder. The aft flow recirculation has all but disappeared and flow separation is
rotated 90◦ around the cylinder.

The influence of span-wise resolution for the case α = 5 appears to be slightly
stronger than for the static case. Values of CD and CL vary by 11 and 16 % respec-
tively, while rms values of the same coefficients vary by 50–100 %. We also note that
all forces increase with spanwise extent, while for the static case they decrease. Fur-
ther investigation is required to fully understand the implications of these findings.
In particular it is felt that a further refinement of the 2D plane is necessary, before
proceeding to investigate span-wise extent at this resolution.

Figure 6 presents the variation of resolved turbulent kinetic energy in the wall
normal direction at locations around the cylinder. It is interesting to note that, in
contrast with the static case, a turbulent boundary layer is present around the entire
cylinder. For α = 0, the transition point is clearly observed to occur in the region
90◦ < Θ < 100◦ and is followed by a rapid increase in turbulence, which quickly
spreads away from the wall in the region 100◦ < Θ < 120◦. In contrast, when

(a) (b)

Fig. 5 Pressure coefficient and streamlines for M1-1.0 at a α = 0, b α = 5
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Fig. 6 Dimensionless turbulent kinetic energy profiles k/U 2∞ × 100 (angular position along top)
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Fig. 7 Lift coefficient time
history
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α = 5, the profiles appear to indicate that turbulence remains confined to an attached
boundary layer, with a peak of k located very close to the wall.

Figure 7 compares the time evolution of lift coefficient α = 5 for all meshes, where
non-dimensional time is T ∗ = T U∞/D. While magnitude of lift decreases with
span extent, fluctuations increase, as discussed above. There is reasonable agreement
between both meshes when span is z/D = 1. In all cases bar the smallest extent,
significant variation between maximum and minimum lift occurs, which warrants
further investigation in order to derive understanding of the associated flow mecha-
nism.

Figure 8 displays turbulent structures present at two time instances during the cal-
culation on mesh M2. Iso-surfaces of the Q-criteria are coloured by positive/negative
components of vorticity in the y-direction. The first and second snapshots correspond
to instances of maximum and minimum lift respectively. The formation of a pair of
counter-rotating structures is observed to occur periodically during the simulation.
These structures wrap around the front and the lower part of the cylinder against the

Fig. 8 Snapshot at a max and b min lift
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direction of rotation, and upon reaching a critical size, they appear to detach from the
cylinder at a point in time associated with low levels of lift generation. The ensuing
periods are generally absent of the observed coherent structures and coincide with
occurrences of maximum lift. The investigation of these structures is ongoing.

4 Conclusions

This work presents an investigation of the flow around a cylinder at high Reynolds
number for both static and rotating cylinder. preliminary findings indicate that for
the static case a span-wise extension equal to 1D appears to be sufficient to capture
the mean flow features, although this does not appear to hold for the spinning case.
Furthermore, a mesh refinement of the cross-plane indicates that the coarser mesh is
insufficient to capture correctly the generation and distribution of turbulence for both
static and rotating cases. Only with the finer mesh did the boundary layer appear to
be qualitatively correct, compared to limited experimental data.

The investigation of features at α = 5 has commenced, with the preliminary
discovery of a link between the cyclic variation of lift force and the formation of a
pair of counter-rotating structures in the lower and frontal part of the cylinder.

Further investigation is needed to (1) ensure the cross-plane resolution of mesh
M2 is sufficient, and (2) to test span extent at this resolution compared to at coarse
resolutions. Whilst retaining the same Reynolds number used here, calculations at
higher values of α have been planned, as has an investigation into the potential lift
augmentation offered with the presence of flat ‘Thom disk’ devices.
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LES of Turbulence-Radiation Interaction
in Plane Reacting and Inert Mixing Layers

Somnath Ghosh, Rainer Friedrich and Christian Stemmer

1 Introduction

It is the aim of this contribution to focus on the effect of thermal radiation on the
turbulence structure rather than on the influence of turbulence on radiation. Con-
cerning the prediction techniques for turbulence-radiation interaction (TRI), a very
good compromise with respect to accuracy and cost is achieved by performing a
large-eddy simulation (LES) of the flow field, applying the discrete ordinate method
(DOM, [9]) to solve the radiative transfer equation (RTE) for an absorbing-emitting
gas and to use the Statistical Narrow Band correlated-K (SNB-cK) model to account
for the radiative properties of the gas. In [3], we followed this approach to investigate
effects of radiation on supersonic turbulent channel flow with pure water vapour as
working gas. The computations led to low optical thicknesses and hence weak effects
of radiation on the turbulence structure. As a way to increase the optical thickness
while keeping the Reynolds number fixed, we have adopted the procedure of Gupta
et al. [4] which assumes a grey gas model with a Planck mean absorption coefficient
which can be artificially increased.

When performing LES, the question arises whether subgrid-scale effects play
a role in the filtered RTE. Roger et al. [10] performed DNS and concluded that
neglecting subgrid-scale effects in the filtered RTE provides good results. Such effects
have also been discarded by Amaya et al. [1]. Based on these findings and our
aim to investigate fundamental effects of radiative heat transfer on the structure of
turbulent mixing layers, we also neglect subgrid-scale effects on radiative emission
and absorption in inert and reacting mixing layers.
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2 Basic Equations and Numerical Integration

The compressible Navier-Stokes equations for a multicomponent thermally radiating
mixture of ideal gases are used to describe fluid flow and heat transfer by conduction,
convection and radiation. Molecular transport coefficients are computed efficiently
using the code EGLib [2], and polynomial expressions are applied to specify the
temperature dependence of the specific heats. Reacting flow is modelled, using an
infinitely fast global reaction and simplified diffusion mechanisms with constant
Schmidt number. Species mass fractions are related to a mixture fraction via the
Burke-Schumann relations. The radiative source term,

∂q j,R
∂x j

, in the energy equation
(written in Cartesian coordinates) is obtained by integrating the radiative transfer
equation (RTE, Eq. (1)) for a grey, emitting-absorbing gas over the solid angle Ω .
The radiative intensity I depends on the direction s in which the energy propagates
and on the location in space, x. κ, Ib denote the frequency-integrated absorption
coefficient and black body radiative intensity. The first and second term on the right-
hand-side of the RTE describe the gain of radiative intensity by emission and the loss
by absorption.

d I

ds
= κ Ib − κ I,

∂q j,R

∂x j
= 4πκ Ib − κ

∫

4π

I dΩ = 4κPσ T 4
︸ ︷︷ ︸
emission

− κ

∫

4π

I dΩ

︸ ︷︷ ︸
absor ption

(1)

κP denotes Planck’s mean absorption coefficient. σ is the Stefan-Boltzmann con-
stant. The refractive index is assumed constant, equal to one. Following [4] we adopt
the subsequent form for κP :

κP = CkYH2 O

[
co + c1

(
A/T )+ c2

(
A/T )2 + c3

(
A/T )3 + c4

(
A/T )4 + c5

(
A/T )5

]

The coefficients co–c5 and A were taken from a radiation model suggested for
water vapor [12]. The coefficient Ck allows for variation of κP independently of
the other parameters. In our study, κP has been artificially increased by nearly an
order of magnitude. YH2 O is the mass fraction of water vapour in both the inert and
reacting flows. The convection and molecular transport terms in the flow equations are
discretized, using the compact sixth-order scheme of [6]. A third-order low-storage
Runge-Kutta scheme of [11] advances the solution in time. Our LES-approach which
has been described and successfully tested against DNS data of inert compressible
flow in [7] consists in defining an LES-grid and in filtering the high-order numerical
solution explicitly at each time step using the composite filter, (QN ∗ G). G is a
second order Padé filter containing a parameter which allows to control the cutoff
wavenumber, and QN is the approximate inverse of G, obtained from a van Cittert
series which is truncated at N = 5. When chemical reaction takes place the filtered
heat release term forms an extra closure problem. This is solved here in analogy to a
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statistical model, see [8]. The three-dimensional RTE is integrated with the discrete
ordinate method implemented in the code PRISSMA. This code uses finite-volume
discretizations and a second-order Diamond mean flux scheme [5] to compute I
along a line of sight. The flow field and the radiation field are directly coupled
such that PRISSMA gets the filtered pressure and temperature fields at about every
characteristic convective time interval and the compressible LES solver receives
the radiative source term. We would like to point out, that we do not specifically
denote LES variables with an overbar or a tilde. From now on, all flow variables are
explicitly filtered space- and time-dependent quantities, unless otherwise stated. A
variable with an overbar or a tilde represents a statistical average, while dashes and
double-dashes denote Reynolds and Favre fluctuations.

3 Flow Configuration

Two cases of temporally evolving mixing layers are investigated. In the reacting case,
the working fluid is a mixture of ideal gases where the low-speed stream consists
of hydrogen and nitrogen and the high-speed stream of oxygen and nitrogen. Both
streams are premixed in a way that the free-stream densities are the same and the
stoichiometric mixture fraction is 0.3. In the inert case the low-speed stream consists
of nitrogen at a temperature of 1,000 K and the high-speed stream is pure water
vapour of 2,000 K, when radiation is turned off. The mixing layers are parametrized
by a Reynolds number (based on vorticity thickness δω), a convective Mach number
Mc and an optical thickness τH , defined using Planck’s mean absorption coefficient,
κP :

Reω = ρoΔuδω

μo
, Mc = Δu

c1 + c2
, τH =

∫ H

0
κP (y)dy, κP = πκ Ib

σ T 4 (2)

Δu is the velocity difference between high-speed stream (index 1) and low-speed
stream (index 2) and c1, c2 are their sonic speeds. ρo, μo are averaged free-stream
densities and viscosities, e.g. ρo = (ρ1 +ρ2)/2. H is the width of the computational
domain in y-direction (across the streams). Table 1 lists the initial and final Reynolds
numbers and the Mach numbers, together with the optical thicknesses of the mixing
layers.

Table 1 Flow parameters of reacting and inert mixing layers with radiation

Flow Reωo Reω f Mc τH

Reacting 9,304 (9,304) 32,450 (32,449) 0.15 (0.15) 0.8

Inert 533 (533) 16,082 (15,754) 0.182 (0.178) 0.3

Values in brackets correspond to cases without radiation
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The computational domain for inert flow of size 129 × 180 × 32 in (x, y, z)-
directions (stream-, cross- and spanwise) and measured in initial vorticity thick-
nesses, is discretized by 192 × 288 × 48 points. The domain for reacting flow has
the size 41.5×21×10.4 in (x, y, z)-directions and is discretized by 192 ×108×48
points. The mass, momentum and energy satisfy periodic boundary conditions in
stream- and spanwise directions. In the end planes perpendicular to these direc-
tions, fully reflective boundary conditions (with zero emissivity) are imposed in the
radiation code PRISSMA. In the cross-stream direction the flow variables satisfy
non-reflective boundary conditions.

4 Results for Reacting and Inert Mixing Layers

We present a few statistical results of the reacting temporal mixing layer first, taken
from self-similar states in which the momentum thickness grows at constant rate.
When thermal radiation sets in, the growth rate increases. Due to heat of reaction the
mean temperature of the mixing layer reaches a maximum value of 1,630 K (Fig. 1).
Radiation reduces this peak value by 120 K. The temperature ratio of the two streams
(upward/ downward streams: indices 2,1) is T2/T1 = 2.03. At initially constant pres-
sure across the layer this guarantees equal densities on both sides. Thermal radiation
causes an increase in mean density. The mean streamwise velocity remains prac-
tically unaffected by thermal radiation. The peak values of the RMS temperature
fluctuations drop by 37 and 83 K, respectively, due to radiation (Fig. 2). Correspond-
ing reductions are also noted in density fluctuations. On the other hand, pressure
fluctuations increase. This points towards an increased activity of the fluctuating
velocity field and shows up in the Reynolds stresses. Their peak values increase
when radiation is included. In order to understand the decrease in temperature fluc-
tuations (and hence also in density fluctuations) due to thermal radiation, we study
the transport equation for the variance of the temperature fluctuations. It reads:

Fig. 1 Mean Temperature in
reacting mixing layer. Solid
line without radiation,
dashed line with radiation
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Fig. 2 RMS temperature
fluctuations in reacting
mixing layer. Line types as in
Fig. 3
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∂ρT ′′2

∂t
+ ∂ ũ jρT ′′2

∂x j
= − 2ρu′′

j T ′′ ∂ T̃

∂x j︸ ︷︷ ︸
Production

−∂ρu′′
j T

′′2

∂x j
− 2

T ′′
C p

∂q j,R

∂x j︸ ︷︷ ︸
radiation

− 2
T ′′
C p

N∑

α=1

hαωα

︸ ︷︷ ︸
Heat release

−2
T ′′
C p

∂T

∂x j

N∑

α=1

μC pα

Sc

∂Yα

∂x j
+ 2

T ′′
C p

(
Dp

Dt
+ τi j si j +

∂(λ ∂T
∂x j

)

∂x j

)

(3)

As known from inert non-radiating flow, the RHS of this equation contains production
due to mean temperature gradient, turbulent diffusion and correlation between tem-
perature fluctuation and the sum of pressure gradient, dissipation rate and divergence
of conductive heat flux. When heat release, thermal radiation and energy transport by
species diffusion play a role in the energy balance, extra correlations between tem-
perature fluctuations and these mechanisms appear and control the behaviour of the
temperature variance. In Fig. 3 we show profiles of three major source terms across

Fig. 3 Normalized source
terms in the balance Eq. (3).
Line types as in Fig. 3
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the mixing layer, normalized with ρoΔuT 2
o /δω. While the production term decreases

under the effect of thermal radiation, the heat release term slightly increases. The
important contribution to the reduced level of the temperature variance, however, is
due to the interaction between temperature fluctuation and radiative source term.

The mean temperature of the inert mixing layer’s hot side decreases due to ther-
mal radiation (Fig. 4). At the same time all mean flow profiles are shifted towards
the low-density side. It comes as a surprise, however, that the temperature and den-
sity fluctuations increase when radiation is included. Figure 5 presents the tempera-
ture fluctuations. The explanation for this contrasting behaviour is provided by the
dominant source terms in Eq. (3). While the production of temperature fluctuations
strongly increases, the interaction between temperature fluctuations and the radiative
source term is very small (Fig. 6). Terms related to reaction and species diffusion do
not appear.

The first author (S.G.) acknowledges the financial support received from Deutsche
Forschungsgemeinschaft within the research project FR 478/25-1. We thank
B. Cuenot and M. El Hafi for providing the code PRISSMA.

Fig. 4 Mean temperature in
inert mixing layer. Solid line
no radiation, -. - .- with grey
gas, τH = 0.3
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Fig. 6 Normalized source
terms in the balance Eq. (3).
Line types as in Fig. 4
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A Priori Analysis of Dynamic Models
for Large Eddy Simulations of Turbulent
Premixed Combustion

D. Veynante , V. Moureau , M. Boileau and T. Schmitt

1 Introduction

Large eddy simulation (LES) gives access to unsteady flame behaviours as
encountered during transient ignition [1], combustion instabilities [2] or cycle-to-
cycle variations in internal combustion engine [3]. The unresolved flame/turbulence
interactions is often modeled by algebraic expressions assuming an equilibrium
between turbulence motions and flame surface [4–7]. A refined approach, adapted to
transient situations, is to solve an additional balance equation for the flame surface
density [3, 8] or the flame wrinkling factor [9].

Dynamicmodels automatically adjustingparameters during the simulation, appear
as a promising alternative. However, while this approach is routinely used for unre-
solved transport since the pioneering work of Germano et al. [10], relatively few
attempts have been made to develop dynamic combustion models [11–16]. The
formulation of flame wrinkling factor dynamic models is investigated here. The
wrinkling factor is a basic ingredient to describe interactions between flame fronts
and turbulence motions in combustion models such as Level-Set [7, 14], Thickened
Flame Model (TFLES) [5, 6] or algebraic flame surface density models [4]. Theo-
retical analysis are combined with a priori tests from a 2.6 billions cells, single step
chemistry direct numerical simulation (DNS) of a lean premixed swirled turbulent
flame (see [17] for details, Fig. 3 below visualizing an instantaneous iso-surface of
the progress variable field).
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2 Theory and Modelling

The filtered reaction rate is written [11]:

ω̇ (c) = ΞΔWΔ (̃c,Δ) (1)

where the progress variable c stands here for any quantity entering the reaction
rate. WΔ(̃c,Δ) is the resolved reaction rate, estimated from mass-weighted filtered
quantities (̃c).Δ is the LES filter size. The wrinkling factorΞΔ measures the ratio of
total to resolved flame surfaces in the filtering volume. Expression (1) holds as long
as flame / turbulence interactions are described in terms of flame surface wrinkling
factor or subgrid scale turbulent flame speed ST = ΞΔSl where Sl is the laminar
flame speed (flamelet assumption).ΞΔ may be modelled by the algebraic expression
[5, 16], when Δ ≥ δl :

ΞΔ =
(
1 + min

[
max

(
Δ

δl
− 1, 0

)
, Γ

(
Δ

δl
,

u′
Δ

Sl
, ReΔ

)
u′

Δ

Sl

])β

(2)

The efficiency function Γ describes the ability of vortices to effectively wrinkle
the flame front, β is the model parameter, u′

Δ and ReΔ = u′
ΔΔ/ν the subgrid

scale turbulence intensity and Reynolds number, respectively, δl the laminar flame
thickness, ν being the fresh gas kinematic viscosity. u′

Δ is extracted from DNS as:

u′
Δ =

⎡

⎣

∫
V

(
u2cu − uc2u/cu

)
dV

∫
V cu dV

⎤

⎦

1/2

(3)

where u is the velocity vector, cu the conditioning variable (cu = 1 for c ≤ 0.04,
cu = 0 elsewhere) and V the box volume, · denoting the filtering operation. The
threshold value is set as a compromise between the number of available fresh gas sam-
ples and the relevance of the estimation. Figure1 displays u′

Δ/Sl and the wrinkling
factor ΞΔ as a function of Δ/Δx where Δx is the mesh size, together with wrin-
kling factor modeling. Equation (2) predicts very well theΞΔ increase withΔ, points
belowΔ/Δx = 5having poor physicalmeaning (Δ ≈ δl ). Figure1 also indicates that
Eq. (2) is saturated and reduces to (Δ/δl)

β . The best fitting value, β = 0.337, gives a
fractal dimension D = β+2 = 2.337, in close agreementwith the literature [18, 19].

The parameterβ is dynamically determined by equating the reaction rate averaged
over a given volume (< · >), when evaluated at the LES-filter (Δ) and test-filter (Δ̂)
scales: 〈 ��� ���(

Δ

δl

)β

WΔ (̃c,Δ)

〉

=
〈(

γΔ

δl

)β

WγΔ

(
˜̃c, γΔ

)
〉

(4)

where˜̃c denotes amass-weightedfiltering at scale Δ̂of thefiltered progress variable c̃.
γΔ = (Δ2+Δ̂2)1/2 is the effective filter sizewhen combiningLES and test Gaussian
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Fig. 1 Analysis of small part of the direct numerical simulation database (volume about
5.6× 6.3× 4.1 mm3). Mean sub-grid scale turbulence intensity, 〈u′

Δ〉/Sl (Sl = 0.293m/s, left)
and wrinkling factor 〈ΞΔ〉 (right) are plotted as as a function of Δ/Δx . Bold line DNS (〈ΞΔ〉 =
〈|∇c|〉/〈|∇c|〉) ; circles Eq. (2) with β = 0.337; thin lines 〈ΞΔ〉 = (Δ/δl)

0.337

filters. Equation (4) then provides a relation to evaluate β. Two key requirements are
considered: (i) to recover unity wrinkling factors (β = 0), when the flame wrinkling
is fully resolved in simulations; (ii) to replace the averaging operation < . > by
a Gaussian filter, easier to implement for unstructured meshes and/or on massively
parallel machines (diffusion operation). The best solution found is to recast Eq. (4)
in terms of flame surfaces:

〈 �� ��(
Δ

δl

)β

|∇c|
〉

=
〈(

γΔ

δl

)β ∣∣∇ ĉ
∣∣
〉

(5)

where |∇c|, ΞΔ|∇c|, |∇ ĉ| and ΞγΔ|∇ ĉ| measure resolved and total flame surface
densities at LES and test-filter scales, respectively. Unfortunately, Eq. (5) involves
filtered quantities instead of Favre-filtered quantities that are solved for in LES.
However, for infinitely thin flame fronts, ρc̃ = ρc = ρbc and ρ̂˜̃c = ρ̂c = ρb̂c, where
ρb is the burnt gas density. These relations suggest, in agreement with DNS data (not
shown here), to approximateβ, assumed to be uniform over the averaging volume, as:

β ≈
ln

(〈
̂|∇ρc̃|

〉
/
〈∣∣∇ρ̂˜̃c

∣∣〉
)

ln (γ )
≈

ln
(〈

̂|∇ c̃|
〉
/
〈∣∣∇̂̃c

∣∣〉
)

ln (γ )
, (6)

3 A Priori Test Results

Figure2 compares the filtered reaction rate predicted by the TFLES model, writing

WΔ = ω̇(̃c)/F where F =
√

Δ2 + δ2l /δl is the thickening factor, to the reaction rate
extracted from DNS. The agreement is very good (correlation coefficient of about
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Fig. 2 Left distribution of the parameter β; Right TFLES modeled reaction rate as a function of
the filtered reaction rate 〈ω̇(c)〉 extracted from DNS. 95306 samples are displayed from the same
DNS part as in Fig. 1

Fig. 3 Left instantaneous view of c = 0.8 isosurface coloured by the model parameter β. Right
evolution of β with the downstream location (cm). Bold line mean β values; dashed line β-RMS;
thin line β estimated using transverse slices of 1mm thickness as averaging volume (< · >);
dotted-dashed line global β value (averaging < · > over the computational domain). Filter size
Δ = 10Δx , where Δx is the mesh size, test-filter size Δ̂ = 1.5Δ, “averaging” Gaussian filter size
Δm = 3Δ, δl = 3.4Δx

0.99) even if the model slightly underestimates (respectively overestimates) low
(large) reaction rate values. The corresponding distribution of the model parameter
confirms that β cannot be assumed uniform and provides further justification for a
dynamic formalism.

Figure3 displays an instantaneous β field (left) as well as the evolution of mean
and RMS β values with the downstream direction (right) as extracted from the full
DNS database (2.6 billion cells). The mean parameter value, starting from β ≈ 0.1
at the burner inlet, increases up to β ≈ 0.6 at x = 2 cm, as the flame is progressively
wrinkled by turbulence and convected downstream. Then, β is roughly constant for
2 ≤ x ≤ 4 cm, denoting the equilibrium between turbulence motions and flame
surface. In the last phase (4 ≤ x ≤ 5.5 cm), β strongly increases which can be asso-
ciated with the formation of flame pockets. The RMS of β is roughly constant and
about 0.2. The “1-D β-values”, computed using transverse slices of 1mm thickness
in the downstream direction as averaging volume 〈·〉 (i.e. β depends only on time t
and downstream coordinate x), are very similar up to x ≈ 4 cm. The discrepancies
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Fig. 4 Total (St ), resolved
(Sr ) and modeled,
Sm(x) = (Δ/δl )

βm (x)Sr (x),
flame surfaces (cm2) over
transversal slices of 1mm
thickness as a function of the
downstream location x (cm).
βm(x) is the mean parameter
value displayed in Fig. 3
(right)

observed downstream are due to flame pockets: mean β-values are conditioned on the
flame front while “1-D β” are smoothed by the averaging volume, and correspond
to very low flame surfaces (see Fig. 4). The global parameter value (β ≈ 0.51),
evaluated by volume-averaging over the computational domain, overestimates the
front wrinkling factors during the development phase of the flame (x ≤ 2 cm), while
being in fair agreement with mean local values when the flame / turbulence equilib-
rium is reached. Note also that β evolves rather smoothly and would be compatible
with numerical simulations.

Figure4 displays the downstream evolution of the total (St ), resolved (Sr ) and
modeled (Sm) flame surfaces. As expected, the resolved flame surface is lower than
the total flame surface by about 30%, while the total flame surface is very well
recovered, validating the dynamic fractal-like model.
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Lagrangian Analysis of Mixing and Soot
Transport in a Turbulent Jet Flame

A. Attili, F. Bisetti, M.E. Mueller and H. Pitsch

1 Introduction

Soot particles are formed during rich combustion of fossil fuels in technical devices
such as internal combustion engines, jet engines, and coal burners [1]. The carbon
mass tied up in particulates is a combustion inefficiency since the full chemical
potential of the fuel is not realized via complete conversion of carbon to carbon
dioxide. Soot particles are also recognized as an important cause of health compli-
cations such as pulmonary conditions and cancer [2, 3]. Over the past few years,
a few detailed simulation studies on soot formation in turbulent flames have been
performed. These studies describe soot formation in turbulent ethylene-air coun-
terflow diffusion flames [4], flame weakening, flame extinction, and soot leakage
across the flame in a two-dimensional convection-driven turbulent wall-flame [5],
soot-flame interaction and soot transport in a temporally evolving jet [6, 7], and
formation and early evolution of soot in a two-dimensional turbulent n-heptane/air
flame [8]. In the present paper, an analysis of soot formation and growth, based on a
detailed numerical simulation of an n-heptane/air turbulent nonpremixed jet flame,
is presented. Rather than the semi-empirical approach [9, 10] used in previous work
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[4, 6, 7], state-of-the-art chemistry and soot models [11–13], employed before only
in a two-dimensional case [8], are used in a three-dimensional turbulent jet flame.

2 Physical Models, Numerical Methods, and Configuration

The gas phase hydrodynamics and combustion are modeled with the reactive,
unsteady Navier-Stokes equations in the low Mach number limit. The transport of
species mass fractions is described with a mixture averaged diffusion model. Com-
bustion is modeled using a finite rate chemistry approach with 47 species and 290
reactions [14].

Soot particles and aggregates are described by their volume (V ) and surface area
(S) [12, 15]. A moment method in which equations are solved only for a few moments
of the number density function (NDF) is adopted in the present work. The moments
of the bivariate NDF are defined as Mx,y = ∑

i V x
i Sy

i Ni . Mx,y is the moment of
order x for volume and y for surface, and Vi , Si , and Ni are the volume, surface area,
and number density of a soot aggregate belonging to size class i . As for all moment
methods, the rate of change of a given moment depends on additional moments, and
a closure scheme is necessary. Seven statistical moments of the bivariate distribution
are transported and the Hybrid Method of Moments (HMOM) closure [13] is used.
HMOM combines the interpolative closure of the Method of Moments with Inter-
polative Closure [12, 16] with a single delta function conceptually borrowed from
the Direct Quadrature Method of Moments [17]. Closure is described by

Mx,y = N0V x
0 Sy

0 + exp

(
R∑

r=0

r∑

k=0

ar,k xk yr−k

)

= N0V x
0 Sy

0 + M ′
x,y, (1)

where ar,k are the interpolation coefficients, obtained using available moments up to
order R, and V0 and S0 are the volume and surface of the nucleated spherical soot par-
ticles. The first term of the equation describes the population of the smaller spherical
incipient particles and models the contribution to the moments with a delta function
fixed in phase space at a size corresponding to two naphthalene dimers (V0 = πd3

0/6,
where d0 = 0.98 nm). The second term in Eq. 1 describes the contribution to the
moments of larger soot aggregates. Six statistical moments (R = 2) are used to
describe the soot population, in addition to the weight of the delta function N0.

The soot model considers several physical and chemical processes. The details
of the functional form of soot source terms in the context of the HMOM closure are
described by Mueller et al. [12, 13]. Nucleation occurs from the collision of two PAH
dimers. A dimer is a molecular cluster composed of two PAH molecules. The rate
of formation of dimers is assumed to be equal to the rate of self-collision of naph-
thalene molecules in the gas phase weighted by a sticking coefficient [11]. Collision
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rates between soot particles are formulated to be valid from the free molecular (small
collision diameter) to the continuum regime (large collision diameter). Growth by
surface reactions is described by the H-abstraction/C2H2-addition (HACA) mecha-
nism [18]. Oxidation of soot particles with OH and O2 leads to the loss of soot mass
and number density of the small particles.

The configuration selected for the study is a temporally evolving plane jet of
diluted n-heptane and air. The region between the fuel and oxidizer is modeled as a
layer with the equilibrium stoichiometric composition. This layer mimics the pilot
usually employed in experimental studies of jet flames. The initial velocity field in
the jet core is obtained with a simulation of a fully developed turbulent channel
at Reynold number Reτ = 390. Periodic boundary condition are applied in the y
(streamwise) and z (spanwise) directions. In the x direction (normal to the average
flame sheet), open boundary conditions are prescribed in order to allow mass outflow
generated by combustion.

The gas velocity and reactive scalar fields are solved with a conventional finite-
difference scheme [19]. The system of advection-reaction equations for soot moments
is solved with a Lagrangian particle scheme [15, 20–22].

Table 1 shows the main physical and numerical parameters for the configuration.
It is worth noting that while the simulation is fully resolved for turbulence and
chemistry, it cannot be considered a direct numerical simulation for the soot dynamics
due to the assumptions in the models, i.e. statistical treatment and closure of soot
population dynamics, and the high Schmidt number of the moments.

Table 1 Simulation parameters

Jet centerline initial velocity Uc (m/s) 8.74

Coflow velocity (m/s) −8.74

Initial jet width H (mm) 15

Jet Reynolds number Re = ΔU H/ν 15000

Fuel stream (jet core) 15 % n-heptane and 85 % nitrogen

Oxidizer stream 21 % oxygen and 79 % nitrogen

Initial fuel (oxidizer) temperature (K) 400 (800)

Domain size Lx × L y × Lz (mm) 105 × 94 × 47

Simulation time (ms) 21

Grid points Nx × Ny × Nz 1024 × 1024 × 512

Lagrangian notional particles ≈1 Billion

δx = δy = δz (µm) 91

Kolmogorov scale (minimum) (µm) 100

OH layer thickness (minimum) ≈10δx
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3 Results

Figure 1 shows the number density and mass fraction of soot in mixture fraction space
at several time instants, from the initial phase of the jet development up to the late time
solution. The flame is located approximately at the value Z = 0.15 in mixture fraction
space. Figure 2 displays statistics of the soot number density and mass fraction growth
at time t = 20 ms. Soot grows mainly in the region 0.3 < Z < 0.5, it is oxidized
in the region 0.15 < Z < 0.3, and source terms approach zero for Z > 0.6. The
negative value of the mean growth of number density for Z > 0.3 is related to the
dominant role of coagulation with respect to nucleation.

In the first phase of the jet development, soot is concentrated mainly near the flame
surface. Up to 1 ms, soot number density grows quickly in the region 0.2 < Z < 0.5
in mixture fraction space due to available soot precursors. Then, coagulation starts
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Fig. 2 Soot number density (left) and mass fraction (right) growth at time t = 20 ms. Every point
represents a Lagrangian particle and the time derivative is computed on the Lagrangian trajectory.
Only a small fraction of the entire set of particles is shown. Lines indicates the mean soot number
density and mass fraction growth conditioned on mixture fraction
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to dominate, and the number density decreases. Meanwhile, turbulent fluctuations,
originating from the break-up of the Kelvin-Helmholtz structures and the production
by mean shear, induce significant drift of particles in mixture fraction space. At late
time, soot is present in the entire fuel-rich side of the mixture fraction space. On the
lean side, i.e. Z < 0.2, the amount of soot is negligible for the entire duration of the
simulation. This is the consequence of two different phenomena: (i) soot, which is
generated in the region 0.3 < Z < 0.5, tends to move preferentially toward richer
mixtures. From the analysis of Lagrangian trajectories in mixture fraction space,
it is observed that only 6 % of the notional particles that experienced some soot
growth cross the threshold Z = 0.2 and (ii) when soot is transported toward leaner
mixture, oxidation becomes dominant and consumes all of the soot mass. Oxidation
is solely responsible for the negative growth of soot mass that appears in Fig. 2 for
0.15 < Z < 0.25.

Mass fraction of soot grows quickly in time up to 5 ms, reaching a peak value
at Z = 0.4. From the analysis of Fig. 2, it is evident that significant soot formation
happens mainly in the region 0.25 < Z < 0.5. Therefore, the wide range of mixture
fractions (in particular for Z > 0.5) at which soot is present is due to differential
diffusion between soot and mixture fraction and not to soot formation or growth at
large mixture fraction values.

Lagrangian statistics are the most appropriate tool to study the evolution of soot
during its movement in physical and mixture fraction space. Figure 3 shows prob-
ability density functions of the Lagrangian time derivative of mixture fraction con-
ditioned on mixture fraction. This time derivative characterizes the movement of
soot in mixture fraction space. The conditional mean is also reported at several time
instants. The PDFs shows large exponential tails with values much larger than the
root mean square (not shown), a signature of the intermittent nature of the turbu-
lent field. Two distinct phase can be identified: up to 10 ms the mean is positive
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Inset mean value for the distributions shown in the main figure. Right the mean value at different
time instants: 5 ms (red, filled circles), 10 ms (green, open circles), 15 ms (blue, open squares),
20 ms (purple, filled squares)



508 A. Attili et al.

for mixture fraction Z < 0.7 and it is negative for Z > 0.7, while at later times
the sign changes at Z ≈ 0.5. Positive values correspond to movement towards rich
mixtures. It is interesting to observe that large amounts of soot appears at very high
mixture fractions Z > 0.7, even if the mean Lagrangian derivative is negative for
Z > 0.4. Therefore, it is possible to conclude that the large amount of soot at high
mixture fraction values is due to turbulent fluctuations whose overall effects cannot
be captured considering only the mean mixing process.
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The Influence of Differential Diffusion
in Turbulent Oxygen Enhanced Methane
Flames

F. Dietzsch, C. Hasse, G. Fru and D. Thévenin

1 Introduction

For conventional combustion processes one of the most common oxidizers is air,
mainly because it is cheap and readily available compared to other oxidizers. How-
ever, flames where the amount of O2 is successively increased gain gradually more
popularity for industrial applications. These so called oxy-fuel flames have certain
advantages compared to conventional air flames, e.g. an increased thermal efficiency,
increased flame stability and reduced NOx emissions [1].
Several aspects of oxygen enhanced combustion have been studied in previous
works. In [2] the authors investigated the influence of oxy-fuel conditions on gas
and particle radiation characteristics. Krishnan et al. [3] put the focus on radi-
ation properties of ethane diffusion flames, varying the amount of oxygen up to
pure oxygen. The modeling of radiation of oxygen enhanced coal combustion was
investigated in [4]. A numerical study of NO formation including detailed chem-
istry and transport properties of an oxygen enriched methane diffusion flame was
done by [5]. Several configurations, concerning different levels of O2 enrichment,
stretch rates and kinetic mechanisms were investigated by [6]. Turbulent oxygen
enhanced coal combustion was investigated in [7] using the LES approach. From an
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experimental point of view [8] analyzed the combustion characteristics and flame
length of turbulent oxy-fuel flames using pure methane as fuel. However, to the best
knowledge of the authors there exists no publication that explicitly addresses the
influence of differential diffusion in turbulent oxygen enhanced methane flames.

2 Diffusion Flux Modelling

Taking into account both, a proper model for the species transport and thermal
diffusion the diffusive mass flux velocity is described by

ji = ρ uiYi with ui = uD,i + uT,i + uC, (1)

whereρ denotes density,ui is the diffusion velocity andYi is the speciesmass fraction
of species i. As shown in (1) the diffusion velocity is split up into an ordinary diffusion
velocity (uD,i ), a thermo-diffusion velocity (uT,i ) and a possible correction velocity
(uC), which ensures uC = ∑N

i=1 uiYi = 0, depending on the employed model.
Available models are listed in Table1. All of these models require the evaluation of
the diffusion driving force di , which in general is a function of the mole fraction
gradient (∇Xi ), the pressure gradient and demixing due to buoyancy. Details about
the evaluation of di , the binary diffusion coefficientDik and the diffusion matrix Dik

can be found in [9–11].
The diffusive mass flux is directly linked to the species transport and energy

conservation equation by

∂

∂t
(ρYi ) + ∇ · (ρvYi ) = −∇ · ji + ω̇i (2)

∂

∂t
(ρe) + ∇ · (ρve) = −∇ · (q + �v) +

Ns∑

i=1

ρYi (v + uD,i ) Fi (3)

where ω̇i denotes the chemical source term of species i, � is the viscous stress
tensor, q describes the heat flux due to diffusive and radiative phenomena and Fi is

Table 1 Models for the species diffusion velocity uD,i

(uC = 0) Non-conservative (uC �= 0)

Multi-component: uD,i = − 1

Xi

Ns∑

k �=i

Dik dk Mixture-averaged: uD,i = − 1

Xi

1 − Yi∑
i �=k Xk/Dik

di

Lewis unity: uD,i = − 1

Xi

λ

ρ cp
di Lewis non-unity: uD,i = − 1

Xi

λ

ρ cp Lei
di
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the external force per unit mass acting on the ith species. For a detailed description
of how these terms are computed it is referred to [12, 13].

3 Description of the Numerical Method

The code used for the numerical analysis is called Parcomb3D and was originally
described in [14]. It is an explicit direct numerical simulation (DNS) code that solves
the fully compressible, multi-component, reactive Navier-Stokes equations. A sixth
order explicit finite-difference scheme (skew-symmetric [15]) is used for spatial
discretization and a fourth order Runge-Kutta scheme is used for time integration.
Boundaries are treated with the extended Navier-Stokes Characteristic Boundary
Conditions (NSCBC) as described in [16, 17]. In order to evaluate the previously
mentioned coefficients for the computation of the diffusive transport the code is linked
to the EGlib library [12]. For the initialization of the turbulent flow field Parcomb3D
uses a technique as described in [18] in conjunction with a Passot-Pouquet spectrum.

A chemical mechanism involving 29 species and 141 reactions [19] is used to
describe the combustion of methane in an oxygen enhanced environment. There-
fore, a laminar counter-diffusion configuration as shown in Fig. 1 is ignited in a one
dimensional domain, whereas the initial temperature of both fuel and oxidizer are
set to 300 K. The initial mass fractions of methane and oxygen are set to YCH4 = 0.5
and YO2 = 0.9 and an appropriate nitrogen complement is added in order to fulfill
∑Ns

i=1 Yi = 1. Boundary conditions are both set to outlet conditions.For the turbulent
flame case the ignition is still performed in one dimension but the configuration is
altered according to Fig. 2. After a stable burning flame has established the solution
is extended to the second dimension and superimposed by a pseudo-turbulent, time
decaying velocity field. For the turbulent flame case all boundary conditions are set

Fig. 1 Initial setup for the
laminar counter-diffusion
setup
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Fig. 2 Initial setup for the
turbulent counter-diffusion
setup

to be periodic. The domain used for both laminar and turbulent flame simulations has
a size of 4cm, 4× 4 cm respectively, and is discretized by 1,200 grid points in each
direction. According to Table1 the Lewis-unity and Lewis non-unity approaches
are used to account for species diffusion. In case of the Lewis non-unity approach
Lewis numbers are obtained by running one simulation using the mixture-averaged
approach and averaging over the domain. Throughout the simulations these Lewis
numbers are kept constant.

Lei = λ

ρ cp DM
i

(4)

4 Results and Discussion

Comparing first the laminar flame setups (see Fig. 3) it becomes clear that both oxy-
gen enhancement and differential diffusion have a strong influence on the flame
structure. In Fig. 3a for example temperature profiles for oxygen enhanced combus-
tion are much broader than for air combustion. In addition, if differential diffusion is
considered, the shift in position of the peak temperature is more distinct compared
to the air case. Similar conclusions can be drawn while looking at Fig. 3b. To ana-
lyze the influence of differential diffusion in an oxygen enhanced environment more
closely the elemental mass fractions for C and H are plotted against mixture fraction
in Fig. 4

FC = ZC − ZC,2

ZC,1 − ZC,2
FH = Z H − Z H,2

Z H,1 − Z H,2
(5)
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(a) (b)

Fig. 3 a Comparison of temperature profiles for air and oxygen enhanced combustion for differ-
ent transport models. b Comparison of OH mass fraction profiles for air and oxygen enhanced
combustion for different transport models

(a) (b)

Fig. 4 a Mass fraction of C for air and oxygen enhanced combustion. b Mass fraction of H for air
and oxygen enhanced combustion

where subscripts 1 and 2 denote pure fuel and oxidizer respectively. For
laminar flames Fig. 4 demonstrates the importance of the transport model for oxygen
enhanced methane combustion. While for conventional air combustion deviations
from the Lewis unity transport model are almost negligible, differential diffusion
strongly effects the species transport in oxygen enhanced environments.
For a turbulent setup, the burning regime completely changes because the flame front
is highly wrinkled by the flow field and both turbulent and diffusive transport become
important. As an example Fig. 5 shows elemental mass fractions for C and H in a
turbulent counter-diffusion flame (Ret ≈ 250). While the general trend (Fig. 5a)
looks similar for the laminar and turbulent case a zoomed plot (Fig. 5b) reveals that
in regions not affected by the flame zone the turbulent transport clearly dominates
transport processes and the scatter of C and H mass fractions is moving towards the
line of equal diffusivities.
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Fig. 5 a Mass fraction of C and H for turbulent, oxygen enhanced combustion. b Comparison of
turbulent and laminar results for C and H mass fractions for oxygen enhanced combustion (zoomed
plot).

5 Concluding Remarks

While for standard methane air combustion the Lewis unity transport model is
sufficient, differential diffusion has to be considered for oxygen enhanced methane
combustion. In flame regions where the laminar-diffusive transport is dominating,
clear deviations between differential diffusion and the equal diffusivities assumption
can be observed. On the other hand for turbulent flame regimes it is possible to dis-
tinguish between regions of equal diffusivities (turbulent transport is dominant) and
zones where differential diffusion should be considered.
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Application of Flamelet Generated Manifolds
Approach with Heat Loss Inclusion
to a Turbulent High-Pressure Premixed
Confined Jet Flame

A. Donini, S.M. Martin, R.J.M. Bastiaans, J.A. van Oijen
and L.P.H. de Goey

1 Introduction

A predominant part of the world energy demand is obtained by the combustion
of fossil fuels. In this framework, gas turbine combustion is the most important
energy conversion method today. This is because using gas turbines, large scale, high
efficiency, low cost and low emission energy production is possible. For these types
of engines, low NOx emissions can be achieved by very lean premixed combustion
systems. This type of combustion requires special attention to the balance between
emissions, flame stability and completeness of combustion. In the present paper a
computational analysis of a high pressure confined premixed turbulent methane/air
jet flame is presented.

In this scope, chemistry is reduced by the use of the Flamelet GeneratedManifold
(FGM) method [1], and the fluid flow is modeled in an LES and RANS context. The
elevated pressures in combination with high flow velocities and heat loss to the walls
demand a superior attention on the modeling, since thinner flames generate stiffer
solutions.

A generic lab scale gas-turbine like burner for high-pressure (5 bar) high-velocity
(40m/s at the inlet) preheated jet is used for validation. Turbulent, lean premixed
flames of different fuels (methane, methane/hydrogen) have previously been studied
in this axis-symmetric gas turbine combustor [2, 3]. This research attempts to apply
the FGM chemistry reduction method coupled with LES and RANSmodels, in order
to predict the evolution and description of the mentioned turbulent jet flame in high
pressure (and high Reynolds number) flow conditions, including the important effect
of heat loss by conduction to the walls.
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2 Flamelet Generated Manifolds—Heat Loss
and Turbulence Effects Inclusion

Flamelet Generated Manifolds (FGM) [1] is a chemistry reduction method that
combines the advantages of chemistry reduction and flamelet models. The approach
is based on the idea that the most important aspects of the internal structure of the
flame fronts should be taken into account. In the FGM technique the course of the
reaction is defined in terms of a few control variables, for which transport equations
are solved during run-time. The flamelet system is computed in a pre-processing
stage, and a FGMwith all the information about combustion chemistry is stored in a
tabulated form. To this purpose a laminar flamelet database is generated from a one-
dimensional flamelet calculation performed with full kinetics and detailed transport.
In this study we consider fully premixed methane/air combustion at high pressure
conditions (5 bar) with lean equivalence ratio and pre-heated inlet.

The enthalpy is not conserved throughout the domain because of heat loss to the
walls of combustion chamber. In order to take this into account in the tabulation
process, the laminar flamelets have to be solved for different values of enthalpy [1],
introducing enthalpy (h) as a control variable. This procedure might be done in
different ways, but the most straightforward are: (1) decreasing the enthalpy of the
free flamelets simply diminishing the inlet temperature, (2) calculation of burner-
stabilized flamelets, and therefore imposing a certain increasing amount of heat loss
to the burner. It has been proven that the choice of the enthalpy-decrease method for
the tabulation procedure has negligible influence on the final result [1]. The enthalpy
levels of the manifold data along the single flamelets are shown in Fig. 1a.

Chemistry is represented by the GRImech 3.0 mechanism [4] which contains
325 elementary reactions between 53 species. A unity Lewis number assumption
is chosen during the calculation of the flamelets, and a result of this assumption
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Fig. 1 a Enthalpy along the flamelets composing the manifold.The reaction progress variable is
scaled between zero (fresh mixture) and one (exhaust gas). Enthalpy is set to zero at the inlet
conditions for practical convenience. b Representation of the manifold: progress variable source
term [kg m−3 s−1] in the laminar case, as function of progress variable and enthalpy
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is directly visible in Fig. 1a; in fact the enthalpy levels are constant throughout the
distinct flamelets, because of the even balance betweenmass and heat diffusion along
the flamelet. The chemistry data obtained by the tabulation procedure is rearranged
through a coordinate transform. The tabulated data is then directly retrievable as a
function of progress variable and control variable. An overview of the resulting man-
ifold can be seen in Fig. 1b, where the progress variable source term is represented
as a function of the progress variable and enthalpy. This dataset is stored in mem-
ory and linked to the CFD code. The turbulence-chemistry interaction is taken into
account by describing variables in a stochastic way. Locally a variable is described
by a Probability Density Function (PDF) defining the probability of occurrence of a
certain state. This is therefore accounted for by convolution of the laminar database
using a β-function shaped PDF [5]. The β-pdf shape has the advantage of including
singularities near the end points while being simple to compute. The integration oper-
ation generates an increase of the dimension of the manifold, which will finally reach
the number of three dimensions for the present case. The final dimensions for the
manifold are: mean progress variable, enthalpy and variance of the progress variable.

During run-time the CFD codemust solve conservation equations for the progress
variable and enthalpy, together with the momentum and continuity equations. For the
calculation of the variance of the progress variable cvar a suitable, and often used,
model is the gradient-based model as described in [5, 6]:

cvar = a2Δ2
k

12

(
∂ c̃

∂xk

)2

, (1)

where a is assumed to be constant. The parameter Δk is the filter width, which is
considered to be the grid resolution in the present study. This has to be handled with
care, in order to avoid zones in the domain where Δk > δth , with δth the flame
thermal thickness. In this case a = 1.4 is used, following [7].

3 Geometry, Scales and Numerical Methods

The geometry consists essentially in a cylindrical confinement. The jet has a diam-
eter d = 25 mm and the combustor a diameter of dc = 75 mm, providing flame
stabilization by recirculation of hot combustion products. The overall length of the
chamber is 22d. The simulations presented in this paper are performed with an inlet
velocity of vin = 40 m/s, inlet temperature of 623K, C H4 with an equivalence ratio
of φ = 0.5 and p = 5 bar. The corresponding Reynolds number calculated with the
inlet diameter is roughly 100,000. The inlet velocity profile is chosen to be parabolic
in order to take account of the presence of the walls, and the velocity profile is there-
fore set in order to conserve the mass flow rate. Heat losses to the walls are imposed
by enforcing a temperature Tw to the walls.

This geometry was selected and extensively analyzed experimentally by [2, 3],
where flame structures were determined with Laser Induced Fluorescence measure-
ments of the OH radical. The overall accuracy of the measurement with this method
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is estimated to be approximately within ±7% on the flame height, and ±10% on
the flame brush thickness.

A consideration about the scales involved in the flow and combustion process of
the present case must be made in order to ensure the respect of the flamelet hypoth-
esis [8, 9]. An approximation of the turbulent length scales gives an estimate value
for the Kolmogorov scale of η ≈ 0.02 mm. In relation to the chemistry, the flame
thickness can be calculated based on the highest value of the temperature gradient
along the flamelet, from the chemistry database. A reaction layer thickness can also
be calculated based on the integral consumption term of the fuel. Considering the
flamelet at inlet conditions, therefore without heat loss, the reaction layer thickness
can be estimated as δr = 0.008 mm. These values confirm the assumption of falling
within the thin reaction zone regime with the present simulations.

The solver used for the simulations is Ansys-CFX 14.0 [10], coupled with the
above described three-dimensional FGM implementation. The approach used for
turbulence is LES with dynamic sub-grid model [11] and RANS with the two equa-
tions RNG k − ε model. The solver chosen for the computations of this work is
incompressible. The 3D mesh used consists of 3,407,868 hexahedral elements over
3,478,067 nodes, distributed with a consistent refinement in the flame region.

4 Results

An overview of the profile and behavior of the reacting flow in the burner is
represented in Fig. 2,where an instantaneousLES iso-contour of the progress variable
is shown colored as a function of the mean progress variable source term in order
to reveal the flame location. With the intent of evaluating the difference between
standard simulations which do not include heat loss, a comparison is performed.
Profiles of axial velocity and temperature are respectively shown in Fig. 3, plotted in
the center plane at different distances from the inlet. The major effect of heat loss on
the flame behavior is clearly visible from this comparison.

Fig. 2 Overview of the
domain by means of a time
snapshot of the LES
simulation with heat loss.
The flame here is represented
by an iso-surface of progress
variable (c̃ = 0.5), and
colored as function of its
source term
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Fig. 3 Axial velocity [ms−1] and temperature [K] comparison at different distances from the inlet.
Solid lines are representing time-averaged LES results with heat loss inclusion, dotted lines are
RANS with heat loss and dashed lines are RANS without heat loss

In the experiments of [2] a most probable flame front contour is obtained by
processing the OH signal intensity gradient. A comparison of this experimental val-
ues with LES averaged results (with heat loss) reveals a difference in the flame height
of +4.9%, while in the RANS (with heat loss) simulations this difference increases
to +13.5%.This relatively small difference can be explained by the absence of tur-
bulence at the inlet in the simulations. In the experiments of [2] it is in fact shown
how the inlet turbulence shortens the flame slightly in the present geometry.

5 Conclusions

The chemistry reduction method FGM is coupled with LES and RANS turbulence
models, in order to predict the evolution and description of a turbulent jet flame in
high pressure conditions, including the important effect of heat loss to the walls.
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The method is shown to capture in a coherent way the combustion features, leading
to a representative prediction of the flame shape and height. The inclusion of heat loss
plays a major role on the flame shape and velocity profiles, indicating a considerable
difference on the prediction of the recirculation zones. Furthermore, the use of FGM
as a combustion model shows that combustion features in gas turbine conditions can
be reproduced with a reasonable computational effort. The simulation time of the
cases performed with heat loss in this paper is on the order of 60 CPU-hours for
RANS, and roughly 7,000 CPU-hours for LES. This notably low calculation time
is due to the use of the FGM reduction model, allowing us to perform broader and
more detailed investigations in future works.

Acknowledgments The authors would like to acknowledge Daniele Salvatore, for providing the
test data.
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Direct Numerical Simulations of Turbulent
H2-Air Pre-mixtures and Analysis Towards
Safety-Relevant Ignition Prediction

Gordon Fru, Dominique Thévenin and Detlev Markus

1 Introduction

The energy requested to obtain a stable ignition in a turbulent gas mixture has been
investigated extensively during many decades [1], mostly through experiments or
reduced (zero- or one-dimensional) simulation models [2]. A quantitative numerical
investigation requires in principle an excellent description of the flow (as obtained
by Direct Numerical Simulation, DNS) coupled to an accurate description of all
relevant chemical, diffusive and thermodynamic processes. This leads to extremely
high requirements in terms of computing time, so that only few such studies can
be found in the literature. Baum and Pointsot considered this situation for homo-
geneous mixtures, but were forced to carry out two-dimensional computations in
order to obtain acceptable computing times [3]. More recently, three- (respectively
two-) dimensional DNS with simplified (respectively detailed) chemistry of ignition
processes in inhomogeneous mixtures and/or with thermal stratification can also be
found (see, e.g., [4] and references therein). There is, therefore, an obvious need to
pursue and extend these investigations, since it is expected that kinetic effects will
highly influence the ignition process.

The present study relies exclusively on DNS with detailed chemical and transport
models to investigate hotspot ignition events in turbulent premixed flame kernels
burning hydrogen. Configurations where successful ignition or misfire is obtained
in the absence of any external flow are afterwards perturbed by adding turbulent
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fluctuations of increasing intensity. The impact of turbulence is quantified in
a statistically meaningful manner by repeating these DNS simulations, leading to
independent realizations.

2 Numerical Details and Configuration

The DNS code parcomb is employed to solve the set of compressible reacting flow
transport equations formass, momentum, total energy and species using a sixth-order
central differencing scheme on a Cartesian grid. An explicit fourth-order Runge-
Kutta time integrator is adopted. The simulated domain is a cube of side length
L = 1.6cm discretized with a uniform grid spacing of 20μm. The extended non-
reflecting Navier-Stokes Characteristic Boundary Conditions are applied along all
open faces. Further generic details of the solver are contained in [5].

We consider perfectly spherical hot kernels with initial temperature T0 and radius
R0, initialized within a laminar stoichiometric H2-air mixture under atmospheric
conditions (see Fig. 1a). A 9 species, 37 reaction chemical scheme is used [6]. The
initial mixture composition consists of the mass fractions YH2 = 0.0291, YO2 =
0.233 and YN2 = 0.738 at Tu = 300K. All remaining mass fractions are set to zero.

The initial system is then superimposed with a homogeneous time-decaying
isotropic turbulent field at t = 0, generated using a digital filtering technique
[5, 7]. The integral length scale (lt ) and mixture viscosity (ν) are both kept con-
stant at 1.27mm and 1.74 × 10−5 m2/s, respectively. Thirteen turbulence levels
have been simulated, ultimately spanning a wide range in turbulence intensities

Fig. 1 a Slice of the initially perfectly spherical hot kernel at T0 =1,000Kwithin the computational
domain (L = 1.6cm) at t = 0, showing the temperature field. bExemplary turbulent flame structure
at t/τ = 2.0 showing a heavily wrinkled instantaneous isosurface of temperature colored by H2O2
radical and x-velocity field (lower slide) after a successful ignition event (Ret = 328)
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(0.63 ≤ u′/sL ≤ 7.5) and turbulent Reynolds numbers Ret = u′lt/ν (37 ≤
Ret ≤ 438). Statistics are obtained for up to sixty realizations for some u′/sL values.
As will be shown shortly, a sufficiently rich DNS database might be needed to rule
out spurious effects and to obtain a safer confidence interval for ignition probability
of such flammable mixtures.

Typical computing time vary between 20 days (3D) and less than half a day (2D)
on a local Linux-cluster in a single-user mode until ignition or misfire.

3 Results: Turbulent Ignition Probability

The turbulent flame structure is exemplified in Fig. 1b, where an instantaneous isosur-
face of H2O2 radical at t = 2.0τ (where τ is the turbulent time) is shown, revealing
the heavily wrinkled flame front at Ret = 328 after a successful ignition event.
Depending on the turbulent intensity, but also on T0 and R0, two scenarios emerge.
Consider the (T0 = 1, 000 K, R0 = 1.0 mm) pair in Fig. 2a that always ignites under
laminar conditions. A similar situation occurs for mild turbulence levels, as exem-
plified by the time history of maximum temperature for the laminar and first fifteen
turbulent realizations in Fig. 3a. A successful ignition is recorded for all cases with-
out exception. We also note that the mean ignition delay (τmean = 0.253 ms) for the
turbulent realizations is higher than the unperturbed ignition delay (τ0 = 0.215 ms)
by 18%. For established reaction fronts, turbulence promotes burning velocities [8].
At the same time, turbulence also increases the rate of heat loss from the hot kernel
to the surrounding cold mixture, hence delaying and possibly preventing ignition.
This is the dominant effect modulating the ignition delay here, as observed as well
in experimental works [9]. However, this observation is different from that found in
non-premixed or non-homogeneous mixtures [10, 11] and applies only to perfectly
homogeneous pre-mixtures in terms of composition.

Ultimately, a stronger turbulent environment can modify the initial conditions so
rapidly that a misfire is observed (see Figs. 2c and 3c). In such a case, the turbulent

Fig. 2 a Initial setup (t/τt = 0.0), b successful ignition (u′/sL = 5.0, t/τt = 1.6), c misfired
event (u′/sL = 7.50, t/τt = 1.6)
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turbulence level (Ret = 438)

intensity is so intense that enhanced mixing of hot pockets with the cold mixture
supersedes chemical reaction, ultimately cooling down the entire system and leading
to a complete quenching. Turbulence removes rapidly the initial thermal stratifica-
tion, which, if present, could have enabled the hot pockets to ignite earlier [4]. The
intermediary cases, such as the cases in Fig. 2b (for which we happen to obtain a
successful ignition) trade between these two extremes, with ignition occurring still
later (compared to the laminar case) but with a decreasing probability, as shown in
Fig. 3b. As a whole, the probability of successful ignition events is found to decrease
monotonically and almost linearly with u′/sL when this value exceed roughly 3.125,
until getting a systematic misfire.

4 Results: Logistic Regression Statistics

Considering ignition events as a kind of sensitivity experiment, where the goal is
to measure the critical level of a stimulus that produces a certain result in a test
sample, then a regression technique [12] can be employed to analyze the statistics. In
practical cases, the stimulus could be the spark energy, energy density, charge, etc.
as is the case in ignition experiments using electric discharge. In the case at hand,
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the stimulus level for the i th test is denoted by xi , where x could be the initial hot
kernel temperature, T0, radius, R0 or imposed turbulence intensity, u′/sL . Here, the
test sample is the H2-air mixture and the result yi is a binary outcome—ignition (=1)
or misfire (=0). All the xi and yi for the n test samples are collectively represented
by a likelihood function

L =
n∏

i=1

Pi (xi )
yi [1 − Pi (xi )]1−yi (1)

The ignition probability Pi (xi ) is represented by a parametric logistic distribution
function:

Pi (xi ) = 1/[1 + exp(−β0 − β1xi )] (2)

Here, β0 and β1 are parameters estimated by maximizing L in Eq.1. For a two-sided
interval, the lower (LCL) and upper (UCL) confidence limits for the 100(1−α/2)%
confidence interval for the percentile xq can be calculated using

UCL/LCL = xq ± Zα/2

√
(σ00 −2xq σ01 +x2q σ11)/β

2
1 . (3)

In Eq.3, σ00 and σ11 are the variances and σ01 is the co-variance of β0 and β1,
Zα/2 = 100(1−α/2)th percentile from a standard cumulative Gaussian distribution
and α = (1 − confidence level).

The outcome of this analysis is a cumulative probability distribution of the n igni-
tion tests and a confidence envelope on the probability of ignition versus the consid-
ered stimulus, x . As an example, the logistic probability distribution and a 95% con-
fidence envelope (i.e.,α = 1−0.95 = 0.05) for two turbulence intensities are plotted
in Fig. 4a (u′/sL = 0.625), and Fig. 4b (u′/sL = 2.5) as a function of R0. From these
profiles, a clear shift to the right is observable with increasing turbulence intensity.
In both cases, a safety margin is clearly established and could then be employed
as a modeling guideline in the development of practical systems and regulations
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[13, 14]. Such a statistical method, therefore, offers a suitable platform on which
DNS and experimental findings can be compared quantitatively.

5 Concluding Remarks

Parametric Direct Numerical Simulations of atmospheric H2-air pre-mixtures under
stoichiometric conditions have been performed to characterize the influence of vary-
ing the turbulent Reynolds number on hotspot-induced ignition. It is observed that all
spherical kernels with initial temperature and radius greater than a critical value will
lead to a successful ignition and an established flame in a mild turbulent environment
(typically below u′/sL ≤ 3.125). For all cases considered, the mean ignition delay
in a turbulent flow is always larger than the laminar one. At the other extreme, a
misfire appears to be inevitable for u′/sL ≥ 7.5. The principal physical phenomenon
modulating the induction time under turbulent conditions is the concurrence between
transport processes and chemical reactions. By repeating the DNS realizations up to
sixty times, the probability of successful ignition events is found to decrease almost
linearly with u′/sL when this value exceeds roughly 3.125, until obtaining a sys-
tematic misfire. Preliminary probing of the DNS data with the help of the logistic
regression statistical approach hints to a potentially suitable means of directly com-
paring experimental and simulated results of ignitable setups. This possibility, if
tried and proven, could prove beneficial in varying a broad range of parameters not
accessible to experiments, which could eventually lead to safety-relevant calibra-
tions and regulations for practical devices and systems. This is ongoing work. Future
studies will equally focus on the possible influence of composition and temperature
inhomogeneities on the ignition probability. Additionally, more complex fuels like
ethylene and diethyl ether will be considered, which are highly relevant for practical
safety issues.

Acknowledgments The financial support of the German Research Foundation (DFG) within the
research group FOR1447 (“Physicochemical-based Models for the Prediction of safety-relevant
Ignition Processes”) is gratefully acknowledged.

References

1. Lewis, B., von Elbe, G.: Combustion, Flames and Explosions of Gases, 3rd edn. Academic
Press Inc., New York (1987)

2. Horstmann, T., Leuckel, W., Maurer, B., Maas, U.: Influence of turbulent flow conditions on
the ignition of flammable gas/mixtures. Process Saf. Prog. 20(3), 215–224 (2001)

3. Baum,M., Poinsot, T.: Effect of mean flow on premixed flame ignition. Combust. Sci. Technol.
106, 19–39 (1995)

4. Yoo, C., Lu, T., Chen, J.H., Law, C.K.: Direct numerical simulations of ignition of a lean
n-heptane/air mixture with temperature inhomogeneities at constant volume: parametric study.
Combust. Flame 158(9), 1727–1741 (2011)



Direct Numerical Simulations of Turbulent H2-Air Pre-mixtures … 531

5. Fru, G., Janiga, G., Thévenin, D.: Impact of volume viscosity on the structure of turbulent
premixed flames in the thin reaction zone regime. Flow Turbul. Combust. 88(4), 451–478
(2012)

6. Maas, U., Warnatz, J.: Ignition processes in hydrogen-oxygen mixtures. Combust. Flame 74,
53–69 (1988)

7. Klein, M., Chakraborty, N., Cant, R.: Effects of turbulence on self-sustained combustion in
premixed flame kernels: a direct numerical simulation (dns) study. Flow Turbul. Combust. 81,
583–607 (2008)

8. Fru, G., Thévenin, D., Janiga, G.: Impact of turbulence intensity and equivalence ratio on the
burning rate of premixed methane-air flames. Energies 4(6), 878–893 (2011)

9. Ballal, D., Lefebvre, A.: Ignition and flame quenching in flowing gaseous mixtures. Proc. R.
Soc. Lond. A. 357, 163–181 (1977)

10. Hilbert, R., Thévenin, D.: Autoignition of turbulent non-premixed flames investigated using
direct numerical simulations. Combust. Flame 128(1–2), 22–37 (2002)

11. Chakraborty, N., Mastorakos, E., Cant, S.: Effects of turbulence on spark ignition in inhomo-
geneous mixtures: a direct numerical simulation (DNS) study. Combust. Sci. Technol. 179,
293–317 (2007)

12. Hosmer, D., Lemeshow, S.: Applied Logistic Regression. Wiley, New York (1989)
13. Langer, T., Markus, D., Lienesch, F., Maas, U.: Streamer discharges caused by high-frequency

voltage leading to ignition of hydrogen/air mixtures. Combust. Sci. Techol. 182, 1718–1734
(2010)

14. Eckhoff, R., Ngo, M., Olsen, W.: On the minimum ignition energy (MIE) for propane/air. J.
Hazard. Mater. 175, 293–297 (2010)



Large-Eddy-Simulation of High-Frequency
Flame Dynamics in Perfect Premix
Combustors with Elevated Inlet
Temperatures

Mathieu Zellhuber and Wolfgang Polifke

1 Introduction and Motivation

Sequential combustion is a promising concept for stationary gas turbines to achieve
high thermodynamic efficiency and low NOx emission levels over wide load
ranges [1]. The burner design and the combustion regime in such combustors differ
significantly from typical swirl combustors, as the flame stabilisation is ensured by
auto-ignition due to the high oxidiser inlet temperatures. Thus the flame is likely
to react differently to acoustic perturbations, with corresponding consequences for
thermoacoustic stability of such combustors. In the scope of the present work, high-
frequency flame dynamics are of special interest, i.e. the feedback between the flame
and acoustic modes with transverse velocity components and thus wavelengths of
the order of the combustor height.

Possible thermoacoustic feedback mechanisms for such a case are indicated in
Fig. 1. In practical configurations, the fuel typically penetrates the oxidiser stream
as a jet-in-cross flow configuration. Coherent mixture modulations might therefore
lead to a feedback. In addition, flame wrinkling, density variations, and a periodic
displacement of the flame by acoustic velocity can also cause a thermoacoustic
coupling. The displacement effect has been identified recently by Schwing et al. [5]
and Méry et al. [4]. The model proposed in [5] was extended by Zellhuber et al.
[9]. Furthermore, the heat release rate can also be altered through the sensitivity of
chemical reaction rates to changes in acoustic pressure, see the authors’ previous
publications [6, 8].

The topic is investigated using Large Eddy Simulations (LES) of an acoustically
excitedmodel combustor with high inlet temperatures. In order to reduce the physical
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Fig. 1 Illustration of
thermoacoustic mechanisms
in practical combustor
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complexity, a perfect premix configuration is considered here. The same setup has
been studied by the authors in [7], but without accounting for the pressure sensitivity
of the chemical kinetics. This previous study allowed to make qualitative observa-
tions of the flame wrinkling and the displacement, as well as to quantify the overall
thermoacoustic feedback. In the present work, the pressure sensitivity is also consid-
ered and analytical models for non-compact flame transfer functions are proposed
and verified using the LES data.

2 Combustion Modelling and Implementation

The simulation methodology targets combustion processes in industrial applica-
tions. Hence, special focus was put on the computational efficiency. The method
used is based on a progress variable approach, using detailed tabulated chemistry
data, together with a stochastic fields ansatz, in order to account for the turbulence-
chemistry interaction at the subgrid level. Themethod, as it is applied formulti-stream
mixing cases, was described by Kulkarni et al. [2, 3].

The progress variable definition and the mathematical details of the stochastic
fields ansatz for the perfect premix case are given by the authors in [7]. In the
present work, the physical complexity is further increased by taking additionally
into account the pressure sensitivity. Therefore, the combustion model is extended
by a pressure sensitivity factor ϕp, introduced in previous kinetic studies [6, 8]. This
non-dimensional factor quantifies the deviations of the progress variable source term
ω̇′

c when acoustic pressure variations appear. By doing this, the state change caused
by an acoustic wave is assumed to be isentropic. Detailed evolutions of this factor can
be found in [6, 8] for different types of progress variable definitions. It is generally
observed that the factor is positive and approximately constant over the duration of
the ignition process. In order to ease the implementation, it is assumed to take on a
constant value of ϕp = 5.

Figure2 shows the implementation of the stochastic fields ansatz in the commer-
cial solver Fluent 13, including the extension with respect to the pressure sensitivity
of the kinetics. A total of N = 8 stochastic fields is used here, and a stochastic
transport equation is solved for each field (inner loop in the figure). The reaction
source term ω̇

(n)
c,chem in the n’th field is recovered from chemistry tables generated
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FLUENT LES 
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Fig. 2 Implementation of stochastic fields ansatz for progress variable

offline, and is then modified depending on the local acoustic pressure deviation p′.
The outer loop in Fig. 2 describes the coupling between stochastic and non-stochastic
transport equations. A target value for the main species mass fractions is obtained
from a convolution over all fields and the use of chemistry tables. This allows to
derive a chemical source term for the non-stochastic transport equations for species
and enthalpy, as explicated in [7].

The simulated configuration is subjected to an acoustic excitation at a frequency of
3838 Hz, applied via momentum source terms in transverse direction at the combus-
tor walls. In response, the first transverse mode in the combustion chamber develops.
Since the flame cannot be considered as acoustically compact, a local analysis of
flame dynamics is performed via frequency filtering of variable time series at indi-
vidual grid points located in the central symmetry plane.

3 Simulation Results

Oscillations of relevant flow parameters at the excitation frequency are charac-
terised via harmonic analysis. Processing the velocity and pressure signals allows
for instance to recover the acoustic mode shape. With respect to thermoacoustic sta-
bility, it is of interest to study combustion-related flow variables. Figure3 shows e.g.
a plot of phase distributions of the heat release rate oscillations, i.e. the phase shift
of the local heat release rate in comparison to the pressure signal at a reference point
located just a bit downstream of the burner exit, see Fig. 3. Regions outside the flame
are masked by a luminosity filter proportional to the amplitude of heat release rate
fluctuations.

The phase distribution allows an interpretation of the flame movement. The rain-
bow pattern observed in the shear layer downstream of the burner exit is indicative of
intense flame wrinkling. Further downstream, the wrinkles dissipate and the phase
distribution shows two constant phase regions within each shear layer, shifted by
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Fig. 3 Planar distributions of phase of heat release rate oscillations without (left) and with (right)
pressure sensitivity

180◦ with respect to each other. These regions are particularly pronounced in the
simulation run without pressure sensitivity and are caused by a periodic transverse
displacement of the flame caused by the acoustic displacement, as observed previ-
ously [4, 5]. A more detailed discussion of various aspects of flame displacement
can be found in [7, 9].

The heat release rate fluctuations linked to density and pressure sensitivity
are further overlaid on the heat release phase distributions. Both effects scale with
the local acoustic pressure, and lead therefore to signals with 0◦ and 180◦ phase in
the upper and lower shear layer, respectively. As a consequence, one can observe for
the upper shear layer a slight dominance of bluish colors (0◦ phase) in the case with-
out pressure sensitivity, which is farmore pronouncedwhen the pressure sensitivity is
added. This way, one can interpret the phase plots and recognise the thermoacoustic
feedback mechanisms introduced earlier.

By combining real-valued oscillation signals of pressure and heat release rate one
can retrieve information on thermoacoustic coupling intensity, by calculating the
local Rayleigh index ri over the oscillation period T : ri(x) = ∫ T

0 p′(x, t)q̇ ′(x, t)dt .
The result for the case without pressure sensitivity has already been discussed

by the authors in [7]. Adding the sensitivity leads to larger regions with positive
feedback, i.e. ri>0, due to the direct proportionality to the acoustic pressure, as
can be seen in Fig. 4. Negative coupling then only appears very close to the burner

Fig. 4 Distributions of Rayleigh index without (left) and with (right) pressure sensitivity
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exit. This result can be further illustrated by axial profiles of the Rayleigh index.
Therefore, the domain is split into thin observation windows stretching over the
entire combustor height. Through an area integration of the local Rayleigh index in
each window i , one obtains integral Rayleigh index values RIL E S,i that are plotted
along the combustor in Fig. 5. Here, one can observe that the addition of the pressure
sensitivity leads to a significant increase in the total thermoacoustic feedback.

4 Modelling of Heat Release Rate Modulations

The following non-compact, complex flame transfer functions are proposed for the
feedback contributions linked to density, displacement, and pressure sensitivity:

Density:
q̇ ′(x, t)

q̇(x)

∣∣∣∣
ρ,mod

= 1

γ

p′(x, t)

p(x)
(1)

Pressure sensitivity:
q̇ ′(x, t)

q̇(x)

∣∣∣
∣
ϕp,mod

= ϕp
p′(x, t)

p(x)
(2)

Displacement:
q̇ ′(x, t)

q̇(x)

∣∣
∣∣
Δ,mod

= − 1

iω

u′(x, t) · ∇q̇(x)

q̇(x)
(3)

The first two model formulations are derived by considering an acoustic state
change as isentropic and using the definition of the pressure sensitivity factor. Equa-
tion3 follows from a theoretical description of the displacement effect, which is
explicated by the authors in [9]. Modelled Rayleigh index values can be calculated
for each of these effects and their sum is compared to the LES results, as shown in
Fig. 6. The model formulations do not include fluctuations due to flame wrinkling
and thus cannot reproduce the alternating behaviour observed in the upstream region.
The wrinkling contributions do however cancel out to a large extent when integrating
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Fig. 6 Simulated and modelled axial Rayleigh index distributions—left ϕp = 0, right ϕp = 5

over the entire combustor length, and hence the model ansatz delivers a satisfying
prediction of the total thermoacoustic feedback produced by the flame in response
to a transverse acoustic mode.

5 Summary and Outlook

Acoustically excited LES of a model reheat combustor are conducted under perfect
premix conditions. In comparison to previous publications, the combustion model is
extended to take into consideration an additional thermoacoustic feedback mecha-
nism, linked to the pressure sensitivity of reaction kinetics. The flame dynamics are
characterized via a harmonic analysis of local heat release rate fluctuations, which
allows to discern between the different feedback mechanisms. The pressure sensitiv-
ity adds a significant positive coupling contribution. Analytical model formulations
are proposed for three coupling mechanisms to predict the respective feedback lev-
els. Their sum allows a prediction of the total feedback computed by the LES, using
only the mean heat release rate distribution and the acoustic mode shape. The feed-
back models can thus be used in straightforward manner in industrial development
processes, e.g. in acoustic wave equation calculations using finite element methods.

This work demonstrates how LES can be used in an industrial environment as
an auxiliary development tool, which allows to gain a physical understanding of
complex processes, from which analytical descriptions can be derived. In the future,
similar investigations have to be conducted for technical premix combustors and the
results be validated against experimental data.

Acknowledgments The authors acknowledge the financial support by Alstom Power and the State
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Direct Numerical Simulation
of Hydrogen-Carbon Monoxide
Turbulent Premixed Flame

F. Battista, F. Picano, G. Troiani and C.M. Casciola

1 Introduction

Environmental issues and new regulations for pollutant emissions lead to consider
alternative fuels for the newgeneration of power generators such as hydrogen, syngas,
green diesel, or biodiesel. In this context, a deeper understanding of the interaction
between turbulent structures and chemical kinetics is needed to design burner opti-
mized for these fuels.

A mixture of hydrogen-carbon monoxide (C O/H2 50–50%) and air is here con-
sidered as a model for syngas flames.

Several recent works in literature deal with the syngas combustion both in laminar
case [3, 4] and in the turbulent regime [7] with the main purpose to provide the eval-
uation of the laminar/turbulent flame speed at different conditions, e.g. equivalence
ratio, hydrogen or third body, namely nitrogen or carbon-dioxide concentration, and,
thermodynamics conditions.

Bouvet et al. [3] address the combustion of syngas in Bunsen flame configuration
at laminar regime. OH chemilumiscence and Schlieren imaging methodology have
been used to extract the laminar flame speed in a wide range of equivalence ratio
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and mixture composition, namely 0.3 < φ < 1.2 and 1% < %H2 < 100%. Other
experimental measurements on the laminar flame speed diluted with N2 and C O2
are provided in [4], besides the flame stability is addressed for different nitrogen and
carbon-dioxide. It has been shown that increasing the N2 and CO2 concentration the
laminar burning velocity decreases due to the lower heat release and greater heat
capacity. The presence of CO tends to stabilize the flame while the opposite effects
is induced by the H2.

The experimental measurements of burning velocity have been performed also
in the turbulent regime by Liu et al. [7]. They measured the laminar and turbulent
flame speed at different environmental pressure on a spherical flame configuration,
observing as the pressure increases the instability of the flame whose surface is
characterized by classical cellular structures.

The aim of the present work is to investigate the effect of the presence ofCO on the
hydrogen thermo-diffusive instabilities in turbulent conditions via Direct Numerical
Simulation (DNS).

We will show that the presence of CO with respect to pure H2/Air flames reduces
both local quenching and local temperature peaks that control pollutant production.

2 Numerical Method

The algorithm discretizes in a cylindrical domain the Low-Mach number formulation
of the Navier-Stokes equations which describe a reactive flow at low Mach number
with arbitrary density variations, neglecting acoustics effects.

Spatial discretization is based on second order central finite differences in con-
servative form on a staggered grid. Concerning scalars, the convective terms of
the reaction-advection-diffusion equations are discretized by a bounded central dif-
ference scheme designed to avoid spurious oscillations. A low-storage third order
Runge-Kutta scheme is employed for temporal integration.

A fully turbulent velocity inlet is enforced at the inflow section (unsteady Dirich-
let condition) using a cross-sectional plane of a periodic turbulent pipe flow of a
companion DNS. A convective outflow condition at the outlet and a traction-free
condition at the side boundary have been adopted to mimic an open environment
surrounding the flame, see [1, 8] for additional details.

A chemical kinetics scheme with 10 species and 24 reactions is employed [9] for
the combustion of H2/CO.

The DNS reproduces a premixed Bunsen burner with a diameter-based Reynolds
number ReD = U0D/ν∞ = 6, 000, with U0 the bulk velocity and D the diameter.
The parameters of the simulation correspond to a lean premixed Bunsen flame at
φ = 0.4. The heat capacity ratio is fixed at γ = cp/cv = 1.33, while a temperature
dependent viscosity is used, μ ∝ √

T . Binary diffusion coefficients of all species
are calculated with respect to the gaseous nitrogen which is the abundant species in
Air flames.
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Fig. 1 One-dimensional profiles of reactants and products mass concentration (left panel) and
significant radicals mass concentration (right panel)

The computational domain, [θmax × Rmax × Zmax ] = [2π × 6.2D × 7D], is
discretized by Nθ × Nr × Nz = 128× 201× 560 nodes with radial mesh stretching
for accurate resolution of the shear layer and of the instantaneous flame front (4− 5
points within the instantaneous flame thickness), see [1, 2] for details and tests. It is
noteworthy to highlight that the flame thickness is here defined as the inverse of the
temperature gradient across the lame front, δL = (Tb − Tu) / ∇T |max , where Tb/u

is the temperature of the burned/unburned gases, which is the most stringent flame
thickness definition.

In Fig. 1 the One dimensional premixed plane flame is reported. In particular in
the left panel the burning fuel mass concentration profiles, namely CO and H2 and
the products mass concentration profiles, namely CO2 and H2O are provided; in the
right panel the main radicals of the present chemical reaction are shown, e.g. atomic
hydrogen and oxygen and OH. The 1D simulation reproduces a laminar premixed
plane flame with the same inlet conditions of the 3D one. It is performed by the same
algorithm of the 3D simulation providing a validation of the chemical kinetics and
the main parameters describing a premixed flame: unstretched flame thickness δL ,
flame speed SL , and adiabatic temperature Tad .

3 Results and Discussion

A qualitative description of the instantaneous fields provides interesting hints con-
cerning the interaction between turbulence and chemistry showing also the presence
of the thermo-diffusive instabilities (typical effects induced by the non-unity fuel
Lewis number Le). Indeed, the flame front consists of by super-burning where the
local temperature exceeds the adiabatic one Tab and quenched regions with tem-
perature lower than Tad , but with vanishing reactants. Similar findings have been
observed experimentally in [5] and numerically in [6]

The most-left panel of Fig. 2 shows the temperature-based instantaneous progress
variable field cT = T − Tu/(Tad − Tu), the OH mass concentration is shown in the
middle panel and the most-right panel reports the CO2 mass concentrations.
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Fig. 2 Instantaneous slice of hydrogen/carbon-monoxide/air turbulent premixed flame: progress
variable cT (left panel), OH mass concentration (middle panel) and CO2 mass concentration (right
panel)

Regions of the flame front convex towards the burned gases—the so-called
gullies—typically present higher curvature than the bulges, where the convexity
is towards the fresh gas [5]. In the bulges cT is significantly larger than unity, with
values up to 1.2 (super-adiabaticity), while sub-adiabatic conditions, cT < 1 occur
in gullies. This behavior is common to the pure hydrogen premixed turbulent flame,
see Fig. 3 and is related to the well-known thermo-diffusive instability [5, 6].

These phenomena are usually observed in pure hydrogen lean flame, and are a
direct consequence of the diffusivity of molecular hydrogen exceeding the thermal
diffusivity of the mixture (Le � 1). In bulges, reactants diffuse towards burnt gases
faster than heat towards fresh gases, so their concentration is larger in the bulges

Fig. 3 Instantaneous 2D
snapshot of the progress
variable based on the
temperature
cT = T − Tu/(Tad − Tu) of
pure hydrogen/air premixed
turbulent flame with the
same equivalence ratio of the
hydrogen/carbon-
monoxide/air
flame
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and almost null in the gullies, causing there an unstable condition [2] which leads to
instantaneous local quenching.

Even though similar phenomena occur in the syngas flame the local quenching,
observed in the gullies of pure hydrogen flames, are not present when the carbon-
monoxide is added to the reactants. Though the gullies are still characterized by a lack
of hydrogen, the oxidation of the carbon monoxide is able to keep the temperature
high enough to support theOH production and the overall reaction rate. A qualitative
evidence of this phenomenon is provided in themost-right panel of Fig. 2 representing
the CO2 concentration which peaks in the gullies.

The qualitative analysis here reported shows how the local quenching phenomena
are reduced by the presence of CO in the fuel mixture with respect to pure H2/Air
flames.

In order to deeper characterize, the correlation between the flame front geometry
and species concentration is addressed. The local flame curvature is employed to
describe the geometry of the flame front. It is defined as the divergence of the normal
unity vector n along the flame front k = ∇ · n, with n = ∇cT / |∇cT |. The intensity
of the turbulent combustion process is inferred looking at the fluctuation of the mass
concentration of a generic i th species with respect to the corresponding laminar
condition. Specifically, it is defined as the difference between the actual turbulent
concentration and its value in the laminar planar case at a corresponding value of cT . It
is noteworthy to stress that negative/positive curvatures correspond to bulges/gullies.

Figure4 shows the joint probability density function of the two quantities above
described for the H radical (left panel) that is considered a marker of combustion
for hydrogen as the OH, and CO2 (right panel). The negative correlation between
the H concentration fluctuation and the curvature k demonstrates that higher con-
centration with respect to laminar conditions (positive fluctuations) occur more fre-
quently in bulges (negative curvatures) than in the gullies. This behavior suggests
that the reaction rate for hydrogen peaks in bulges, being H a marker for hydrogen

Fig. 4 Joint probability function of curvature k and concentration fluctuation respect to the
unstretched configuration Y of H radical (left panel), and carbon dioxide, CO2 (right panel)
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combustion. Observing the joint-pdf for carbon-dioxide, the opposite correlation is
found. Positive fluctuation of CO2 concentration correlates with positive curvatures
denoting a more intense CO oxidation in the gullies region than the laminar plane
flame.

From the previous discussion, we conclude that the presence of CO in a
Hydrogen/Air mixture mitigates the thermo-diffusive instabilities reducing thermal
fluctuations, local quenching and the super-adiabatic temperature peaks. Last fea-
ture is expected to reduce emissions of NOx which are mainly formed in the highest
temperature spots.
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Helical Turbulence in Fluids and MHD

R. Marino, J. Baerenzung, P.D. Mininni, A. Pouquet,
C. Rorai, D. Rosenberg and J. Stawarz

Perhaps because turbulence is central to a variety of applications for atmospheric
and oceanic flows, as well as engineering, and yet remains largely unsolved, high-
performance computing plays a central role, on par with observations and experi-
ments, for progressing in our detailed understanding of such flows. These approaches
are complementary, and both direct numerical simulations (DNS) and large eddy
simulations (LES) give a large amount of information, in particular for small scale
statisticswhere intermittent events occur, althoughReynolds numbers inDNS remain
small compared to those encountered in geophysical and astrophysical flows.

Turbulence is sometimes viewed as the solution of last resort, as the deus ex
machina that will make us move from a contradiction between, say, observations
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and theory, and a self-consistent view of the object at hand. For example, in the
interstellar medium, the tenuous and cold gas (T0 ∼ 10K) between the stars,
there are molecules that are observed at frequencies corresponding to temperatures
10 times the mean: how is that possible? But turbulent flows are known to develop
intermittency, i.e. leading through nonlinear mode coupling to strong sparsely dis-
tributed coherent structures. These structures (vortex filaments and columns, density
layers, vorticity and current sheets in a plasma) are known to dissipate energy, them-
selves or in their vicinity, so the local temperature can be increased substantially,
sufficiently so to populate higher-energy atomic and molecular lines that radiate at
the proper (observed) frequency; examples in combustionmay be given as well. Sim-
ilarly, making rain from small particle seeds, using linear theory, takes days when
in reality a few hours are sufficient, thanks to the intense acceleration due to strong
events in a turbulent fluid such as the atmosphere. Examples abound of applica-
tions where turbulence plays a role insofar as it affects the distribution of events at
small scale, such as phyto- and zoo-plankton in the ocean, wetlands, pollutants in
the atmosphere, or diapycnal mixing in the ocean, related to the breaking of internal
waves as they impinge on bottom topography.

Turbulent flows are complex, with interactions between waves and nonlinear
eddies of varying relative intensities at different spatio-temporal scales. From amore
fundamental point of view, the breaking of mirror-symmetry as measured for exam-
ple by helicity (velocity u-vorticity ω = ∇ × u correlations) is one of the main
ingredient in the emergence of large-scale magnetic fields in planets, stars, galaxies
and beyond, in the so-called dynamo problem and it may also affect the evolution
of super-cell storms into tornadoes [1], or that of hurricanes, because of the linkage
associated with the secondary circulation.

1 Turbulence: A Multi-scale Problem

To paraphrase Kolmogorov, it can be said that in the absence of a theory of turbu-
lence, one has to rely on data, experimental, observational and numerical to formulate
simplifying hypotheses. Progress in our understanding of turbulent flows and multi-
scale non-linear phenomena has been made over the last fifty years: one can think
for example of (i) the Lorenz attractor and the inherent lack of predictability of
turbulent flows which limits for example the temporal span of weather predictions;
(ii) solitons—when there is a balance between nonlinear steepening and dispersion,
and more generally, (iii) the role of coherent structures in the dynamics and statistics
of turbulent flows; (iv) the immense progress in metrology and in the speed of com-
puters that finally allow for an exploration of three-dimensional (3D) flows, at least
for simple geometries; (v) the realization that under the constraints of more than one
invariant in the ideal (non-dissipative) case, excitation can move to large scales, such
as for the Navier-Stokes equations in two dimensions (2D), or magnetic helicity in
3D, and that statisticalmechanics is able to predict large-scale structures as in the case
of the oval or of the jets in the atmosphere of planets like Jupiter; (vi) numerical and
phenomenological modeling and regularization techniques; (vii) weak turbulence
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in the presence of waves due for example to imposed rotation, stratification or strong
magnetic fields: the statistical problem can be closed naturally under the assump-
tion of a small ratio between the wave period and the eddy turn-over time (although
the theory is non-uniform in scale and breaks down at some scale) [2]; (viii) frac-
tal boundaries, as in clouds, and self-organized criticality, as in avalanches; and
(ix) intermittency and anomalous exponents of structure functions (i.e., the cascade
is not entirely self-similar and gives rise to intense localized structures), a prob-
lem solved theoretically for the Burgers equation (a one dimensional, compressible
model), and for the advection of a passive tracer by a random field.

Intermittency is due to memory effects, in time and space (as a trace of initial
conditions or forcing); in the former case, so-called “1/f” noise has been observed
in a variety of turbulent flows. Intermittency is one impediment to the functioning
of wind farms, as such events occur without warning and with strong variations of
wind speeds. In fact, not only is intermittency measured in Probability Distribution
Functions (PDFs) of velocity gradients through non-Gaussian wings, but it is also
present in the temperature and velocity fields in shear flows, n the atmosphere (see,
e.g., [3]) and in direct numerical simulations of the Boussinesq equations (see [4]
and references therein). Heavy tails for the velocity PDFs are observed as well in
the Solar Wind [5, 6]. They can be associated with the interactions of eddies and
waves [4], and intermittent bursts were also found for an intermediate value of the
interaction parameter in magnetohydrodynamic (MHD) in the quasi-static limit, at
low magnetic Reynolds number and high imposed uniform magnetic field.

2 The Role of Helicity in Turbulent Flows and its Modeling

An important statistical quantity to consider is the kinetic helicity, HV = 〈u · ω〉,
or in relative terms σV (x) = cos[u(x),ω(x)], with | σv | ≤ 1; relative helicity in
spectral space is defined as ΣV (k) = HV (k)/[k EV (k)] , with again |ΣV (k)| ≤ 1;
EV (k) and HV (k) are the energy and helicity Fourier spectra. Note that helicity is
a pseudo-scalar (it changes sign when going from a right-handed to a left-handed
frame of reference), and that it is not definite positive; helicity is the first step away
from an isotropic flow although the velocity correlation function is still expressed
in terms of the modulus of the wavenumber. It refers to the linkage of vortex lines,
or to their twist [7]. Helicity has been measured in the atmosphere in hurricanes
as well as in the Planetary Boundary Layer [8]. In hydrology, it is associated with
the secondary flows in river bends or at the confluence of two rivers. Furthermore,
isopycnal surfaces develop a non-cartesian topologywhen one deals, as in the oceans,
with a non-linear equation of state relating temperature, density and salinity.

In homogeneous isotropic turbulence, helicity can be created point-wise, through
alignment of vorticity and pressure gradient or shear. However, when volume-
integrated, it is globally an invariant of the ideal equations ofmotion in the absence of
dissipation. Since in the incompressible case these equations are quadratic, helicity
is conserved for each individual triadic interaction.
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Because of this so-called detailed conservation, one can use as a model of heli-
cal flows the restriction of the entire dynamics to the interactions between a certain
subset of waves. In [10] it was shown that, when performing a decomposition of
the flow on the eigenvectors of the curl operator (circularly ± polarized waves)
and further restricting nonlinear interactions to be of one sign only (say, +), then
total helicity is positive (H+), and an inverse cascade of energy together with a
direct cascade of helicity was observed. Three remarks at this stage are in order:
(a) Kraichnan already noticed in 1973 that these subsets are subdominant and the
overall energy cascadewill be to small scales; (b) the inverse cascade obtained numer-
ically in [10] gives a straightforward explanation to the fact that, when observing
the total energy transfer in the general case, it has an averaged value that is posi-
tive, corresponding to direct transfer, but it has strong excursions of both signs; and
(c) such a dual cascade with one-signed helicity was already observed in rotating
flows with a Beltrami fully helical (σV = +1) forcing, the direct cascade being
dominated by one-signed helicity together with an inverse cascade of energy toward
large scales [11].

In this case of reduced interactions, there are two positive invariants (EV =
〈|u2|〉/2 and H+), the latter weighing the small scales more than the energy. The
situation is clearly similar to that of 2Dfluids, where the second invariant is enstrophy
Z = 〈|ω2|〉, and for which regularity of the fluid can be proven for all times. In fact,
it was shown recently in [12] that in the reduced helical case, regularity obtains
as well. Can that result be used for the full-fledged Navier-Stokes case? One can
remark that if relative helicity in homogeneous isotropic turbulence decays with
scale (Σ(k) ∼ 1/k), a fact compatible with the recovery of the symmetries of the
equations at small scale (recall that the Fourier spectra of both the energy and helicity
follow a k−5/3 law), nevertheless locally vortex filaments prevail at the beginning
of the dissipative range and are fully helical: velocity and vorticity are aligned (or
anti-aligned), a feature commonly used for detecting the filaments using wavelets.
Assuming these vortices are very strong and dominate their environment, one can
recover the velocityfield through theBiot-Savart law, using for example theLocalized
Induction Approximation that is known to lead to smooth behavior since it can be
mapped into the Nonlinear Schrödinger equation [13].

2.1 The Rotating Stratified Case

The invariance of helicity carries on to the rotating case, where it can be shown
to play an important role in the energy redistribution among scales [14]. In Fig. 1
(top) is shown a Perspective Volume Rendering (PVR) of the energy transfer (left)
and helicity (right) for a computation on a grid of 15363 points [11]; the Reynolds
number is 5,100 and the Rossby number (measuring the ratio of the inertial period f
to the eddy turn-over time τnl ) is 0.06. The strong vertical columns are fully helical
and shrouded by a sea of vortex filaments; it is clear that most of the energy transfer,
both positive and negative, takes place in the vicinity of these columns.
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Fig. 1 Top Perspective volume rendering (PVR) of energy flux (left) and helicity (right) for a DNS
flow with Rossby and Reynolds numbers Ro = U0/[L0 f ] = 0.06, Re = U0L0/ν =5,100, with
U0, L0 characteristic velocity and length scale; f is twice the rotation rate and ν the viscosity;
tri-periodic grid of 15363 points. Note the strong transfer in the vicinity of the helical columnar
structures. Bottom PVR of helicity in forced rotating stratified turbulence for Fr = 1/[Nτnl ]
respectively equal to 0.1, N/ f = 4 (left) and Fr = 0.025, N/ f = 2 (right), where Fr = 1/[Nτnl ]
is the Froude number [9]. DNS on grids of 5123 points, with Reynolds number of 104. Note themore
turbulent aspect of the flow at higher Froude number for which the Ozmidov scale Loz ∼ [ε/N 3]1/2
at which isotropy recovers is resolved., with ε ≡ Ė the energy dissipation rate

In the stratified case, helicity is not conserved any longer. In Fig. 2 is shown the
temporal growth of relative helicity (left) and the spectral relative helicity at the final
time of the computation (right), for a run with a Reynolds and Froude number of
respectively 2 × 104 and 0.03 (solid line) or 0.1 (dashed line), using grids of 20483

points (the Froude number is the ratio of the Brunt-Väisälä frequency N to the eddy
turn-over time). Even though σV remains small (of the order of 10%), its growth
is steady, and similar for both runs. Scale by scale, it is constant at large scale, and
decays rapidly at small scale; the break between these two behaviors takes place at
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Fig. 2 Temporal (left) and spectral (right) variation of relative helicity in forced stratified turbulence
for Froude numbers equal to 0.1 (dashed line) and 0.03 (solid line); grids of 20483 points, Reynolds
number of 2 × 104 [4]. Note the steady growth, and the flat spectrum at large scale, as observed in
the atmosphere [8]

the so-called buoyancy scale L B = U0/N which is a rough measure of the thickness
of the stratified layers in the vertical direction in which gravity acts.

Finally, in the presence of both rotation and stratification, it was shown in [15]
that for quasi-geostrophic flows (for which there is a balance between pressure gra-
dient, Coriolis and gravity forces), helicity can be produced by the flow through
the correlation of vertical velocity gradients and buoyancy (temperature or density
fluctuations). This creation of helicity was recently observed numerically as well [9],
including in the turbulent regime. The resulting helicity is shown in Fig. 1 (bottom)
for two flows; note that at a given Reynolds and Rossby number, the flow is more
turbulent when the Froude number is larger, as expected. The governing parameter
is in fact the so-called buoyancy Reynolds number RB = ReFr2, respectively ≈ 9
and ≈ 100 for the two flows in the Figure. For RB ≈ 1, the Ozmidov scale Loz at
which isotropy recovers is comparable to the Kolmogorov (dissipative) scale, and
forRB > 1, a Kolmogorov spectrum is expected at scales smaller than Loz .

2.2 Modeling of Helical Flows

Helicity may well play a role in the small-scale dynamics of turbulent flows in a
variety of contexts, and it may be advantageous to incorporate its effect in LES. There
are several ways the effect of helicity in turbulent flows can bemodeled. The need for
such specific modeling has been recognized early [16], in part due to an analogy with
flows that are coupled to a magnetic field. Taking the MHD approximation in which
the displacement current is neglected for sub-luminal velocities, one can show that
the volume-integrated cross-correlation between the velocity and the magnetic field
b (in units of Alfvén velocity), HC , and the magnetic helicity (correlations between
magnetic induction andmagnetic potential), HM , are ideal invariants. It is also known
that the kinetic helicity contained in the small scales is a source of large-scale growth
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for the magnetic field (see also §2.3). The identical effect does not exist in the purely
hydrodynamical case, as shown using the renormalization group, unless the small
scales are anisotropic [17]. It is also known that, in channel flows, one has to adjust
the Smagorinsky constantCS in LES runs in order to take into account a less-efficient
energy transfer, an observation which could be attributed to the fact that the streaks
that develop in such flows are helical.

An alternative is to take a standard value for CS and introduce specific helical
models. In [16] (see also [18] for theMHD case), a Direct Interaction Approximation
is used to compute modeling of rotating flows and pipe flows, having in mind the
idea that the energy cascade to small scales is less efficient in the presence of helicity
since the Lamb vector u ×ω is weakened. Note that it has been shown more recently
using a combination of DNS and LES that the onset of decay of helical turbulence
is postponed but that, once established, it takes place at the same rate as in the non-
helical case in the absence of waves. However, with rotation (and with stratification),
the decay of energy becomes slower, andwhen helicity is also present in these rotating
stratified flows, the decay is slower again; namely, for a so-called box-limited flow,
one observe decays of t−2, t−1 and t−1/3 respectively [19, 20].

Other helical models have been devised recently [21–24]. For example, in [23], it
is shown by assuming a Kolmogorov spectrum valid in the absence of rotation that
the classical Smagorinsky model underestimates energy and helicity dissipation by
40%, although numerically the effect seems smaller.

In [21, 22], the modeling is done based on the EDQNM (Eddy Damped Quasi
Normal Markovian) closure. One arrives at a formulation of eddy viscosity and
eddy noise which, in addition to the traditional expressions, specify contributions,
stemming from the helicity of the flow, for the eddy viscosity and for the eddy
noise. Unsurprisingly, the helicity spectrum is much better described when using
this helical subgrid scale model [22]; but one can remark that the growth rate of the
total energy in the inverse cascade in rotating flows is also better estimated using
this helical model. Finally, it has also been found that sub-grid helicity dissipation is
responsible for observed asymmetries in the joint Probability Distribution Functions
of the invariants of the vorticity gradient tensor, an asymmetry attributed to the
geometry of twisted vortex tubes [24].

2.3 The Case of Magnetohydrodynamics

It has been known for a long time that in MHD, small-scale helicity acts as a desta-
bilizing factor of large-scale magnetic fields (the so-called alpha effect). The role of
magnetic helicity HM = 〈A · b〉 (with b = ∇ × A, A being the magnetic poten-
tial) is far from being understood. The dynamics of magnetic helicity has brought
some unexpected results recently [26, 27]: its Fourier spectrum follows a law which
is much steeper (∼ k−3.3) that what dimensional analysis predicts (∼ k−2), steep
enough that nonlocal effects betweenwidely separated scales may play a role as well.
This is interpreted in [27] as being due to a scale-by-scale equilibrium between a
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quasi-equipartition between energy (kinetic and magnetic) and helicity (kinetic and
magnetic as well). To progress in the detailed study of magnetic helicity, one has to
envisage using rather large resolutions. In aiding in the computations of such runs,
one can implement simple devices to gain some computing time. One such method
is tested here, the idea being very simple: use the results of a previously computed
ideal run to start the dissipative run. How much can be gained without measurable
changes to the overall statistics of the flow?

Under the assumption of universality (i.e. of independence of statistical results on
initial conditions and forcing), turbulent flows have properties that are determined
by (i) the nonlinear terms, and (ii) the dissipation and forcing terms. In the absence
of the latter (ν = 0, η = 0, F = 0), long-time dynamics yields in the simplest
case an equipartition among Fourier modes; but at intermediate times, before the
grid resolution is reached by the data, and at intermediate scales, it has been shown
both for fluid (Euler) flows and for MHD that turbulent dynamics (say, vortex sheets
and a Kolmogorov spectrum) are obtained. In other words, the ideal flow has the
characteristics of a turbulent flow, as postulated e.g. byKraichnan. Thus, one can take
the run performed in the ideal case (no dissipation) to start the run with dissipation
and observe the evolution towards a decaying turbulent flow and the destabilization
of the ideal coherent structures in reconnecting events.

Preliminary results (see Fig. 3) indicate the following. All runs have close to
identical statistics, including for the energy spectra, except in the smallest scales for
the extreme case of starting the decay run with the ideal data at t = 2. The energy
decay rate and the ratio of magnetic to kinetic energy as a function of time cannot be
distinguished (after a transient) between the various initial conditions; differences
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Fig. 3 MHD turbulence, DNS on grids of 5123 points with in blue, an ideal run (zero viscosity
ν and magnetic resistivity η), and in black a decay run starting from the same large-scale random
initial conditions. The other runs are started from the ideal state at various times, between 0.7 (thin
line), just before the inflection point in the dissipative case, and up to 2.0 (dashed line) when the
current in the ideal case has already reached a very large value [25]. All runs have unit magnetic
Prandtl number (ν = η). Left Total enstrophy 〈ω2〉+〈J 2〉,ω and J being the vorticity and the current
density. Right Kinetic (small dash), magnetic (long dash) and total (solid line) energy spectra for
the same dissipative runs as in Fig. 3, and with the same line code. The overall statistics of the decay
runs are close to identical, yet all are progressively less costly to compute
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are noticeable, though, when examining the temporal evolution of the total enstrophy
〈ω2〉 + 〈J 2〉, given the large initial values, although the peak occurs for all runs at
t ≈ 4, and the later temporal evolutions are identical. We can thus conclude that
this will allow for a measurable savings, of the order of 20%, when computing at
very high resolution, provided one has already examined the ideal phase. Of course,
similar savings can be obtained starting with data from lower resolution runs, as
has been done in several instances (see e.g. [25] for the ideal MHD case using a
code imposing the symmetries of the so-called Taylor-Green flow generalized to
MHD, leading to an equivalent resolution grid of 61443 points). One of the central
question concerns magnetic reconnection, and the destabilization of ideal structures
when dissipation is introduced: what happens to the rotational quasi-discontinuities
observed in the ideal case [25]? Does the lack of universality observed in decaying
MHD flows in [28] persist at higher Reynolds numbers?

3 Concluding Remarks

Helicity may be an important aspect of turbulence. It can lead to an inverse cascade
of energy [10, 11] and it is at the origin of an instability through the so-called AKA
(anisotropic Kinetic Alpha) effect [17] asmay occur in hurricanes [1]. Helicity is also
created in the presence of rotation and stratification [9, 15] and it can be modeled
using new transport coefficients [16, 22, 23]. However, being able to unravel the
different dynamical ranges in the presence of rotation, stratification and helicity may
require substantial CPU resources. Hybrid parallelization using a combination of
MPI and OpenMP [29]. Using a general purpose community code for fluids and
MHD, with a pseudo-spectral algorithm and explicit time-stepping, linear scaling is
found up to 98,000 processors on cubic grids of up to 61443 points, allowing for so-
called hero runs of turbulence with spectral accuracy. For example, a grid of 121443

points for rotating stratified flows may allow to resolve three ranges (L B ≤ 	 ≤ L F ,
Loz ≤ 	 ≤ L B and Ldiss ≤ 	 ≤ Loz , where Ldiss is the dissipation scale. Such a
run will be feasible, at a cost, in a couple of years and could serve as a data base for
testing both phenomenological concepts of the interactions of nonlinear eddies and
waves in stratified turbulence, and for developing anisotropic LES for such flows.
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Linear Instability Analysis of 3D
Magnetohydrodynamic Flow by Direct
Numerical Simulation

I. Grants and G. Gerbeth

1 Introduction

Direct numerical simulation (DNS) is normally used to study turbulent flows.
Though, it may be also very useful for linear instability analysis of complex laminar
flows. Given an essentially three-dimensional basic flow the number of coupled ac-
tive degrees of freedom may easily exceed 105. Calculation of the full spectrum is
hardly possible if meaningful in such cases. Only a few leading modes are needed
for the linear instability analysis. Iteration techniques such as Arnold iteration may
be used to find an isolated eigenvalue. A separate effort, however, is then needed to
verify that this eigenvalue really has the maximum real part.

Our studydemonstrates that the linear instability problemcanbe effectively solved
by means of DNS. The most straight-forward approach would be to calculate the
transient equations long enough to ensure that only the leading eigenmode survives.
There is, however, a more efficient way to find few leading eigenvalues and eigen-
modes [3]. This method approximates n + 1 equidistant flow ‘snapshot’ by n modes
that vary exponentially in time. We describe the numerical implementation of this
method coupled with DNS and demonstrate it on an example of a three-dimensional
magnetohydrodynamic flow. This flowmodelsmeltmotion in the Czochralski crystal
growth process with a horizontal magnetic field (HMF) [4].
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2 Problem Formulation

Let us consider a liquid metal flow in a closed electrically insulating rotating cylinder
heated from below in a transverse (horizontal) magnetic field. The height and diame-
ter of the cylinder is 2H0 and 2R0, respectively. Temperature difference between the
bottom and top is ΔT . The cylinder rotates around its axis with the angular velocity
Ω . Induction of the horizontal field is B. Material properties of the liquid are: kine-
matic viscosity ν, electric conductivity σ , density ρ, thermal expansion coefficient β
and temperature diffusivity κ . Themagnetic field of the induced currents is neglected
assuming small magnetic Reynolds number σμΩ R2

0 � 1, where μ is the magnetic
permeability of the liquid. The dimensionless problem for velocity v, pressure P ,
temperature T , electric current j, potential ϕ is

∂v
∂t

+ (v∇)v = ∇2v − ∇P + GrT ez + Ha2j × B, (1)

∂T

∂t
+ (v∇)T = ∇2T

Pr
, (2)

j = −∇ϕ + v × B, (3)

∇ · v = 0, ∇ · j = 0, (4)

with boundary conditions

v|S = Re reφ, (5)

∂ϕ

∂r

∣∣
∣∣
r=1

= 0,
∂ϕ

∂z

∣∣
∣∣
z=±Z

= −Re r cos(φ), (6)

T |z=±Z = ∓0.5,
∂T

∂r

∣∣∣∣
r=1

= 0. (7)

The expression of the applied magnetic field in cylindrical coordinate system is

B = (cos(φ),− sin(φ), 0) .

The problem is governed by five dimensionless parameters summarized in Table1.
The Prandtl number is fixed Pr = 0.025 in this study. Solution of (1–4) is three-
dimensional for Re > 0 and Ha > 0 because the HMF breaks the rotational
symmetry.
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Table 1 Governing dimensionless parameters

Parameter Definition Range or value

Grashof number Gr = βgΔT R3
0ν

−2 [0:7 × 106]

Hartmann number Ha = σ 1/2(ρν)−1/2R0B [0:1200]

Reynolds number Re = Ω R2
0ν

−1 2,000

Prandtl number Pr = νκ−1 0.025

Aspect ratio Z = H0R−1
0 [0.25:1]

3 Numerical Implementation

We solve this problem numerically by a spectral DNS code [4]. Each of the flow
variables is decomposed in normal azimuthal modes in form um(r, z, t)eimφ that are
further expressed by Chebyshev polynomials

um(r, z, t) =
I∑

i=0

J∑

j=0

um
i j (t)Ti (z/Z)T2 j+p(r). (8)

This expression has a certain r -symmetry described by value of p that may be either
p = 0 (for vz , P , T , ϕ at even m and for vφ , vr at odd m) or p = 1 otherwise.
Equations (1–4) are advanced in time by second order implicit scheme. That reduces
the problem to repeated solution of two-dimensional Helmholtz type equations for
separate azimuthal modes. This is accomplished by numerical separation of variables
[2]. The divergence-free condition is enforced by solving the Poisson’s equation for
the pressure. The non-linear and magnetic force terms are calculated on an expanded
mesh of nodal values (‘3/2’ rule). Conversion between coefficient presentation (8)
and nodal values is accomplished by the fast Fourier transform (FFT). The spatial
resolution is between 333 and 433.

4 Leading Eigenvalue Search

Solving the linear instability problem means finding conditions when the real part of
the leading eigenvalue of the linearized equations (1–4) around their basic stationary
solution turns to zero. The core problem, thus, is the leading eigenvalue search.
Since the basic solution of (1–7) is generally three-dimensional, the azimuthal modes
do not decouple and the number of active degrees of freedom is N = 3 × 333

> 105. The method [3] has been developed for computing leading eigenvalues and
eigenvectors of large asymmetric matrices. This matrix itself, however, needs not
to be explicitly given. Instead, the method processes n + 1 consecutive state of the
associated dynamical system. These ‘snapshots’ can be calculated by DNS provided
that the flow remains close enough to the basic solution.
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The basic solution is first approached integrating (1–4) in time. A few more time-
steps are then completed with an added random body force. Its amplitude is adjusted
so to cause small perturbation in the order of 10−3 of the base flow. The perturbed
flow is further integrated in time to provide input of ‘snapshots’. Time delay between
them is an arbitrary numerical parameter that ranges between 20 and 200 time steps
in the current study. The DNS produced ‘snapshots’ contain also the basic stationary
solution itself. That poses no additional difficulty because the method [3] extracts the
basic solution as an eigenmode with (near) zero eigenvalue and the largest weight.
That means, particularly, that the initial accuracy of the basic solution needs not to
be better than the amplitude of the perturbation.

The method [3] may be implemented on the basis of the linear algebra package
LAPACK. First, an orthonormal basis is constructed of all but the final vector (‘snap-
shot’) by ZGEQLF and ZUNGQL routine calls. Then a translation matrix from the
input vectors to the orthonormal basis is evaluated. This step involves matrix inver-
sion. Given the translation matrix, the coefficients are calculated, that express the
final ‘snapshot’ in the series by the n preceding ones. These coefficients allow to find
n eigenmodes and their complex growth-rates by solving nth order algebraic equa-
tion [3]. The roots are found by transforming this equation to a low order eigenvalue
problem [5]. Number of modes is n = 7 in the current study.

Spurious eigenvalues may often be produced by this method and, therefore, an
extensive testing may be needed. Our tests controlled how much the leading eigen-
value changed with one set of ‘snapshots’ to the next. The eigenvalue search was
stopped when this variation was less than 10−5 in relative terms. A separate test
controlled whether the leading eigenmode had the largest weight (beyond the zero-
eigenvalue mode representing the basic solution).

5 Results

The liquid rotates as a solid body in case of noHMF.As the field strength is increased,
the HMF induces magnetic force that opposes the rotation. The differential rotation
and, thus, the secondary flow increases with HMF until the bulk ceases to rotate. Let
us denote the corresponding field strength by Has . It may be shown [4] that Has

scales as
Has ∝ Re1/4. (9)

This scaling follows from the integral magnetic and viscous force balance in the
almost rigidly rotating regime (at Ha � Has) and it is confirmed numerically
[4]. For Ha � Has the flow develops characteristic magnetic boundary layers of
O(Ha−1) thickness at the field facing part of the side wall. Boundary layers of
O(Ha−1/2) thickness form at the field-parallel walls [4].

Figure1 shows the critical Grashof number as a function of HMF strength in
either rotating or stationary container. In both cases the strong HMF (Ha � Has)
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Fig. 1 The critical
temperature difference
versus the HMF strength in
cylinders of variable height
as given in the legend. The
rotation rate is Re = 2,000
(solid lines) or Re = 0
(dashed lines). Dotted lines
display the asymptotic high
field results in a channel [1]
for Z = 1/2 and 1/4
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results converged with each other and agreed reasonably with the instability results
in a rectangular channel [1].

In case of a rotating container therewas a range of intermediateHartmannnumbers
around Ha ≈ Has where the HMF had a destabilizing action. An extreme mani-
festation of it caused instability of an isothermal flow (Z = 1/2, Ha ∈ [86 : 115]).
Figure2 explores this phenomenon for variable Z at Re = 2000. An instability
‘island’ is formed in the parameter space as shown in Fig. 3a. It is centered around
Z = 0.6 and Ha ≈ 50/Z . The critical mode had a form of the field-aligned roll
slightly tilted by the rotation (Fig. 3b).

The leading eigenvalue had zero imaginary part in all cases displayed in Figs. 2
and 3. That means ‘exchange of stabilities’ where the basic stationary solution is
replaced with another stationary solution. The new solution had a broken vertical
symmetry. In contrary to the basic solution it had non-zero electric potential drop
along the axis that may be easily detected experimentally. Expectedly, this new
solution experiences secondary instability at some higher rotation rate. However,
we observed no signs of such instability for rotation rates as high as Re = 104

(Z = 0.625) and the corresponding Has = 51/480 ≈ 120 evaluated from (9).
Although the snapshot method [3] is developed for complex matrices it is not

restricted to spectral solutions. To demonstrate that, we applied it with real-valued

Fig. 2 Growth-rate of the
most unstable mode versus
Ha at a fixed Re = 2,000,
Gr = 0 and aspect ratio Z
indicated in the legend
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Fig. 3 a Isothermal instability island at Re = 2,000; b axial velocity of the critical isothermal
mode at the mid-plane for Re = 2,000, Z = 0.625. Dashed lines correspond to negative values

snapshots representing our solution on the collocation mesh. The corresponding crit-
ical Grashof number and absolute value of frequency of instability stayed unchanged
in limits of accuracy of the method. The eigenvalues with non-zero imaginary part
appeared in conjugate couples that practicallymeans loss of the sign of the frequency.
This sign describes direction of propagation of the mode (direction of the rotation in
our case).

6 Summary

The snapshot method [3] with DNS is an efficient and powerful tool for the linear
instability analysis for complex flows. It may be easily implemented and it requires
little additional numerical effort. The basic solution may be retained in the DNS-
produced snapshots. It appears as a zero eigenvaluemode in the decompositionwhich
is easily recognized. The method is not restricted to spectral solutions that provide
complex input. Only the sign of frequency is lost if nodal values of the flow are used
as the input.

The rotating Rayleigh-Bénard cell is first stabilized by the horizontal magnetic
field at Ha � Has . At Ha ≈ Has the instability is promoted causing even the
isothermal flow onset in a range of aspect ratios around Z ≈ 0.6 and Ha ≈ 50/Z
for rotation rates Re >1,800. This instability leads to a new stationary solutionwhich
remains stable for rotation rates as high as Re ≈ 104. High performance computing
is likely required to observe the secondary instability.
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Numerical Study of Turbulent Pipe Flow
with Transverse Magnetic Field Using
a Spectral/Finite Element Solver

X. Dechamps, M. Rasquin, K.E. Jansen and G. Degrez

1 Introduction

The study of duct flow for electrically conducting liquid metal fluids exposed to
an externally applied magnetic field is acknowledged to be a good approach for a
better understanding of the fundamental properties ofmagnetohydrodynamic (MHD)
turbulence. This fundamental type of flow is frequent in industrial processes such as
the casting/stirring of steel or the Czochralski process used to obtain single crystals
of semiconductors [1, 2].

The experimental study of the MHD pipe flow began in 1937 with Hartmann [3].
In the 60s–70s, numerous experiments [4–6] were conducted on several configu-
rations (non conductive wall or with finite conductivity—transverse or longitudinal
magnetic field). In the late 90s and early 2000s, numerical results began to appear [7–
9]. Finally, in 2008, additional experimental resultswere obtained [10] for aReynolds
number Reb = 11,300. In contrast, much more results were obtained in the case of
a flow inside a rectangular/square duct. This is linked with the greater choice of the
electrical conductivity of the walls. A combination of electrically conducting/non-
conductingwalls puts forward instability processes that do not occur (or not so easily)
in the case of the pipe flow.
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In this work, additional numerical results are analysed to improve the knowledge
of MHD turbulence inside circular pipes subject to an external transverse uniform
magnetic field. The following sections will detail the physical model, its numeri-
cal representation as well as the numerical results obtained for a Reynolds number
Reb = 8,000 and a Hartmann number 0 ≤ Ha ≤ 100.

2 Physical Model

This work is concerned with the unsteady and incompressible flow of an electrically
conducting and Newtonian fluid (i.e. a liquid metal) inside a pipe of circular cross-
section anddiameterd = 2R (seeFig. 1).An external, constant anduniformmagnetic
field B = B ex is applied along the transverse direction x (θ = 0). The wall of the
cylinder is solid, smooth and electrically insulating.Aperiodicity is imposed between
the inlet (z = 0) and the outlet (z = Lz) of the domain.

Under the flow conditions specified later, we observe that the magnetic Reynolds
number Rem = μ0σUbd � 1 where μ0 denotes the magnetic permeability of vac-
uum, σ the electrical conductivity of the fluid and Ub the mean streamwise velocity.
Under this condition, the inductionless form of the MHD equations described by
the set of Eqs. (1)–(4) can be used. The validity of this model has been confirmed
in numerous works (see e.g. [2, 11]). Additionally, numerical results of Knaepen
et al. [12] show that no significant deviations are observed for Rem ≤ 1 between the
inductionless model and the full set of MHD equations. In the set of inductionless
MHD equations, ρ is the density, ν the kinematic viscosity and σ the electrical con-
ductivity of thefluid. The unknowns of the problemare the components of the velocity
field u = (uz, ur , uθ ), pressure p and the scalar potential φ. This set of equations is
accompanied by boundary conditions on the velocity field u(z, r = R, θ) = 0 and
∂φ
∂n (z, r = R, θ) = 0 where n stands for the external normal to the wall. Regularity
conditions are imposed on the axis for velocity, pressure and electric potential.

Rcont = ∇ · u = 0 (1)

Rmom = ∂u
∂t

+ (u · ∇) u + ∇ p − ν∇2u − J × B
ρ

= 0 (2)

Rcharge = ∇2φ − ∇ · (u × B) = 0 (3)

J = σ (−∇φ + (u × B)) (4)

Fig. 1 Geometry of the
domain and definition
of the axes
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3 Numerical Method

The numerical solver is an extension to liquid metal MHD problems of the
in-house hybrid Spectral/Finite Element Large-Eddy Simulation (SFELES). The
main assumption in SFELES relies on a direction of periodicity in the flow and can
simulate 3Dflows associatedwith complex planar or axisymmetric geometries. In the
present case, the cylindrical coordinates are used. The spatial discretization in SFE-
LES is split into two different methods. First, a stabilized finite element method (lin-
ear interpolation on triangular elements FEM) is used in 2D meridional planes. The
stabilization of the 2D finite element method is ensured by the traditional Streamline
Upwind Petrov-Galerkin (SUPG) and Pressure-Stabilized Petrov-Galerkin (PSPG)
formulations. Then, a collocated spectral method describes the problem in the
azimuthal direction. Thismeans that the unknowns q = {uz, ur , uθ , p, φ} arewritten
under the following form

q(z, r, θ, t) = 1

N

N
2 −1∑

k=− N
2 +1

q̂k(z, r, t) eI k 2π
θmax

θ (5)

where I is the imaginary number, k is the wave number and θmax is the maximal
azimuthal coordinate of the domain in the direction of periodicity.Moreover, because
of the real-valued nature of the flow, the mathematical property q̂−k = [q]∗k is used
and divides by two the number of Fourier modes to be solved. The non-linear terms
are treated through a pseudo-spectral approach with the 2/3 dealiasing rule. This
leads to a decoupling of the discretized equations for each Fourier mode q̂k(z, r, t)
in Eq. (5). For each time step, a set of independent 2D linear systems are solved in
Fourier space. The time integration is split into 2 different schemes: an implicit one
(Crank-Nicolson) for all the linear terms and an explicit one (Adams-Bashforth or
Runge-Kutta) for the right-hand side coupling terms. The increment in time of the
solution δq̂k = q̂n+1

k − q̂n
k is then computed during each time step by solving

(
Mk

Δt
+ Lk

2

)

︸ ︷︷ ︸
Ak

δq̂k = −Lk q̂n
k −

S−1∑

s=1

βsĈs
k

︸ ︷︷ ︸
bk

(6)

where Mk , Lk and Ĉk are respectively the matrices resulting from the time-derivative
dependent terms, the linear terms and the vectors resulting from the pseudo-spectral
approach of all the non-linear terms and βs are coefficients specific to the explicit
temporal integration scheme.
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4 Numerical Results

This section develops the numerical results obtained for a hydrodynamic Reynolds
number Reb = ub d/ν = 8,000 based on bulk velocity and pipe diameter and a
Hartmann number 0 ≤ Ha = BR

√
σ/ρν ≤ 100. A forcing term in the z-momentum

equation ensures a constant Reb. The length of the pipe was set to Lz = 5d. The
simulation parameters are reported in Table1. All the following results were obtained
by averaging in time over 100 convection time units and along the axial direction.

The mean axial velocity component uz profiles (adimensionalized by the value
on the axis) are represented in Fig. 2 as a function of the radial coordinate (adimen-
sionalized by the radius of the pipe). Turbulent (Ha ≤ 10) and laminar (Ha ≥ 15)
regimes are clearly distinct. The case Ha = 10 is slightly less rounded than the
purely hydrodynamic flow. In the direction parallel to B, the laminar velocity pro-
files are flattened and the typical size of the Hartmann layer scales like O(Ha−1).
In the direction perpendicular to B, the Hartmann number do not influence as
much the velocity profiles as in the previous direction. The root-mean square of
the axial velocity component u+

z,rms are represented in Fig. 3. The profiles are adi-
mensionalized by the corresponding friction velocity uτ for each Hartmann number.

Table 1 Mean flow configurations for the numerical simulations

Ha= B R
√

σ/ρν a 0 5 10 15 20 30 100

Reb = ub d/ν b 8,000 8,000 8,000 8,000 8,000 8,000 8,000

Reτ = uτ d/ν b 517 510.5 494.8 421 477.2 572.7 1015.7
a Hartmann number with B the applied magnetic field, R the radius of the pipe, σ the electrical
conductivity of the fluid, ρ the density of the fluid and ν the kinematic viscosity of the fluid.
b Hydrodynamic Reynolds numbers with d the diameter of the pipe, ub the average velocity and uτ

the wall shear velocity defined by the wall shear stress τw = ρu2
τ
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Fig. 2 Average axial velocity profile normalized by the core velocity in a direction parallel (left)
and perpendicular (right) to B
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Fig. 3 Axial velocity fluctuations in a direction parallel (left) and perpendicular (right) to B. The
results were adimensionalized by the corresponding friction velocity uτ

The damping effect of the magnetic field on turbulence is clearly visible. This atten-
uation of the fluctuations is more noticeable in the direction parallel to the magnetic
field. Onemain advantage of the FEM is the ability to compute a posteriori the energy
budget. The viscous and Joule dissipations are shown respectively in Figs. 4 and 5.
A general observation is the appearance of peaks of dissipation in the Hartmann
layers. These peaks are more important for high Hartmann numbers because of the
narrowing Hartmann layer. In contrast, the evolution of the dissipations is smooth in
the Roberts layers. The global skin friction coefficient C f = τw/ρu2

b/2 is shown in
Fig. 6 as a function of the ratio Ha/Reb. A very good agreement is observed between
the present results and the other numerical / experimental values obtained for other
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Fig. 4 Average viscous dissipation in a direction parallel (left) and perpendicular (right) to B
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Fig. 6 Skin friction
coefficient C f = τw/ρu2

b/2
as a function of the ratio
Ha/Re
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Reynolds numbers. The laminar results fits with a line of higher slope than the
theoretical value of 3π/8 found by Shercliff. This discrepancy between theoretical
and numerical/experimental slope was also observed by Loeffler et al. [5, 6].
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On Turbulence Generation and Mixing
in the Wake of Magnetic Obstacles:
A DNS Study

Saša Kenjereš

1 Introduction

The flow of electrically conducting fluids with an internal blockage, can be divided
into two major categories: flows past solid internal obstacles (bluff bodies) subjected
to an external uniformmagnetic field, and flows locally influenced by imposed steady
and non-uniform magnetic fields (so called magnetic obstacles), [1–3]. The aim of
the present work is to study the instantaneous and long-term averaged flow and heat
transfer features of a three-dimensional MHD flow past different magnetic dipole
configurations in a channel with electrically and thermally insulated horizontal walls,
over a range of working parameters. These include different combinations of mag-
netic dipoles (one-, two- or three-permanent magnets), and different values of the
electromagnetic interaction parameter (0 ≤ N ≤ 50), but a fixed inflow (laminar)
condition of Re = 103.

2 Mathematical Formulation

Themotion and heat transfer of an electrically conducting fluid subjected to an exter-
nal magnetic field can be described by conservation equations of mass, momentum,
energy, electric current density and magnetic field, as follows:

∇ · v = 0, ∇ · b = 0, ∇ · j = 0, (1)
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ρ

[
∂v
∂t

+ (v · ∇) v
]

= −∇ p + μ∇2v + j × b, (2)

j = σ (−∇φ + v × b) , ∇2φ = ∇ · (v × b) , (3)

ρ

[
∂θ

∂t
+ (v · ∇) θ

]
= a∇2θ, (4)

where v is the velocity, b is the magnetic field, j is the electric current density, p is
the pressure, φ is the electric potential, θ the temperature. The fluid properties, the
density (ρ), the dynamic viscosity (μ), the thermal diffusivity (a), the electric con-
ductivity (σ ), are all assumed to be constant. The last term in themomentum equation
(Eq.2) represents the Lorentz force (fL = j × b). The electric current density equa-
tion is obtained from Ohm’s Law in the moving frame of reference, Eq. 3. Taking the
divergence of Ohm’s Law, the equation for electric potential is obtained, Eq. 3. In
the thermal energy equation, Eq. 4, the viscous dissipation and Joule heating contri-
butions are neglected. Note that there is the one-way coupling between the velocity
and the imposed magnetic field (i.e. the imposed magnetic field spatial distributions
are not influenced by changes in the velocity field). In contrast to that, there is the
two-way coupling between the velocity and electric potential, which gives a spatial
and temporal variation of the generated Lorentz force.

The typical non-dimensional parameters that fully determine theflow, heat transfer
and electromagnetic interactions are the Reynolds number (Re = V0H0/ν), the

Prandtl number (Pr = ν/a) and the interaction parameter (N = σ |b0|2H0

ρV0
), where

|b0| is the magnetic dipole strength. Note that the Hartmann number can be easily
obtained as Ha = (Re N)1/2.

3 Numerical Method

The system of equations Eqs. 1–4 is discretised by using a finite volume Navier-
Stokes solver for general non-orthogonal structured geometries. The Cartesian vec-
tor and tensor components in the non-staggered grid arrangements are applied,
i.e. all variables are located in the centers of hexahedral control volumes (CVs).
The SIMPLE algorithm is used for coupling between velocity and pressure fields.
The diffusive terms of both momentum and thermal energy equations are discretised
by a second-order central differencing scheme (CDS). This scheme is also used for
the convective terms of the momentum equation. The convective term of the ther-
mal energy equation is discretised by a total-variation-diminishing scheme (TVD)
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with the min-mod flux limiter. The time integration is performed by a fully-implicit
second-order scheme that employs three consecutive time steps.

4 Results

4.1 The Setup, Initial and Boundary Conditions

We investigated a channel flow configuration, with a specific aspect ratio of L :
H : D = 1 : 0.02 : 0.3, where L is length (in the x-direction), H is the vertical
distance between walls (in the z-direction), and, D is depth (in the y-direction).
The fully developed parabolic inlet is imposed in the vertical inlet plane (x = 0),
with characteristic Reynolds number of Re = 103. The horizontal and vertical walls
are assumed to be both electrically and thermally insulated. The inlet temperature
distribution obeys a delta distribution, i.e. θ∗ = 0, for 0 ≤ y < (D/2 − Dθ /2) and
(D/2 + Dθ /2) < y ≤ D, and θ∗ = 1 for (D/2 − Dθ /2) ≤ y ≤ (D/2 + Dθ )/2).
Here θ∗ = θ/Δθ = 1, and Dθ = 0.04. The temperature is assumed to be a passive
scalar. The convective outlet boundary conditions are applied for all variables at the
exit of the flow domain. Along the side boundaries, a free-slip boundary condition
is applied for the velocity and the zero-gradient boundary conditions for the electric
potential and temperature. Different combinations of magnetic dipoles arrangements
that include a single-, two- and three-magnetic dipoles cases are investigated. The
numerical mesh is designed in a such way that the magnetic dipoles and the near-
wall regions are very well resolved (up to the Kolmogorov length-scales). In total,
approximately 7.5 × 106 control volumes are employed in the entire simulation
domain.

The galinstan (eutectic alloy of Gallium) is selected as a working fluid, because
of its high electric conductivity (σ = 3.4× 106 S/m) and its potentials to be used in
experimental investigations. It is also a low Prandt fluid with Pr = 0.022. The typical
values of the non-dimensional parameters investigated in this study are Re = 103,
0 ≤ N ≤ 50 and 0 ≤ Ha ≤ 225.

4.2 Flow and Heat Transfer

To give an overall impression of the flow and heat transfer for different arrangements
of the magnetic-dipoles, the contours of the instantaneous vertical vorticity (ωz) and
of the temperature in the central horizontal plane (z/H = 0.5) are shown in Figs. 1
and 2. It can be seen how the incoming laminar flow, starts to be deflected by the
locally imposed magnetic field, which generates strong shear and a rapid transition
towards the turbulent state takes place, Fig. 1. By shifting the location of the mag-
netic dipoles, a localized flow acceleration or de-acceleration can be easily achieved,
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Fig. 1 Contours of the
instantaneous vertical
vorticity component (ωz) in
the central horizontal plane
in a channel flow of a
conductor subjected to
localized magnetic fields,
Re = 103, N = 10. The
locations of the different
magnetic dipoles (permanent
magnets) are represented by
black rectangles

Fig. 2 Same as in Fig. 1, but
now contours of the
instantaneous passive scalar
(temperature)
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resulting in even more dramatic turbulent mixing in the wakes. The spanwise spread-
ing of the temperature is illustrated in Fig. 2. It can be seen that the significant changes
in the spatial distribution of temperature for different arrangements of the magnetic
dipoles are observed. The sequence of events can be listed as follows. The ini-
tial deflection (for one- and three-magnetic dipoles) or focusing (for two-magnetic
dipoles) of the incoming profiles is clearly observed in the approaching phase. This is
then followed by an initialization of the Kelvin-Helmholtz instabilities (as also seen
in Fig. 1) and finally, by generation of the distinct vortex-shedding phenomena in the
far-wake regions, Fig. 2. The long-term time averaged central profiles of the stream-
wise velocity and of the turbulence kinetic energy, extracted along the central line of
the central horizontal plane (z/H = 0.5), are shown in Fig. 3. The mean streamwise
velocity exhibits a full range of different behaviors—from slightly or significantly
pronounced recirculative regions, for the one- or three-magnetic dipoles, respec-
tively, to the situation where this recirculation is totally absent (for the two-magnetic
obstacles case). Despite the big differences in the streamwise velocity profiles, the
turbulence kinetic energy profiles indicate a gradual intensification of the energy of
the velocity fluctuations in the far wake regions, confirming that the flow undergoes
a transition between the initial laminar and developed turbulence state. Similar con-
clusions can be derived also from the temperature and its variance profiles, shown in
Fig. 4. Despite the fact the temperature is a passive scalar, huge differences between
the turbulence kinetic energy and temperature variance profiles are observed. This is
consequence of the low Prandtl value. The temporal spectra of the electric potential
at characteristicmonitoring points along the domain centerline, for a single-magnetic
dipole case with N = 5, are shown in Fig. 5. The distinct frequencies can be identi-
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Fig. 3 Profiles of the long-term averaged non-dimensional streamwise velocity (vx/V0) and of the
non-dimensional turbulent kinetic energy (TKE) in the central horizontal (z/H = 0.5) plane and
along y = 0.15 line for all considered situations
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Fig. 5 Temporal spectra of the electric potential at characteristic monitoring locations (Mon1–
Mon9) along the central horizontal line for a single magnet configuration and N = 5. The vertical
dash lines indicate typical distinct frequencies

fied, confirming the vortex shedding phenomenon in the near-wake of the magnetic
obstacle. Farther downstream, the absence of distinct peaks and a smooth spectra
portray established turbulent regime.
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5 Conclusions

It is demonstrated that application of the localized magnetic fields can be potentially
very powerful method for flow and heat transfer control. By tailoring the different
arrangements of themagnetic dipoles, significant flow and heat transfer enhancement
or suppression can be obtained.
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Simulation of Instabilities in Liquid Metal
Batteries

N. Weber, V. Galindo, T. Weier, F. Stefani and T. Wondrak

1 Introduction

Liquidmetal batteries, i.e. batteries in which both electrodes as well as the electrolyte
are in the liquid state (Fig. 1) are usable for grid-scale energy storage and have
received considerable attention recently [4, 5]. A current and comprehensive account
focusing on their applicability in future large scale storage systems is provided by
Bradwell [1, 2], earlier investigations of the technology were oriented on smaller
units and thermally regenerative electrochemical systems, see, e.g., [3].

A battery with fully liquid active interior has a number of advantages: when den-
sities are chosen properly, the battery is self-assembling due to stable stratification.
Liquid-liquid interfaces allow for very fast kinetics and thereby rapid charging and
discharging. Structure-less (liquid) electrodes are insusceptible to aging providing
nearly unlimited cyclability. Liquid metal batteries may be built from abundant and
cheap feed-stock [1, 2]. NaS and ZEBRA batteries share several of the advantages
mentioned above, but require large initial investments due to their complicated con-
struction, which is mainly dictated by the fragile ceramic electrolyte. In any case,
scalability is a key enabler for cheap grid storage and ease of scale-up is one of the
main underlying assumptions of liquid metal battery development. However, large
electrode areas and high current densities imply large total current per cell and it is
here where Magnetohydrodynamics (MHD) comes into play.

Aluminum reduction cells—which are often mentioned to have sparked the idea
for large scale energy storage using liquid metals, see, e.g., [1, 2]—suffer from an
interfacial instability which puts a constraint on the minimum electrolyte thickness.
While this limitation has also to be considered, our focus here is on another kind of
instability, which limits the upper size of liquid metal batteries and is known in astro-
physics under the label Tayler instability (TI) [8]. In our context, the TI is a kink-type
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Fig. 1 Sketch of a liquid
metal battery with typical
interior (left) and the fluid
flow induced by the TI. The
TI will appear first in the
better conducting fluid,
which is the anode. A slow
flow may increase reaction
rates, while strong flows may
short-circuit the battery

(i.e. non-axisymmetric) instability that occurs if the current through a column of
liquidmetal exceeds some critical value in the order of kA, depending on thematerial
properties. If this current threshold is exceeded, the TI leads to some stirring of the
battery interior (Fig. 1) which possibly could destroy the stable density stratification
and short-circuit the electrodes. Due to its potentially dramatic consequences, the TI
should definitely be avoided during liquid metal battery operation. Numerical sim-
ulation of the TI in incompressible fluids was already carried out at Leibniz-Institut
für Astrophysik Potsdam (AIP) [6], but the model can not reach the low magnetic
Prandtl numbers typical for liquid metals. To allow a comprehensive analysis of criti-
cal currents and transient effects of the TI in liquid metal batteries, a 3DMHD solver
was developed [9]. Results are compared with experimental data [7]. In this paper,
the focus will be on the implementation in the open CFD library OpenFOAM®.

2 Governing Equations

In this section we outline the governing equations of the model as described in more
detail in [9].With the fluid initially at rest, the only possible choice for a characteristic
velocity scale is the Alfvén velocity vA = B0(μ0ρ)1/2, which is proportional to the
magnetic induction B0 caused by the imposed battery current. In a non-dimensional
form, with L , vA, B0, L/vA, ρv2A and σvA B0 being the distance, velocity, magnetic
induction, time, pressure and current density scale, respectively,weobtain theNavier-
Stokes equation (NSE)

∂u
∂t

+ (u · ∇) u = −∇ p + 1

ReA
∇2u + Ha2

ReA
J × B (1)
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describing the fluid flow, where L is a characteristic length, ρ is the density, ν is
the dynamic viscosity, σ is the electric conductivity, μ0 is the vacuum permeability,
ReA = vA L/ν and Ha = B0L

√
σ/(ρν) is the Hartmann number.

The Lorentz force f L = J×B is the source of the flow. The (high) current density
J0, applied to, or provided by the battery induces a magnetic field B0. The fluid flow
itself induces a (small) current density j and thus a (small) magnetic field b, neither
of which can be neglected since they are multiplied with a large current or magnetic
field: f L = (J0+j)×(B0+b). UsingOhm’s law j = (−∇ϕ+u×B) andKirchhoff’s
circuit law ∇ · J = 0, with ϕ = φ − J0 z as the perturbed electric potential (scale
vA B0L), we obtain

∇2ϕ = ∇ · (u × B) . (2)

This Poisson equation is—in addition to the NSE—the second equation which has to
be solved. Knowing the induced current, we can now compute the induced magnetic
field via Biot-Savart’s law

b(r) = 1

4π

∫
dV ′ j(r′) × (r − r′)

|r − r′|3 . (3)

For a given grid cell, the currents at all other cells have to be added to obtain the
induced field. This step is the most time consuming calculation in our code.

3 Numerical Implementation

We implement the model in the open source CFD library OpenFOAM®, based on the
solver pimpleFoam for incompressible flows. We do transient simulations, using
the PISO algorithm, together with Rhie-Chow interpolation for solving the NSE.
Before entering the main calculation loop, we define additional fields and compute
the static magnetic field B0 in createFields.H. For each iteration, we calculate
the time step, based on an appropriated Courant number (see bellow), followed by
the PISO predictor and corrector step.With the (not yet correct) velocity we compute
the current density j = u × B on the cell faces and solve the Poisson equation for
the electric potential, in close analogy to the pressure corrector step of the PISO
algorithm. We update the current density and compute Biot-Savart’s integral.

As mentioned above, the Alfvén velocity is the characteristic velocity scale of our
problem.With the latter, we compute a new defined Alfvén Courant number, in anal-
ogy to the hydrodynamic Courant number, defined in CourantNo.H. The Alfvén
Courant number is typically more than 100 times higher than the hydrodynamic one.
Finally, without losing accuracy, the Alfvén Courant number can be chosen slightly
greater than one. The resulting error is also discussed in [9].

We split the Lorentz force into a velocity dependent and an independent part. We
include the first part in UEqn, while we interpolate and reconstruct the latter one—
together with the pressure gradient—in the predictor step of the PISO algorithm.
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The goal of this approach is to avoid fluctuations due to strong body forces or pressure
gradients. It was implemented e.g. in buoyantBoussinesqPimpleFoam as
proposed by Zhang and Zhao [10]. In the corrector step, the velocity-independent
Lorentz force is interpolated to the cell faces and added to the velocity flux term.

The most time consuming calculation is the Biot-Savart integral. For the MPI
parallelisation of Biot-Savart’s law, we use the UPstream library of OpenFOAM®.
Each processor has to compute a complete b-field, but only with a local current field.
At the end, these fields are exchanged and summed up by the master processor. In the
case, that the number of cells treated by each processor is not the same, the number of
cells is exchanged to reserve the appropriate memory. The Biot-Savart computation
is carried out every nth time step, producing a small error as described in [9].

Besides of the MPI parallelisation of Biot-Savart’s law, we implemented also the
computation on a separate mesh.While the NSE should be solved on a very fine grid,
Biot-Savart’s lawmay be computed on amuch coarser mesh (cell length / L ≈ 0.06),
without significant loss of information. For the current we use only the fine mesh
and sum up it’s contribution to the coarse b-mesh. Finally, the coarse b-mesh is
interpolated to a fine b-mesh with the method interpolate of meshToMesh.H.
We obtained the best results with simple mapping of the values. An interpolation
smoothed the b-field, which resulted in lower growth rates of the TI.

4 Error Estimation

We do simulations in a cuboid geometry with the apect ratio of H/(2L) = 1.25.
Figure2 shows the typical growth behaviour of the TI. Exceeding the critical current,
the TI will grow exponentially until reaching saturation. Regarding liquid metal
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Fig. 2 Exceeding the critical current Icr , the TI develops an eigenfield, which grows exponentially
for a few minutes until reaching saturation. The growth rate of the TI is represented by the slope of
the black line
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Fig. 3 Refining the calculation grid, the growth rate of the TI as well as the velocities increase. The
best estimated growth rate and saturated velocity is Richardson extrapolated from the simulation
results. Based on that value, the relative error for different meshes is computed (growth rate left,
saturated velocity right)

batteries, the most important errors are those of the growth rate and the saturated
mean flow velocity. Besides of time and Biot-Savart’s calculation step, the largest
error will be induced by the finite grid [9], which we refine as many times as possible
and do a Richardson extrapolation to obtain the best estimated value. We use this
value to compute the relative error for differentmeshes. Computing on an Intel® quad
core processor, Fig. 3 gives an idea of possible mesh refinement. Of course, the
determination of growth rates takes less time than those of the mean velocities at the
saturated state and depends also on the applied current.

5 Results

In the following we will show some results of the simulation corresponding to
the geometry used in an experimental setup, conducted by Seilmayer et al. [7].
To a vertical tube (d = 100mm, h = 750mm), filled with the eutectic GaInSn
(σ = 3.29 · 106 S/m, ρ = 6403 kg/m3, η = 3.4 · 10−7 m2/s), a current is applied
between top and bottom. The growth rate of the magnetic field bz , induced by the TI,
is measured, for which we obtain a very good agreement with the simulation (Fig. 4).
The simulated spatial wave length of the convection cells (λ = 121 mm) matches
well the theoretical value of λ = 127 mm for the infinite cylinder (Fig. 5).
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Fig. 4 The figure shows the growth rate as measured by Seilmayer et al. [7] (triangles), the values
for the infinite long cylinder [6] (black line) and the simulated ones. Our values (for the finite
cylinder) fit very well the experimental data
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Fig. 5 Flow field of the TI in a cylinder filled with GaInSn. a Shows streamlines and b vectors of
the saturated velocity field for I = 10 kA, c displays contours of the axial induced magnetic field bz
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Multiphase Flows



DNS and LES of Two-Phase Flows
with Cavitation

S. Hickel

1 Introduction

We report on the numerical modeling and simulations of compressible two-phase
flows that involve phase transition between the liquid and gaseous state of the fluid.
Cavitation refers to the process of formation and implosion of vapor cavities within
the liquid phase due to a change in pressure. Vapor cavities usually form in tech-
nical devices when the liquid is accelerated such that, by Bernoulli’s principle, the
static pressure falls sufficiently far below the vapor saturation pressure, or when
sufficiently strong expansion waves propagate into an already preconditioned low-
pressure region. When these vapor bubbles are then advected into regions where
the static pressure of the surrounding liquid is above the vapor-saturation pressure,
sudden re-condensation occurs, which is accompanied by a rapid acceleration of the
surrounding liquid. Once all vapor is consumed, the fluids inertia leads to a strong
compression of the liquid towards a focal point. This “water-hammer” effect can lead
to peak pressures of several thousand bars and the emission of strong shock waves.
The repeated vigorous collapse of vapor cavities is a source of noise and vibrations,
and can even lead to severe structural damage of solid surfaces, so-called cavitation
erosion. Cavitation erosion is one of the major reasons for premature failure of techni-
cal devices involving the processing of liquids, such as marine propellers, automotive
fuel injection nozzles, liquid-rocket engine cooling channels and turbo-pump induc-
ers. On the other hand, the effects of cavitation are exploited in industrial surface-
cleaning applications and in medical applications, such as the shock wave lithotripsy.

Numerical simulations of cavitating flows must solve complex multiphysics and
multiscale problems in a consistent way. Compressibility of both the liquid phase and
the gaseous phase plays a decisive role. High grid resolution and very large numbers
of time steps are required: Length and time scales of bubble collapses are in the
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range of micrometers and nanoseconds whereas the typical scales of hydrodynamic
flow features in technical devices are centimeters and milliseconds. Another major
challenge is the accurate simultaneous representation of the dynamics of phase inter-
faces, phase change, strong shock waves and turbulence at low Mach numbers in a
compressible fluid.

We numerically study cavitation on two very different scales. Controlling cavita-
tion damage requires a better understanding of the underlying fundamental bubble-
collapse processes. As a first step, the high-speed dynamics of cavitation bubbles is
studied in well resolved simulations with a sharp-interface numerical model [1, 2] on
a micro scale. The underlying assumption of the employed evaporation/condensation
model is that phase change occurs in thermal non-equilibrium and that the associ-
ated timescale is larger than that of the wave dynamics described by the interfacial
Riemann problem.

Direct interface resolving simulations are however intractable for real world tech-
nical applications, such as turbulent flows involving cavitation clouds with millions
of vapor bubbles and a wide range of time and length scales. For this reason, we
developed a coarse grained model for large-eddy simulation (LES) of turbulent two-
phase flows with cavitation [3, 4]. In LES, vapor bubbles constitute sub-grid scales
that have to be modeled accordingly. On the grid scale, we solve the compressible
Navier-Stokes equations for a homogeneous mixture of liquid and vapor. Infinitely
fast and isentropic phase change is assumed and macroscopic effects are lumped into
the constitutive relations for the homogeneous cell averaged fluid. This macroscopic
model is applied to realistic technical problems [4, 5] and to more generic flows to
study the interaction of cavitation and turbulence [6].

2 Cavitation-Bubble Dynamics Near Walls

High-speed photography gives a first insight into the bubble dynamics during the
collapse [7, 8] and shows two fundamental phenomena during the non-spherical
cavitation bubble collapse process: the development of high-speed jets and the release
of shock-waves upon final bubble collapse. Both, the impact of shock waves and of
high-speed jets on a surface can lead to material erosion. A precise determination
of peak pressures at the wall and its association with the initial bubble configuration
and evolution is beyond current experimental capabilities, but can be obtained from
detailed numerical simulations.

2.1 Sharp-Interface Non-Equilibrium Model

Our sharp-interface non-equilibrium model [1, 2] is intended for very detailed direct
numerical simulations (DNS). The computational domain Ω is divided by the phase
interface Γ (t) into two different sub-domains Ωl(t) and Ωv(t). The volume Ωl(t)
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accounts for the region occupied by the liquid state and Ωv(t) refers to the region
occupied by the gaseous state. We integrate the compressible Navier-Stokes equations
separately for each fluid phase on the respective sub-domain by a standard finite
volume scheme on a three-dimensional Cartesian grid. For the vapor domain, the
pressure is determined from an ideal gas equation of state (EOS), and for water like
liquids are modeled, for example, by Tait’s equation of state.

The standard finite volume scheme is modified in grid cells that are cut by the
interface Γ (t) in such a way that only the cell volume and face fractions that belong to
the respective subdomain contribute to the finite-volume flux balance. The geometry
of the moving and strongly deforming liquid-vapor interface (cell-face apertures,
volume fractions and interface area) is reconstructed from a level-set field, which is
advected with the local fluid velocity and describes the signed distance of any point
from the immersed interface [9]. The zero level-set contour represents the interface
between the two fluids.

The solutions for the two sub-domains are strongly coupled through an interface
interaction term X, that enters the finite-volume flux balances and accounts for the
mass, momentum and energy transfer between liquid and vapor. We apply a thermal
non-equilibrium assumption to model the phase change at the interface. That is, dur-
ing the phase-change process, the pressure is in equilibrium and the temperature has
a discontinuity at the phase interface. The model of Schrage [10] is used for com-
puting the rate of evaporation and condensation, and a two-fluid Riemann problem
is solved in interface-normal direction for the interface pressure. From the solution
of the two-material Riemann problem, the interface pressure pI and the interface
normal velocity u∗

I serve to compute the pressure interaction term

Xp
v = −Xp

l =

⎛

⎜⎜⎜
⎜
⎝

0
pI ΔΓ (n · î)
pI ΔΓ (n · ĵ)
pI ΔΓ (n · k̂)

pI ΔΓ u∗
I )

⎞

⎟⎟⎟
⎟
⎠

. (1)

The mass transfer term is given by

Xt
v = −Xt

l =

⎛

⎜
⎜⎜⎜
⎝

ṁ ΔΓ

ṁ ΔΓ (v · î)
ṁ ΔΓ (v · ĵ)
ṁ ΔΓ (v · k̂)

ṁ ΔΓ
(
ev + 1

2 |v|2) + pI Δq∗ ΔΓ

⎞

⎟
⎟⎟⎟
⎠

, (2)

where v is the velocity of the liquid at the interface in case of evaporation and the
velocity of the vapor in case of condensation, respectively. Δq∗ = ṁ/ρl is the
phase-change induced velocity and ṁ the phase-change rate proposed in Ref. [10]

ṁ = λ√
2π Rv

(
psat (Tl)√

Tl
− pv√

Tv

)
, (3)
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where Rv is the specific gas constant in the vapor phase, λ is the accommodation
coefficient for evaporation or condensation, Tv and Tl are the temperatures of vapor
and liquid at the phase interface, pv is the actual vapor pressure at the interface, and
psat is the equilibrium saturation pressure.

2.2 Vapor-Bubble collapse simulations

With this model, three different configurations of spherical cavitation bubbles are
investigated: a detached bubble, a bubble cut by the wall in its lower hemisphere,
and one cut by the wall in its upper hemisphere. As shown in Fig. 1, the initial bubble
radius is 400 µm and we consider three different wall positions A, B and C. We take
advantage of symmetries and compute only one quarter of the bubble and results are
mirrored on the (X-Y)- and (Y-Z)-plane for visualization. The grid spacing is equidis-
tant in the bubble region with 100 computational cells over the initial bubble radius.
Grid stretching is applied in the far-field. Outlet boundary conditions are imposed at
x, y, z = 10 mm. Both fluids have a common temperature of 293.0 K, which is the
saturation temperature corresponding to the initial vapor pressure of 0.0234 bar. Ini-
tial liquid pressure is 100 bar and the accommodation coefficient is taken as λ = 0.01.

For all configurations, the vapor bubble shrinks slowly during the initial period.
The rapid stage of the bubble collapse starts with the development of a cavity,
followed by the formation of a liquid jet. Two fundamentally different scenarios at
the early stages of bubble collapse can be found. For a detached bubble or a bubble
cut in the lower hemisphere, the collapse is initiated at the top of the bubble. A
fast liquid re-entrant jet develops and penetrates through the bubble in wall-normal
direction (Fig. 2a, b). For an attached bubble cut in the upper hemisphere, the collapse
is initiated between wall and interface and a liquid jet develops radially towards the
bubble center (Fig. 2c). The appearance of a secondary jet can be observed for

Fig. 1 Sketch of the
bubble-collapse problem
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water

outlet

solid wall C

solid wall B
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y
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(b)(a) (c)

Fig. 2 Liquid jets during vapor bubble collapse near a wall (frame size in µm): a Wall-normal
re-entrant jet for configuration A, b primary wall-normal re-entrant jet (solid line) and secondary
wall-parallel outward pointing jet (dashed line) for configuration B, and c wall-parallel inward
pointing jet for configuration C. Arrows indicate the jet direction

configuration B, where the wall normal re-entrant jet is deflected at the wall and
interacts with the remaining bubble ring (Fig. 2b, dashed lines). This secondary jet is
radially symmetric and develops from the symmetry axis outwards in wall-parallel
direction. For configuration A no secondary jet develops as the residual bubble ring
is not attached to the wall.

Figure 3 shows a three-dimensional visualization of the bubble shape during
the stage where the three different liquid jets are developed. The first occurrence of
extreme pressure magnitudes coincides with jet breakdown. For cases A and B with a
wall-normal re-entrant jet, the observed maximum wall pressures are of comparable
magnitude of about 100 times the liquid’s initial pressure. Slightly larger values
for the detached bubble can be attributed to a larger jet velocity. Looking at wall-
parallel radial jets, one has to distinguish between the outward-pointing secondary
jet of configuration B and the inward pointing primary jet of configuration C. In
the latter case, the liquid is gradually compressed while being transported towards
the symmetry axis, where maximum pressure occurs. The maximum pressure after
inward-pointing, wall-parallel jet breakdown is about six times larger than that for a
wall-normal jet. For the outward-running, wall-parallel secondary jet of configuration
B, very low pressure is observed inside the jet as an expansion of the liquid further
decreases the pressure of the high-velocity jet. After the jet breaks down, the liquid
pressure increases, but remains significantly smaller than for the inward-pointing jet.

Fig. 3 Cuts through an iso-surface of the zero level-set (interface) showing the shape of the bubble
during the late stage of the liquid jets for configurations A, B and C
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During the final stage of the bubble collapse, two different scenarios occur. For
cases A and C, the residual vapor bubble is detached after jet breakdown. Thus,
the maximum pressure due to final bubble collapse occurs away from the wall.
The emitted shock waves impinge on the wall with reduced magnitude, and the
wall pressures do not reach the levels observed during jet breakdown. A different
scenario is observed for configuration B. After primary and secondary jet breakdown,
a residual vapor ring remains at the wall. This ring is surrounded by high pressure
liquid, which initiates the final collapse radially towards the symmetry axis. The
liquid is compressed towards the center region resulting in large pressure with a
maximum at the symmetry axis of about 400 times the initial ambient pressure.

3 Cavitation in Turbulent Flows

Coherent turbulence structures play an important role in the cavitation process in
wall bounded and free shear flows. High negative pressure peaks associated with
turbulent eddies can lead to cavitation inception. Vice versa, cavitation can generate
and enhance vorticity, but also trigger vortex break-up. Arndt [11] gives a nice review
of this complex interaction. Most technical applications involve turbulent flows for
which direct numerical simulations are intractable. To address real world technical
applications and fundamental questions related to the mutual interaction of turbulence
and cavitation and the resulting modulation of turbulence due to phase change, we
developed a coarse grained model for large-eddy simulations (LES) of turbulent
two-phase flows with cavitation.

3.1 Thermodynamic Equilibrium Model

LES is based on scale separation into represented and unrepresentable scales, which
is usually achieved through filtering the governing equations. The same paradigm
can be applied to two phase flows. Applying a top hat filter that is consistent with
a finite-volume discretization method to a cavitation cloud yields a cell averaged
state vector that represents the mean density ρ, mean momentum ρu and mean
energy ρE . Accordingly, the coarse grained Navier-Stokes equations need then to
be closed by constitutive relations for the mean pressure p and mean viscosity μ of
the homogenized (that is, volume-averaged) fluid.

As we consider cavitating flows with phase change, this homogenized fluid can
be either pure liquid (α = 1), pure vapor (α = 1) or a mixture of liquid and gaseous
state (0 < α < 1) with a vapor volume fraction α. For facilitate the reconstruction of
the state within the volume of a computational cell we assume that phase changes are
infinitely fast and isentropic, which is justified if the numerical timestep is large com-
pared to the time scale of phase change. Furthermore, we assume mechanical equi-
librium and we do not attempt to reconstruct the shape of the liquid-vapor interface.
This means that the effect of surface tension on the vapor pressure is neglected.
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With these assumptions, the densities of liquid and vapor in cells that contain both
phases (0 < α < 1) are ρl = ρl,sat and ρv = ρv,sat , and we can compute the vapor
volume fraction from

α =

⎧
⎪⎨

⎪⎩

0 , ρ ≥ ρl,sat
ρl,sat −ρ

ρl,sat −ρv,sat
, ρl,sat > ρ ≥ ρv,sat

1 , ρv,sat > ρ

(4)

Once the vapor volume fraction is known, an equation of state can be derived
and the mean pressure and temperature can be computed. Note that the equilibrium
pressure psat and densities ρl,sat and ρv,sat at the saturation point generally depend
on temperature, which requires an iterative procedure. An example of a barotropic
equation of state (EOS) for water and water vapor is given in Ref. [4]. Alternatively,
tabulated EOS-data can be used for more complex fluids, such as Diesel fuel.

The dynamics of wall-bounded turbulence is strongly influenced by viscous
stresses. As the dynamic viscosities of liquid and vapor usually differ by several
orders of magnitude, the chosen model for the viscosity of the homogenized two-
phase fluid is of particular importance. In bubbly flows, the surface tension at the
phase boundaries can increase the resistance against deformation substantially. For
this reason we combine a straightforward linear blending of the viscosities of liquid
and vapor with Einstein’s [12] law for suspensions of rigid particles, which leads to

μ = (1 − α)(1 + 2.5α)μl + αμv (5)

for the volume averaged viscosity of the cell-averaged two-phase fluid [13].

3.2 LES of Cavitation in a Micro Channel

In the following we briefly report on LES of the turbulent cavitating flow in a micro-
channel at two different operating points. The investigated geometry is characteris-
tic for throttle valves found in fuel injection systems. The geometric properties of
the considered micro-channel and the investigated operating points are specified in
Fig. 4. This geometry and modifications thereof have been extensively examined
experimentally at different operating conditions [14, 15].

The governing equations are the compressible Navier-Stokes equations for a
homogeneous mixture of liquid and vapor, and we use a tabulated barotropic equa-
tion of state for the test oil Shell V1404. The system is solved by a finite-volume
method on adaptive, locally refined Cartesian grids and an explicit 3rd-order accurate
Runge-Kutta method for time integration. Complex geometric shapes are represented
by a conservative immersed boundary method [16] that follows a similar approach
as the sharp interface model for two-phase flows. The effect of non-represented tur-
bulent flow scales (subgrid-scales, SGS) is accounted for by an implicit modeling
methodology based on the adaptive local deconvolution method (ALDM, [3, 4, 17]),
which yields an SGS energy transfer that is consistent with turbulence theory.
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Property Value [×10−3 m]

L 18.0
l 1.0
H 3.0

h, W 0.3
R1 0.04
R2 0.4

OP ṁ [kg/s] UB [m/s] pout [Pa]

A 0.01450 19.310 115×105

B 0.01508 20.078 55×105

Fig. 4 Micro-channel geometry and investigated operating points (OP)

At the inflow boundary a bi-parabolic velocity profile with bulk velocity UB is
specified. At the outflow boundary condition we set a fixed static pressure pout . The
block structured adaptive Cartesian grid consists of roughly 31 × 106 cells. The
resolution at the wall in the micro-channel is approximately 1 × 10−6 m in order to
resolve the velocity gradient at the wall.

Figure 5 shows instantaneous snapshots of λ2 iso-surfaces (upper row) and iso-
surfaces of 10 % vapor volume fraction (lower row) for both operating points.

Operating point A Operating point B

Fig. 5 Instantaneous snapshots of the flow field in a throttle valve: λ2 iso-surfaces colored by the
streamwise velocity (top pictures) and corresponding cavitation structures visualized by a vapor
volume fraction of 10 % (bottom pictures)
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These visualizations already show that phase change alters the properties of tur-
bulence considerably. The flow field at operating point A is highly instationary. The
flow separates at the throttle inlet and forms a recirculation zone. The initially lami-
nar duct flow undergoes sudden bypass transition within the shear layer between the
bulk flow and the separation bubble. The resulting transitional and turbulent vortices
are the main source of cavitation. We observe that the generated vapor cavities shed
with a frequency of approximately 300 kHz.

At operating point B the back pressure has been reduced, which results in a
more stationary behavior compared to operating point A. Stable sheet cavitation due
to inertia effects is observed at the throttle inlet. Cavitation is also observed in the
corner vortices. The λ2 iso-surface indicates that the flow remains laminar throughout
the first half of the throttle. Transition to turbulence is observed first at the corner
vortices, which start to break up half way down the throttle valve. Furthermore, large
cavitating vortex cores are present in the center of the throttle valve. These vortices
originate from Görtler instability of the boundary layer in the chamber upstream of
the throttle.

4 Summary

A first step towards controlling the cavitation damage requires to fully understand
the underlying fundamental bubble-collapse mechanisms. For this purpose, generic
configurations with spherical bubbles have been investigated by direct numerical
simulations with a sharp-interface non-equilibrium model. Results for the collapse
of a spherical vapor bubble close to a solid wall have been discussed for three different
bubble–wall configurations. The major challenge for such numerical investigations
is to accurately reproduce the dynamics of the interface between liquid and vapor
during the entire collapse process, including the high-speed dynamics of the late
stages, where compressibility of both phases plays a decisive role. Due to the very
small timescales, liquid and vapor are in non-equilibrium at the interface, which
has to be taken into account by a numerical model. Our numerical sharp-interface
method copes with these problems by coupling both phases with a conservative
interface-interaction term that includes a non-equilibrium phase-change model.

Direct interface resolving simulations are intractable for real world technical
applications such as turbulent flows involving cavitation clouds with millions of
vapor bubbles and a wide range of time and length scales. With our thermodynamic
equilibrium model for large-eddy simulations, we solve the coarse grained Navier-
Stokes equations for a homogenized, cell-averaged fluid that can represent pure
liquid, pure vapor and arbitrary mixtures of liquid and vapor. For deriving an appro-
priate equation of state, we assume that the characteristic time scale of phase change
is much smaller than the numerical time step and that phase change is isentropic and
in mechanical equilibrium at the saturation pressure.

This thermodynamic equilibrium model has been applied in LES of real world
technical applications. Results for the cavitating flow in a throttle valve typical for
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fuel injection systems have been presented. We also use this model in fundamental
research that contributes to the better understanding of the mutual interaction of
turbulence and cavitation.
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Four-Way Coupled LES Predictions of Dense
Particle-Laden Flows in Horizontal Smooth
and Rough Pipes

M. Alletto and M. Breuer

1 Introduction

Turbulent disperse multiphase flows play an important role in many technical
applications such as the transport of powders in pneumatic conveying systems.
The transport of particles is governed by many physical effects. First of all the
continuous flow is in general in the turbulent regime at moderate or high Re. Thus
an adequate prediction requires either statistical turbulence models based on RANS
or more advanced techniques such as LES. Since in the majority of flows considered
complex phenomena such as curved streamlines, secondary flows and transition are
involved, the latter is preferred in the present study. The continuous flow provides the
basis to determine the fluid dynamic forces such as the drag force and the lift forces
due to velocity shear or rotation. Furthermore, the particle motion is strongly influ-
enced by inter-particle collisions. Even for overall dilute two-phase flows, locally
high particle concentrations may appear due to the effect of gravity, turbophoresis
or the known accumulation of particles in low vorticity regions. These phenomena
require to take inter-particle collisions by four-way coupled predictions into account.
Last but not least the interaction of the particles with walls plays a dominant role,
especially for rough walls. Wall roughness is known to have a significant influence
on particle-laden wall-bounded flows. It directly affects the particulate phase due to
collisions with rough surfaces and thus needs to be modeled adequately.

In the present contribution all issues mentioned above are incorporated in a four-
way coupledEuler-LagrangeLESmethodology and applied to the pneumatic convey-
ing of particles through smooth and rough horizontal pipes in the turbulent regime.
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Two mass loadings (polydisperse) are considered. The secondary flow structures
observed in the pipe cross-section are analyzed. The outcome confirms recently
published experimental results [2] that the secondary flow is of second kind.

2 Computational Methodology

The continuous phase is simulated in the Eulerian frame of reference using LES.
The code is based on a standard 3-D finite-volume method for arbitrary non-
orthogonal and block-structured grids. The discretization is of second-order accuracy
in space and time. Different subgrid-scale and wall-models can be applied. To take
the influence of the particle on the fluid motion into account (two-way coupling), the
particle-source-in-cell (PSIC) method is used.

For the particulate phase a hugenumber of individual particles are tracked through-
out the computational domain in a Lagrangian frame of reference taking drag, lift,
gravity and buoyancy forces in Newton’s second law into account. In order to enable
efficient tracking of millions of particles on a block-structured curvilinear grid, the
particle tracking is carried out in c-space [5] rather than in p-space which possesses
the advantage that no search of the particle’s new position is required leading to a
very fast algorithm.

For tiny particles with a relaxation time of the same order as the smallest fluid
time scales the unresolved scales in LES become important for the particle motion.
To consider the effect of the subgrid scales, the stochastic model by Pozorski and
Apte [8] is applied, where the subgrid-scale kinetic energy is estimated with the help
of the scale similarity approach. To account for the rotation of the spherical particles
around three Cartesian axes, Newton’s second law for the angular momentum is
considered.

In contrast to many previous studies relying on statistical particle-particle col-
lision models, in the present investigation a deterministic algorithm is applied for
handling the collisions (four-way coupling). The procedure is split into two stages:
First, particles are moved based on the equation of motion without inter-particle
interactions. Second, the occurrence of collisions during the first stage is examined
by a very efficient two-step algorithm [3] for all particles. If a collision is found,
the velocities of the collision pair are replaced by the post-collision ones without
changing their position. The velocity changes during the collision are predicted by
assuming an inelastic collision process of hard spheres including Coulomb’s friction
leading to either sliding or non-sliding collisions.

The collisions of particles with solid walls is governed by the same relations as
long as the wall is ideally smooth. In order to mimic the effect of technically relevant
rough walls on the particulate phase, Breuer et al. [4] recently suggested a sandgrain
roughness model taking a minimum of measured or empirically determined physical
quantities into account. FollowingNikuradse’s idea a sandgrain roughnessmodelwas
proposed for the disperse phase in which the wall is covered by a densely packed
layer of sand grains idealized by spheres of constant radii. Based on geometric
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considerations relying on generally used roughness parameters such as the mean
roughness Rz , the local inclination of the wall is determined allowing to predict the
inelastic collision of the particle with the rough wall. The sandgrain model also takes
the shadow effect into account leading to asymmetric probability density functions
of the wall inclination angles, where the mean normal vector is turned towards the
incoming particle trajectory [4].

3 Setup and Results

The present applications are concerned with the pneumatic conveying in horizontal
pipe flows. Huber and Sommerfeld [6] carried out measurements in 5m long hori-
zontal glass and steel pipes with a vdiameter dpipe = 80mm. Based on the superficial
gas elocity (Ub = 24m/s) of the air at standard ambient conditions a Reynolds number
of Re = Ub dpipe/ν = 120,000 results. After a certain development length of about
50 dpipe the flow is assumed to be fully developed. Hence, in the simulations peri-
odic boundary conditions are applied. The computational domain has an extension
of 6dpipe and is discretized by 3 × 107 cells. The wall model of Schumann [9] is
applied for the continuous flow.

The particles are spherical glass beads (ρp = 2,500kg/m3) with a size distribution
ranging between about 1.5–98 µm and a number mean diameter of about 40µm.
Experimentally a mass loading of η = 30% was investigated [6]. The roughness
height for the steel pipe is set to Rz = 10µm and the constant describing the surface
finishing is given byCSurface = 3 (seeBreuer et al. [4]). Twodifferentmass loadings
are considered in the simulations: First the statistics computed with a mass loading
of η = 30% are compared with the experiments of Huber and Sommerfeld [6] to
validate the methodology. After that, the origin of the secondary flow observed in
the present simulations for both mass loadings η is explained exemplary by means
of the computations performed at η = 70%. Note that a very detailed validation
against experiments and DNS and a comprehensive analysis on the appearances of
secondary flows in horizontal particle-laden pipe flows can be found in [1].

Figure1 depicts the simulated mean particle velocity for the glass and the steel
pipe compared with the experiments [6]. Obviously, good agreement is found for
both cases. Furthermore, it is evident that the wall roughness of the steel pipe leads
to a reduction of the influence of the gravitational settling. In case of the glass pipe
the mean particle velocity profile shows a strong asymmetry between the lower and
upper half of the cross-section due to momentum loss during the wall collisions of
the particles settling down at the bottom part of the pipe. Furthermore, the fluid is
additionally decelerated at the bottom part due to the highly concentrated particles
in this region. Due to the shadow effect in case of the steel pipe the roughness leads
to a redistribution of the particle streamwise momentum towards the wall-normal
direction. This effect is responsible for a resuspension of the particles and hence to a
reduction of the particle concentration in the vicinity of the bottomwall (Fig. 2). This
again causes a reduction of the force exerted by the particles on the fluid against the
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Fig. 1 Mean particle
velocity along a vertical line
for the glass (smooth) and
the steel pipe (with
roughness)
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Fig. 2 Mean particle mass
flux along a vertical line for
the glass (smooth) and the
steel pipe (with roughness)
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mean flow direction in the bottom part of the tube compared with the smooth pipe
and hence via the mutual interaction between the particles and the fluid to a higher
mean particle velocity near the bottom wall.

Figure2 shows themean particlemass flux in streamwise direction at themidplane
parallel to the axis of gravity. It is evident that the wall roughness has a drastic effect
on this particle statistic. For the smooth wall the particle mass flux near the bottom
wall is very high due to the influence of the gravity. For the steel pipe, however, the
particles streamwise momentum is redistributed towards the wall-normal direction
due to the shadow effect [4, 7]. Hence, after a wall impact the particles acquire
a steeper trajectory towards the pipe center since in a pipe the wall-normal vector
points towards the pipe center. Consequently, the particles tend to accumulate in this
region (focusing effect). Also for the mean particle mass flux good agreement is
found between the simulation and the experiment for both cases.

The projected streamlines of the averaged flow field in the pipe cross-section
(η = 70%) are shown in Fig. 3 for the smooth glass pipe and in Fig. 4 for the
rough steel pipe. The colormap displays the fluid velocity component against the
gravitational acceleration. It is evident that for both cases two rotating cells develop.
The fluid flows upstream along the symmetry line. Then it deflects to the left and
right in order to circulate downstream along both side walls building a closed vortex.
The intensity of the secondary flow in the glass pipe is in the order of 2% of the



Four-Way Coupled LES Predictions of Dense Particle-Laden Flows . . . 609

Fig. 3 Projected streamlines
for the smooth glass pipe
(η = 70%)

Fig. 4 Projected streamlines
for the rough steel pipe
(η = 70%)

bulk velocity and 1% in the steel pipe. Note that a very similar flow structure can be
found in the experiments of Belt et al. [2].

Two reasons for the development of a secondary flow in a circular pipe cross-
section can be found [2]: (i) The particles are directly driving the secondary flow
via the two-way coupling yielding a secondary flow of first kind or (ii) the particles
inhomogeneously attenuate the turbulence leading to an anisotropy in the Reynolds
stresses which gives rise to a secondary flow of second kind. In order to exclude that
the developing secondary flow is of first kind, the direction and magnitude of the
force exerted by the particle on the fluid (time-averaged) is displayed in Fig. 5 for
the glass pipe and in Fig. 6 for the steel pipe. The colormap represents the magnitude
of the force. It is evident that for both glass and steel pipe the particles decelerate
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Fig. 5 Mean direction and
magnitude of the force
exerted by the particles on
the fluid, glass pipe
(η = 70%)

Fig. 6 Mean direction and
magnitude of the force
exerted by the particles on
the fluid, rough steel pipe
(η = 70%)

the fluid in most regions of the pipe cross-section, i.e., the particles are driven by the
secondary flow and not the other way round. Hence, the secondary flow of first kind
can be excluded.

Following the analysis of Belt et al. [2] and alsoAlletto andBreuer [1] the gradient
of the circumferential Reynolds stress 〈u′

θ u′
θ 〉 can be identified as the driving force of

the secondary flow. In order to explain the difference in magnitude of the secondary
flow between the two investigated pipes, the circumferential Reynolds stress for the
glass pipe (Fig. 7) and steel pipe (Fig. 8) is shown. In case of the glass pipe the
particles accumulate in the bottom part of the cross-section (concentration contours
not shown for the sake of brevity) and hence, the turbulence is more attenuated in
this region compared to the top part of the pipe (see Fig. 7). This leads to a gradient of



Four-Way Coupled LES Predictions of Dense Particle-Laden Flows . . . 611

Fig. 7 Mean circumferential
Reynolds stress 〈u′

θ u′
θ 〉,

smooth glass pipe

Fig. 8 Mean circumferential
Reynolds stress 〈u′

θ u′
θ 〉,

rough steel pipe

the circumferential Reynolds stress in circumferential direction near the wall which
pushes the flow towards the bottom part of the pipe. Due to continuity reasons in
the center the fluid flows upwards. The same effect can be found for the steel pipe
but not as pronounced as in the glass pipe since the particle are resuspended by the
shadow effect and hence accumulate near the pipe center. Nevertheless, turbulence
is still more strongly attenuated in the bottom part of the pipe than in the top part
leading to a gradient of 〈u′

θ u′
θ 〉 in circumferential direction at the wall (Fig. 8) which

drives the flow.
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4 Conclusions

Secondary flow structures in turbulent flows through horizontal glass and steel pipes
were investigated numerically based on a four-way coupled LES. The results were
found to be in good agreement with the reference data [6]. Contrary to previous
investigations [6, 7] the two-cell secondary flow structure (glass pipe: 2% Ub; steel
pipe: 1% Ub) is identified to be of the second kind, i.e., driven by the anisotropy of
the Reynolds stresses being in line with recently published experimental results [2].
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Biomass Pyrolysis in DNS of Turbulent
Particle-Laden Flow

E. Russo, J.G.M. Kuerten and B.J. Geurts

1 Introduction

Biomass is important for co-firing in coal power plants thereby reducing CO2
emissions.Modeling the combustion of biomass involves various physical and chem-
ical processes, which take place successively and even simultaneously [1, 2]. An
important step in biomass combustion is pyrolysis, in which virgin biomass is con-
verted into char. In this paper a point-particle model for the pyrolysis of biomass
particles based on Haseli [3] is developed, which is coupled to a direct numerical
simulation of the turbulent flow of gas in a channel with heated walls, using two-way
coupling of mass, momentum and energy. We do not model combustion and gasifi-
cation of biomass, but focus on pyrolysis, in particular on the effect of particle-gas
interaction on the conversion time, i.e. the time needed to convert biomass into char.
This is the first attempt in modeling the pyrolysis of biomass in a 3D flow framework.
Gas-particle interaction affects the conversion time, which shows a characteristic de-
pendence on particle size and concentration as shown in the results presented in this
paper. In the following, the model of the biomass pyrolysis and of the gas with details
on the way the two phases are coupled are introduced.

2 Biomass Pyrolysis Model

The model by Haseli [3] distinguishes four stages in biomass pyrolysis. This model
was approximated by a set of ordinary differential equations for each of the four
stages. This reduction in complexity rests on an assumed quadratic dependence
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of the temperature on the radial coordinate, which is an accurate representation [3]
and enables coupling to DNS. We sketch the main aspects of the model next; full
details will be provided in an upcoming paper.

1. In the first stage the virgin biomass particle is heated by the surrounding gas and
the walls. Because of this heat flux, the initially assumed constant temperature
inside the particle changes and the particle can be divided in two regions separated
by a thermal front. In the inner region the temperature is still at the initial value,
while in the outer region the temperature increases. The model assumes spherical
symmetry, so that a one-dimensional problem remains, described by the heat
equation:

∂T

∂t
= αb

1

r2
∂

∂r

(
r2

∂T

∂r

)
, (1)

where T is the temperature, αb the thermal diffusivity of the biomass and r the ra-
dial coordinate. Haseli [3] validated this simplified model against comprehensive
models and experimental results, showing that the model gives accurate predic-
tions. Therefore, at the surface of the particle the heat flux is homogeneous and
is the sum of the convective flux from the surrounding gas to the particle and
the radiative flux from the wall: q̇ = h(Tg − Ts) + σε(T 4

w − T 4
s ), with h the

heat transfer coefficient, σ the Stefan-Boltzmann constant, ε the emissivity of
the particle and Tg , Tw and Ts the temperature of the gas at the particle location,
the wall and the particle surface, respectively. At the thermal front, the temper-
ature equals the initial value and q̇ equals zero. Approximating the temperature
profile by a parabolic function of r , the heat equation can be simplified to an
ordinary differential equation for the temperature at the surface.

2. The second stage is the pre-pyrolysis phase, inwhich the thermal front has reached
the center of the particle. It is described by (1), the same boundary condition at
the particle surface and a symmetry boundary condition at the particle center. The
assumption of a parabolic temperature profile inside the particle again leads to an
ordinary differential equation for Ts(t).

3. In the third stage Ts reaches the pyrolysis temperature Tp, pyrolysis starts and a
char front moves from the surface towards the center of the particle. The particle
is again divided into two regions separated by the interface at which pyrolysis
occurs at position rc. We assume parabolic temperature profiles in both regions:

TB(r) = φ2(r − rc)
2 + φ1(rc − r) + φ0 for 0 ≥ r ≥ rc (2)

TC (r) = ψ2(r − rc)
2 + ψ1(r − rc) + ψ0 for rc ≥ r ≥ R. (3)

The heat equation (1) applies in both regions, but with αb replaced by αc, the
thermal diffusivity of char, for rc ≥ r ≥ R. At the char front the temperature
is equal to the pyrolysis temperature and the heat flux is discontinuous across
the pyrolysis interface, incorporating the specific enthalpy of pyrolysis which is
given to volatiles. From the boundary conditions all coefficients in (2) and (3)
can be expressed in terms of φ1. In this paper we also consider the heat exchange
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between the volatiles released during pyrolysis and the char, when the volatiles
travel to the particle surface. Therefore, the governing Eq. (1) in the char region
becomes:

∂T

∂t
= (1 − ω) ṁαvol

∂T

∂r
+ αc

1

r2
∂

∂r

(
r2

∂T

∂r

)
, (4)

where αvol = cvol/(ρccc) andω = ρc/ρb, with ρc the char density, cvol and cc the
volatiles and char heat capacities, respectively. Integration of the heat equation
over the char region and over the remaining virgin biomass region leads to two
ordinary differential equations coupling the key variables. The third governing
equation in this phase is dvc/dt = rc, which is the definition of the char-front
velocity. The three equations together constitute a set of coupled ordinary differ-
ential equations for the variables Ts , φ1 and vc. In the first and last part of stage
3, the small size of the char and biomass region makes the set of equations stiff.
This has been solved by using approximate analytical solutions in the beginning
and end of stage 3.

4. The fourth stage or the post-pyrolysis stage is similar to the pre-pyrolysis stage
with biomass properties replaced by char properties. In this stage the char is only
allowed to be heated up, we do not include combustion of char.

In all four stages of the process, the heat flux to a particle is not only dependent on
time through its dependence on Ts , but also by the dependence of Tg on time, e.g.,
due to motion of the particle in the non-uniform gas temperature field in the domain
and due to explicit changes in the gas temperature with time.

If a particle is thick enough, pyrolysis can start before the thermal front in stage
1 reaches the center of the particle. In such a case the particle is divided in three
regions and quadratic temperature profiles are assumed in all three.

Since particles are small and have a much higher mass density than the gas phase,
we assume that the drag force is the only relevant force between the two phases [4].
For each particle, the following equation of motion is solved:

dvi

dt
= (u (xi , t) − vi )

⎛

⎝

(
1 + 0.15Re0.687p

)

τp
+ 1

mi

dmi

dt

⎞

⎠ , (5)

in which the Stokes force and the acceleration due to change in mass of the particle
are taken into account. The mass rate of change dmi/dt = 4πr2c (ρb − ρc)vc is
computed from the velocity of the char front, which is one of the variables in the set
of equations of the particle in stage 3. In (5) vi is the velocity of particle i , u (xi , t)
the velocity of the gas at location xi of the particle, Rep =| vi − u(xi , t) | di/ν the
Reynolds number of the particle, τp = ρi d2

i /18μg the particle relaxation time with
di the particle diameter, ρi the time-dependent mass density of the particle, and μg

the dynamic viscosity of the gas.
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3 Carrier Phase

The carrier phase of the channel flow consists of air. The compressible Navier-Stokes
equations are solved with a second-order accurate finite volume method. Because of
the two-way coupling, some extra terms are present in the Navier-Stokes equations.
In this way the contribution of a particle to the gas equations is added to the control
volume in which the particle is present. The particle-gas interaction does not change
the total mass, momentum and energy of the system. Integration in time is performed
using the same four-stage second-order accurate Runge-Kutta method for the gas
phase and the particles.

The channel geometry has a size of 4π H in streamwise direction and 2π H in
spanwise direction, where H is half the channel height (see Fig. 1). The mesh is uni-
form in the periodic directions (streamwise and spanwise) and clustering is adopted
near the walls. At the walls the no-slip condition is adopted and the temperature
is kept fixed. For the particles, periodic conditions are applied in the homogeneous
flow directions. If a particle approaches a wall within a distance of its radius, elastic
collision without heat transfer is applied.

Simulations are performed at Reynolds number Reτ = 150, based on friction
velocity and half the channel height. The flow is initialized by a fully developed
turbulent velocity and temperature field obtained from a previous simulation without
particles. The initial particle distribution is random and homogeneous. The initial
particle velocity is equal to the gas velocity at the particle location. The initial particle
temperature is 300 K.

Fig. 1 Geometry of the
channel
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4 Pyrolysis Conversion Time

The analysis of the dependency of the conversion time on the particle volume fraction
and the particle size was performed by means of numerical simulations.

We performed simulations with different numbers of particles in order to analyze
the pyrolysis conversion time as a function of the particle volume fraction. The
diameter of all particles was 0.7mm. The initial gas temperature was 1,400K. The
particle Stokes number changes from 40 to 5 during pyrolysis. The results show that
the heating-up time increases with increasing volume fraction. The two-way particle-
gas interaction affects the gas temperature because of the convective heat exchange:
more particles extract more heat from the gas compared to simulations with fewer
particles. This results in a slower particle heating up and increases the mean particle
pyrolysis conversion time, as shown in Fig. 2.

In order to investigate the effect of particle size on the conversion time, we per-
formed simulations with constant volume fraction and varying particle diameter. The
volume fraction (2.55×10−4) is in the range where particle collisions can be ignored
but two-way coupling is relevant [5]. The initial gas temperature in these simulations
was taken 1,200K. Without two-way coupling the gas temperature would remain
constant and the conversion time would increase linearly with the diameter of the
particles. Due to two-way coupling the gas temperature is time dependent and the
particle conversion time shows a more than linear dependence on particle diameter,
see Fig. 3.

In practical applications of co-firing of biomass and coal, the probability den-
sity function of biomass particle diameter follows a Rosin-Rammler distribution
[6]. In Fig. 4 the distribution of torrefied beech wood is shown. We used this size

Fig. 2 Conversion time for
different volume fractions
with particle diameter 0.7mm
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Fig. 3 Conversion time
versus particle diameter at
constant volume fraction
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Fig. 4 Rosin-Rammler size
distribution of torrefied
beech wood
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distribution but truncated at 3mm. For larger particles the point-particle assumption
is less accurate. It can be observed that only few particles are larger than 3mm.
Very small particles require a very small time step in our explicit time-integration
method. Therefore, we also bounded the size distribution from below. We performed
four simulations in which the cut-off of the particle size pdf was set at 0.5, 0.3, 0.2
and 0.15mm in order to investigate whether it is possible to disregard very small
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Fig. 5 Biomass mass versus
time at different cut-off
values
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Fig. 6 Biomass mass loss:
1-way and 2-way coupling
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particles without noticeably influencing the results. The volume fraction of biomass
is 6 × 10−5.

In the absence of very small particles the pyrolysis and therefore the particle
mass loss starts somewhat later, as Fig. 5 shows for an initial gas temperature of
1,200K. The results show that a cut-off at 0.2mmor less hardly influences the results.
According to [5], the volume fraction used is in the one-way coupling range, where
the coupling terms in the momentum equation can be ignored. The results in Fig. 6
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demonstrate that the same holds for the coupling terms in the gas temperature equa-
tion, as the differences between one-way coupled and two-way coupled simulations
are small.
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Modulation of Isotropic Turbulence
by Resolved and Non-resolved
Spherical Particles

A.H. Abdelsamie and D. Thévenin

1 Introduction

The main objective of the current study is to investigate the effect of either non-
resolved (point particles) or fully resolved particles on a field of isotropic, either
stationary or decaying turbulence using direct numerical simulation (DNS), clari-
fying how those different settings influence the turbulence statistics. This work can
help answering some of the questions raised by Lucci et al. [12] and Abdelsamie and
Lee [1]. The first group concluded that it is not correct at all to investigate two-way
coupling using stationary turbulence; the second showed that using a point-force
approach with a Stokes number, St, larger than unity, both stationary and decay-
ing turbulence lead to the same qualitative trends. The non-resolved particles, with
diameter (d) smaller than the Kolmogorov length scale (η), are tracked using a
point approach, whereas the fully resolved particles, with a diameter larger than the
Kolmogorov length scale, are tracked using an Immersed Boundary Method. Two
different collision models have been tested in the fully resolved case; the hard sphere
model (HSM) and the velocity barrier model (VBM).

The results reveal that decaying and stationary turbulence lead to different findings
when considering fully resolved particles (St � 1). On the other hand, the point-
force approach (St > 1) leads to the same trends with either decaying or stationary
turbulence. The employed collision models impacts noticeably the small scale statis-
tics, particularly turbulence kinetic energy dissipation rate. On the other hand, large
scale statistics are only slightly modified. Therefore, a close look at the small-scale
statistics appears to be essential when developing and testing models for four-way
coupling.
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2 Mathematical Approaches

In the present study, an Eulerian-Lagrangian approach is used to represent the coupled
dynamics of fluid and particles. We consider solid spherical particles with diameters
either larger or smaller than the Kolmogorov length scale, dispersed in an incom-
pressible isotropic flow. Therefore, the governing equations for the carrier-phase are
the Navier-Stokes equations,

∂ui

∂t
= rhsi + fi , (1)

rhsi = − ∂

∂xi

(
p

ρ
+ 1

2
u j u j

)
+ εi jku jωk + ν

∂2ui

∂x j ∂x j
, (2)

and the fluid continuity equation,

∂ui

∂xi
= 0. (3)

Here, the alternating tensor εi jk represents the cross product between the fluid veloc-
ity u and vorticity ω, p is the fluid pressure, ρ and ν are the fluid density and kinematic
viscosity, respectively. The last term in Eq. (1), f , is a force term in Eulerian space
(gh) which represents the action of solid spheres upon the fluid converted from the
Lagrangian space (Sm) force, F , either in point force approach,

f (x) =
Np∑

m=1

F(Xm)δh(x − Xm) ∀ x ∈ gh, Xm ∈ Sm, (4)

or in fully resolved approach,

f (x) =
Np∑

m=1

NL∑

l=1

F(Xm) δh(x − Xm
l )ΔV m

l ∀ x ∈ gh, Xm
l ∈ Sm, (5)

using a 3-point approximation of the Dirac delta function [12, 16], δh , where Np,
NL are the number of the released particles and uniformly distributed points over
the sphere surface (in fully resolved approach) that are used to transfer the point
forces to the fluid, respectively. Every point force, in fully resolved approach, has an
associated discrete volume ΔV m

l , which was proposed in [18] in order to formulate a
volume force at each Lagrangian force point instead of a singular force as introduced
in the original IBM in [15]. The motion of the non-resolved particles is impacted
in the current study only by Stokes drag force, considering that the particle to fluid
density ratio is high (ρp/ρ ∼800). Therefore, Saffman and Magnus lift forces can
be neglected,
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∂U m
i

∂t
= ũi − U m

i

τp
. (6)

For the fully resolved solid sphere particles moving in incompressible fluid and
simulated with immersed boundary, the conservation equations of linear and angular
momentum shown in [12, 18] are used, neglecting gravity,

V m
c

(
ρm

p − ρ
) dUm

dt
= −ρ

NL∑

l=1

F(Xm
l )ΔV m

l , (7)

I m
c

dΩm

dt
= −ρ

NL∑

l=1

(
Xm

l − Xm
c

) × F(Xm
l )ΔV m

l +ρ
d

dt

∫

Sm

[(
x − Xm

c

) × u
]

dx, (8)

where I m
c , Xm

c and Xm
l are the m-th particle moment of inertia, center position and

location of the distributed points over each particle that describe particle surface
[12], respectively. The variables Um , Ωm , ρp and V m

c are the particle translational
velocity, rotational velocity, density and volume, respectively. In Eq. (6), ũ is the
fluid velocity at the particle location, which is obtained by a fourth-order Lagrange
interpolation.

2.1 Particle-Particle Interaction

Particle-particle interaction (collision) has been considered in the fully resolved case
in order to avoid unphysical particle overlapping and penetration. Two different
models have been used and tested: velocity barrier model (VBM [6]),

B(m, j)
U =

⎧
⎪⎪⎨

⎪⎪⎩

− Vre f
dp

[
d2

R−d2
(m, j)

d2
R−d2

p

]2 (
Xm

p − X j
p

)
, if d(m, j) < dR,

0, elsewhere,

(9)

and the hard sphere model (HSM [5, 11]),

mm
p (Um(1) − Um(0)) = J, (10)

m j
p(U j (1) − U j (0)) = −J, (11)

I m
p (Ωm(1) − Ω j (0)) = dm

p n × J, (12)

I j
p (Ωm(1) − Ω j (0)) = d j

p n × (−J), (13)
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where B(m, j)
U is velocity barrier added to the particle velocity before advection,

while dR and d(m, j) = |Xm
p − X j

p| are prescribed and actual distance between m
and j particle centers, respectively. For HSM, U(0), U(1), Ω(0) and Ω(1) are the
particle’s transitional and rotational velocity vectors of the particle before and after
the collision, respectively. In Eqs. (10–13) J and n are the impulsive force exerted on
the particles and the normal vector parallel to the center line between two particles.

2.2 Numerical Schemes

Numerically, the main difference between the point force and fully resolved parti-
cles is how to obtain the force, f in Eq. (1). In the point force approach, the force
in Lagrangian space (Sm) is computed from the particle acceleration (Eq. 6) times
particle mass. Another solution is needed for fully resolved particles. Following [18],
a general discretization can be written as:

un+1
i − un

i

Δ t
= rhsn+1/2

i + f n+1/2
i ∀ x ∈ gh, (14)

and f is computed in Lagrangian space as follows:

Fn+1/2 = Ud − Ũ∗n

Δ t
∀ X ∈ Sm, (15)

Ũ∗n(Xm
l ) =

∑

gh

[
un(x) + Δ t

(
rhsn+1/2(x)

)]
δh

(
x − Xm

l

)
Δx3 (16)

where U d is the desired particle velocity,

Ud(Xm
l ) = Um + Ωm

p ×
(

Xm
l − xm

p

)
. (17)

A pseudo-spectral algorithm is used in the present work to solve the Navier-Stokes
equation, instead of a finite difference method like that used by Lucci et al. [12, 18].
It is thus possible to obtain a high-accuracy solution, but this leads to new challenges
for combining with IBM [13, 14]. In the pseudo-spectral algorithm all the dependent
variables are expanded in a Fourier series over a periodic domain, L3 = (2π)3. The
time-advancing scheme for fluid and particle equations is a third-order, three-stage
Runge-Kutta scheme.

The 3-point approximation of the delta function, δ, is used to interpolate variables
(u, rhs) from Eulerian to Lagrangian spaces, Eq. (16), and to interpolate force, F ,
from Lagrangian to Eulerian spaces, Eqs. (4) and (5). The results discussed below
have been collected over 1283 grid points for flows with Taylor micro-scale Reynolds
number, Rλ = 60, Kolmogorov length scale, η = 0.025, Kolmogorov time scale,
τk = 0.042, integral length scale, Λ = 1.006 and large eddy turn overtime scale,
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τΛ = 0.409. All these quantities are dimensionless. The flow field was generated by
stationary isotropic flow code, and then it is used as an initial field for both stationary
and decaying turbulence. The particles are injected, initially, with the same velocity
as the surrounding flow.

3 Results

In this section the modulation of turbulence due to the presence of solid particles is
discussed comparing the point force approach and the fully resolved approach.

3.1 Point Force Approach (Non-resolved Particles)

Figure 1a–c show the modulation of the turbulence kinetic energy, q2, and its dis-
sipation rate, ε, versus St for stationary turbulence. Additionally, the modulation
of the turbulence kinetic energy and its dissipation rate in decaying turbulence,
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Fig. 1 a Average stationary turbulence kinetic energy and its dissipation rate modulation, b temporal
decaying turbulence kinetic energy modulation, c temporal decaying turbulence kinetic energy
dissipation rate modulation
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Fig. 2 Average stationary
turbulence kinetic energy
and its dissipation rate
modulation
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Fig. 3 Average decaying
turbulence kinetic energy
and its dissipation rate
modulation

φm

q2
/q

2 0,

0 0.1 0.2 0.3 0.4 0.5
0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

q2 / q2
0

respectively, are shown for a constant mass loading, φm = 0.4. The quantities in
Fig. 1 are all normalized with the averaged turbulence quantities (q2

0 and ε0) obtained
for one-way simulations (without particles). For decaying turbulence, the normaliza-
tion relies on the temporal value obtained without particles (q2(t)φ=0 and ε(t)φ=0).
In these figures the kinetic energy and dissipation rate modulation are qualitatively
similar considering either stationary or decaying turbulence as long as St ≥ 1. These
observations are consistent with observations from the literature [1, 2, 4, 7–10, 17].
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3.2 Fully Resolved Approach

The particles considered with the fully resolved approach are always with St � 1 and
d/η � 1: 35 ≤ St ≤ 120, 1.5 ≤ ρp/ρ ≤ 5, d/η = 20, NL = 1,200 and Np = 350.
At the opposite of the results found with the point force approach, stationary and
decaying turbulence lead now to different modulation behaviors. Figures 2 and 3 show
the time average of kinetic energy and its dissipation rate in stationary and decaying
turbulence, respectively. In stationary turbulence, the kinetic energy and dissipation
rate decrease monotonically with particle mass loading (Fig. 2). On the other hand,
in decaying turbulence the kinetic energy decreases only slightly with mass loading
before remaining quite constant, whereas the dissipation rate increases monotonically
with mass loading (Fig. 3). We attribute the enhancement in decaying turbulence
dissipation rate to the local enhancement in turbulence small scale structure (at a size
of the order of particle diameter), which is due to the presence of the particles and
thus increases with mass loading. This local turbulence enhancement cannot expand
up to a global enhancement in stationary turbulence because of the artificial force
added to keep turbulence stationary (further details and a spectrum analysis can be
found in [3]).

Figures 2 and 3 were obtained from simulation using VBM to prevent particle
overlapping. Changing now the collision model to HSM, the turbulence large scale
quantities are not much changed, as it can be seen from Fig. 4, which shows the
temporal turbulence kinetic energy modulation with HSM and VBM compared to
that without particles (φm = 0.00). However, the turbulence kinetic energy dissi-
pation rate (a small scale property), shows a high sensitivity to the collision model
(Fig. 5). For all cases considered up to now, HSM and VBM show qualitatively the
same modulation trend, but lead to noticeable quantitative differences for small-scale
properties.

Fig. 4 Effect of collision
model (HSM or VBM) on the
temporal decaying
turbulence kinetic energy
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Fig. 5 Effect of collision
model (HSM or VBM) on the
temporal decaying
turbulence kinetic energy
dissipation rate
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4 Conclusions

Considering fully resolved particles in the simulation, decaying and stationary turbu-
lence lead to different evolutions of the key turbulence properties. On the other hand,
decaying and stationary turbulence lead to identical qualitative trends when modeling
particles with a point-force approach. These discrepancies and the connected issue
of the particle’s Stokes number must be elucidated in further studies. The collision
model needed to avoid artificial particle overlapping shows a significant effect on
the small-scale turbulence statistics, particularly on the dissipation rate. Therefore, it
appears to be particularly important to check small-scale turbulence properties when
developing and testing models suitable for four-way coupling simulations.
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A Hybrid Stochastic-Deconvolution Model
for LES of Particle-Laden Flow

W.R. Michałek, J.G.M. Kuerten, J.C.H. Zeegers, R. Liew,
J. Pozorski and B.J. Geurts

1 Introduction

In recent years numerical simulation methods have been developed for the study of
particle-laden turbulent flows. For large numbers of small particles the details of the
flow around each particle cannot be resolved, and a point-particle approach has to
be adopted, in which correlations for the forces exerted by the fluid on a particle are
used [1]. In direct numerical simulation (DNS) all scales of the fluid floware resolved.
Large-eddy simulation (LES) can be performed at higher Reynolds numbers because
in LES only the larger eddies are resolved. The absence of the small scales in the
flow requires a sub-grid scale (SGS) model for the fluid.

The missing scales in LES affect the motion of small particles present in the flow
and can only be neglected when the particle relaxation time is large compared to
the Kolmogorov time scale and to the time scales of the smallest resolved scales.
The missing effect of SGS on the particles leads to discrepancies in the prediction
of turbulent dispersion and of turbophoresis [3].

The influence of the missing SGS can be modeled by an SGS model for parti-
cles. Two types of SGS models have been developed in the past. The first type is a
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stochastic model for the unresolved scales [5]. The second type of SGS models is
based on approximate deconvolution. The deconvolution of the filtered fluid veloc-
ity in LES allows to recover the energy up to the smallest resolved scales [3]. The
SGS model for particles based on ADM improves the prediction of statistical parti-
cle quantities substantially in channel flow at lower Reynolds numbers. However, at
higher Reynolds numbers the improvement is less satisfactory [4].

In 2012, Geurts and Kuerten [2] investigated ideal stochastic forcing of particles
in LES of particle-laden channel flow in which the drag force exerted by the fluid
on the particles is the only relevant force. The investigation was based on the results
of DNS of particle-laden turbulent channel flow at Reynolds numbers: Reτ = 150,
395, and 950 and for different particle sizes corresponding to a range of Stokes
numbers, i.e., particle relaxation time in wall units, St = 0.2, 1, 5 and 25. They
decomposed the fluid velocity u at the particle position into two contributions: the
known deconvolution of the filtered fluid velocity (u∗) and δu∗ = u − u∗, which
needs to be modeled. Hence, the particle equation of motion can be written as:

dv
dt

= u∗(x, t) − v
τp

+ δu∗

τp
, (1)

where v is the particle velocity and τp the particle relaxation time. The first term on
the right-hand side involves particle SGS based on ADM [3, 4]. The second term
requires additional modeling. The statistical properties of δu∗, like the root-mean
square (RMS) are basically identical for all investigated Stokes numbers [2].

2 Governing Equations and Numerical Methods

The results of the a priori [2] analysis are used to develop a SGS model for particles,
which is a combination of ADM and a stochastic model. This model is tested on LES
of particle-laden channel flow at Reynolds number Reτ = 950 based on the shear
velocity uτ and half the channel height H . An Eulerian-Lagrangian approach is used
for the fluid and for point particles one-way coupled to the fluid.

Since, the ADM is used as the SGSmodel for the fluid, the incompressible Navier-
Stokes equation is solved in the following rotational form:

∂u
∂t

+ ω∗ × u∗ + ∇ P = νΔu + F − χ(I − QN G)u, (2)

where

u∗
i = QN ui =

5∑

k=0

(I − G)kui (3)

and ui = G ∗ ui is the filtered velocity with filter kernel G. The vorticity field of
the deconvolved velocity is denoted by ω∗ = ∇ × u∗ and P = p/ρ f + 1

2u2 with
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p the fluctuating part of the pressure, ρ f the fluid mass density, and F is the driving
force per unit mass in the streamwise direction parallel to the walls of the channel,
constant in time and space. The filtered velocity field satisfies the continuity equation
for incompressible flow: ∇ · u = 0.

Lagrangian tracking of particles is performed by numerically integrating the equa-
tion: dx(t)/dt = v, together with Eq. (1). A solution of the Langevin equation

dδu∗

dt
= −δu∗

τ
+ Cw(t), (4)

is taken as the model for the stochastic part in Eq. (1) [5]. Here τ is the Lagrangian
correlation time of δu∗, C = δu∗

rms
√
2/τ and w(t) is Gaussian white noise of unit

variance. Both C = δu∗
rms and τ follow from the a priori analysis [2]. The basic

hybrid stochastic-deconvolution model presented above does not satisfy the well-
mixed condition [6]. Therefore, an extension of the model is proposed to retain
an initial uniform distribution of passive particles at later times. The well-mixed
condition can be satisfied similarly as Thomson proposed [6]. It leads to an extra
term in the stochastic equation for the wall-normal component of δu∗

y :

dδu∗
y

dt
= −δu∗

y

τ
+ Cw(t) + f (St)

d(σ ∗
y )2

dy

(

1 + 1

2

(δu∗
y)

2

(σ ∗
y )2

)

, (5)

where y is the wall-normal coordinate and σ ∗
y is the RMS of δu∗

y obtained from the a
priori results [2]. The extra term is multiplied with a function of the Stokes number
f (St) to have the possibility to attenuate the effect of the well-mixed term for larger
Stokes numbers if necessary. This function should be between 0 and 1. To satisfy the
well-mixed condition for passive particles, f (0) should be equal to 1.

The initial state of the particles is a random uniform distribution with the particle
velocity equal to the fluid velocity at the particle position and the initial value of
δu∗ chosen randomly from a Gaussian distribution with the same RMS as obtained
in the a priori results. The diameters of the particles are chosen in such a way that
the corresponding Stokes numbers are equal to: 0.2, 0.4, 0.7, 1, 1.5, 2, 3, 4, 5, 6, 8,
and 25. For each size, 64,000 particles are tracked. Statistical results of the particles
are averaged over the two homogeneous directions and over time in the statistically
steady state and presented as functions of the wall-normal coordinate.

3 Results

Figure1 shows the wall-normal component of δu∗
rms as a function of the wall-normal

coordinate in wall units y+. The differences between the a priori results for the
four different Stokes numbers are small, but clearly visible [2]. A good agreement
between a priori and a posteriori results for δu∗

y,rms means that the hybrid stochastic-
deconvolution model works well and yields the correct statistical results for δu∗.
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Fig. 1 δu∗
y,rms as a function

of the wall-normal
coordinate in wall units for
Reτ = 950; dotted a priori
St = 0.2, solid a priori
St = 1, dashed a priori
St = 5, dashed-dotted a
priori St = 25, ◦ a posteriori
St = 1 with f (1) = 0.6
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In spite of the weak dependence of δu∗
rms on Stokes number, it turned out that

small deviations in C in Eq. (4) result in significant changes in the statistical particle
results, especially in the prediction of particle concentration. Therefore, we used the
separate a priori results for each Stokes number.

In general, all statistical particle velocity properties are similar or slightly improved
by the use of the hybrid stochastic-deconvolution model (Eq. (4)) in comparison to
the results of the SGS model for the particles with only the ADM in the particle
equation of motion. For the biggest particles considered here (St = 25) also the
prediction of the particle concentration is very accurate. However, the turbophoresis
effect is strongly overpredicted for smaller particles, especially with St ≤ 1.

The stochastic model does not satisfy the well-mixed condition [6] and it results in
overprediction of the particle concentration close to the wall. Moreover, for inertial
particleswith small Stokes numbers and especially for passive particles,which follow
the fluid flow exactly, the use of the stochastic model to generate the unfiltered
fluid velocity at the particle position results in a continuous increase in particle
concentration near the walls, in contrast with the DNS results.

The concentration results for St = 0.2 are in a very good agreement with the DNS
results when the well-mixed term is added to the basic hybrid model and f (0.2) = 1.
However, the situation is different in case of larger particles. Figure2 shows the
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2/ν
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Fig. 2 The particle concentration close to the walls as a function of time in wall units, t+, for
St = 1; solid DNS, dotted LES with ADM for particles, ◦ LES with ADM and stochastic model
for particles, + LES with ADM and stochastic model with the well-mixed term for particles, x LES
with ADM and stochastic model with f (1) = 0.6 for particles
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particle concentration close to the walls for particles with St = 1 as a function of
time in wall units t+ = tuτ

2/ν, for the results with Eq. (5). The effect of the extra
term is indeed a decrease of the particle concentration close to the walls. We find
that only for passive particles and inertial particles with St � 1 the prediction of the
particle concentration close to the walls is in close agreement with DNS results. For
larger particles the decrease of the concentration close to the walls is too large. This
underestimation increases with increasing Stokes number and the extra term is only
required for smaller particles and should be reduced in magnitude for inert particles.
Therefore, we propose to multiply the extra term with a function of Stokes number,
f (St), which equals 1 for St = 0 and monotonically decreases to zero. Figure2
shows that a very good agreement with the DNS results is obtained if f (1) = 0.6.

For larger particles, we chose the optimum values of f (St) which give the best
agreement in the statistically steady state. Figure3 shows the results of this investi-
gation which are well described by f (St) = exp(−St/2).

The phenomenon of turbophoresis and all quantities related to it are caused by the
mean relative particle velocity in the wall-normal direction, which is a consequence
of the inhomogeneity of the turbulence. Figure4 presents the mean relative particle
velocity as a function of the distance from the wall in wall units, y+, for St = 1.
The addition of the stochastic model in the particle equation of motion that includes
the well-mixed term for particles results in a significant improvement of the mean
relative particle velocity. The stochastic model has no influence on the streamwise
particle velocity (mean and RMS). However, the stochastic model improves the RMS

Fig. 3 The optimum values
of f (St) (markers) and a
general trend (solid)

0 5 10
0

0.5

1

St

f(
St

)

Fig. 4 The mean relative
particle velocity as a function
of y+ for St = 1; solid DNS,
dotted LES with ADM for
particles, dashed LES with
ADM and stochastic model
with f (1) = 0.6 for particles
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Fig. 5 The RMS of the
wall-normal particle velocity
as a function of the
wall-normal coordinate in
wall units for St = 1; solid
DNS, dotted LES with ADM
for particles, dashed LES
with ADM and stochastic
model with f (1) = 0.6 for
particles 0 200 400 600 800
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Fig. 6 The RMS of the
spanwise particle velocity as
a function of the wall-normal
coordinate in wall units for
St = 1; solid DNS, dotted
LES with ADM for particles,
dashed LES with ADM and
stochastic model with
f (1) = 0.6 for particles
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of the wall-normal and spanwise particle velocity. Figures5 and 6 show the RMS
of the wall-normal and spanwise particle velocity respectively as a function of the
distance from the wall in wall units, y+, for St = 1. The well-mixed term does not
affect the results for the streamwise and spanwise particle velocity and the influence
on the wall-normal component is barely visible.

The results for other Stokes numbers are very similar. In all cases the hybridmodel
shows a better agreement with DNS results for the wall-normal and spanwise particle
velocity fluctuations compared to simulations in which only the ADM is applied in
the particle equation of motion.

4 Conclusions and Discussion

We developed a hybrid stochastic-deconvolution model for the particle equation of
motion in LES of particle-laden turbulent flow. The coefficients in the stochastic part
of the model are based on a priori results of DNS of the same flow.

For particles with small Stokes number an important requirement is that the sto-
chastic model satisfies the well-mixed condition, but for larger particles the inclusion
of the well-mixed term in the model deteriorates the results. The proposed a Stokes-
number dependent well-mixed term yields good agreement between LES and DNS
results for all Stokes numbers.
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Direct Numerical Simulation
of a Compressible Multiphase Flow
Through the Eulerian Approach

M. Cerminara, L.C. Berselli, T. Esposti Ongaro and M.V. Salvetti

1 Introduction

Thiswork is part of a long-termproject concerningmodeling, simulation and analysis
of particle-laden turbulent plumes, motivated by the study of the injection of ash
plumes in the atmosphere during explosive volcanic eruptions. Ash plumes repre-
sent indeed one of the major volcanic hazards, since they can produce widespread
pyroclastic fallout in the surrounding inhabited regions, endanger aviation and con-
vect fine particles in the stratosphere, potentially affecting climate. Volcanic plumes
are characterized by the ejection of a mixture of gases and polydisperse particles
(ranging in diameter from a few microns to tens of millimetres) at high velocity
(100–300 m/s) and temperature (900–1,100 ◦C), resulting in an equivalent Reynolds
number exceeding 107 (at typical vent diameters of 10–100 m) [10]. Estimates of
the particle concentration in the plume [11] suggest that particle volume fraction
decreases rapidly above the vent by the concurrent effect of adiabatic expansion of
hot gases and turbulent entrainment of air, down to values below 10−3, at which
plume density becomes lower than atmospheric density.

To simulate such phenomenon bymeans of a fluid dynamic model, Direct Numer-
ical Simulation (DNS) and a Lagrangian description of particles are beyond our
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current computational capabilities. Following [9], we therefore describe the eruptive
mixture by adopting a multiphase flow approach, i.e., solid particles are treated
as continuous, interpenetrating fluids (phases) characterized by specific rheologi-
cal properties. For each phase, the Eulerian multiphase balance equations of mass,
momentum and energy are considered. A Large Eddy Simulation (LES) framework,
requiring the specification of sub-grid closure terms, is used to account for turbu-
lence. Even by adopting such an approach, however, the description of a large number
of Eulerian phases is still extremely computationally costly and has not allowed, so
far, to perform reliable multiphase LES of volcanic plumes.

The aim of the present work is to formulate a faster, Eulerian multiphase flow
model able to describe the most relevant non-equilibrium behaviour of volcanic
mixtures (such as the effect of the grain-size distribution on mixing and entrainment,
particle clustering and preferential concentration of particles by turbulence) while
keeping the computational cost as low as possible, in order to achieve a sufficient
resolution to perform reliable LES at the full volcanic scale.

In Sect. 2, we discuss a hierarchy of multiphase flow models, their potential and
limits. Among them, a quasi-equilibrium model based on a first-order asymptotic
expansion of model equations in powers of τs (the particle equilibrium time, [2])
is preferred in the context of volcanic plume simulations. Section3 focuses on the
capability of such models to describe gas-particle homogeneous and isotropic turbu-
lence in compressible regime. Finally, we discuss the properties of the Favre-filtered
models and the a-priori estimates of sub-grid terms, which is preliminary to the
formulation of a closure model for LES of volcanic plumes.

2 Eulerian Multiphase Flow Models

In order to use Eulerian models, we first discuss the physical constraints that char-
acterized volcanic plumes. (1) Grain size distribution can be discretized into a finite
number of particulate classes. (2) Particles are heavy, i.e., ρ̂s/ρ̂g � 1 (ρ̂s ≈ 400–
3,000 kg/m3), where the hat denotes the density of the phase material. (3) Each class
can be described as a continuum (Eulerian approach), i.e., the mean free path is much
smaller than, say, the numerical grid size). (4) Low concentration: particle volume
fraction εs = Vs/V < 10−3. Under such conditions, particles can be considered
as non-interacting (pressure-less) or weakly-interacting (small pressure term). As a
consequence of 2 and 4, the bulk densities (ρg = (1 − εs)ρ̂g and ρs = εs ρ̂s) can be
of the same order of magnitude (about 1 kg/m3 or less).

Following the same approach described in [1], we can build a hierarchy of models
based on the ratio between a particle characteristic equilibrium time τs and a char-
acteristic time of the fluid flow τη (which can be the Kolmogorov time in the case of
developed turbulent flows, or a large eddy turnover time).

Moreover, to simplify our analysis, we will assume in the following that the
flow is iso-entropic (i.e., we neglect the initial explosive phase, which affects only
the first hundreds of metres above the vent), and we consider a barotropic model,
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thus avoiding to solve the full energy equation. This approach is widely used in
atmospheric and plume models and verified by experiments [6, 11].

Barotropic Eulerian-Eulerian model: For small relative Reynolds number,
ρg|us − ug|ds/μ < 1 (where ds is the particle’s diameter, μ and ρ are gas density
and dynamic viscosity and ug and us are the gas and solid phase velocities) the
drag force between the gas and a solid phase can be expressed by the Stokes law
fd = ρs(us − ug)/τs and particle relaxation time is defined by τs = ρ̂sd2

s /18μ.
When τs is of the same order of magnitude as τη, the fully coupled multiphase

flow equations must be considered. For a two-phase (monodisperse) mixture, the
system of mass and momentum balance equations reads:

∂tρg + ∇ · (ρgug) = 0, ∂tρs + ∇ · (ρsus) = 0, (1)

∂t (ρgug) + ∇ · (ρgug ⊗ ug + pg I) − ∇ · σ = ρs
τs

(us − ug) + ρgg, (2)

∂t (ρsus) + ∇ · (ρsus ⊗ us + ps I) − ∇ · π = −ρs
τs

(us − ug) + ρsg, (3)

where the subscripts g and s represent the gas and solid phase, respectively, the pres-
sure terms ps and pg are given by the barotropic model as p = p0(ρ/ρ0)

γ (but the
exponent γ may be different), π = μsρs ∇symus , σ = μ

(∇Symug − 2
3∇ · ug I

)
and

γ (γs) is the specific heat ratio of the gaseous (solid) phase. Here g is the gravitational
acceleration, which has not been considered in the following simulations.

Fast Eulerian model: for smaller (but non negligible) τs , it is possible to insert a first-
order approximation of the particle velocity into the Eulerian-Eulerian equations:
us = ug − τsag , where ag = D

Dt (ug) − g is the gas phase acceleration (cf. [2]).
This allows to reduce the number of model equations to one single momentum

equation for the mixture plus N equations for mass conservation. By assuming also
local thermal equilibrium, we get the following system, again written for a two-phase
mixture for the sake of simplicity (here ρm ≡ ρg + ρs):

∂tρg + ∇ · (ρgug) = 0, ∂tρs + ∇ · (ρsus) = 0, (4)

∂t (ρmug) + ∇ · (ρmug ⊗ ug + pI) − ∇ · σ = ρmg + τs∇ · (ρsag)ug. (5)

Dusty Gas model: Finally, when τs is negligible, the fast Eulerian model reduces
to the so-called dusty-gas model [5], in which all phases have the same velocity.
As predicted by the theory, preliminary simulations carried out for turbulent plumes
have shown that the dusty-gas model is not capable of reproducing preferential con-
centration and the effect of particle inertia on turbulent mixing. Therefore, such a
model does not appear to be well suited to our purposes, and, hence, the results of
the dusty-gas model will not be shown herein.

We implemented these models into OpenFOAM®. Since the flow density is vary-
ing in time and space due to the presence of particles, we adopted a robust numeri-
cal scheme to simultaneously treat compressibility, buoyancy effects, and turbulent
dispersal dynamics, which is based on a segregated solution algorithm [3], with
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an adaptive time-stepping. Since we limit our analysis to moderate Marms (up to
0.6), we do not need shock-capturing schemes. Here (·)rms stands for root mean
square.

3 Numerical Results

As a first step for the appraisal of the considered models, we performed numerical
tests by performing DNS of decaying homogeneous isotropic turbulence as reported
in [4, 7]. We consider an initial solenoidal velocity field with spectrum E(k) ∝
(k/k0)4 exp

( − 2 (k/k0)2
)
, k0 = 2 and viscosity μ 	 0.00239 to have the Taylor

microscale λ = 1/2, Reλ = 50 and that the Kolmogorov scale η remains bigger than
the mesh-size: η/Δx ≥ 2.0. The initial velocity field is identical for both the gas
and the solid, the Stokes number at t = 0 is St = 0.02, the specific-heat ratios are
γ = 1.4 and γs = 1 and the solid phase viscosity μs = 10−8. Since ρs = ρg = 1,
the inertial forces of particles are significant in the flow dynamics.

To validate our simulations in the single-phase case, we compared the energy
spectrum obtained with our code with the one computed by an eighth order scheme
[8]. The comparison is made after one large-eddy turnover time at Marms = 0.2,
we find the L2 norm of the difference between the two spectra is 4.0 × 10−4. This
validates the accuracy of our numerical solver in the single-phase case.

As in [4], we keep the same velocity field in all simulations and modified the
initial homogeneous pressure field in order tomodify theMach number. In the single-
phase case we used Marms = 0.2, 0.5. In the gas-particle case, we keep the same
velocity andpressure fields,modifying in thisway the nondimensional parameters. In
particular the equivalent Reynolds number doubles because the mixture bulk density
moves from ρg = 1 to ρg + ρs = 2, while the equivalent Mach number increases of
a factor 	 1.4 because the speed of sound of the mixture decreases.

Comparison of the two Eulerian models: Fig. 1 shows the time evolution of kinetic
energy and enstrophy obtained in the single-phase case (NSE) and in the two-phase
one by the barotropic Eulerian and fast Eulerianmodels respectively.We first observe
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Fig. 1 Turbulence global properties evolution: kinetic energy (left) and enstrophy (right)
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Fig. 2 Density fluctuations
√〈(ρ − 〈ρ〉)2〉: gaseous phase ρg (left), solid phase ρs (right)

that, as expectedbecause of the doubledRe, the vorticity and the energy are larger than
in the single-phase case. Next, we observe that in our codes the Fast Eulerian model
is less diffusive than the Eulerian one (the enstrophy becomes larger and the turbulent
dissipation is more efficient, cf. [4]). In Fig. 2 we report the evolution of the density
fluctuations, for both the solid and gaseous phases. We find that the presence of a
massive solid phase increases the density fluctuation (the Mach number is modified
by the presence of a solid phase), and that in the Fast Eulerian model the preferential
concentration of the solid particles is stronger than in the Eulerian simulation (the
latter being more diffusive than the former). These differences between the two
models are quite surprising since for the values of theStokes number of the considered
particles they are expected to give close results. A possible cause may be a difference
in the treatment of source term in the two Eulerian models. In particular, the Stokes
coupling between the two phases has been treated explicitly in the Eulerian model,
probably underestimating its fluctuations. This will be further investigated in future
works.

A priori tests: Moving forward, we use the DNS results to evaluate the SGS terms
which would arise in LES. To filter model equations, we have defined a Favre filter
˜ , ˘ , for each phase so that: ρgψ = ρgψ̃ and ρsψ = ρsψ̆ . Using these filters in our
models we get new sub-grid terms, which are evaluated on the DNS results.

In the barotropic Eulerian model, the SGS terms different from zero are:

E1 = ∇ · τ, E2 = ∇ · θ, E3 = ρs(ŭg − ũg)/τs, E4 = a∇(ρ
γ
g − ρg

γ ),

where a = p0/ρ
γ
0 , τ = ρ̄g( ˜ug ⊗ ug − ũg ⊗ ũg), and θ = ρ̄s( ˜us ⊗ us − ŭs ⊗ ŭs). The

subgrid terms E1 and E2 represent the divergence of the classical SGS stress tensor
for the gas and the solid phases respectively, while E3 represents the SGS effects
on the Stokes drag acting on the particles and E4 the barotropic pressure SGS term.
Figure2 shows the time evolution of the r.m.s. of Ei in semi-log scale. The filtering
is made by a top hat filter with radius δ = √

2h.
We observe that the subgrid term related with the barotropic pressure is sig-

nificantly smaller than the others. Hence, in addition to the terms present in the
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Fig. 3 Barotropic eulerian: evolution of the RMS of Ei at Mach = 0.35 (left), barotropic fast
eulerian: evolution of the RMS of FEi at Mach = 0.28 (right)

mono-phase case, also the Stokes force of interaction between the two phases is of
the same order of magnitude and requires LES modeling (Fig. 3).

In the case of the Fast Eulerian model, different terms comes out from the Favre
filtering operation. In particular, we have:

FE1 = ∇ · ρ̄g( ˜ug ⊗ ug − ũg ⊗ ũg),

FE2 = p − p0(ρg/ρ0)
γ ,

FE3 = ∂t (ρs(ŭg − ũg)),

FE4 = ∇ · ρ̄g( ˘ug ⊗ ug − ũg ⊗ ũg),FE5 = τS

[
∇ · (ρsag)ug − ∇ · (ρs ãg)ũg

]

As in the other case the subgrid term related with the barotropic pressure is signif-
icantly smaller than the others. The other terms require LES modeling and we can
observe that they are of the same order of magnitude of the relevant terms appearing
in the Eulerian case.
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DNS of Turbulent Bubbly Downflow
with a Coupled Level-Set/Volume-of-Fluid
Method

M. Kwakkel, W.-P. Breugem and B.J. Boersma

1 Introduction

Turbulent bubbly and droplet-laden flows are abundant in industry and nature.
Examples are bubble column reactors [1], spray combustion systems [2] and rain
clouds [3]. The interaction between the bubbles/droplets and the surrounding tur-
bulent carrier flow is complex and still not well understood, in particular when the
bubbles/droplets have a finite-size (relative to the Kolmogorov scale) and when the
bubble/droplet volume concentration is not dilute [4, 5]. Visibility constraints ham-
per optical measurements of the velocity field inside dense two-phase flows. Direct
Numerical Simulation (DNS) provides an alternative to obtain detailed insight in
the structure and dynamics of such flows. Though DNS of turbulent two-phase
flows is computationally demanding, it is currently getting in reach because of
the ever increasing computing power and the development of efficient numeri-
cal methods. Recent DNS studies on turbulent bubbly flow in a vertical plane
channel have been reported by Lu and Tryggvason [6–8] and Bolotnov et al. [9].
In the present DNS study we consider the same flow geometry with a turbulent
downflow.

Popular methods for DNS of flows laden with finite-size and deformable bubbles
are front-tracking and front-capturing methods. In front-tracking methods marker
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particles are used for an explicit discrete approximation of the bubble interface
[10]. In front-capturing methods the interface is implicitly represented by either
an iso-surface of a smooth phase indicator (Level-Set) function or by the local volume
fraction of the dispersed phase (Volume-of-Fluid function) [11, 12]. Changes in the
interface topology are automatically dealt with in front-capturing methods, while
front-tracking methods require regular re-meshing of the marker particles on the
interface. Front-capturing methods seem therefore to be better suited when coales-
cence and break-up events are frequent [13].

For the present DNS study we make use of the multiple marker Coupled Level-
Set/Volume-of-Fluid (CLSVOF) method of Coyajee and Boersma [14] and modi-
fied by Kwakkel et al. [15, 16], based on the original CLSVOF method introduced
by Sussman and Puckett [17]. The CLSVOF method combines the sharp interface
representation of the Level-Set method with the mass-conserving interface repre-
sentation of the Volume-of-Fluid method. Recently, the method was extended with
a coalescence/break-up module [16] based on the film-drainage model of Zhang
and Law [18]. The aim of the present study is to determine the applicability of the
CLSVOF method to DNS of turbulent bubbly down flow in a vertical plane chan-
nel laden with O(103) deformable bubbles. Coalescence and break-up of bubbles is
currently not taken into account.

The reason to study turbulent bubbly down flow in a vertical plane channel
is that both experimental and numerical data is available for comparison. Lu and
Tryggvason [6] were the first to perform DNS of this flow geometry with help of
a finite-volume/front-tracking method. They considered cases of up to 72 bubbles
(corresponding to a bubble volume fraction of 6%) with the undeformed bubble
diameter equal to d+ ≡ ρld uτ /μl = 31.8 (i.e., finite-size bubbles) at a friction
Reynolds number Reτ ≡ ρl h uτ /μl = 127.3 (based on the wall friction velocity uτ

and the half-channel height h). The Morton and Eötvös numbers were chosen such
that the bubbles remained nearly spherical. The liquid/bubble mass density ratio was
10 and the dynamic viscosity ratio taken equal to 1, which is rather low. The simula-
tion results showed that a lift force acts on the bubbles that drives them towards the
core of the channel, thus leaving the wall regions bubble-free. This process keeps
on going until the core of the channel is in hydrostatic equilibrium and the bubble
distribution is nearly uniform. At statistical equilibrium the mean liquid and bub-
ble velocity profiles are almost uniform in the core region of the channel with the
mean liquid velocity profile exhibiting a slight peak near the walls. These results for
the mean velocity profiles and the mean bubble volume fraction are in qualitative
agreement with previously reported experiments [19–22].

Different from the study of Lu andTryggvason [6] in the present studywe consider
air bubbles in water with a much higher water/air mass density and viscosity ratio.
However, as will be discussed later the high mass density ratio chosen in our study
is probably responsible for numerical instabilities. The remainder of this paper is
organized as follows. In the next section the governing equations and details of the
numerical method are given. The subsequent section deals with the simulation setup
and some preliminary results are presented. Finally, the conclusions are given.
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2 Governing Equations and Numerical Method

The governing equations are the incompressible Navier-Stokes equations for both
the liquid and the bubble phase:

∇ · u = 0 , (1)

∂u
∂t

+ ∇ · uu = − 1

ρ
∇ p + 1

ρ
∇ ·

(
μ

(
∇u + ∇uT

))
+ g , (2)

where g is the gravitational acceleration. These equations have be solved subject to
the following conditions on a bubble interface:

[u]Γ = 0 , (3)
[
−pn + μ

(
∇u + ∇uT

)]

Γ
= −σκΓ n , (4)

where the brackets denote the jump of the respective quantity over the interface
Γ (from the liquid to the bubble phase), n is the unit normal pointing into the
bubble phase, κΓ ≡ −∇ · n is the interface curvature and σ is the surface tension
coefficient. In our CLSVOF method the viscosity is regularized over the interface
and consequently Eq. (4) can be simplified to [23]: [pn]Γ = σκΓ n.

In the CLSVOF method the variation in density and viscosity over an interface
is computed from the Level-Set (LS) function φ, defined as the signed distance to
the interface. Assuming that the two phases are immiscible, the following equation
holds for the location of the interface (φ = 0):

∂φ

∂t
+ ∇ · uφ = 0 . (5)

TheLS function yields a sharp representation of the interface, though it iswell-known
that it is not mass-conserving. For that reason we combine it with the Volume-of-
Fluid (VOF) method, which is mass-conserving by construction though its interface
representation is diffuse. In the VOF method the following mass conservation law is
solved for the bubble volume fraction ψ :

∂ψ

∂t
+ ∇ · uψ = 0 . (6)

In the CLSVOF method both Eqs. (5) and (6) are solved. At every time step the
new LS function is then corrected for mass conservation with help of the computed
VOF function. Next, the corrected LS function is reinitialized to obtain the correct
distribution of the LS function around a bubble interface. Because of the correction
for mass conservation, the LS function is non-smooth and hence we make use of
the VOF function to compute the interface curvature from a second-order accurate
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height-functionmethod.More details of theCLSVOFmethod canbe found elsewhere
[14–16, 24].

The above set of equations is solved with a finite-volume method on a fully
staggered and uniform Cartesian grid. A second-order accurate pressure-correction
method is used to integrate the Navier-Stokes equations in time. Spatial gradients
are discretized with help of the second-order accurate central-differencing scheme.
The Poisson equation for the correction pressure in the pressure-correction method
is solved with an Incomplete Cholesky preconditioned Conjugate Gradient (ICCG)
method, where the preconditioning has been extended with a deflation method for
reason of computational efficiency [15]. For the advection of the LS and VOF func-
tions a second-order accurate conservative operator split advection scheme is used.
More details on the numerical method can be found in [14–16, 24].

3 Simulation Setup and Results

The flow geometry is a vertical plane channel containing 384 air bubbles dispersed
in water. The number of air bubbles remains constant throughout the simulation
(no coalescence). The channel dimensions are 6h × 4h × 2h in the streamwise
(x), spanwise (y), and wall-normal (z) direction, respectively. The friction Reynolds
number is set to Reτ = 180. The flow is directed downwards and pressure-driven.
The undeformed bubble diameter is d = 0.2h or d+ = 36. The bubble volume
fraction is approximately 3.35%. The air/water mass density ratio and the dynamic
viscosity ratio are 1.225 × 10−3 and 0.018, respectively. The Froude number is set
to Fr ≡ u2

τ /gh = 0.0264. The Weber number is W e ≡ ρlu2
τ h/σ = 0.0888.

The flow is resolved on a fully-staggered uniform Cartesian grid with 720 ×
480×240 cells, corresponding to a grid cell dimensionΔx+ = 1.5 and d/Δx = 24.
Periodic boundary conditions are used in the streamwise and spanwise directions and
the no-slip/no-penetration conditions for thewalls. First, the simulationwas run in the
absence of bubbles (single-phase flow). After statistical convergence was achieved,
the 384 bubbles were placed in the channel and the simulation was continued.

A snapshot of the bubble distribution and a cross-section of the flow is shown
in Figs. 1 and 2 depicts a close-up of the flow around a few bubbles. Though the
flow is not yet statistically converged, the bubbles tend to move towards the core
of the channel as expected [6]. However, as mentioned in the introduction section,
numerical instabilities are observed in the simulation.Occasionally very large upward
velocities are observed within some bubbles, whereas all bubbles are expected to be
dragged downwards along with the flow. The flow field is still divergence-free, but
due to the artificially high velocities inside some bubbles the time step becomes
occasionally very small to satisfy the CFL time step criterion for numerical stability.
The observed numerical instabilities appear to originate from an inconsistency in the
spatial discretisation of the advection ofmomentum and the advection ofmass, which
becomes apparentwhen themass density ratio is very large.While the advective terms
in the equations for theLSandVOF functions are discretized in conservative form, the
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Fig. 1 Instantaneous bubble
distribution and streamwise
velocity (normalised with uτ )
in a plane perpendicular to
the channel walls

Fig. 2 Close-up of velocity
field around a few bubbles in
plane shown in Fig. 1. Grid
lines indicate the resolution
with which the flow is
resolved
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advective term in the momentum equation (i.e., the second term on the left-hand side
of Eq. (2)) is discretized in non-conservative form. Consequently, small errors in the
position of the interface (LS function) can result in spurious interfacial momentum
transfer when the mass density ratio is high [25]. In recent literature a few remedies
have been proposed to improve the coupling of the mass and momentum transport
[25–27], which we plan to investigate in more detail in future.

4 Conclusions

The CLSVOF method has been applied to DNS of a turbulent bubbly downflow
in a vertical plane channel. The flow contained 384 air bubbles dispersed in water.
Numerical instabilities have been observed, probably caused by the high water/air
mass density ratio. This problemcanpresumably be solvedby improving the coupling
of the LS/VOF and momentum fields.
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Particle-Laden Turbulent Channel
Flow with Wall-Roughness

B. Milici, M. De Marchis, G. Sardina and E. Napoli

1 Introduction

Turbulent flows transporting a dispersed-phase are found in many environmental
applications and engineering devices. Particle-laden flows are characterized by sev-
eral peculiar phenomenologies such as preferential particle concentration and turbu-
lence modulation of the carrier-phase due to the presence of the inertial particles [1].

Preferential particle concentration appears in the form of small-scale clustering
and turbophoresis. Small-scale clustering consists of loss of spatial homogeneity of
the particle distribution due to the combination between particle inertia and turbu-
lent fluctuations. On the other hand, turbophoresis is the turbulence-induced particle
accumulation towards to the wall, for a review of this phenomenology see [2]. It is
important to underline that while small-scale clustering occurs in both homogeneous
and inhomogeneous flows, turbophoresis is a distinctive feature of particle disper-
sion in wall-bounded flows. Despite this two processes are separately addressed
commonly they occur simultaneously in wall bounded flows, where they form dif-
ferent aspects of the same process as described in [3]. The main parameter that
controls inertial particle dynamics in turbulent flows is the so-called Stokes number,
that is the ratio between the particle relaxation time τp and a characteristic time of the
turbulent flow. Usually, the small-scale clustering is controlled by the Kolmogorov
Stokes number Stη, based on the smallest characteristic turbulence time scale, while
the turbophoresis is influenced by the viscous Stokes number St+ = τpν/U 2

τ where
ν is the kinematic viscosity andUτ is the friction velocity. In particular, themaximum
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wall accumulation is reached by particles characterized by St+ ≈ 25, at least in flat
wall configurations.

Turbulent flows of engineering and environmental interest are frequently bounded
by solid irregular rough walls. Nevertheless, to the best knowledge of the authors,
the study of small-scale clustering and turbophoresis, deeply investigated in the
last years by means of Direct Numerical Simulations, has been usually focused
on turbulent channel and pipe flows with flat and regular walls. On the other hand,
experimental and numerical researches of turbulent flowover irregular rough surfaces
weremainly focused on the understanding of the effects of the roughness on themean
current, while the interaction between the irregularities and the dispersed particle
was neglected. The main effect of a rough wall on the turbulent flow consists on
the downward shift of the streamwise mean velocity profile in the log region, while
it is not clear how can modify the interaction between the dispersed-phase and the
carrier-phase. In this paper, we want to explore this issue, analysing the effects of
rough walls on the particle dynamics in turbulent channel flows especially in terms
of preferential particle wall accumulation.

2 Description of Numerical Method

The turbulent channel flow is studied using theDNSapproach. TheNavier-Stokes and
continuity equations are resolved using a finite-volume numerical code PANORMUS
[4]. The numericalmodel,which is second-order accurate both in time and space, uses
the explicit Adams-Bashforthmethod for the time advancement of the solution, while
the fractional-step technique is used to overcome the pressure-velocity decoupling
typical of incompressibleflows.To accelerate the convergenceof the pressurePoisson
equation, a line-SOR technique in conjunction with a multigrid V-cycle accelerator
is used (details on the numerical procedure can be found in [5]). The numerical
simulations are performed using structured boundary-fitted grids. Periodic boundary
conditions are imposed in both the streamwise and spanwise directions, while the
no-slip condition is enforced at the walls.

The inertial particles are evolved in a Lagrangian framework. We introduce the
following simplifying hypothesis: every particle is assumed to be a rigid sphere
with diameter smaller than the Kolmogorov turbulence scale and with density ratio
respect to the fluid order 1,000, gravity is neglected. Under this assumption the
particle motion equation reads:

dvp

dt
= u(xp(t), t) − vp

St
; dxp

dt
= vp (1)

where vp and xp denote velocity and position of the pth particle, respectively. The
Stokes number St is defined as the ratio between the particle response time τp =
ρp d2

p/(18ρν), with dp the particle diameter and ρp its density, ρ is the fluid density
and the integral time scale h/Uτ , where h is the channel half-height. The interpolation
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of the fluid velocity at particle position u(xp(t), t) is based on the use of the Taylor
expansion of the fluid velocity function u f

i about the fluid node closest to the particle
position up to the order of accuracy required by the DNS solver. The numerical
integration of positions and velocities is performedwith theAdam-Bashforth scheme
of the carrier phase. We consider the particles to be very diluted to neglect two-way
coupling effects on the carrier phase and particle collisions. The interaction between
the dispersed phase and the solid walls of the channel aremodeled as elastic rebounds
occurring when the particle surface hits the wall. In the rough case, the application
of the same methodology requires some preliminary evaluations in terms of the
identification of the collision plane. In this paper a simple, but robust, procedure is
used taking into account for the specific irregular shape of the boundary, designed in
order to univocally identified the collision plane.

Two DNS were performed at friction Reynolds number Reτ = 180 differing
just for the rough level of the walls with fixed pressure gradient. The size of the
computational domain is 4πh × 4πh/3 × 2h in streamwise, spanwise and wall-
normal directions, with a resolution of 256× 128× 128 grid points for both flat and
rough simulations. One simulation involves classical completely flat wall while in
the other 2D irregular roughness was set considering superimposition of sinusoidal
functions with random amplitudes given by:

r(x1) =
n∑

i=1

An sin

(
2nπx1

L/2

)
(2)

where x1 is the streamwise coordinate, r(x1) is the wall distance from the flat ref-
erence surface, L is the channel length, n is the number of sinusoidal functions, An

and L/2n are the amplitude and the wavelength of the n-th function, respectively. In
Fig. 1 a 3D representation of the rough walls is shown, it was obtained considering
four different wavelenghts.
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Fig. 1 3D plot of the channel domains for the 2D irregular roughness
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Six particle populations are evolved differing for the Stokes number St+ = 0.5, 1,
5, 10, 25, 50 for both flat and rough configurations.

3 Results

The comparison between the particle distribution obtained in flat and rough walls is
shown. The mean normal profiles of particle concentration is shown in figure. The
particle concentration C∗ = C/C0 is defined as the number of particles per unit
volume and normalized with the bulk concentration C0 that it is the total number
of particles divided the total volume of the channel. The wall normal coordinate is
normalized in inner units z+. Purely fluid particles St+ = 0, not shown here, are
characterized by a uniform mean particle concentration so that C∗ = 1. In the left
panel of Fig. 2, for the flat case, the particles with finite inertia show a value of nor-
malized concentration in the viscous region that is almost 300 times the value of
the uniform distribution. These is a signature of the turbophoretic phenomenology
consisting in the preferential particle accumulation in the wall region. In the cen-
ter of the channel the concentration is below its bulk value. Particles with Stokes
number 25 exhibit a strong level of concentration in the viscous region z+ < 5 and
the smallest value of concentration in the channel centerline, the ratio between the
wall and the center concentration is more than 104. Particles with Stokes numbers
St+ = 10 and St+ = 50 share the same wall and centerline concentration. These
results are in agreement with previous DNS results at the same friction Reynolds
number in the flat case and similar values of the Stokes number [3]. In the right panel
of Fig. 2, the particle concentration for the rough channel is shown for the different
particle populations. As can be qualitatively observed in the instantaneous snapshot
in the bottom panel of Fig. 3, the large inertial particles tend to avoid the slow flow
regions close to the wall, this brings to the total disappearance of the preferential
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Fig. 2 Mean normalized particle concentration versus wall-normal coordinate z+ for the different
particle populations. Left panel flat simulation. Right panel rough simulation
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Fig. 3 Wall-normal slices of an instantaneous configuration of the streamwise velocity field (con-
tours) and particles (black dots) with St+ = 25 for the flat (upper panel) and the rough (right panel)
cases in the buffer layer (z+ = 15)

wall accumulation and an increase of the centerline concentration, almost the double
for St+ = 50, where the concentration profile monotonically increases along the
wall-normal coordinate moving from the wall to the channel centerline. The particle
depletion in the wall regions increase monotonically with the Stokes number, for the
heaviest particles the wall-concentration is of the order of 10−5 with respect to the
Lagrangian fluid tracers. A very small amount of turbophoresis is found for the light-
est particles. We highlight that the concentration profiles are in the fully developed
steady state for the particles removing all the transient accumulating process and are
characterized by statistical invariance in time. Figure4 shows an horizontal plane in

Fig. 4 Wall-parallel slice of an instantaneous configuration of the streamwise velocity field (con-
tours) and particles (black dots) with St+ = 25 for the flat (top) and the rough (bottom) cases
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the buffer layer (z+ = 15) where there is the peak of turbulent kinetic energy and the
instantaneous velocity field is characterized by the presence of high and low streaks
typical of wall turbulence for the flat case.

In agreementwith previous studies, Fig. 4 shows thatwhen a flatwall is considered
the particles tend to avoid the high speed regions (sweeps events/red zones) and
preferentially sample the low speed regions (ejection events/blue zones). The inertial
particles tend to create very long and straight structures aligned with the long quasi-
streamwise flow vortical structures. On the contrary, these long quasi-streamwise
structures are not present in the rough case (lower panel of Fig. 4) and the particles
distribute nonhomogeneously and collect into filaments separated by empty regions,
this evidence was already shown in wavy walls [6].

4 Conclusions

The effects of irregular wall roughness on particles laden turbulent flows have been
addressed bymeans ofDNSof low-Reynolds-number turbulent channel flowcoupled
with Lagrangian particle tracking of a large number of passive particles to examine
the dispersion process and preferential concentration in the near-wall region (tur-
bophoresis), in connection with the dynamics of the wall turbulent structures. We
performed DNS in two computational domains: a standard channel flow geometry
between two flat walls and a channel in which both the upper and lower walls of the
channel have been roughened through the superimposition of sinusoidal functions
having four different wavelengths and random amplitudes. Coherently with litera-
ture findings of standard turbulent channel flow seeded with inertial particles particle
preferential accumulation and turbophoretic effects dominate in the flat wall case,
whereas in the rough channel, where the wall roughness clearly affects the turbulent
flow field in the viscous region and in the buffer layer with a direct dependence on
the roughness height, the particles tend to avoid the slow velocity regions close to
the wall and accumulate slightly farther away from the wall.
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Direct Numerical Simulation of Bed-Load
Transport of Finite-Size Spherical Particles
in a Turbulent Channel Flow

B. Vowinckel, T. Kempe, J. Fröhlich and V. Nikora

1 Introduction

Bed-load transport in particle-laden flows is an important process in many
environmental, civil engineering, and industrial applications. The particle transport
mechanisms are complex and often involve highly organised structures such asmulti-
scale 2D and 3D bedforms moving with different speeds. The predictive capabilities
for bed-load, currently available to engineers and researchers, are very limited due to
lack of fundamental knowledge of these mechanisms. The presented study employs
particle-resolving DNS of mobile sediment transported over a rough bed, extending
the previous work of the authors in [10] by using a larger domain. For a systematic
investigation of the keymechanisms, the sediment supply and themobility are varied.
These are characterized by the void fraction and the Shields parameter

Θ = u2
τ

ρ′ g D
, (1)

respectively. Here, uτ is the friction velocity, g the gravitational acceleration, D the
particle diameter, and ρ′ = (ρp − ρ f )/ρ f the relative submerged particle density
with ρp the particle density and ρ f the fluid density. The Shields parameter was first
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derived in the framework of an experimental analysis of incipient motion to quantify
the mobility of a multidisperse sediment on the basis of a statistical approach [8].
It compares the average frictional force to the gravitational forces inhibiting the
mobilisation of a particle embedded in a sediment packing.

2 Description of Numerical Method

For the continuous phase, the unsteady three-dimensional Navier-Stokes equations
for incompressible fluids

∂u
∂t

+ (u · ∇)u = 1

ρ f
∇ p + ν f ∇2u, ∇ · u = 0 (2)

are solved as described in [3], whereu is the velocity vector, t time, p pressure, and ν f

the constant kinematic viscosity. The disperse phase is represented by an enhanced
immersed boundary method [3]. For particle contact, the adaptive collision model
(ACM) proposed in [4] was used. It accounts for all relevant mechanisms that have
to be modelled during the collision process: short-range lubrication forces, normal
forces during surface contact, and tangential forces due to friction between particles.
It was validated in great detail for single collisions. Previous investigations showed
that for bed-load transport the collision model is important for the formation of
large-scale structures and suggested that the ACM yields realistic results that are in
agreement with experiments [9, 10].

3 Computational Setup

An open channel flow is considered with a computational domain Lx ×(H + Hsed)×
Lz in streamwise, vertical, and spanwise direction, respectively, with H the channel
height and Hsed the sediment height as defined below. Periodic boundary conditions
are applied in x− and z−direction, a free-slip condition at the top, and a no-slip
condition at the bottom and the particle surfaces. The numerical and physical para-
meters are summarized in Table1. The bottom of the channel is roughened by one
layer of 13,500 fixed mono-disperse particles which are arranged in a hexagonal
pattern. In the reference run (case: Ref ) particles of the same number and of the
same diameter were released on top of this sediment bed. The restitution coefficient
e = −u p,out/u p,in for these is e = 0.97 as used in [9, 10]. The Shields parameter is

Table 1 Common values of simulation parameters

Reb Reτ D+ D/Δx H/D Lx/H Lz/H Ntot

2,941 193 21 22.2 9 24 6 1.4 × 109
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slightly above the threshold of initiation of motion based on [8]. The friction velocity
uτ is defined by extrapolating the linear profile of the total shear stress of an unladen
flow down to y = 0, while the origin of the vertical coordinate y is at the top of
two layers of fixed spheres [11]. This location is maintained if part of the spheres
are mobile. It excludes stresses taken up by the sediment bed from the analysis. The
resulting friction Reynolds number is Reτ = 193 and the particle Reynolds number
is D+ = D uτ / ν f = 21. The resolution of the equidistant, Cartesian grid is set to
D/Δx = 22.2 to guarantee proper resolution of the viscous effects. This results in a
total amount of Ntot = 1.4 × 109 grid cells.

Subsequently, the key parameters mentioned above were varied to elucidate their
effect on bed-load transport. In the case FewPart, the number of mobile particles is
reduced by 50% to 6,750 particles. In the case LowSh, the specific density of the
particles of the reference run was increased by 57% to obtain a Shields parameter
well below the threshold of sediment motion. The three simulations of particle-
laden flows were initialized in the same way by releasing the mobile particles at
some elevation above the fixed bed. Afterwards, the simulations were run until an
equilibrium between erosion and deposition was obtained. This was verified by a
statistical analysis of the particle properties presented in [11]. For each simulation,
statistical data was gathered for more than 200 bulk units τb = H/Ub.

4 Results and Discussion

In the three cases considered, distinctly different particle patterns are observed
(Fig. 1). The reference run (Fig. 1a) produces two dunes with their major axis in
spanwise direction. The dunes have an undulating shape in the average and travel
on the surface of a layer of inactive particles. This phenomenology is similar to
the in field and experiments [1]. Reducing the mass loading results in streamwise
aligned, inactive ridges that extend over the entire computational domain (Fig. 1b)
being related to secondary currents in form of counter-rotating vortices that further
stabilise the particle pattern [6, 10]. Heavy particles form a closed, lower stage plane
bed with only a few particles being eroded (Fig. 1c).

The observed particle patterns are directly reflected in the two-point correlation

Ruu(rx ) = 〈u′(x) u′(x + rx )〉x,z,t√〈u′(x)u′(x)〉x,z,t 〈u′(x + rx )u′(x + rx )〉x,z,t
(3)

in the streamwise direction of the fluid phase in the near-wall region (y = 0.5D),
with u′(x, y, z, t) = u(x, y, z, t) − 〈u〉x,z,t (y) the fluid fluctuation with respect to
the average in horizontal directions and time and rx the correlation length in the
x-direction (Fig. 2). The local maximum of Ruu at rx = 12H of the reference run
reflects the statistically averaged distance of the two dunes and coincides with half
the domain size. To which extent this value depends on the domain size is an open
issue but would require larger calculations. For the case FewPart, Ruu decays to
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Fig. 1 a Instantaneous particle distribution of the reference run (Ref ). Contour plot of u/Ub on the
sides of the domain, 3d-iso-surfaces of fluid fluctuations with u′/Ub = −0.3 inside the domain.
Particle colours: grey fixed, white |up| < 1.5uτ , black |up| > 1.5uτ . b Same as Fig. 1a, but for
case FewPart. c Same as Fig. 1a, but for case LowSh

a value lower than zero, which indicates that the streamwise extent of the ridges
exceeds 50% of the streamwise domain length. Note, however, that these particle
structures are very stable and could theoretically extend to an infinite size. In fact, field
observations report ridges several kilometers long [1]. The particle pattern of LowSh
with only a low fraction of active particles, is similar to the large-scale behavior of
natural streams with a high submergence H/D and, hence, a negligible mass loading
[7]. The corresponding two-point correlation decays to zero after roughly 6H .
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Fig. 2 Two-point correlation
function of the fluid in phase
in the streamwise direction at
y = 0.5D

Fig. 3 Time-space porosity
of the sediment bed in the
near wall region

As reported in [11], the wall-normal profiles of the the streamwise velocity
component of the fluid phase reveal a deceleration of the fluid in the near wall region
as a function of the porosity. This deceleration is compensated by an accelerated
outer flow, where the influence of the particles becomes negligible. The correspond-
ing porosity [5] φAT (y) = 〈γ 〉x,z,t (y) is reported in Fig. 3 where γ is a clipping
function equal to 1 in the fluid and 0 inside a particle. The profiles of φAT collapse
for y/D < −1 as this is the region of the fixed bed. The peak y/D ≈ −0.4 corre-
sponds to the inactive particles trapped in the plane bed (case Ref and LowSh) or the
ridges (case FewPart). From the value of this peak one can derive its counterpart,
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the amount of particles constituting the bed-load. In the reference run, 26% of a full
layer are active and form the dune-like structures. Reducing the number of particles
also decreases the number of active particles. Only 8% of a full layer travel within
the troughs between the ridges eroding the inactive structures at different locations.
Despite the low value ofΘ inLowSh, more than 3%of themobile particles are active.

The wall-normal velocity fluctuations presented in [11] show that the value of the
Reynolds shear stress 〈u′v′〉 increases with the number of eroded particles. Hence,
active particles generate turbulent fluctuations that contribute to the mechanisms of
bed-load transport.

5 Conclusion

Highly-resolved simulations of three flows with sediment transport were performed
and the resulting particle structures were investigated by two-point correlations of the
fluid velocity and the porosity of the disperse phase. A channel flowwith a high mass
loading of light particles produced dunes with a distance of about 12H . Reducing the
mass loading leads to ridges with a large streamwise extent. Decreasing the mobility
forms a closed bed and the coherent structures in the flow become similar to those
of a flow over a rough wall. Further analysis of the data is underway.
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An Inhomogeneous Stochastic Model for
Subgrid-Scale Particle Dispersion in LES

M. Knorps and J. Pozorski

1 Introduction

Turbulent flows with small particles are of interest both for physicists and engineers:
the dispersed phase is involved in a range of phenomena (including preferential
concentration, agglomeration, and wall deposition) that are important in particle
separators, combustion chambers, etc. From the numerical standpoint, even in the
simplest point-particle approach with the one-way momentum coupling, adopted
here, the direct numerical simulation (DNS) reveals to be overly expensive beyond
relatively lowReynolds numbers and simple geometries. Yet, DNS can be very useful
for model validation and this is also the case of the present work. We focus on the
Eulerian-Lagrangian approach with the flow equations solved from the large-eddy
simulation (LES) and heavy particles tracked in such a smoothed velocity field. The
LES becomes particularly well suited when the prediction of instantaneous flow
structures is crucial for the particulate phase. The subgrid scales (SGS) may have an
impact on the motion of particles, specially those of lower inertia. This issue is called
here the SGS particle dispersion. Several classes of models have been proposed,
including the approximate deconvolution [5] or stochastic diffusion [2, 8, 9]. The
latter approach is further developed and tested here, accounting both for a possible
anisotropy of the diffusion term and inhomogeneity of the drift term.

The carrier phase is described by the incompressible Navier–Stokes equations.
Heavy (ρp/ρ f � 1), point-particles are treated in the Lagrangian way:

dxp

dt
= Vp ,

dVp

dt
= fD

U∗ − Vp

τp
. (1)

where only the drag force is retained, τp = (ρp/ρ f )d2
p/(18ν f ) is the particlemomen-

tum relaxation time and fD = O(1) is a semi-empirical drag correction factor.
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2 Subgrid Scale Particle Dispersion Modelling

In Eq. (1), the fluid velocity along particle trajectories, denoted by (·)∗, can be
decomposed into the filtered part and the SGS contribution:

U∗ = U
∗ + u∗ (2)

whereU
∗ = U(xp, t) is interpolated from theLESmesh and the residual contribution

u∗ may need a separate model. SGS dispersion may be neglected for large-inertia
particles, or long-time dispersion from the point source.

In cases where SGS contribution can change the behaviour of the dispersed
phase (e.g., the wall-deposition rate), we choose a stochastic analogue of advection-
diffusion equation, namely the Langevin equation [8]. Recently, we have proposed
an extension of themodel to the anisotropic formulation, accounting also for possible
correlations among SGS velocity components [4, 9].

du∗ = − u∗

τsg
dt + σ · dW, (3)

where dW is a vector of independent increments of the Wiener process, σ is a
diffusion matrix, τsg is a characteristic timescale of SGS velocity seen by particles
and also the autocorrelation time of the resulting stochastic process. The model,
Eq. (3), has been proposed by analogy to turbulent dispersion in RANS. However,
given the instantaneous character of LES and the statistical character of RANS, the
analogies are not complete. The model parameters that need to be estimated are τsg

and σ ; their choice comes from the statistical description of the smallest scales.
We implicitly assume that the SGS turbulent energy along particle trajectories is

equal to that of fluid, which is not completely true because particles tend to segregate
in the flow and the concentration patterns depend on vorticity field and the particle
Stokes numbers. Arguably, we choose the parameters τsg and σ to conserve the SGS
kinetic energy. As a first estimation, we take the Lagrangian time scales of SGS
motions “seen” by the particle, τsg , as equal to the Eulerian time scales of fluid and
computed from:

τsg = CsgΔ/σsg . (4)

Here, σsg = √
2ksg/3 is the relevant velocity scale, ksg is the SGS kinetic energy

and Δ is the width of LES filter. The model constant Csg = O(1) accounts for the
uncertainty concerning the time scale of the SGS velocity autocorrelation.

The diffusivity tensor σ is defined here in the form adjusted to the channel flow,
with only the cross-correlation of streamwise (x) and wall-normal (y) velocity:

σ =
√

2

τsg

⎡

⎢
⎢⎢
⎣

√
(u2

x − ux uy/u2
y) 0 0

ux uy/

√
u2

y

√
u2

y 0

0 0
√

u2
y

⎤

⎥
⎥⎥
⎦

, (5)



An Inhomogeneous Stochastic Model for Subgrid-Scale Particle Dispersion in LES 673

where u2
i and ui u j are variances and covariances of SGS velocities, respectively.

The formulation (5) accounts for anisotropy of near-wall turbulence and the effects
of correlation between SGS velocities [9].

Another issue is the estimation of the residual scales fromLES.To include the SGS
velocity correlations, we retrieve them from a Yoshizawa-like formula (6), where (·)
is the basic LES filter and (̂·) is the second, wider filter [9]

ui u j = CI Δ
2|S|2 = 〈̂Ui U j − Ûi Û j 〉

〈Δ2̂|S|2 − Δ̂
2 |̂S|2〉

Δ
2|S|2. (6)

Figure1 shows the evaluation of SGS shear stress computed from filtered DNS
field and compared with LES results obtained with Eq. (6).

We found that the model proposed in Eq. (3) improves the particle statistics, such
as the r.m.s. fluctuating velocity, specially in the near-wall regions.Yet,we are still not
quite satisfied with the particle concentration profiles in the wall-normal directions
[4, 9]. In a related work [6], a hybrid deconvolution-stochastic SGS dispersionmodel
is proposed. There, an attempt to improve the particle concentration is done with the
gradients of turbulence intensity; however, it seems that the use of an adjustable
constant (sensitized to particle inertia) is still necessary.

In the present work, we continue on the path of systematic developments, fol-
lowing the exact formulation of the deterministic drift terms that account for non-
homogeneity of fluid velocity statistics. Such terms are shown to appear both in
RANS [7] and in LES [2] settings. Consequently, a proposed model for the SGS
fluid velocity at particle position u∗, has the form:

du∗ = (−(u · ∇)U + ∇ · τ
)∗

dt − u∗

τsg
dt + σ · dW, (7)

where τ is the SGS stress tensor. In the following, the first expression on the right-
hand-side will be referred to as “deterministic terms”; they appear in the derivation
of the equation for the SGS fluid velocity at particle position (see [2]).

Fig. 1 The SGS shear stress
(covariance of wall-normal
and streamwise velocity) in
channel flow: ‘LES’:
evaluation from Eq. (6),
‘fDNS’: data from filtered
DNS field of the same filter
size as LES
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3 Results for Channel Flow

A suitable geometry for testing the importance of the “deterministic terms” in Eq. (7)
is a channel. We use a pseudo-spectral DNS/LES code (courtesy of J.G.M. Kuerten).
The flow is periodic in the streamwise (x) and spanwise (z) directions; the wall-
normal nodes (y) are distributed according to Chebyshev polynomials. The channel
size is 4π × 2 × 2π . For the dispersed phase, 2nd order Lagrange interpolation
of fluid velocity at particles is used and 2nd order R-K scheme is applied to solve
Eq. (1). Whenever “filtered DNS” is used, we apply a box filter with coarsening
factors 4 × 4 × 2. The LES grid is the same as filtered DNS. The Reynolds number
based on the friction velocity is Reτ = 150. Four classes of heavy particles are
tracked (St = τp/τ f = 1, 5, 25, 125) with 100,000 particles in each class.

To assess the possible influence of the deterministic terms, we compute them
directly from filtered DNS (‘fDNS’). Figure2a shows component-by-component
contributions of these terms in Eq. (7), normalised with u3

τ /ν. The most significant
components are derivatives of SGS stress tensor inwall-normal and streamwise direc-
tions and (u · ∇)U x , which is expected, since the gradients of streamwise velocities
are the strongest at the walls. These data show some resemblance to the results of [1]

Fig. 2 a Deterministic terms
in Eq. (7) obtained from
filtered DNS. b Deterministic
terms in Eq. (7) computed by
LES using Eq. (6)
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and [3] considering evaluation of the so-called stochastic forcing. We think that they
may be partially reintroduced to SGS models by “deterministic terms”. Figure2b
shows the LES results of the terms of interest, obtained with Eq. (6). The qualitative
agreement of the overall effect (summing up the terms in streamwise direction) is
good, although the question of the underprediction of (u · ∇)U y remains.

Another important issue concerning stochastic SGSmodel is theLagrangian relax-
ation time of u∗. The previously used basic formula (Eq.4), with the user-chosen con-
stant Csg , showed non-physical behaviour at the walls (see Fig. 3a; here Csg = 0.1).
That might have been due to the fact that according to this model:

lim
y+→0

τ ∗
sg = lim

y+→0
Csg

Δ
√
2/3CI Δ

2|S|2
= ∞, (8)

because limy+→0 |S| = const and limy+→0 CI = 0.
We propose to evaluate τsg with the van Driest damping formula (Eq.9):

τsg(y+, St) = [1 − exp(−y+/25)]C0
sg(St)Δ/σsg (9)

The problem of adjusting τsg is non-trivial and was considered in [6].

Fig. 3 a The SGS time scale
computed in LES and based
on (4); Csg = 0.1. b The
SGS time scale computed in
LES with (9); best fit
C0 = 0.26
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To obtain the constant C0
sg in Eq. (9) for different St, we compute time-scales

Tii of fluid velocity at particle positions, defined as times for which the autocorre-
lation function decays to 1/e. As shown in Fig. 4, for the time scales Tii (no sum
over i) some difference between components is observed, although no clear depen-
dence of Tii on St is stated. The clarification comes with the computations of C0

sg .

Fig. 4 Autocorrelation time
scale of SGS fluid velocity at
particle position in:
a streamwise, b wall-normal,
c spanwise direction; for
St = 1, 5, 25, 125
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Fig. 5 Constant in model (4)
as a function of the distance
from the wall compared with
best fit of function C0

sg(St)
(1 − exp(−y+/25));
a St = 1, b St = 5,
c St = 25

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 20  40  60  80  100  120  140  160

C
sg

y+

x
y
z

Csg
0*(1-exp(-y+/25))

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 20  40  60  80  100  120  140  160

C
sg

y+

x
y
z
x

Csg
0*(1-exp(-y+/25))

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 20  40  60  80  100  120  140  160

C
sg

y+

x
y
z

Csg
0*(1-exp(-y+/25))

(a)

(b)

(c)

The best fit (in the least-squares sense) of the parameter C0
sg in Eq. (9) is computed.

The damping function with mean value of C0
sg for each St is shown in Fig. 5. An

acceptable agreementwith the theoretical results obtained from a priori computations
Csg = Tii/[Δ/

√
(2/3)ksg] is noticed.TheparameterC0

sg depends on theparticle size.
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4 Summary

We considered anisotropic formulation of stochastic model based on Langevin
equation for SGS fluid velocity at particle position. We shown the importance of
the deterministic terms for the channel flow. The resemblance of these terms to the
filtering error introduced to fluid velocity at particle position was brought up, and
the method of modelling was shown. Another focus of this paper was on the SGS
relaxation time. It was shown that previous model enhanced with damping function
estimates τsg better, although still an a priori model constant is needed.
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LES of the Ranque-Hilsch Vortex Tube

W.R. Michałek, J.G.M. Kuerten, J.C.H. Zeegers and R. Liew

1 Introduction

The Ranque-Hilsch vortex tube (RHVT) is a device without any moving parts in
which pressurized inlet gas is separated into a hot peripheral and a cold inner
stream [1]. The RHVT is commonly used in industry although the nature of the
energy separation is not well understood.

The first theories for the energy separation were published shortly after the inven-
tion of the RHVT [2–5]. The secondary circulation inside the RHVT was mentioned
in several publications [2, 6]. Ahlborn et al. [7] proposed a closed loop system and
suggested a heat pumpmechanism transferring energy in the RHVT. Liew et al. mea-
sured wobbling [8] of the vortex and proposed a new theory [9] for the mechanism of
energy separation and a model that matches the measurements well. Many numerical
investigations on the RHVTwere conducted in two- and three-dimensional domains.
Only Kazantseva et al. [10] reported precession of the axial vortex.

The high swirl conditions of the flow in the RHVT allow us to expect good
capabilities for droplet separation. The expansion of the tangentially introduced gas
in the vortex chamber leads to a temperature drop and condensation of droplets. The
gas acceleration and a large swirl cause the movement of droplets towards the wall.
Thus, the main goals of this research are the investigation and improvement of the
separation rate by droplet-laden large-eddy simulation (LES) of the RHVT utilizing
ANSYS FLUENT. The results of the LES will be validated by comparison with
the results of laser Doppler anemometry (LDA) measurements of particle velocity,
concentration and size in the RHVT.
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2 Equations, Numerical Methods, Mesh and Setup

The Euler-Lagrange approach was used to solve the particle-laden flow. For the fluid,
the momentum, energy and the continuity equation are solved. The trajectories of
particles are solved by integration of the particle equation ofmotion, du

dt = FD(u−v),
where FD(u − v) is the drag force per unit particle mass with v the particle velocity,
u the fluid velocity at the particle position, and FD = 3μCD Re/4ρpd2

p, with μ the
molecular viscosity of the fluid, ρp the particlemass density, dp the particle diameter,
Rep = ρdp|v − u|/μ the relative Reynolds number with ρ the fluid mass density
and CD is the drag coefficient.

In order to avoid too large restrictions on the time step, the coupled pressure-based
solver was chosen for the RHVT flow simulation. This is possible since there are no
shocks in the flow. The second-order accurate bounded central-differencing method
was used as the discretization scheme for the momentum equations. A second-order
method is used to interpolate the pressure at the cell faces. The least squares cell-
based method was chosen to calculate gradients and derivatives. The second-order
upwind scheme is used to estimate the values of density and energy at cell faces, and
a second-order implicit method for integration in time.

The geometry of the RHVT is presented in Fig.1 and is similar to the one in the
experiment. The domain contains a vortex chamber with eight tangential inlet slots.
The diameters of the vortex tube and the vortex chamber are equal to 20 and 40mm
respectively, the total length 500mm. Two outlets are present on the opposite sides of
the RHVT. The cold outlet diameter is equal to 15mm and the hot outlet dimensions
are: rin = 17 and rout = 20 mm.

Figure2 shows the section of themesh through the vortex chamber. Since δr+ >30
at the wall, standard wall functions are used. The total number of cells equals
3, 223, 596 and the number of cells in the tangential and radial directions are respec-
tively 112 and 122.

The fluid inlet and outlet boundary conditions are presented in Table1 and these
values correspond to the valuesmeasured in the experiments. Themass flux is defined
at the hot outlet and inlet and at the cold outlet only the pressure and backflow
temperature, so the total mass in the system can vary in time. At the walls no-slip
adiabatic conditions are applied.

Fig. 1 Isometric view of the
domain
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Fig. 2 Computational grid

Table 1 Boundary
conditions for a mass flow
equal to 200 m3

n/h

Type of Total pressure Total Mass flux

boundary (bar) temperature (K) (g/s)

Inlet 4.64 299 70.0

Hot outlet 1.82 319 45.5

Cold outlet 1.42 263 24.5

Particles with four diameters were injected (dp = 0.5, 1, 1.5, and 2.5 µm) at 8
points each rotated by 45◦. The injection point position is 0.1 mm from the inlet
symmetry point. The initial particle velocity is equal to the mean fluid velocity at the
injection point. At the walls, particles are trapped, at the outlets particles escape.

3 Fluid Results

A good agreement between experimental data by Liew et al. [8, 9] and results of the
k − ε turbulence model with the density-based solver can be seen in Fig. 3, where
the Mach number is presented as a function of the radial coordinate at z = 7 mm (in
the middle of the vortex chamber).

All results of the density-based solver are axially symmetric in the whole domain.
This implies that the center of the vortex coincides with the axis. The final solution
of the density based solver was used as the initial state for the pressure-based solver.

As can be seen in Fig. 4 the steady solution of the pressure-based solver is not
axi-symmetric. This figure shows the mean tangential fluid velocity component as a
function of the axial coordinate at three different locations for the two solvers. The
center of the vortex does not coincide with the axis, especially in the range of axial
coordinates between 100 and 300mm and this implies wobbling of the vortex. Apart
from the presence of oscillations, the swirl velocity is damped more strongly. The
asymmetric character of the flow field disappears when in transient simulation.

The LES was started with the initial condition obtained with the k − ε model and
the coupled pressure-based solver. A steady state of turbulence was obtained after
30 ms. The time averaged quantities of the fluid were collected through 50 ms.
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Fig. 3 Mach number as a function of the radial coordiate at z = 7 mm; dashed LES, axial
component of theMach number; dottedLES, tangential component of theMach number; solid LES,
total Mach number; circles experiment, axial component of the Mach number; squares experiment,
tangential component of the Mach number; diamonds experiment, total Mach number

Fig. 4 Mean tangential fluid
velocity as a function of the
axial coordinate obtained
with the k − ε model at
y = 0; solid z = 16 and
r = 0mm; dotted r = 2 mm;
dashed r = 5 mm; lines with
circles coupled
pressure-based solver; lines
without circles density based
solver
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Positive values of the axial fluid velocity are found in the peripheral area of the
vortex tube and negative values in the core. A “camel hump” in the axial velocity pro-
file (the maximum negative axial velocity is distanced from the axis) can be noticed,
especially between z = 200 and z = 350 mm. Moreover, in the last 100 mm of the
vortex tube the mean axial velocity equals zero. The presence of the stagnation point
at the axis implies that a further elongation of the vortex tube will not increase the
energy separation.

Figure5 shows a contour plot of the mean tangential fluid velocity in a half cross
section of the domain. In the vortex chamber between r = 20 and r = 40 mm a free
vortex occurs. A forced vortex is present in the inner part of the vortex chamber and
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Fig. 5 Contour plot of the
mean tangential fluid
velocity [m/s] in a half cross
section of the RHVT domain
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in the beginning of the vortex tube (up to z = 50 mm). At further axial coordinates,
the forced vortex is turning into a Rankine vortex due to the presence of the wall.

4 Particle Results

Particles were injected in the statistically steady state. A steady state of particle
concentration was obtained after 20 ms. The particle time statistics were collected
through the next 30 ms. The four sizes of particles considered allow us to investigate
the behavior of different types of particles. The smallest particles considered are
present along the whole length of the vortex tube. This can be seen in Fig. 6, where
the decimal logarithm of the particle concentration is presented in a contour plot in
a half cross section of the RHVT domain for dp = 0.5µm. The second smallest

Fig. 6 Contour plot of the
decimal logarithm of the
particle concentration in a
half cross section of the
RHVT domain for
dp = 0.5 µm
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particles considered are also present in the whole length of the vortex tube, but
the particle concentration after half of the tube length is very low. Particles with
dp = 1.5 µm are not present in the second half of the tube and with dp = 2.5µm
are mainly present in the vortex chamber.

The smallest particles considered are good tracers while the largest particles are
prevented to enter the vortex tube by the centrifugal force. The behavior of the
particles can be characterized by their ability to migrate towards the wall. This can
be visualized by the number of particles colliding with the wall per unit axial distance
as a function of the axial coordinate and this is shown in Figs. 7 and 8 for the smallest
and largest particles. The number of the smallest particles leaving the computational
domain through the hot outlet is significant in comparison to the total amount of
particles trapped at the wall. Some of the particles leave the domain through the
cold outlet or are trapped at the cold outlet tube wall. The next larger particles
behave in a similar way, but more particles are trapped by the wall. All particles

Fig. 7 Number of
trapped/escaped particle per
1 mm as a function of the
axial coordinate for
dp = 0.5µm
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Fig. 8 Number of
trapped/escaped particle per
1 mm as a function of the
axial coordinate for
dp = 2.5µm
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with dp = 1.5µm are collected at the wall of the vortex chamber or within the first
150 mm of the vortex tube. The vast majority of the largest particles considered is
collected at the vortex chamber wall.

The mean axial and tangential particle velocity appear independent of particle
size and is almost identical to the fluid velocity. In contrast, the mean radial particle
velocity depends on the particle size. Figure9 shows the mean radial particle veloc-
ity as a function of the radial coordinate at z = 35 mm. The profile of the mean
radial particle velocity appears particle size independent for r < 17mm. From this
radius outward, the mean radial velocity increases with the size of the particle due
to the increasing effect of the centrifugal force. For all quantities except the axial
velocity, the instantaneous result is similar to the time averaged result. However, the
instantaneous axial velocity presented in Fig. 10 illustrates a non-uniformity in the
axial direction which disappears after time averaging.

Fig. 9 Mean radial particle
velocity as a function of the
radial coordinate at
z = 35mm;
solid dp = 0.5µm;
dashed dp = 1.0µm;
dashed-dotted dp = 1.5µm;
dotted dp = 2.5µm
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Fig. 10 Contour plot of the
instantaneous axial particle
velocity [m/s] in a half cross
section of the RHVT domain
for dp = 0.5µm
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5 Discussion

The good agreement in velocities between this numerical work and earlier performed
experiments indicates that the fluid flow is properly solved in FLUENT. The particle-
laden LES allows us to assess the capability of the RHVT as a particle separator.
The RHVT is a particle separator for particles larger than 1.5µm. The flow through
the cold outlet has a much smaller particle concentration than the inflow. However,
to investigate the real situation, the implementation of phase changes is crucial.
Condensation is mainly present in the vortex chamber and in the beginning of the
tube. Evaporation occurs in the rest of the vortex tube. Condensation enhances the
separation and evaporation deteriorates the separation of the smaller particles. In
future work evaporation and condensation models will be implemented.

Acknowledgments This research is supported by the Dutch Technology Foundation STW.
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Direct Numerical Simulation of Heat
Transfer in Colliding Droplets by a Coupled
Level Set and Volume of Fluid Method

N. Talebanfard and B.J. Boersma

1 Introduction

Study of heat and mass transfer in droplets is of importance in a range of industrial
applications; modeling fuel droplets in internal combustion engines and cavitation
are examples of such applications. For numerical modeling of simple multiphase
problems with moving boundaries, it is possible to use adaptive mesh or variable grid
spacing. In these methods re-meshing the whole domain or a part of it, is required
every time step. This makes these methods computationally expensive and therefore
not the best solution for more complicated problems such as evaporation or collision
with large topological changes of disperse phase. These methods have been used in
a number of studies such as [1] on mass transfer from a falling droplet using finite
element method in a Lagrangian framework and study of [2] on interface tracking
in merging and breakup by using moving mesh. Adaptive mesh has been used in
a number of studies, an adaptive unstructured volume remeshing for simulation
of multiphase flow is used in [3]. A local adaptive mesh for capturing interface
curvature is used in [4] for simulation while [5] used an adaptive mesh redistribution
for incompressible mixture flows and [6] studied multiphase flows by using moving
mesh interface trackingwith adaptivemeshing. Formore complicated problems other
methods such as boundary integral, marker particle methods, front capturing, front
tracking methods or a combination of them can be used on a fixed grid. Gilmanov
and Acharya [7] proposed a hybrid method for flow and heat transfer on deformable
objects using immersed boundary method for the moving boundaries and material
point method for movements of the object. Deshpande and Zimmerman [8] has
simulated interfacial mass transfer by droplet dynamics using the level set method.
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Tanguy et al. [9] has proposed a level set method for vaporizing two-phase flows.
Level set is employed to capture interface accurately. A coupled level set and volume
of fluid method was introduced by [10] in which a level set function is taking care
of accurate computing the location of interface and a VOF function is responsible
for volume and mass conservation with a common marker function in the whole
domain. The method was improved by [11] by adding separate marker functions
for each interface in the domain preventing numerical coalescence in the solution.
Kwakkel et al. [12] studied droplet-laden flows by a CLSVOF method with local
markers for every unconnected object in the domain which results in reduction in
computation time significantly. The break up and coalescence of droplets is also
considered by applying a film drainage model. In this paper a coupled level set and
volume of fluidmethod is used tomodel heat transfer in colliding droplets in merging
and bouncing regimes.

2 Computational Approach

In the range of velocities interested to us we can assume the flows to be incompress-
ible. A staggered grid is used such that the velocity components are placed at faces
of the cells and the scalars such as temperature, pressure, level set and volume of
fluid denoted as T, P, φ and ψ respectively are located at the center of each cell. The
governing equations for flow are conservation of mass, conservation of momentum
and the energy equation as follows:

∇ · u = 0 (1)

∂u
∂t

+ ∇ · uu = − 1

ρ
∇ p + 1

ρ
∇ ·

(
μ

(
∇u + ∇uT

))
+ g (2)

∂T

∂t
+ ∇ · (T u) = k

ρcp
∇2T (3)

In which u is the velocity vector, μ, denotes the viscosity, ρ is the density, k is
the thermal conductivity and cp denotes the heat capacity. Stress and velocity are
assumed continuous over the interface by the following conditions:

[u]Γ = 0 (4)

[
−pn + μ

(
∇u + ∇uT

)
· n

]

Γ
= −σκΓ n (5)

where [.]Γ represents a jump across the interface, n denotes the interface normal
vector, κ is the magnitude of the interface curvature, and σ is the surface tension
coefficient. Thermophysical properties such as density and viscosity are defined
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by the one-field formulation in the whole domain using the level set function as a
criterion to determine which phase properties should be used. Level set function
takes zero at the interface, positive values in the liquid phase and negative values
in the gas phase. Subscripts 0 and 1 denote the gas phase and the liquid phase
respectively.

ρ = ρ0 (1 − H (φ)) + ρ1H (φ) (6)

μ = μ0 (1 − H (φ)) + μ1H (φ) (7)

Hα (φ) =

⎧
⎪⎨

⎪⎩

0 i f φ < −α
1
2

(
1 + φ

α
+ 1

π
sin

(
πφ
α

))
i f |φ| ≤ α

1 i f φ > α

(8)

In which H(φ) is 1 in the droplets and zero elsewhere. The viscosity is regularized
by replacing H(φ) by Hα(φ), in which α = 3

2h, and h is the mesh width. Using the
regularized viscosity the velocity gradients become continuous at the interface and
there will be no jump condition for velocity. The level set method and volume of fluid
method are combined to develop a mass conserving method for capturing accurate
interfaces. In this method the level set function locates the interface accurately while
the volume of fluid method takes care of mass and volume conservation. The level
set and volume of fluid functions are separately advected in time using the velocity
field from the previous time step and then the level set function is reinitialized to
remain a distance function of the advected volume of fluid function. The numerical
approach to solve the Navier-Stokes equations is the same as in [11].

∂φ

∂t
+ ∇ · (uφ) = 0 (9)

∂ψ

∂t
+ ∇ · (uψ) = 0 (10)

3 Results and Discussions

The computational domain is a rectangular box in which a fixed uniform grid is
defined. The velocity boundary conditions for the normal velocity component to each
face is the Neumann boundary condition and for other components is the symmetry
boundary condition. Pressure is assumed to be zero at all boundaries. The twodroplets
approach with equal initial velocity. Simulations are performed for three different
configuration of droplets. The multiple marker concept and the interface level set
of droplets is shown in Figs. 1 and 2. The markers carrying the droplets are defined
locally in the computational domain which results in less memory consumption.
According to the type of collision these markers will change into a larger marker if
the droplets merge into one droplet and if they breakup after collision a new marker
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Fig. 1 Level set of droplets surface in time for three different configurations for We = 1.33

Fig. 2 Level set of bouncing droplets surface in time for We = 0.0149

is introduced for each separated volume. Figures3 and 4 show the development of
temperature in the droplets and the ambient fluid in time.

Using the average surface temperature and the normal temperature gradient at the
surface, the average Nusselt number is calculated by the following equation and the
effect of deformation on heat transfer rate is investigated.

Num = 1

A(Ts,m − T∞)

∫
∇T · nd A (11)
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Fig. 3 Temperature distribution in time for three different configurations for We = 1.33

Fig. 4 Temperature distribution in time for bouncing droplets for We = 0.0149

In which n = ∇ϕ
|∇ϕ| , Ts,m is the average surface temperature, T∞ = 293.15K is

the initial ambient temperature and droplets are initially at 350K.
In Fig. 5a the effect of Weber number on heat transfer rate when the center of

droplets are distanced a radius is shown. As it is observed in the graph the Nusselt
number is generally higher for higher Weber number. According to the definition of
the Weber number the higher it is means the more important is the effect of inertia
comparing to surface tension. In lower surface tension the droplets can rupture faster
due to collision or just because of the inertia of the surrounding flow, providing larger
surface in contact with the flow which can result in higher heat transfer rate.

Figure5b shows the variation ofNusselt number in time for different configuration
of approaching droplets. Comparing the head-on collision with the tangent case, one
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Fig. 5 aVariation of Nu in time for different We numbers. b Effect of droplets distance on Nusselt
number. c Nu in bouncing and merging droplets

can observe that Nusselt is almost the same before droplets touch, but after they
contact in case of head-on collision Nusselt number decreases due to reduction in
heat transfer surface until t = 1s, at this point contact surface of droplets expands
forming some thin volume of splashes from which heat can be transferred easily so
the Nusselt number increases and exceeds the Nusselt number of tangent droplets
at t = 1.2 s. In case of droplets center with distance of r, the Nusselt number is
generally lower than other cases, it seems that the distance between the droplets
should be either too short to make a thin layer of ambient fluid which escapes when
the two drops approach or should be large enough such that they do not affect the
inertia of one another.

In bouncing and merging cases for head-on collision as shown in Fig. 5c the
Nusselt number has the same amount during approach and contact time. If droplets
start merging after collision the Nusselt number decreases while a higher Nusselt
number is observed for bouncing droplets. The reason is the surface from which heat
transfer can occur is larger in bouncing case.

References

1. Petera, J., Weatherley, L.R.: Modelling of mass transfer from falling droplets. Chem. Eng. Sci.
56, 4929–4947 (2001)

2. Quan, S., Lou, J., Schmidt, D.P.: Modeling merging and breakup in the moving mesh interface
tracking method for multiphase flow simulations. J. Comput. Phys. 228, 2660–2675 (2009)

3. Anderson, A., Zheng, X., Cristini, V.: Adaptive unstructured volume remeshing I: the method.
J. Comput. Phys. 208, 616–625 (2005)

4. Quan, S., Schmidt, D.P.: A moving mesh interface tracking method for 3D incompressible
two-phase flows. J. Comput. Phys. 221, 761–780 (2007)

5. Tan, Z., Lim,K.M., Khoo, B.C.: An adaptivemesh redistributionmethod for the incompressible
mixture flows using phase-field model. J. Comput. Phys. 225, 1137–1158 (2007)

6. Quan, S.: Simulations of multiphase flows with multiple length scales using moving mesh
interface tracking with adaptive meshing. J. Comput. Phys. 230, 5430–5448 (2011)

7. Gilmanov, A., Acharya, S.: A computational strategy for simulating heat transfer and flow past
deformable objects. Int. J. Heat Mass Transf. 51, 4415–4426 (2008)



Direct Numerical Simulation of Heat Transfer in Colliding Droplets . . . 693

8. Deshpande, K.B., Zimmerman,W.B.: Simulation of interfacialmass transfer by droplet dynam-
ics using the level set method. Chem. Eng. Sci. 61, 6486–6498 (2006)

9. Tanguy, S., Mnard, T., Berlemont, A.: A level set method for vaporizing two-phase flows. J.
Comput. Phys. 221, 837–853 (2007)

10. Sussman, M., Puckett, E.G.: A coupled level set and volume-of-fluid method for computing
3D and axisymmetric incompressible two-phase flows. J. Comput. Phys. 162, 301–337 (2000)

11. Coyajee, E., Boersma, B.J.: Numerical simulation of drop impact on a liquid–liquid interface
with a multiple marker front-capturing method. J. Comput. Phys. 228, 4444–4467 (2009)

12. Kwakkel, M., Breugem, W.-P., Boersma, B.J.: An efficient multiple marker front-capturing
method for two-phase flows. Comput. Fluids 63, 47–56 (2012)



On the Numerical Modeling of Active Flow
Control for Aerodynamics Applications
and Its Impact on the Pressure Field

M. El-Alti, P. Kjellgren and L. Davidson

1 Introduction

The modeling of flow control is generally applied as a time-varying boundary
condition at the slot position. In vehicle aerodynamics, the flow is assumed to be
incompressible; however active flow control produces pressure waves that propa-
gate instantly throughout the computational domain. It has been found that when
using incompressible finite volume methods, the pressure field in the whole domain
is oscillating. Most of the drag on a truck is caused by the wake behind the trailer,
which is called the base drag. It is introduced by the sharp edges on the rear end
where the flow naturally separates. This effect gives rise to a large low pressure
region and thus increases the pressure difference between the front and back. An
effective way to increase the pressure on the back is to introduce angled flaps. The
idea is to increase the base pressure by attaching the flow onto the flap surface again.
The attachment is done using active flow control (AFC). The idea of using flaps
and re-attaching the separated flow is in line with successful research on tilt-rotor
aircrafts and trucks done by the authors in [1, 2]. We use a simplified truck model
in our simulations. The truck is simplified as a rectangular bluff body with a typical
width (w = 2.6m, y direction) and length (l = 13.0m) relevant for a real truck. The
height (the z direction) is H = 0.2m, i.e. the domain is three-dimensional (Fig. 1).
The truck is mounted with angled flaps on the rear end in which the oscillating syn-
thetic jet actuators are placed. The actuators are modeled as a time-varying boundary
condition at the slot. The Reynolds number is reduced to 200,000 by increasing the
viscosity to μ = 3.25 × 10−4.
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Fig. 1 Simplified truck
model. Inlet at x = −12 w;
outlet at x = 30 w; side walls
at y = −8.5 w and y = 8.5
w. The width of the truck is
denoted by w (y direction) xy

z

2 CFD Codes

2.1 Numerical Method

The modeled actuator is very narrow and the maximum excitation velocity is about
110% of the free-stream velocity. The actuation frequency is also much higher than
the Strouhal frequency of the wake. Thus fine resolution is needed both in space
and time. Therefore, in order to make an accurate prediction of the turbulent flow,
large-eddy simulation is used. The filtered Navier-Stokes equations read

∂ ūi

∂t
+ ∂

∂x j

(
ūi ū j

) = − 1

ρ

∂ p̄

∂xi
+ ν

∂2ūi

∂x j∂x j
− ∂τi j

∂x j
(1)

The Smagorinsky model for the sub-grid scales is used with the Smagorinsky con-
stant CS = 0.25, in the near wall region, the turbulence is resovled and the filter
width is reduced using Van Driest damping function. The temporal discretization is
the explicit four-step Runge-Kutta scheme for the convection terms and the Crank-
Nicholsonmethod for the diffusion terms. The forcing ismodeled as a transient veloc-
ity inlet and the governing variables are the slot width, the velocity (both magnitude
and direction) and the frequency. The RMS momentum from the slot is defined as

JRM S =
∫

ρu2
RM S dh = ρu2

RM SΔh, C(μ,RM S) = JRM S

w 1
2ρu2∞

= u2
RM SΔh

w 1
2u2∞

(2)

Δh is the effective slot width. From Eq.2 the velocity (assuming purely sinusoidal)
in the slot is given and the non-dimensional forcing frequency is given by

u RM S =
√

C(μ,RM S) w u2∞
2Δh

, u(t) = √
2u RM S sin(2π Ft), F+ = F · XT E

U∞
(3)

where XT E is the distance from the slot to the trailing edge of the flap. In our simula-
tionswithFluent, Star-CCM+and compressible Star-CCM+,we chose the segregated
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Table 1 The boundary conditions in the different codes

Boundary FlowPhys Fluent Star-CCM+ Compressible Star-CCM+

Inlet Velocity Velocity Velocity Far-stream inlet

Outlet Weak Pressure Ps = 0.0 Pressure Ps = 0.0 Far-stream inlet

Side walls (y) Weak Slip wall Slip wall Slip Wall

Side walls (z) Slip wall Slip wall Slip wall Slip wall

pressure solver. In Fluent we also chose the Non-Iterative Time Marching scheme
(NITA) for the pressure-velocity coupling. In compressible STAR-CCM+, the cou-
pled solver was used to provide a steady initial solution. The settings are identical in
the codes but the convection scheme in both Star-CCM+ codes were bounded central
difference (CD) with 5% upwind. The proper setting and procedure followed best
practice and guidelines provided by CD-ADAPCO [3]. The inhouse and commercial
FlowPhys ver. 2.0a software has a semi-implicit, fractional step finite element solver
whichwas used in the simulations. The convection scheme in FlowPhyswas pureCD.

The boundary conditions used are described in Table1. The inlet flow is modeled
as an inlet boundary condition (BC) with prescribed constant free-stream velocity,
U∞ = 25m/s, in all codes but the STAR-CCM+compressible code, where the inlet is
a far-stream inlet BC with a prescribedMach number, pressure and temperature. The
outlet BC in FlowPhys is a weak outlet, in Fluent and STAR-CCM+ it is a pressure
outlet with prescribed pressure Poutlet = 0 and in STAR-CCM+ a compressible
far-stream inlet BC with prescribed Mach number, pressure and temperature is used.
The side-walls are prescribed frictionless walls, i.e. slip BC. The AFC slot was
implemented using a user subroutine and functions which were compiled and set on
the slot boundaries.

3 Results

This section startswith a time series of the pressure field in the computational domain.
The relevant time instants are when the forcing (AFC) i.e. the velocity at the slot,
is (1) zero, (2) minimum (suction stroke) and (3) the subsequent occasion when the
slot velocity is zero.

3.1 RMS of Drag

TheRMSvalues of drag is shown inTable2. TheRMSof drag is reduced in FlowPhys
and increased in the other three codes. The compressible code shows an increase in
RMS of the forced case by 34% which is the highest RMS values.
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Table 2 RMS values of drag for the different codes

CFD code RM S CD,AFC O F F RM S CD,AFC O N ΔRM SCD,reduc(%)

FlowPhys v2.0 0.085 0.071 16

Fluent v13.0 0.090 0.098 −9

CCM+ v6.06 0.081 0.107 −31

CCM+ v6.06 comp 0.086 0.1149 −34

3.2 Pressure Probes

The pressure was monitored far downstream (X f ar = (20, 6, 6, 0.26w)) away from
the truck. Figure2 plots the relative pressure at X f ar to the reference pressure at a
predefined location. The time is normalized and all signals start when forcing is ini-
tiated. The fluctuation frequency is constrained to the actuation frequency, and there
is a phase shift between the forcing and the pressure fluctuation. The compressible
code however showsmuch lower fluctuations in pressure. To investigate if these fluc-
tuations occur not only close to the forcing boundary conditions (i.e. the slot), we
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Fig. 2 Time history of pressure at X f ar in the different codes. Dashed black line inlet velocity at
the flow, red solid line pressure at X f ar . a FlowPhys v2.0a, b ANSYS Fluent v13.0, c STAR-CCM+
incompressible, d STAR-CCM+ v6.06 compressible
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monitored the pressure far away from the forcing. The incompressible FVM codes
show high pressure fluctuations, even though the monitored point is far downstream
of the forcing. The variations are between −100 and 100 Pa. The fluctuations in the
incompressible FVM codes are thus present in the whole domain. FlowPhys and the
compressible code have much more stable pressure.

3.3 Time Series of the Pressure Field

This section discusses the pressure at three different time instants in the forcing
period. The times when the pressure is close to maximum, zero and minimum occur
at zero, minimal and second zero forcing in the forcing suction period. The differ-
ences between the codes are remarkable, see Fig. 3. FlowPhys and STAR-CCM+

Fig. 3 Time series of the pressure field in the x − y plane around the truck in different codes,
red > 200Pa, blue < −500Pa and identical colorbar for all figures. a FlowPhys: 1st zero AFC,
b FlowPhys: min AFC, c FlowPhys: 2nd zero AFC, d Fluent: 1st zero AFC, e Fluent: min AFC,
f Fluent: 2nd zero AFC, g CCM: 1st zero AFC, h CCM: min AFC, i CCM: 2nd zero AFC, j CCM
compressible, k CCM compressible, l CCM compressible
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compressible show stable pressure fields at all three time instants. Both Fluent and
STAR-CCM+, i.e. the incompressible FVMcodes, show large differences in pressure
in the whole domain at the three time instants.

4 Discussion and Conclusions

The results obtained emphasize the sensitivity of the FVM incompressible codes to
abrupt changes in pressure elsewhere in the domain. The forcing in the AFC is a
prescribed velocity on a small slot at the boundary, and it is found that it makes the
pressure in the whole domain oscillate. The pressure oscillation frequency is con-
strained to the forcing frequency. In unsteady simulations, when the aerodynamic
drag is the target result, it is essential to predict the pressure field correctly dur-
ing the entire time history. The reason for the oscillations in incompressible FVM
codes is basically explained from the equations. The incompressible Navier-Stokes
is parabolic-elliptic and thus each change in pressure is propagated through the entire
domain, whereas, in the compressible Navier-Stokes, the pressure waves are resolved
and the equation is of a hyperbolic-parabolic type. The explanation for the stable pres-
sure field in the FEM code is probably the natural or weak outlet boundary condition;
the pressure is not prescribed at the outlet boundary as in FVM pressure outlet. This
is an advantage of the FEM codes compared with FVM codes, considering abrupt
pressure changes. When using FVM for AFC in configuration similar to the present
case, the compressible solver should be considered.

Acknowledgments This work is supported by the Swedish Agency of Innovation Systems (VIN-
NOVA), Volvo 3P, SKAB and CD-ADAPCO. Financial support by SNIC (the Swedish National
Infrastructure for Computing) for computer time at C3SE (Chalmers Centre for Computational
Science and Engineering) is gratefully acknowledged.

References

1. El-Alti M., Kjellgren P., Davidson L.: On the Download Alleviation for the XV-15 Wing by
Active Flow Control Using Large-eddy Simulation, ERCOFTAC workshop: Direct and Large-
Eddy Simulation 7, Sept 8–10, Trieste, Italy (2008)

2. El-Alti, M., Kjellgren, P., Davidson, L.: Drag reduction of trucks by active flow control of the
wake behind the trailer. In: 6th International Symposium on THMT, Rome, Italy (2009)

3. CD-adapco: Coupled Solver Best Practice, v6.06 (2011)


	Preface
	Committees
	Contents
	Part I LES Modelling
	On Scale Separation in Large Eddy Simulations
	1 Large Eddy Simulation
	2 Scale Truncation
	3 Modelling Consistency
	4 Forward Transfer: Eddy Viscosity
	5 Regularization of Backward Transfer
	6 First Results
	References

	Numerical Experiments with a New Dynamic Mixed Subgrid-Scale Model
	1 Introduction
	2 LES Framework
	3 SGS Tensor Analysis
	4 Dynamic SGS Modeling
	5 Numerical Experiments and Discussion
	References

	Implicit Large-Eddy Simulation of Isotropic Turbulent Mixing
	1 Introduction
	2 Results
	3 Summary
	References

	New Differential Operators for Large-Eddy Simulation and Regularization Modeling
	1 Introduction
	2 Restraining the Production of Small Scales
	2.1 Regularization Modeling
	2.2 Towards a Simple LES

	3 Performance of calC4-Regularization for Turbulent Buoyancy Driven Flows
	4 Concluding Remarks and Future Research
	References

	Assessment of Implicit Subgrid-Scale Modeling for Turbulent Supercritical Mixing
	1 Introduction
	2 Turbulence Modeling and Numerical Method
	3 Thermodynamic Modeling and Transport Properties
	4 Computational Setup
	5 Results
	5.1 Flow Visualizations
	5.2 Centerline Density

	6 Summary and Outlook
	References

	Validation of an Entropy-Viscosity Model  for Large Eddy Simulation
	1 Introduction
	1.1 Motivation

	2 Numerical Method
	3 Results
	3.1 Consistency
	3.2 Entropy-Viscosity as an LES Model
	3.3 Structure of the Enstropy

	References

	A Stochastic Closure Approach for LES  with Application to Turbulent  Channel Flow
	1 Introduction
	2 Stochastic Subgrid Scale Approach
	3 Data Preprocessing and Numerical Flux Computation
	4 Results
	5 Conclusions and Outlook
	References

	Comparison of URANS, PANS, LES  and DNS of Flows Around Simplified  Ground Vehicles with Passive  Flow Manipulation
	1 Introduction
	2 Description of the Flow Cases
	3 Numerical Methods
	4 First Flow Case: Results and Discussions
	5 Second Flow Case: Results and Discussions
	6 Conclusions
	References

	Variational Multiscale LES Investigation  of Drag and Near-Wake Flow  of an Axisymmetric Blunt-Based Body
	1 Introduction
	2 Geometry Definition, Simulation Set-up  and Numerical Method
	3 Results
	References

	SVV-LES and Active Control of Flow Around the Square Back Ahmed Body
	1 Introduction
	2 Geometry and Mathematical Modelling
	3 Results
	References

	Design of High-Order Implicit Filters  on Unstructured Grids for the Identification of Large-Scale Features in Large-Eddy Simulations
	1 Motivation
	2 High-order Implicit Filters
	3 Derivation and Implementation of Raymond Filters on Unstructured Grids
	4 Application of the Filters to Canonical Flows
	4.1 Taylor Vortices
	4.2 3D Homogeneous Isotropic Turbulence

	5 Application of the Filters to Turbulent Flows in Complex Geometries
	6 Conclusions and Perspectives
	References

	Part II Numerical Methods
	DNS of Canonical Turbulent Flows Using  the Modal Discontinuous Galerkin Method
	1 Introduction
	2 Numerical Methods
	3 DNS of Canonical Flows
	3.1 Collision of a Dipole Vortex with a No-Slip Wall
	3.2 Turbulent Channel Flow

	4 Conclusion
	References

	LES Using a Discontinuous Galerkin Method: Isotropic Turbulence,  Channel Flow and Periodic Hill Flow
	1 Introduction
	2 The Discontinuous Galerkin/Symmetric Interior  Penalty Method
	3 HIT at Infinite Reynolds Number
	4 Channel Flow at Reτ=395, 590 and 950
	5 DNS of the 2D Periodic Hill at Reb=2800
	6 Conclusion
	References

	Underresolved Turbulence Simulations  with Stabilized High Order Discontinuous Galerkin Methods
	1 Motivation and Scope
	2 Description of Numerical Method
	3 Results
	4 Conclusion
	References

	A Characteristic-Based Volume  Penalization Method for Arbitrary Mach Flows Around Solid Obstacles
	1 Introduction
	2 Characteristic-Based Volume Penalization
	3 Compressible Viscous Flows
	3.1 Penalized Navier-Stokes Equations
	3.2 Benchmark: 2D Cylinder Flow

	4 Compressible Inviscid Flows
	4.1 Penalized Euler Equations
	4.2 Benchmark: 2D Shocks Around Obstacles

	5 Conclusions
	References

	DNS of Square-Cylinder Flow Using Hybrid Wavelet-Collocation/Volume-Penalization Method
	1 Introduction
	2 Hybrid Method
	3 Square-Cylinder Flow
	4 Concluding Remarks
	References

	Generation of Intermittent Turbulent Inflow and Initial Conditions Based on Wavelet Construction Method
	1 Introduction
	2 Description of the Numerical Method
	3 Results and Discussions
	3.1 Some Statistical Properties
	3.2 Conclusion

	References

	A New High-Order Method for the Accurate Simulation of Incompressible Wall-Bounded Flows
	1 Introduction
	2 Problem Formulation
	3 Results
	4 Conclusions
	References

	Part III Quality of LES Modelling
	Investigations on the Effect of Different Subgrid Models on the Quality of LES Results
	1 Introduction
	2 Description of the Numerical Method
	3 Test Cases
	3.1 Channel Flow
	3.2 Cambridge Stratified Flame Series

	4 Results
	4.1 Channel Flow
	4.2 Cambridge Stratified Flame Series

	5 Conclusions
	References

	Computational Complexity of Adaptive LES with Variable Fidelity Model Refinement
	1 Introduction
	2 Computational Framework
	3 Reynolds Number Scaling
	References

	Elimination of Curvature-Induced Grid Motion for r-Adaptation
	1 Introduction
	2 Curvature-Induced Grid Motion
	2.1 Basic Method
	2.2 Problem Description
	2.3 Analysis of Grid Motion
	2.4 Modification of the Monitor Function

	3 Results for the Modified Monitor Function
	3.1 Reference Grid for Uniform Criterion
	3.2 Physically Motivated Criterion

	References

	Reliability of LES Simulations in the Context of a Benchmark on the Aerodynamics  of a Rectangular 5:1 Cylinder
	1 Introduction
	2 Description of the Test Case and of the Computational Studies
	2.1 Results and Discussion

	References

	Quantifying the Impact of Subgrid Scale Models in Actuator-Line Based LES  of Wind Turbine Wakes in Laminar  and Turbulent Inflow
	1 Introduction
	2 Simulation Set Up
	3 Results
	4 Conclusions and Future Work
	References

	Part IV Hybrid Models
	Elements and Applications  of Scale-Resolving Simulation Methods  in Industrial CFD
	1 Introduction
	2 Elements of Hybrid RANS-LES Turbulence Models
	2.1 Global RANS-LES Hybrid Model Formulation
	2.2 Models for Large Eddy Simulation (LES)
	2.3 Periodic Channel Flow
	2.4 Flat Plate Boundary Layer
	2.5 Zonal RANS-LES Models

	3 Application Examples
	3.1 Acoustic Cavity
	3.2 NACA 0021 Airfoil Beyond Stall
	3.3 Generic Fighter Aircraft
	3.4 Heat Transfer in T-Junction

	4 Summary
	References

	Hybrid LES--URANS Methodology  for Wall--Bounded Flows
	1 Introduction
	2 Hybrid Methodology for Wall-Bounded Flows
	3 Applications and Results
	4 Conclusions
	References

	Part V Stability and Transition
	Investigations of Stability and Transition  of a Jet in Crossflow Using DNS
	1 Introduction
	2 Numerical Setup
	3 Direct Numerical Simulations
	4 Modal Analysis
	5 Non-Modal Analysis
	6 Conclusions
	References

	DNS of a Double Diffusive Instability
	1 Introduction
	2 Computational Details
	3 Results
	References

	Flow Past a NACA0012 Airfoil: From Laminar Separation Bubbles to Fully Stalled Regime
	1 Introduction
	2 Numerical Method
	3 Results
	3.1 Instantaneous Flow Structures
	3.2 Mean Aerodynamic Coefficients

	4 Conclusions
	References

	Large-Eddy Simulation of a Shallow Turbulent Jet
	1 Introduction
	2 Computational Details and Flow Characteristics
	3 Energy Transfer Analysis
	4 Conclusions
	References

	Part VI Turbulence
	Large Scale Motions in the Direct  Numerical Simulation of Turbulent  Pipe Flow
	1 Introduction
	2 Numerical Method
	3 Results
	4 Conclusion
	References

	Turbulent Kinetic Energy Transport  in Oscillatory Pipe Flow
	1 Introduction
	2 Numerical Approach
	3 Computational Parameters and Flow Regimes
	4 Turbulent Kinetic Energy
	5 Conclusions
	References

	Large-Eddy Simulation of the Interaction  of Wall Jets with External Stream
	1 Introduction
	2 Problem Formulation and Validation
	3 Results
	4 Conclusions and Future Work
	References

	Turbulent Boundary Layers in Long Computational Domains
	1 Introduction and Numerical Setup
	2 Results
	3 Conclusions
	References

	Investigation of Dual-Source Plume Interaction in a Turbulent Wall-Bounded Shear Layer
	1 Introduction
	2 Numerical Methodology
	3 Results and Discussion
	3.1 Scalar Correlation Coefficient
	3.2 Relationships Between Higher-Order  Concentration Statistics

	4 Conclusion
	References

	LES of the Flow in a Rotating Rib-Roughened Duct
	1 Introduction
	2 Flow Specification and Computational Details
	3 Results
	4 Conclusions
	References

	On the Large-Eddy Simulations  of the Flow Past a Cylinder at Critical  Reynolds Numbers
	1 Introduction
	2 Numerical Method
	2.1 Definition of the Case: Geometry and Mesh Resolution

	3 Results
	4 Concluding Remarks
	References

	Large Eddy Simulation of Fluidic  Injection into a Supersonic  Convergent-Divergent Duct
	1 Introduction
	2 Case Setup
	3 Description of the Numerical Method
	4 Results and Discussions
	5 Conclusions
	References

	Part VII Compressible Flows
	Simulation and Modeling of Turbulent  Jet Noise
	1 Introduction
	2 Wavepacket Models
	3 PSE and Beyond
	4 Faster Computation
	References

	Mach Number Influence on Vortex Breakdown in Compressible, Subsonic Swirling Nozzle-Jet Flows
	1 Introduction
	2 Numerical Framework
	3 Results and Discussion
	4 Summary and Conclusions
	References

	A Symmetry-Preserving Discretization  and Regularization Subgrid Model  for Compressible Turbulent Flow
	1 Introduction
	2 A New Form of the Compressible Navier-Stokes Equations
	3 Symmetry-Preserving Discretization
	4 Symmetry-Preserving Regularization
	5 Results and Discussion
	6 Conclusion
	References

	Implicit LES of Noise Reduction  for a Compressible Deep Cavity  Using Pulsed Nanosecond  Plasma Actuator
	1 Introduction
	2 Numerical Method
	3 Results and Discussion
	3.1 Results Without Control
	3.2 Results with Control

	4 Conclusions
	References

	Part VIII Heat Transfer and Natural Convection
	DNS of Thermal Convection in Rectangular Domains with Different Depth
	1 Introduction
	2 Methodology
	3 Results
	3.1 Equilibrium State
	3.2 Mean System Responses
	3.3 Differences to 2D Flow

	4 Conclusions
	References

	Direct Numerical Simulation of Low-Mach Turbulent Natural Convection Flow  in an Open Cavity of Aspect Ratio 4
	1 Introduction
	2 Mathematical Formulation
	3 Problem Definition and Numerical Domain
	4 Results
	4.1 Instantaneous Flow
	4.2 Time-Averaged Statistics

	5 Conclusions
	References

	Rotating Rayleigh--Bénard Convection  of SF6 in a Slender Cylinder
	1 Introduction
	2 Numerical Methodology
	3 Results
	3.1 Temperature Distribution
	3.2 Heat Transport
	3.3 Strength and Precession of the Large Scale Circulation

	4 Summary
	References

	Large-Eddy Simulation of Flow and Heat Transfer Around a Low-Mach Number Turbine Blade
	1 Introduction
	2 Construction of the Database
	3 Comparison Between Computations  and Experimental Results
	4 Focus on the Turbulent Boundary Layer  of the Suction Side
	References

	Part IX Aerodynamics and Fluid-Structure Interaction
	Large-Eddy Simulations for Wind Turbine Blade: Dynamic Stall and Rotational Augmentation
	1 Introduction
	2 Methodology
	3 Dynamic Stall
	4 Rotational Augmentation
	5 Conclusion
	References

	Unsteady Characteristic of Stall  Around an Airfoil by Means of High  Fidelity LES
	1 Introduction
	2 Numerical Methods
	3 Motion Parameters
	4 Effects on Lift and Drag
	5 Effects on the LSB Bursting
	6 Conclusions
	References

	Compressible DNS of a Low Pressure Turbine Subjected to Inlet Disturbances
	1 Introduction
	2 Methodology and Computational Details
	3 Results
	4 Conclusions
	References

	Large Eddy Simulation of a NACA-0012 Airfoil Near Stall
	1 Introduction
	2 Mathematical Model and Computational Setup
	3 Results and Discussion
	References

	Large-Eddy Simulation of a FSI-Induced Oscillation Test Case in Turbulent Flow
	1 Introduction
	2 Description of the Numerical Method
	3 Test Case: FSI4
	4 Results
	5 Conclusions and Outlook
	References

	Shape Optimization and Active Flow  Control of Truck-Trailers for Improved Aerodynamics Using Large-Eddy Simulation and Response Surfaces
	1 Introduction
	2 Optimization Approach
	3 Numerical Method
	3.1 Procedure and Parameters Investigated

	4 Results
	4.1 Results and Analysis of the Response Surface

	5 Conclusions and Discussion
	References

	Part X Environmental Flows
	Numerical Simulation of Breaking  Gravity Waves
	1 Introduction
	2 Numerical Method
	3 Computational Set-Up
	4 Results
	5 Conclusion
	References

	DNS of a Radiatively Driven Cloud-Top Mixing Layer as a Model for Stratocumulus Clouds
	1 Introduction
	2 Problem Description
	3 Results
	References

	Effect of Ekman Layer on Windfarm Roughness and Displacement Height
	1 Introduction
	2 Numerical Method
	3 Results and Discussions
	3.1 Velocity Profiles
	3.2 Roughness Length
	3.3 Displacement Height

	4 Summary
	References

	Pollutant Dispersion in the Urban  Boundary Layer
	1 Introduction
	2 Numerical Method
	3 Surface-Mounted Fence in a Turbulent Boundary Layer
	4 Conclusions
	References

	Large-Eddy Simulation Model for Urban Areas with Thermal and Humid Stratification Effects
	1 Introduction and Governing Equations
	2 Surface Fluxes Definition and Validation
	2.1 Pollutant Dispersion Test

	3 Nesting Procedure
	4 Conclusions
	References

	Large-Eddy Simulation of Turbulent  Flow Over an Array of Wall-Mounted  Cubic Obstacles
	1 Introduction
	2 Simulation Set-Up and Numerical Schemes
	2.1 Boundary Conditions
	2.2 Subgrid-Scale Models

	3 Results and Discussions
	4 Conclusion
	References

	Direct Numerical Simulation of the 3D Stratified Separated Viscous Fluid Flows
	1 Introduction
	2 Numerical Method SMIF
	3 The Visualization of the 3D Vortex Structures
	4 The Classification of Flow Regimes Around a Sphere
	5 The Classification of 2D Flow Regimes Around a Cylinder
	References

	Part XI Rotating Turbulence
	Effects of Rotation on the Oscillatory  Flow Over Ripples
	1 Introduction
	2 Governing Equations and Simulation Set-Up
	3 Results
	4 Conclusions
	References

	Numerical Simulations of a Middle Gap Turbulent Taylor-Couette-Poiseuille Flow
	1 Introduction
	2 Geometrical Configuration and Flow Parameters
	3 Numerical Method
	4 Results
	4.1 Flow Structures
	4.2 Mean Flow Field
	4.3 Turbulent Flow Field

	5 Conclusion
	References

	Effect of Span-Wise Resolution for LES  of Flow Over a Rotating Cylinder at High Reynolds Number
	1 Introduction
	2 Test Case Definition
	3 Results
	4 Conclusions
	References

	Part XII Reactive Flows and Combustion
	LES of Turbulence-Radiation Interaction  in Plane Reacting and Inert Mixing Layers
	1 Introduction
	2 Basic Equations and Numerical Integration
	3 Flow Configuration
	4 Results for Reacting and Inert Mixing Layers
	References

	A Priori Analysis of Dynamic Models  for Large Eddy Simulations of Turbulent Premixed Combustion
	1 Introduction
	2 Theory and Modelling
	3 A Priori Test Results
	References

	Lagrangian Analysis of Mixing and Soot Transport in a Turbulent Jet Flame
	1 Introduction
	2 Physical Models, Numerical Methods, and Configuration
	3 Results
	References

	The Influence of Differential Diffusion  in Turbulent Oxygen Enhanced Methane Flames
	1 Introduction
	2 Diffusion Flux Modelling
	3 Description of the Numerical Method
	4 Results and Discussion
	5 Concluding Remarks
	References

	Application of Flamelet Generated Manifolds Approach with Heat Loss Inclusion  to a Turbulent High-Pressure Premixed Confined Jet Flame
	1 Introduction
	2 Flamelet Generated Manifolds---Heat Loss  and Turbulence Effects Inclusion
	3 Geometry, Scales and Numerical Methods
	4 Results
	5 Conclusions
	References

	Direct Numerical Simulations of Turbulent H2-Air Pre-mixtures and Analysis Towards Safety-Relevant Ignition Prediction
	1 Introduction
	2 Numerical Details and Configuration
	3 Results: Turbulent Ignition Probability
	4 Results: Logistic Regression Statistics
	5 Concluding Remarks
	References

	Large-Eddy-Simulation of High-Frequency Flame Dynamics in Perfect Premix Combustors with Elevated Inlet Temperatures
	1 Introduction and Motivation
	2 Combustion Modelling and Implementation
	3 Simulation Results
	4 Modelling of Heat Release Rate Modulations
	5 Summary and Outlook
	References

	Direct Numerical Simulation  of Hydrogen-Carbon Monoxide  Turbulent Premixed Flame
	1 Introduction
	2 Numerical Method
	3 Results and Discussion
	References

	Part XIII Magnetohydrodynamics
	Helical Turbulence in Fluids and MHD
	1 Turbulence: A Multi-scale Problem
	2 The Role of Helicity in Turbulent Flows and its Modeling
	2.1 The Rotating Stratified Case
	2.2 Modeling of Helical Flows
	2.3 The Case of Magnetohydrodynamics

	3 Concluding Remarks
	References

	Linear Instability Analysis of 3D Magnetohydrodynamic Flow by Direct Numerical Simulation
	1 Introduction
	2 Problem Formulation
	3 Numerical Implementation
	4 Leading Eigenvalue Search
	5 Results
	6 Summary
	References

	Numerical Study of Turbulent Pipe Flow  with Transverse Magnetic Field Using  a Spectral/Finite Element Solver
	1 Introduction
	2 Physical Model
	3 Numerical Method
	4 Numerical Results
	References

	On Turbulence Generation and Mixing  in the Wake of Magnetic Obstacles:  A DNS Study
	1 Introduction
	2 Mathematical Formulation
	3 Numerical Method
	4 Results
	4.1 The Setup, Initial and Boundary Conditions
	4.2 Flow and Heat Transfer

	5 Conclusions
	References

	Simulation of Instabilities in Liquid Metal Batteries
	1 Introduction
	2 Governing Equations
	3 Numerical Implementation
	4 Error Estimation
	5 Results
	References

	Part XIV Multiphase Flows
	DNS and LES of Two-Phase Flows  with Cavitation
	1 Introduction
	2 Cavitation-Bubble Dynamics Near Walls
	2.1 Sharp-Interface Non-Equilibrium Model
	2.2 Vapor-Bubble collapse simulations

	3 Cavitation in Turbulent Flows
	3.1 Thermodynamic Equilibrium Model
	3.2 LES of Cavitation in a Micro Channel

	4 Summary
	References

	Four-Way Coupled LES Predictions of Dense Particle-Laden Flows in Horizontal Smooth and Rough Pipes
	1 Introduction
	2 Computational Methodology
	3 Setup and Results
	4 Conclusions
	References

	Biomass Pyrolysis in DNS of Turbulent Particle-Laden Flow
	1 Introduction
	2 Biomass Pyrolysis Model
	3 Carrier Phase
	4 Pyrolysis Conversion Time
	References

	Modulation of Isotropic Turbulence  by Resolved and Non-resolved  Spherical Particles
	1 Introduction
	2 Mathematical Approaches
	2.1 Particle-Particle Interaction
	2.2 Numerical Schemes

	3 Results
	3.1 Point Force Approach (Non-resolved Particles)
	3.2 Fully Resolved Approach

	4 Conclusions
	References

	A Hybrid Stochastic-Deconvolution Model for LES of Particle-Laden Flow
	1 Introduction
	2 Governing Equations and Numerical Methods
	3 Results
	4 Conclusions and Discussion
	References

	Direct Numerical Simulation  of a Compressible Multiphase Flow  Through the Eulerian Approach
	1 Introduction
	2 Eulerian Multiphase Flow Models
	3 Numerical Results
	References

	DNS of Turbulent Bubbly Downflow  with a Coupled Level-Set/Volume-of-Fluid Method
	1 Introduction
	2 Governing Equations and Numerical Method
	3 Simulation Setup and Results
	4 Conclusions
	References

	Particle-Laden Turbulent Channel  Flow with Wall-Roughness
	1 Introduction
	2 Description of Numerical Method
	3 Results
	4 Conclusions
	References

	Direct Numerical Simulation of Bed-Load Transport of Finite-Size Spherical Particles in a Turbulent Channel Flow
	1 Introduction
	2 Description of Numerical Method
	3 Computational Setup
	4 Results and Discussion
	5 Conclusion
	References

	An Inhomogeneous Stochastic Model for Subgrid-Scale Particle Dispersion in LES
	1 Introduction
	2 Subgrid Scale Particle Dispersion Modelling
	3 Results for Channel Flow
	4 Summary
	References

	LES of the Ranque-Hilsch Vortex Tube
	1 Introduction
	2 Equations, Numerical Methods, Mesh and Setup
	3 Fluid Results
	4 Particle Results
	5 Discussion
	References

	Direct Numerical Simulation of Heat Transfer in Colliding Droplets by a Coupled Level Set and Volume of Fluid Method
	1 Introduction
	2 Computational Approach
	3 Results and Discussions
	References

	On the Numerical Modeling of Active Flow Control for Aerodynamics Applications  and Its Impact on the Pressure Field
	1 Introduction
	2 CFD Codes
	2.1 Numerical Method

	3 Results
	3.1 RMS of Drag
	3.2 Pressure Probes
	3.3 Time Series of the Pressure Field

	4 Discussion and Conclusions
	References




