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Abstract. Depth perception from single monocular images is a chal-
lenging problem in computer vision. Since the single image is lack of fea-
tures of context, we only find all the cues from the local image. This paper
presents a novel method for 3D depth perception from a single monoc-
ular image containing the ground to estimate the absolute depthmaps
more accurately. Different from previous methods, in our method, we
first generates the ground plane depth coordinate system from a single
monocular image by image-forming principle, and then locates the ob-
jects in image with the coordinate system using the geometric character-
istics. At last, we provide an method to estimate the accurate depthmaps.
The experiments show that our method outperforms the state-of-the-art
single-image depth perception methods both in relative depth perception
and absolute depth perception.

1 Introduction

An increasing attention in computer vision field is paid to RGB-D image, which
represents RGB images with depth information [6,7]. The depth information
accommodates images more suitable for various computer vision tasks [8]. Before
RGB-D images came into wide spread use, there are large numbers of images
without depth information on the Internet and on some open datasets. We try to
estimate the depth information from single monocular images in order to solve
more computer vision tasks. But estimating the depth information from single
monocular images is still a challenging task. As we know, humans appear to
be extremely good at judging depth from single monocular images because of
their common sense and life experience. However, it is impossible for a computer
vision system to learn all these kinds of prior knowledge. Besides, for the single
images, extracting the features can rely on nothing but the image itself. This
paper focuses on the images containing the ground, since the ground plane will
be a superior reference frame of the depth, and most scenes in images include
the ground plane.

In the last decade, some methods have been proposed to estimate depths from
monocular images, but almost all the methods based on Markov Random Field
(MRF) are sensitive to multicolored objects in an image, and need many learn-
ing parameters, which are difficult to be learned. Some methods using geometric
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characteristics only estimate the relative depth of objects or scene in an image,
but can’t obtain their absolute depth.

In order to resolve the problems above, we propose a novel approach based
on the image-forming principle and consider the geometric characteristics. Our
method need less parameters, while it can obtain the absolute depth information
and reduce the effects of multicolored objects in images. Our method is based on
the assumption that no objects are hung in the air and one object’s depth can
be determined by the points it touches the ground plane or other objects. We
also assume that the optical axis of the image-forming device is always parallel
to the ground plane.

2 Related Work

Depth estimating from single monocular images is the object of current atten-
tion in the literature. One of the popular methods is based on MRF proposed by
Saxena’s group. Saxena presented an improvement MRF algorithm to capture
depths and relationships between depths at different points in images [19,20].
Schulte and his partners used an image set collected by a 3D distance scan-
ner to train MRF and predicted depth [21]. Sun and Ng improved the MRF
method and fixed the parameters to make it more suitable for 3D reconstruc-
tion [22]. Saxena et.al. showed that the MRF method can do well on images
captured by robotic camera. They used the method to achieve robotic grasp-
ing [18]. Betra’s group used a new learning model to develop the MRF method
to estimate depthmaps [1]. In addition, Kratz and his partners used Expectation-
maximization algorithm based on MRF to calculate the depth-energy for defog-
ging the images, while the algorithm can also get the depth information [13].
However, MRF-based methods ignore the geometry of the object which are eas-
ily affected by the color changing of multicolored objects, resulting in a large
depth error. Another disadvantage of MRF-based methods is difficult to confirm
their parameters in learning phase.

Methods using the geometric characteristics of objects only can obtain the rel-
ative depth from monocular images. Hoiem and Efros made 3D reconstruction
from monocular images, but they focused on generating 3D graphical images
rather than calculating the absolute depth [12]. Hebert’s group took a method
to construct the surface layout of objects, which helps predict the depth rela-
tionship of objects [10]. Hedau et.al. developed an algorithm to recover the free
space of indoor scenes using the relative depth information by exploiting the
box like geometric structure in images [5]. However, almost all approaches using
geometric characteristics cannot get the accurate depthmaps.

Other main depth perception methods from monocular images also have
their limitations. Lin et.al. provided a method based on Shape From Defocus
(SFD) [14,16] to estimate depth from single defocused image [15], but it is un-
able to distinguish the difference between blurred textures and defocused sharp
textures. Methods based on T-junction cues can only obtain the relative depth
of objects, not the absolute depth [2]. In addition, Nicolas et.al. presented an
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unsupervised method to approximate basic scene geometry properties [17]. Their
method can obtain the absolute depth of objects, but it has a high requirement
for imaging device. Cherian’s work is very similar to ours, but it is not accurate
enough especially on vertical regions [3].

In this paper, we present a novel 3Ddepth perceptionmethod from singlemonoc-
ular images. Our contributions are: 1. Derive the relationship of points between
the 3D real world and the 2D image by image-forming principle and propose a
method to generate the depth coordinate system on images. 2. Propose the image
depth perception method to obtain the accurate depthmaps of images. 3. Present
a measure of relative depth perception performance. 4. Verify the performance of
our method in both relative depth accuracy and absolute depth accuracy.

3 Ground Plane Depth Coordinate System

As we know, the relationship of the 3D real world and 2D digital image can be
described by a coordinate system. In our approach, we first analyze the image-
forming principle and then propose a method to generate the ground plane depth
coordinate system on images.

3.1 Image-Forming Principle

In Fig. 1, point O is the position of image-forming device lens. Now we use depth
coordinate system XCYCZC to describe the real world space. In this coordinate
system, a point P (X,Y, Z) in real world is transformed to a 2D point p(x, y) on
the real imaging plane. In image-forming principle, device can receive light from
outside and form a upside down image on the real imaging plane behind lens
with a distance F , which is called focal distance. In order to help understanding,
we add a virtual imaging plane in front of lens with a distance F . An erected
image will be formed on the virtual imaging plane. Obviously, it is impossible to
calculate the precise depth value between the two different coordinate systems,
but we can get their relationship which is helpful to our work.

In the condition of Fig. 1, we can easily prove that �OO′p is similar to
�OO′′P and �O′pq is similar to �O′′PQ. Then we get the relationship in
Formula (1).

OO′

OO′′ =
O′p
O′′P

,
O′p
O′′p

=
pq

PQ
=

O′q
O′′Q

F

Z
=

y

Y
(1)

Formula (1) shows the relationship between the point 2D coordinates and its
3D coordinates, which helps us figure out how the depth changing in the real
world react on the image.

We assume that there are two points P0(X,Y, Z0) and P1(X,Y, Z1) in 3D real
world coordinate system, and the distance between the two points on axis ZC is
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Fig. 1. Optical image-forming principle

d. In Fig. 2, point P0 is mapped to p0(x0, y0) on the imaging plane, and point P1

is mapped to p1(x1, y1). Based on Formula (1), we can obtain the Formula (2)
and the relationship between the two points’ 2D coordinates and their depth in
real world as Formula (3).
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Imaging plane P0(X,Y,Z0) P1(X,Y,Z1)d

p0(x0,y0)

p1(x1,y1)

Fig. 2. The relationship between 3D and 2D coordinates
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3.2 Depth Coordinate System Generating Algorithm

In this subsection, we will propose a method to generate the depth coordinate
system. In the Formula (3), the relationship between the two points’ 2D coordi-
nates and their depth in real world is provided. From this relationship, we can
get an inference that all points on the ground plane in the image have the simi-
lar relationship. So we can use the relationship to generate the depth coordinate
system of the ground plane in the image.

We suppose there is a set P , which contains n points in 3D real world. These
points always have the same coordinates on axis XC and YC , and every two
neighboring points Pi(X,Y, Zi) and Pi+1(X,Y, Zi+1) have the same distance d
(actually, these points belong to the same line, and the line is on the ground
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Fig. 3. The features of the device

plane and parallel to the optical axis of the device). We can represent the depth
coordinate system on the image using a set C.

C = {yi|Pi ∈ P, i = 0, 1, · · · , n} (4)

From the previous conclusion in Formula (3) and Formula (4), it seems not diffi-
cult to propose themethod of generating the depth coordinate system.But another
problem is here that how to determine the depth of the first point P0(P0 ∈ P ).

In Fig. 3, the vertical distance from the imaging device to the ground is H .
The height of the imaging plane is h, and the distance from imaging device to
the imaging plane is focal distance F . The angle between visual range and optic
axis is represented as ϕ. We assume that the depth of the bottom most row of
the image on the ground plane from the imaging device is D. So we can obtain
the expression of D as Formula (5).

D =
H

tanϕ
=

2FH

h
(5)

From Formula (5), D is only affected by the focal distance F , the altitude H
of the device and the altitude h of the imaging plane. When processing robotic
vision images or images with the device parameters, we can easily get these
statuses to calculate the value of D. We can also use some experienced values
to determine the value of D if there is no information about device status. The
value of D ∈ [5, 10](meters) can be used in most images on the Internet or in the
open datasets. Then we provide a recurrence formula in general case as follows.

yn+1 = (
D + nd

D + (n+ 1)d
)yn (6)
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Then we give the 3D coordinate generating algorithm as follows.
Algorithm 1. Depth coordinate system generating algorithm.
Input: The feature parameters of device h, F ; The state

parameters of device H ; The unit depth d and
the point set P .

Output: The coordinate set C.
Step 1: Calculate the horizontal distance D by Formula (5).
Step 2: Set C = ∅, i = 0, y0 = −ROW

2 , put y0 into set C.
(ROW is the total rows of the processed image.)

Step 3: Use yi to calculate the coordinate of the next point
Pi+1 ∈ P with further unit depth, yi+1, by Formula (6),
then put yi+1 into set C

Step 4: If we have the next point Pi+2 ∈ P , set i = i+ 1
and go step 3; otherwise, go step 5.

Step 5: Return the coordinate set C.
By Algorithm 1, we obtain the coordinate set C, which contains all 2D coor-

dinates of 3D points on ground plane with different depth. We can get different
accurate-scale coordinates by adjusting the unit depth d. In Fig. 4, we set the
unit depth d = 2(m) of the coordinate, and set the middle one as d = 1(m),
the right one as d = 0.5(m). The performance shows that the smaller the d is,
the more accurate the coordinate is. But setting the value of d too small is un-
necessary and inefficient. Based on a large number of experiments, we find that
d = 1(m) can obtain a good performance and keep a high efficiency.

D=5,d=2(m) D=5,d=1(m) D=5,d=0.5(m)
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9m
11m
⁞ 
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⁞ 
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5.5m

6.5m
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Fig. 4. Coordinates with different unit depth

4 Image Depth Perception Algorithm

In order to determine the depth of every point in an image, we should figure out
the different areas in an image firstly. We use a texture segmentation algorithm
based on [9,4,11], which is using the geometric characteristics. Then we propose
a depth perception algorithm to obtain the depthmap of the image based on
segmentation preprocessing result.

4.1 Texture Segmentation

Since the depth coordinate system is used for mapping the ground plane to
different depth, the images should be preprocessed to obtain the ground area
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firstly. Based on the geometric characteristics, the objects in images are catego-
rized precisely [9], where the sky, the ground and vertical in images are divided
from each other. In Fig. 5, image A is the original image, image B is the result
of categorized. In image B, the blue part is the sky area, the green one is the the
ground area, and the red one is vertical area. The arrows “↑”, “←” or “→” on
the objects show the depth changing direction. The marks “©” or “×” on the
objects represent that those objects are solid or hollow respectively.

After the sky, ground and vertical areas have been separated, we divide the
vertical area more precisely [4,11] to get the location of the objects (see Fig. 5,
image B and C).

A B C

Fig. 5. Texture segmentation process. A: original image. B: the image is categorized
into sky, vertical and ground. C: the vertical is segmented more precisely.

4.2 Image Depth Perception

In this subsection, we propose an image depth perception method, which includes
the ground plane depth perception and the vertical area depth perception. Ob-
viously, we can set the depth of sky infinite.

After the preprocessing, we obtain a image in which every objects and areas
are separated from each other. Any parts of the segmentation result can be
described as a quad of Ri(Ci,Mi, Bi, Pi). This quad provides the attributes
and location information of a segmentation region. In this quad, Ci and Mi

both represent the category of the region. Ci shows the region belonging to sky,
ground plane or vertical, and Mi shows which kind of mark is on the region. Bi

is the bottom line number of the region. Pi is the 2D coordinate of the top-left
point of the region.

We suppose a set R that includes all the regions of the segmented image. The
set R can be described as R = {Ri|i = 0, 1, · · · , n}, where n is the total number
of regions in a image.

By the assumption that no objects are hung in the air and one object’s depth
can be determined by the points it touches the ground plane, we can easily
estimate the depth information of most regions. But there exist some regions
covered by other regions or not touching the ground plane directly, so it is
difficult to estimate their depth information by their bottom line. Since the
work of [12] shows that neighboring regions can provide important cues to infer
the depth information of one region. Inspired by [12], we propose a method to
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estimate the region’s depth information by its neighboring regions based on their
touching length. Every neighbors having been determined their depth should
make a contribution to deciding the depth of this region. We use the following
equation to determine the depth of regions which are not touching the ground
directly:

dep =

m∑

j=1

rjdepj (7)

In the Formula (7), m is total number of neighboring regions having been
determined the depth, rj is the rate of two regions’ touching length. The value

of rj is given by rj =
TLj

m∑

j=1
TLj

. TLj in the equation means the touch length of

two regions. Meanwhile, it must satisfy that
m∑
j=1

rj = 1.

Now we give the image depth perception algorithm as follows.
Algorithm 2. Image depth perception Algorithm.

Input: The coordinate set C; The region set R.
(R = {Ri(Ci,Mi, Bi, Pi)|i = 1, 2, · · · , n})

Output: The depthmap of the image.

Step 1: Set a set RF = ∅; Initialize the depthmap empty.
Step 2: Traverse R, find all Ri ∈ R, where Ci = SKY .

Set depth of each Ri the max value, remove Ri from R
and put it into RF .

Step 3: Traverse R, find all Ri ∈ R, where Ci = GROUND.
Set depth of each Ri the corresponding value based on
the coordinate set C, remove Ri from R and put it into RF .

Step 4: Scan the other elements in R and find Ri ∈ R which touches
the ground plane and has minimum Bi.
If it succeeds, go step 5; otherwise, go step 6.

Step 5: According to the Mi and the touching points of the Ri,
set depth of the Ri, remove Ri from R and put it into RF .
Go step 4.

Step 6: Scan the other elements in R and find Ri ∈ R which
has minimum Bi. If it succeeds, go step 7; otherwise, go step 8.

Step 7: Calculate the depth of the Ri base on Formula (7),
set depth of the Ri, remove Ri from R and put it into RF .
Go step 6.

Step 8: Return the depthmap.

5 Experiments

5.1 Dataset

In this paper, we use an image set of 350 images/depthmaps provided by Stanford
(http://make3d.cs.cornell.edu/data.html) to finish the experiments. The
data is collected by a 3D distance scanner, and comprised of a large set of

http://make3d.cs.cornell.edu/data.html
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Fig. 6. Experimental results. A: The RDER of different methods. B: The depth error
of different methods.

original images and their corresponding ground-truth depthmaps. Each image is
of size 1704× 2272 and each depth map is of size 55× 305.

In the experiments on depth perception, we provide some other researchers’
method as contrast. The MRF method [1] is a state-of-the-art method in this
filed, which is called M1. Cherian’s work [3] is very similar to ours, which is called
M2. Hoiem’s method [12] has a good performance, which is called M3. But it
cannot obtain the depthmaps, and we only use it for relative depth experiment.

5.2 Relative Depth Perception

Since many applications of computer vision only need relative depth of images to
finish their tasks, the error rate of relative depth is also a valuable indicator of the
depth perception. We firstly make the experiment on relative depth perception.

We propose the Relative Depth Error Rate (RDER), a measure of the relative
depth perception performance. On the dataset, we already have the ground-truth
depthmaps. Based on the ground-truth, we sort every pixel in the ascending or-
der, and treat the original image’s sequencing result as the standard depth order.
By using depth perception method, we obtain the image’s depth information and
sort its pixels to get a new depth order. Then the inverted sequence number be-
tween the new depth order and the standard depth order shows the relative
depth errors in the depth estimating result. As we know, every order has a max-
imal inverted sequence number, which shows the maximal value of relative depth
errors in the image.

We define the RDER as RDER = ISN
MISN , where the numerator is inverted

sequence number (ISN) of the estimating result and the denominator is the
maximal inverted sequence number (MISN) of the standard order.

Fig. 6 A shows that the RDER of all images on the dataset, which is obtained
by our method, M1, M2 and M3. The figure demonstrates that our method
outperforms M1 and M2 on the relative depth perception, and it is about the
same between our method and M3. Since our method and M3 take the object’s
geometric characteristics into consideration, which make sure the relative depth
order between objects rarely change.

As the result, the average RDER of our method is 8.173%, and the average
RDER of M1, M2 and M3 are 15.359%, 11.872% and 9.367% respectively.
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5.3 Absolute Depth Perception

In this subsection we evaluate the absolute depth perception performance of our
approach on the image dataset. We use our method, M1 and M2 to estimate
the depthmap of each image. Then we compute the average difference of the
ground-truth depthmap with the result depthmaps, and the difference shows
the absolute depth estimating error. Apparently, the smaller depth error is, the
more accurate the depth estimating method is.

Fig. 6 B shows that the depth error on all the images obtained by our method,
M1 and M2. We observe in the figure that our method shows better performance
on absolute depth perception than other methods. In our method, the geometric
characteristics based texture segmentation make sure the atomicity of every
objects, and avoid the influence of the color changing in an object perfectly. The
results reflect this effort clearly.

The experiment results show that the average depth error of our method is
2.1359 meters, while the average depth error of M1 and M2 is 3.7843 meters
and 3.1970. Our method has succeeded in improving the accuracy of the depth
information perception.

5.4 Experimental Results

Fig. 7 shows a number of test results of experiments. The column A of each
row is the original image, the column B is the relative depth obtained by M2,
the column C is the absolute depth estimated by M1, and the column D is the
absolute depth result of our method. Comparing with M2’s approach, we can
see that our approach outperforms in many detail areas, such as top of the tree
and the forest behind the building. M2’s approach is good at obtain the relative
depth, but it cannot estimate the accurate depthmap. Comparing with the M1,
our approach outperforms both in relative depth perception and absolute depth
perception obviously. Since the M1 is sensitive with color changing, many depth
estimating errors happen as shown in the figure.

A B C D A B C D

Fig. 7. A: original image. B: relative depth obtained by M2. C: absolute depth obtained
by M1. D: absolute depth obtained by our method.



520 H. Xu et al.

6 Conclusions

In this paper, we firstly analyze the image-forming principle and propose a
method to generating the depth coordinate system in image. Then we use the
geometric characteristics to avoid the influence of color changing in an object
and propose a novel image depth perception method to obtain the accurate
depthmaps of images. In experiment, a measure is provided to judge the relative
depth perception performance. The experiments show that our method outper-
forms the-state-of-art methods both in relative depth perception and absolute
depth perception.

In the future, we will consider the priori information of objects to help us
compute the depth of the images especially in vertical area. Considering the angel
changing of device is another field we can accommodate in the future. In addition,
we will also use more diverse datasets to testify our method’s robustness.
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