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Abstract. To benefit network transmission, the bit stream of the whole
frame coded by H.264/AVC is usually grouped into one packet. How-
ever, the packet loss during transmission will lead to the distortion of
the reconstructed video and the error propagation. To deal with this
problem, error concealment (EC) strategy is widely used to recover the
lost frames and to weaken the effect of error propagation. In this paper,
we propose a new EC method which uses both the forward and backward
motion information to recover the motion information of the current lost
frame. Besides, for the pixels whose motion information is quite differ-
ent compared with its neighboring pixels, we propose to use the spatial
correlation to fill up the pixels by minimizing the total variation (TV)
norm. With the help of our proposed algorithm, we can obtain the motion
vectors of the lost frames and improve the accuracy of motion vectors
derived by the unidirection recovery method. Besides, the optimization
strategy, minimizing the TV-norm for the pixels with quite different mo-
tion vectors, can help the decoder to recover the reconstructed frames
more accurately. Experimental results show that the proposed algorithm
can achieve both better objective performance and subjective perfor-
mance compared to well-known schemes.

Keywords: Video Coding, Error Concealment, Whole Frame Recovery,
H.264/AVC.

1 Introduction

With the rapid development of digital technology, video communications over
networks have received increasing attention from the communication applica-
tions. During the transmission process in the network environment, various chan-
nel errors may lead to damage or loss of compressed video data packets. Besides,
as we known, video coding uses the temporal prediction which may cause the
errors propagate easily to succeeding frames. As a consequence, it is necessary to
design appropriate error resilience and concealment tools for video encoders and
decoders in order to counteract such losses and alleviate the error propagation.

Many related works [1,2,3,4,5] have been proposed. However, most of these
methods assume that only a few blocks or slices in a video frame are missing,
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and they are incompetent for the case when the data of a whole frame is lost.
Actually, in video coding, the temporal correlation is so strong that the com-
pression performance of inter prediction is very effective and a whole frame can
be encapsulated into one packet. Several algorithms have also been proposed to
deal with whole frame loss. The simplest whole frame loss error concealment
(EC) method[6] used in H.264 is the frame copy (FC) method which directly
copies the previous reconstructed frame to recover the lost frame. However, the
FC method may lead to the frame un-continuity especially for the high motion
videos. Another method called motion copy (MC)[6] duplicates the motion vec-
tors (MVs) of the previous reconstructed frame and recover the missing frame
through motion compensation. However, the MC method is based on an assump-
tion that the collocated blocks in successive frames have similar motion activity.
Actually, the assumption is not suitable for all the blocks in the frame especially
for the high motion videos.

Some other algorithms [7,8,9,10,11,12] try to generate a better motion vector
for the lost frame. The main ideas can be classified into three typical categories.

1. Taking full advantage of the previous reconstructed frames’ MV information
instead of only one previous frame. [7] and [8] use the concept of optical flow
to generate the MVs of each pixel in the missing frame. And based on the
theory of multiple hypotheses, [9] devises an adaptive integration scheme to
make full use of each hypothesis’ strength, which fully exploits the correlation
between consecutive frames.

2. Making use of both the forward and backward frames’ MV information. [10]
first proposes to generate the MV of the missing frame based on pixel level
bi-direction frames. And [11] proposes another algorithm to recover the MV
of each pixel in the missing frames based on pixel level bi-direction frames’
MV information.

3. Classifying the frame into different types, and use different filtering method
to recover the missing frame. [12] classifies the blocks into three types (i.e.
covered state, conflict state, and non-covered state), and designs different
EC method for each type.

All of the algorithms above focus on recovering the MV information using the
temporal correlation, which could only provide limited information for frame
recovery. In this paper, not only the temporal MV correlation, we also make use
of the spatial correlation. Firstly, we classify the blocks into three classes (i.e.,
new scene, uniform linear motion and non-uniform linear motion), and using
different MV recovery methods and motion compensation methods to recover the
pixels in the missing frame. Secondly, we pick the pixels with incorrect MVs based
on the previous estimated MV of each pixel, and recover them by minimizing
the total variation (TV) norm.

The rest of the paper is organized as follows. In Section 2, the main idea of
the MV generation and the minimizing TV-norm algorithm are elaborated. In
Section 3, the objective and subjective results of the proposed algorithm are
presented. At last, we conclude this paper in Section 4.
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2 Proposed Error Concealment Algorithm

The existing methods which make use of the bi-directional MV information or
multiple previous frames are able to provide a better performance compared with
the MC method. However, they also have the shortcoming. The MVs of the lost
blocks are generated based on the assumption that all the blocks are uniform
linear moving. Actually, it is not always satisfied. Some MVs are very likely to be
estimated inaccurately, especially in large motion activity. This shortcoming will
damage the accuracy of the MV for the block, which will result in the degraded
performance. In order to overcome this problem, we propose a hybrid EC method
based on bi-directional MV information and the spatial correlation, which uses
not only the bi-directional MVs, but also the spatial correlation to get rid of the
inaccurate MV pixels. Thus, the proposed algorithm is able to discard the pixels
with inaccurate MVs and recover them by exploiting spatial correlation, which
is helpful to protect the spatial smoothness of the frame.

2.1 Blocks Classification

As we known, the content of the sequences is always changed. Sometimes new
scenes come into the content, and sometimes cover phenomenon happens. Thus,
the uniform linear motion assumption is always incorrect for these blocks. In
this paper, we first classify the blocks into three types, i.e. new scene, uniform
linear motion and non-uniform linear motion. The sorting rules are as follows:

1. If the collocated block in the forward frame is intra predicted, then we define
the missing block as the new scene for the forward frames, and the forward
MV information is neglected and marked as the unavailable MV; otherwise,
the forward MV is marked as available MV which will be used to estimate
the MV of the missing block.

2. If the collocated block in the backward frame is intra predicted, then we
define the missing block as the new scene for the backward frames, and the
backward MV information is neglected and marked as the unavailable MV;
otherwise, the backward MV is marked as available MV.

3. We first scale the MV information according to the reference index as follows,

MVx =
MVx

ref + 1
;MVy =

MVy

ref + 1
(1)

where ref means the reference index of the block. And then according to
the scaled MV information of the two directions, if the difference of these
two scaled MVs is greater than a threshold, then we define the block as
non-uniform linear motion block; otherwise, the block is marked as uniform
linear motion block.

4. For the non-uniform linear motion blocks, if the difference of the residuals
in the two directions is larger than a threshold, then the corresponding MV
information of the block with larger residuals is ignored and marked as the
unavailable MV, while the other MV information is marked as available MV.



A Novel Error Concealment Algorithm for H.264/AVC 469

2.2 Bi-directional Motion Compensation

According to the classification of the blocks in Subsection 2.1, we recover the
missing pixels using bi-directional motion compensation. As discussed in [10],
the block-based motion vector estimation (MVE) method provides similar per-
formance as pixel-based MVE method in little motion scenes. However, for the
scenes with high motion activity, pixel-based MVE has an obvious better per-
formance than block-based MVE. Thus, in this paper, we also use the pixel-level
motion compensation method to recover the missing pixels.

On one hand, if the forward MV is available, and it is f = (fx, fy), then the
lost pixel pf (x, y) can be recovered as follows,

pf (x, y) = pr(x+ fx, y + fy) (2)

where pr(x, y) means the pixels in position (x, y) of the previous frame.
On the other hand, similar to the forward recovery method, if the backward

MV is available, and it is b = (bx, by), then the lost pixel recovered by backward
prediction pb(x, y) is as follows,

pb(x, y) = pr(x+ bx, y + by) (3)

where pr(x, y) is the pixels in the last correctly reconstructed frame, and the
(bx, by) is the scaled MV corresponding to the reference frame.

At last, we combine the forward and backward pixel-based MVE methods.
For the pixel in position (x, y) of the lost frame, its recovery value is estimated
as follows,

p(x, y) = ω(x, y)× pf (x, y) + (1− ω(x, y))× pb(x, y) (4)

where the pixel-based weight ω(x, y) is used to adjust the weights of the forward
and backward methods. In this paper, we set ω(x, y) for all the pixels within the
block according to the classification of the block as follows,

ω(x, y) =

⎧
⎪⎨

⎪⎩

1, only f = (fx, fy) is available

0, only b = (bx, by) is available

0.5, both f = (fx, fy) and b = (bx, by) are available

(5)

2.3 Error Concealment Using Spatial Correlation

As the bi-directional MVE presented above, the pixels have the corresponding
MV information. However, the MV of some pixels may be estimated inaccurately.
In this subsection, we judge the accuracy of the estimated MV for each pixel as
follows,

idx(x, y) =

{
0, ifMV (x, y)−MV (x± 1, y ± 1) > th

1, otherwise
(6)
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where MV (x± 1, y± 1) means the MV information of the pixels in the 8 neigh-
boring area of current pixel. idx(x, y) = 0 means that the recovered pixel of
(x, y) is inaccurate, and idx(x, y) = 1 means the recovered pixel is accurate.

According to the judgement method discussed above, there will be some holes
in the missing frame since some of the recovered pixels are inaccurate. In other
word, once the bi-directional MVE is completed, all elements in the missing frame
are supposed to be trustworthy except for few remaining hole regions. In this
subsection, we propose a method to recover the inaccurate pixels by making use
of the spatial correlation. Let the current frame be denoted by Y (x, y) ∈ Rm×n,
and let Ω denote the set of trustworthy entries in Y (x, y). Then the next task can
be mathematically expressed as: given the set Ω, we shall recover M ∈ Rm×n

from its incomplete observation Y ∈ Rm×n. Since the temporal correlation has
been exploited at subsection 2.2, we assume that the temporal smoothness has
been satisfied. Thus, in this step, the spatial smoothness shall be enforced during
the process of completion to reduce the unpleasant artifacts. Therefore, a 2-D
TV regularized completion model is designed to achieve this objective.

We define the operator O = [OT
x , O

T
y ]

T , as the sub-operators of horizontal and
vertical directions. The individual sub-operators are defined as follows,

Ox(M) = vec[M(x+ 1, y)−M(x, y)]

Oy(M) = vec[M(x, y + 1)−M(x, y)]
(7)

where vec[·] stands for the vectorization operation. The definition of 2-D TV
norm of a space volume M is then expressed as,

||M ||2−DTV :=
∑

i

(|[Ox(M)]i|+ |[Oy(M)]i|) (8)

where [·]i means the ith element from the 2-D volume. Since the definition in
Eq.(8) has a similar formulation with the l1 norm, we express ||M ||2−DTV in a
l1 norm-like manner as,

||M ||2−DTV = ||O(M)||1 (9)

From the definition of 2-D TV norm, we can see that it provides a natural piece-
wise smoothness in space domain for the missing frame, with edge preserving
property. Then, we formulate a convex program as follows,

min
M

||M ||2−DTV

s.t. PΩ(M − Y ) = 0
(10)

PΩ(M − Y ) shall project into Rm×n and the projection is the (i, j)th entry of
M − Y if (i, j) ∈ Ω, otherwise 0.

To solve Eq.(10), we introduce an auxiliary variable Z ∈ Rm×n and reformu-
late Eq.(10) into

min
M,Z

||M ||2−DTV

Y = Z +M

PΩ(Z) = 0

(11)
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Algorithm 1. ADM algorithm to solve Eq.(11)

Input: Y , tol
1: Initialize M , Z, Λ, β and p.
2: while ||M+Z−Y ||F

||Y ||F ≥ tol do

3: Update Mk+1: solved the 2-D total variation regularized least square problem
using Algorithm 2.

4: Update Zk+1:Zk+1 = PΩ( 1
β
Λk −Mk+1 + Y ).

5: Update Λk+1:Λk+1 = Λk − β(Y − Zk+1 −Mk+1).
6: Update β:β = p× β
7: end while
Output: M

To solve Eq.(11), we apply the alternating direction method (ADM) [13], and
we consider the augmented Lagrangian function of Eq.(11) as follows,

LA(M,Z,Λ, β) = ||M ||2−DTV −
< Λ, Y − Z −M > +

β

2
||Y − Z −M ||2F

(12)

where Λ ∈ Rm×n is the Lagrange multiplier attached to the equality constraint
Y = Z + M , β is a positive value either constant or varying with the opti-
mization process, < · > denotes the matrix inner product and || · ||F denotes
the Frobenius norm. Each iteration of the ADM optimizes the augmented La-
grangian function with respect to M and Z in a coordinate descent manner, and
updates the Lagrange multiplier accordingly. Therefore, the original problem is
now decomposed into several simpler subproblems. Assume that after the kth it-
eration, the parameters are (Mk, Zk, Λk), then the ADM generates the (k+1)th

iterate (Mk+1, Zk+1, Λk+1) as

Mk+1 = argmin
M

||M ||2−DTV +
β

2
||M − Y + Zk +

1

β
Λk||2F (13)

Zk+1 = arg min
Z:PΩ(Z)=0

β

2
||Z − Y +Mk+1 +

1

β
Λk||2F (14)

Λk+1 = Λk − β(Y − Zk+1 −Mk+1) (15)

The detailed ADM algorithm to solve the problem is shown as Algorithm 1.
Each subproblem is solved as follows:

1. M-subproblem: The first subproblem to get the new iteration of Mk+1 is
a 2-D TV regularized least squares problem. A similar problem has been
investigated in [14], in which a 3-D TV problem is formulated. Different to
the problem in [14], in this paper, it is a 2-D TV problem, and we only need
to compute the matrices on the spatial dimension. The detailed algorithm is
shown as Algorithm 2.
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Algorithm 2. The algorithm to update Mk+1

Input: Qk = Y − Zk − 1
β
Λk, tolM

1: Initialize M0, u0, P 0, μ, q and i = 0.
2: Compute the matrices F [Ox], F [Oy ] and F [I ]

3: while
||Mi+1−Mi||F

||Mi||F ≥ tolM do

4: Update Mi+1: Mi+1 = F−1[ F[βQk+μOTu−OTP ]

β|F[I]|2+μ(|F[Ox]|2+|F[Oy]|2) ].

5: Update ui+1 = (ux, uy):ux = max(|OxMi+1+
1
μ
Px|− 1

μ
, 0)·sign(OxMi+1+

1
μ
Px).

uy is derived similar to ux.
6: Update the Lagrange multiplier Pi+1:Pi+1 = Pi − μ(ui+1 −OMi+1).
7: Update μ:μ = q · μ.
8: i = i+ 1.
9: end while
10: Mk+1 = Mi

Output: Mk+1

2. Z-subproblem: The second subproblem is to update Zk+1, it is obtained as,

Zk+1
i,j =

⎧
⎨

⎩

1

β
Λk −Mk+1 + Y, if(i, j) /∈ Ω

0, otherwise

(16)

3 Experimental Results

To prove the effectiveness of the proposed algorithm, we first compare the
algorithm with FC and MC methods. The proposed algorithm is imple-
mented on the H.264/AVC reference software JM18.5. Five test sequences
foreman(30Hz, 300 frames), bus(15Hz, 75 frames), mobile(30Hz, 300 frames),
basketballdrive(50Hz, 500 frames) and soccer(30Hz, 300 frames) are chosen to
evaluate the performance of the proposed algorithm. All of the test sequences are
in QCIF size. The period of intra frame reset is 30 and the number of reference
frames is 5. A constant QP of 28 is maintained for all the frames.

In this simulation, we test two cases: 1) one frame is dropped in every 5 pic-
tures; 2) one frame is dropped in every 20 pictures. And the dropped frames are
concealed with EC algorithms. The peak signal-to-noise ratio(PSNR) is chosen
as the objective measurement, which is computed using the original video se-
quence as the reference. The PSNR values of each method for the first 50 frames
of bus and foreman sequences are plotted in Fig. 1. It is obvious that the
proposed algorithm outperforms the existing method under different dropping
cases. Besides, the average PSNR performances over all the erroneous frames are
shown in Table 1 and Table2, from which we can see that the proposed algorithm
yields higher PSNR performances than the other methods. For the first case, the
proposed algorithm achieves 4.662dB and 1.336dB in average performance gain
compared with FC and MC, and for the second case, it achieves about 4.334dB
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Fig. 1. PSNR results of different EC algorithms: the top two figures correspond to one
frame dropped every 5 frames, and the bottom two figures correspond to one frame
dropped every 20 frames

Table 1. Compared the proposed algorithm with FC and MC, one frame is dropped
every 5 frames

Sequences FC MC Proposed Proposed-FC Proposed-MC

foreman 23.06 25.50 27.09 4.03 1.59
bus 15.63 18.99 21.02 5.39 2.03

mobile 20.68 25.96 26.60 5.92 0.64
basketballdrive 19.75 23.04 24.88 3.29 1.84

soccer 17.44 19.70 20.28 2.26 0.58
average 19.312 22.638 23.974 4.662 1.336

and 1.466dB in average. For some sequences with new scene coming into the con-
tent, such as bus, the performance gain achieves to 5.39dB and 6.05dB compared
with FC under two test cases.

For subjective evaluation, one original frame and three recovered frames re-
constructed by FC, MC and the proposed algorithm are demonstrated in Fig.2.
The 6th frame of bus and the 239th frame of foreman are chosen. From Fig.2,
we can observe that the proposed algorithm has an obvious subjective quality
improvement compared with FC and MC.

Since the proposed algorithm can be easily transplanted to other versions of
the codec and achieve an equally good performance, we transplant the codec
into JM10.2 to compare with the result reported in [11]. All the test conditions
are the same as that used in [11]. The number of reference frames is 1, QP is
22, the sequence size is QCIF, intra period is 15, and one frame is dropped in
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(a) Original (b) FC:18.85dB

(c) MC:22.84dB (d) Proposed:24.41dB

(e) Original (f) FC:16.71dB

(g) MC:22.64dB (h) Proposed:26.42dB

Fig. 2. Subjective quality results of different EC algorithms: the top four figures are
sequence foreman, and the bottom four figures are sequence bus
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Table 2. Compared the proposed algorithm with FC and MC, one frame is dropped
every 20 frames

Sequences FC MC Proposed Proposed-FC Proposed-MC

foreman 27.75 31.80 32.51 4.76 0.71
bus 19.07 22.86 25.12 6.05 2.26

mobile 27.00 29.26 30.37 3.37 1.11
basketballdrive 23.59 26.44 29.00 5.41 2.56

soccer 22.15 23.54 24.23 2.08 0.69
average 23.912 26.78 28.246 4.334 1.466

Table 3. Compared the proposed algorithm with the method proposed in [11]

Sequences Error Free FC MC [11] Proposed Proposed-[11]

mobile 38.80 26.69 30.68 31.82 32.71 0.89
bus 39.08 18.97 25.84 26.43 27.15 0.72

every 15 frames. The results are shown as Table 3, from which we can see that
the proposed algorithm also outperforms the method proposed in [11].

4 Conclusion

In this paper, we propose a whole frame loss error concealment algorithm to
recover the lost frames. Although the follow-up frames in temporal layer can not
be decoded correctly, the motion information and the residuals can be decoded,
Thus, we propose to use the bi-directional motion information to recover the
MVs of the missing frames. Besides, we use the MV and residuals information to
classify the blocks into three types, and we design different methods to deal with
each type. Therefore, the proposed algorithm can achieve better MV information
for the missing frames. Besides, by exploiting the spatial correlation, we propose
to improve the recovered frames by minimizing the TV-norm of some incor-
rect pixels, which enhances the spatial smoothness of the recovered frames and
provides a better subjective visual quality. Experimental results show that our
proposed whole frame loss error concealment algorithm can achieve significant
PSNR improvement compared with previous works and the subjective quality
also outperforms previous works.
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