
1 Introduction 

As one of the most novel applications in video surveillance, wireless video has at-
tracted increasing concerns from industry and academy. In fact, wireless video is 
selected as the applicable solution in most “Safe City” projects of China, for example, 
Shenzhen has invested more than 280 million RMB to install wireless video surveil-
lance system for over 13,000 buses in the city, while Dongguan has invested more 
than 110 million RMB for over 10,000 buses. Such applications provide an efficient 
solution of real-time storage and remote browsing for video surveillance under un-
fixed scene. 

After the successful storage of massive surveillance video, how to retrieve and 
browse these videos in an efficient and fast way has become another challenge in 
addition to effective storage for surveillance video. For this reason, this paper mainly 
discusses the face detection based on incremental learning in a wireless video brows-
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Abstract. As an important supplement to wired video in video surveillance  
applications, wireless video has taken increasing attentions and has been exten-
sively applied into projects like “Safe City”. Despite of in taxis, buses, emergen-
cy command vehicles, or temporary monitory point, there will definitely produce 
massive surveillance videos. In order to retrieve and browse these videos in an 
efficient way, key video browsing system and technique based on face detection 
is accepted and put into promotion. Face detection is widely studied and used in 
many practical applications; however, because of the distinct features of different 
factors in experiments and applications, such as orientation, pose, illumination, 
etc., challenges usually obstruct the practical usage. To perform successful appli-
cation in wireless video browsing system, this paper proposes an incremental 
learned face detection method based on auto-captured samples. Experiments 
demonstrate that our proposed incremental learning algorithm has favorable face 
detection performance and can work in the proposed system. 
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ing system  This system adopts scalable coding technique [22] to encode the video 
with CIF resolution and 9 FPS into the base layer of surveillance video, which is 
transferred to remote monitoring center in a wireless manner with low-delay for real-
time retrieval and browsing; meanwhile, regular video with D1 resolution and 25 FPS 
is encoded into complete bitstream of base layer and enhance layer, and then stored in 
local server of camera terminal. When there is retrieval or browsing task, videos with 
high resolution and frame rate will be transferred to monitoring center in a high-
delayed way for browsing or checking, and the transmission mount can therefore be 
efficiently controlled when retrieving or browsing wireless videos. Wherein, the face 
detection technique oriented to wireless video is the basic supporting technique for 
this system. 

 
Fig. 1. The schematic diagram of wireless video system 

Face detection is one of the hottest research topics in the field of computer vision; 
its main dif culty lies in many variations of orientation (in-plane rotation), pose (out-
of-plane rotation), illumination, etc. In order to solve the problems above and reach 
the required speed for practical application, researchers have studied in aspects of 
robust feature selection, classifier improvement, detection speed promotion, and adap-
tion enhancement. The field of face detection has significant development in the last 
decade. Particularly, the creative face detection algorithm based on Adaboost by Vio-
la and Jones [1] enabl  the  feasibility  of  face  detection  for  robustness  and  high-speed  
in practical application. [2] has proposed a structured rectangle feature, [3], [4], and 
[5] have introduced LBP, HOG, and Edgelet feature into face detection application, 
respectively. [6] adds anti-spoo ng technique into face detection so as to achieve 
reliable living face detection under the condition of low illumination as well. Since a 
single cascade of Haar feature can fully accomplish the frontal or near-frontal face 
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detection task rather than straightforwardly expand to multi-view face detection. 
Therefore, [7] represents the parallel cascade to learn an individual classifier for each 
view. [2] also uses a classifiers combination with pyramid structure to solve the multi-
pose problem. [8] has proposed a similar tree structure used for face detection with 
different orientations. In [9], a compressed-domain face detection algorithm based on 
neural network is proposed. [17] proposes a  face image enhancement algorithm for 
face detection under low resolution.  In addition, [10], [11], and [12] have attempted 
new methods to improve detection speed from the angle of feature, detector, and de-
tection process improvement, respectively. Finally, besides different learning methods 
based on batch algorithm above, [13] has presented an incremental learning face de-
tection method applicable to collision with respirator and sunglasses as well as ex-
treme illumination change. While a threshold-based incremental learning classifier is 
proposed for gender recognition, face detection, and human detection [14]. 

However, as for wireless video, limited by view, pose, and illumination, video 
quality is usually low. Furthermore, no appropriate training samples can be used of-
fline. Hence, the incremental face detection algorithm for wireless video is one of our 
focusing works. Our main contributions include: (1) specific to the problem of lacking 
offline samples with wireless video, we propose an automatic new sample selection 
algorithm based on region modeling, face detection, and face tracking to automatical-
ly add samples for online incremental learning; (2) merging with tree-Adaboost face 
detection algorithm, we propose an learning method that learns part of typical views 
(e.g., frontal face and 90 degree profile face) offline and then incrementally learns 
positive and negative samples of each view online; (3) as for the requirement of re-
trieval and browsing application for wireless video, we design and realize a wireless 
video retrieval and browsing system based on face detection, which can store detected 
faces for retrieving and playbacking corresponding original video according to speci-
fied face.  

The rest of this paper is organized as follows. The proposed wireless video face de-
tection method and system based on incremental learning are described in details in 
section 2. Some experimental results on the standard test database and scene-collected 
video are given to demonstrate the performance of the proposed system in section 3. 
Finally, section 4 concludes this paper.  

In this paper, oriented to the practical requirement of retrieval and browsing applica-
tion for wireless video surveillance, an incremental learning based face detection and 
browsing system is proposed: first, an initial face detector is trained offline with 
standard face database; then, by region modeling, face detection, and face tracking, 
face tubes are extracted and some of face images are automatically selected as posi-
tive samples, while negative samples are similarly extracted from background auto-
matically based on background modeling in selected region; next, on the basis of 
these new samples selected online, we perform incremental learning and online up-
date on offline trained primary classifiers to further improve the detection perfor-
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mance of classifiers; finally, complete the storage of detected face images so as to 
retrieve and browse surveillance video according to the content and tag of face image. 
The functional flow diagram of face detection based on incremental learning is shown 
in Fig. 2.  

 
Fig. 2. The framework of incremental learning algorithm 

2.1 Sample Auto-selection with Online Face Tracking 

An online face tracking method facing to head rotation and pose variation is intro-
duced in this section. As for wireless video camera, compared with fixed camera its 
position is unfixed, but for a certain time period (e.g., contingency command post) or 
a particular region (e.g., inside of buses), the background of surveillance video is 
relatively fixed. Therefore, Gaussian modeling method can be used for background 
subtraction and face tracking [15]. A gaussian mixture model (GMM) with K compo
nent  densities at time t can be modeled as follow: 

 P(XtjY ) =
KP

k=1

wk;t ¢ I(Xt; ¹k;t; ¾k;t)P(XtjY ) =
KP

k=1

wk;t ¢ I(Xt; ¹k;t; ¾k;t) (1) 

Where XtXt denotes the appearances of each modeling pixel in the video sequence and 
YY  denotes the background or tracked foreground tracked. I(Xt;¹k;t; ¾k;t)I(Xt;¹k;t; ¾k;t) denotes 
the kk-th Gaussian component with mean vector ¹k;t¹k;t and covariance matrix ¾k;t¾k;t. wk;twk;t 
is the corresponding weight. The appearance information is the pixel value when the 
GMM model is applied to background modeling and face tracking. 

In the algorithm of this paper, we apply background modeling, face detection and 
face tracking into wireless video. Through background modeling, we can narrow the 
range of face detection into foreground, and detect faces with offline trained face 
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detector irrespective of false negatives rate. Then, we track the face and add the face 
that can be tracked but not detected into positive samples for incremental learning, 
while add the false alarmed face images in background region and randomly extracted 
images from background into negative samples for incremental learning as well. 

In the process of tracking, new color information of tracked face can be obtained in 
each frame. Let xt+1xt+1 be the new color information of tracked face YY  obtained at time 
t + 1. It can be modeled as: 

 P(xt+1jY ) =
K0P
k=1

w0
k;t+1 £ I(xt+1; ¹

0
k;t+1; ¾

0
k;t+1)P(xt+1jY ) =

K0P
k=1

w0
k;t+1 £ I(xt+1; ¹

0
k;t+1; ¾

0
k;t+1) (2) 

Model p(xt+1jY )p(xt+1jY ) is used to update p(XtjY )p(XtjY ) into p(Xt+1jY )p(Xt+1jY ). However, some com-
ponents of the distribution should not be used for the update, such as those belonging 
to occluding objects and the background. The distribution distances between these 
and each component of old model p(XtjY )p(XtjY ) are usually great. The components of 
p(xt+1jY )p(xt+1jY ), which have big Mahalanobis distances to p(XtjY )p(XtjY ), are dropped in the 
updating process. Only those components of p(xt+1jY )p(xt+1jY ), which have small Mahalano-
bis distances to p(XtjY )p(XtjY ), are used to treat the face from the same people, and add 
them to incremental learning samples when they are not detected by original detector.  
However, in each of the period that detector cannot detect the faces, only the first 5 
samples are used for incremental learning to avoid drifting of the samples. 

 

This paper exploits Gentle Adaboost algorithm [16] for learning and combination of  
each weak classifier. The goal of boosting is to combine many weak classifiers h(x)
 into

 
an additive strong classifier  H(x)H(x): 

 H(x) =
KP

k=1

®khk(x)H(x) =
KP

k=1

®khk(x) (3) 

Where ®k®k are scalar weights of kk  classifiers. There have been many boosting algo-
rithms proposed to learn this model; typically, this is done in a greedy algorithm 
where weak classifiers are trained sequentially. After each weak classifier is trained, 
the training examples are re-weighted so that examples misclassified previously 
should receive more weight. 

Traditional algorithms are usually batch learning [1], training will be restarted once 
a new sample incoming. To this end, we propose a new sample learning method to 
incrementally change the existing models and classifiers. Based on the sample auto-
selection method mentioned above, classifiers are capable of fully automatic online 
learning with new samples.  

Since face detection is regarded as the problem of binary classification, in order to 
clearly introduce the Adaboost method combining both offline and online, we focus 
on the design of weak classifiers based on Gaussian distribution at first: assuming 
face image belongs to !1!1 class while nonface image is !2!2 class. When we adopt the 
same Gaussian distribution used in [14] to model each weak classifier, the distribution 
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of features is determined by only two parameters: mean uu and variance ¾2¾2. Therefore, 
the classifier threshold can also be updated by Algorithm 1.  
Algorithm 1: Online Learning 
Input: xx, one-dimensional feature. 
Data: NN , feature number; uiui , mean; ¾2i¾2i , variance; gigi , minimum-error-rate 
classi cation; ´́ , learning rate; x(n)x(n), value of the nn-th inputting sample on one-
dimensional feature xx.  
Output: threshold . 
1. Given one-dimensional feature xx and its classification wiwi.  

Get its mean ui =
1

N

P
x2!i

xui =
1

N

P
x2!i

x and variance ¾2
i =

1

N

P
x2!i

(x¡ ui)
2¾2

i =
1

N

P
x2!i

(x¡ ui)
2.  

2. For gi(x) = ln[p(!ijx)] = lnp(xj!i)+lnP(!i)gi(x) = ln[p(!ijx)] = lnp(xj!i)+lnP(!i) 
Then gi(x) =¡1

2
(
x¡ui

¾i
)2 ¡ 1

2
ln2¼¡ 1

2
ln¾2 + lnP(!i)gi(x) =¡1

2
(
x¡ui

¾i
)2 ¡ 1

2
ln2¼¡ 1

2
ln¾2 + lnP(!i) 

For g(x) = g1(x)¡ g2(x) = 0g(x) = g1(x)¡ g2(x) = 0 
(a) If ¾1 =¾2¾1 =¾2 

= x =
(u1 + u2)

2
= x =

(u1 + u2)

2
  

(b) If ¾1 6=¾2¾1 6=¾2 

=
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3. Add samples 
Update for mm 
u(n) = (1¡´)u(n¡1)+´x(n)u(n) = (1¡´)u(n¡1)+´x(n) 
¾2(n) = (1¡´)¾2(n¡1)+´(x(n)¡u(t))2¾2(n) = (1¡´)¾2(n¡1)+´(x(n)¡u(t))2 

The error bound ee (Bhattacharyya bound) for the classi er is given as follows [18]: 

 e= exp(¡k(1=2))e= exp(¡k(1=2)) (4) 

 k(1=2) =
1

4

(u+ ¡ u¡)2

¾+ + ¾¡
+

1

2
ln

¾+ + ¾¡
2
p
¾+¾¡

k(1=2) =
1

4

(u+ ¡ u¡)2

¾+ + ¾¡
+

1

2
ln

¾+ + ¾¡
2
p
¾+¾¡

 (5) 

Where (u+; ¾+)(u+; ¾+) and (u¡; ¾¡)(u¡; ¾¡) are the mean and squared variance of the positive 
class (!1)(!1) and negative classes (!2)(!2), respectively. 

If e1 < e2 < ::: < e(n)<Th < :::e1 < e2 < ::: < e(n)<Th < :::, we take the weak classifiers when error ee  is 
less than ThTh to update the threshold of corresponding classifier. Where ThTh is 0.8 in 
this paper.  

3 Experimental Results 

To verify the performance of method and system proposed in this paper, we adopt 
standard testing set MITEx face database [19], CAS-PEAL-R1 standard face database 
[20], and wireless video captured on buses and taxis in the procedure of project im-
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plementation to test the detection performance of incremental learning method and 
effectiveness of real system when retrieving and browsing wireless video, respective-
ly. 

 

We use MITEx face database to evaluate the effectiveness and reliability of our in-
cremental learning based face detector compared with traditional offline learned de-
tector [1] and other incrementally learned detector [14].  The training set contains 800 
face images and 1,100 nonface images of this database, in which 900 samples are 
randomly selected as incremental samples to gradually add into training set, while 
testing set contains 1,906 faces and 3,281 nonfaces with the same size of 20*20. Both 
positive and negative samples in this experiment are manually added. 

 
Fig. 3. Incremental performance on the MITEx database 

Fig. 3 shows the detection performance improves as samples are increasing in order. 
Note that there are 563 features adopted in experiments. Roughly speaking, the detec-
tion performance will be always enhanced when more samples are incrementally 
available. Our proposed incremental algorithm performs well nearly the same as the 
conventional batch algorithm [1], and superior to the training method with complete 
online learning [14]. 

It can be known from experiments and data statistics that our incremental algo-
rithm is 15 times faster than traditional algorithm [1] and the storage cost is 130 times 
less than it, while resources occupancy is fairly the same as other recent incremental 
learning algorithm [14].  
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In order to verify the reliability of incremental learning algorithm, we also adopt 3500 
faces and 7000 nonfaces from internet for offline learning, and employ the MITEx 
database [19] for testing: collecting 50 face samples from testing database at a time 
manually, then taking one incremental learning updating for detectors by using these 
50 faces as positive samples and other 100 nonfaces as negative samples. The rest 
images are still reserved for testing and further incremental learning. The total time of 
incremental learning is 3.  

In Fig. 4, the incremental learning on this testing database still can significantly 
improve the detection performance, where x axis is false alarm rate and y axis is de-
tection rate. 

 
Fig. 4. Test in  the MITEx databaset 

3.3 The pplication est of ur Auto-incremental Learning in Real System 

 
Fig. 5. Improvement of detection performance 

In order to test the effectiveness of our auto-incremental learning method applied to 
wireless video browsing system based on face detection, we further employ the real 

 Wireless Video Surveillance System Based on Incremental Learning Face Detection 125 

3.2 The Reliability Test of Our Method 

A T O



wireless video captured in projects to perform faces detection and video browsing 
test. Wherein, face images in CAS-PEAL-R1 standard face database [20] are used for 
learning training, and then we take the 3-hours wireless video to test our incremental 
learning method and face detection based video browsing system (total 49 faces). Fig. 
5 illustrates that, in real face detection applications with complex poses and views, 
incremental learning can ensure the promotion of detection performance as incremen-
tal learning time increasing by automatically adding learning other face samples, 
which are those faces extracted by tubes but cannot be detected at that moment. 
Wherein, those missed people can be detected by unremittingly adding these detected 
other face samples into incremental learning set.  

Fig. 7 describes  the interface of wirele ss video retrieval and browsing system
 based

 
on face detection. This system first detects the faces in wireless videos and then

 stores
 

them. Once playback is required, just clicking the image of the certain person
 in  database, corresponding surveillance video the one appeared can be played. 

 
Fig. 6. The interface of wireless video retrieval and browsing system based on face detection 

with bus scene  

4 Conclusions 

Oriented to wireless video retrieval and browsing application, this paper has proposed 
an incremental learned face detection method based on auto-captured samples. Exper-
iments demonstrate that our proposed incremental learning algorithm has better face 
detection performance and can be adopted in wireless video browsing system. In the 
future work, we prepare to introduce face recognition into our system to take place of 
manual face retrieval work, meanwhile, add corresponding feedback module to fur-
ther improve the reliability of face detection and recognition rate in practical applica-
tions. 
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