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Preface

It is our great pleasure to welcome you to Denver, Colorado, and to the 12th Inter-
national Conference on Smart Homes and Health Telematics – ICOST 2014. This year
the ICOST program offered exciting and high-quality sessions, including six technical
sessions, a poster session, three keynotes from highly recognized researchers and
visionary leaders in the industry in addition to two panels.

In addition to the technical program, an exciting social program was planned for all
registrants. A welcome reception followed by a Gala Dinner kick-started our social
program at the Denver Museum of Nature and Science on June 25. An evening of
entertainment was also planned at the Denver Center for the Performing Arts, down-
town Denver. Together, we enjoyed a sneak peek into the rehearsal process conducted
by the Phamaly Theatre Company, as well as enjoyed musical pieces from the popular
musical Joseph and the Amazing Technicolor Dreamcoat.

Putting together ICOST 2014 was a team effort. We would like to first thank the
authors for submitting their best work and providing the content of the program in
terms of papers and posters. We would also like to thank the panelists and the three
keynote speakers for their contributions. We are grateful to the Organizing Committee
and its dedication in making ICOST 2014 a success. Mounir Mokhtari provided
invaluable guidance which was very helpful throughout the process. Tao Gu did a great
job in assembling a world-class Program Committee for soliciting and reviewing the
papers. Carl Chang did a great job guiding the process of forming the two panels in the
program. Bessam Abdulrazzak did a great job with the conference publicity and for that
we are very grateful. We also thank Elizabeth Woodruff for helping in many admin-
istrative and local arrangement issues.

Now we cannot forget to thank our sponsors: the Department of Bioengineering at
the University of Colorado, Assistive Technology Partners at the Medical School,
University of Colorado, the Coleman Institute for Cognitive Disabilities, the University
of Florida, and the Institut Mines-Télécom, France. Their sponsorship and support were
vital for the successful organization of this conference.

We wish you all a pleasant stay in Denver, and a memorable and rich experience in
ICOST.

June 2014 Cathy Bodine
Sumi Helal
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A New IT (Inclusive Technology) Revolution

Frances W. West

IBM, One Rogers Street, Cambridge, MA 02142, USA

Abstract. With more than one billion people with disabilities worldwide, in
addition to the aging population, novice technology users, people with
language, learning and literacy challenges, or any individual facing a
situational impairment while using a device, the global demand for accessi-
bility has made it a mainstream requirement for governments and businesses
around the globe. And, the success of trends such as mobile, social, smart TVs,
wearable devices and cognitive technologies will depend on the ongoing
integration of adaptive, intuitive and accessible technology capabilities. This
means that CIOs and IT leaders need to provide technology solutions to reduce
barriers for people with disabilities and realize that these same accessible
technologies can increase productivity and improve the overall user experience
for the mass market. Attendees will learn how next generation solutions
are complementing and supplementing the human senses to better optimize
communications and make information more meaningful and consumable to
everyone.

Short Biography

Frances West is the worldwide director of the IBM Human
Ability and Accessibility Center (HA&AC), a division of IBM
Research. In this position, she advances IBM market leadership
by driving technology innovation and solution development in
the area of human ability and accessibility. Prior to her current
assignment, Frances was director of Channels, Alliances and
Business Development for IBM Lotus Software, where she
recruited and managed IBM’s global network of Business
Partners specializing in Lotus software.

Frances joined IBM in 1979. Between 1979 and 1998, she held numerous
management positions across the IBM sales and marketing organizations. In 1998,
Frances became the Business Unit Executive of the Banking, Financial Services,
Securities and Insurance Unit for the IBM Greater China Group. The following year,
she was named the Director of Financial Services Sector Solutions for IBM Global
Services, where she managed investment funding and executed financial services
solution plans for ban king, insurance and financial markets. Since joining IBM
Research to lead the HA&AC in 2003, Frances has become a globally-recognized
expert in enabling human ability through accessible information and communications
technology (ICT). She has served on the Board of Directors for numerous advocacy



organizations, including the American Association of People with Disabilities, the
Assistive Technology Industry Association and the U.S. Business Leadership Network
(USBLN). She currently sits on the Board of Directors of the World Institute on
Disability, is the board advisor to the National Business & Disability Council, and
Founding member and Program Co-Chair of G3ict, an advocacy initiative launched by
the United Nations Global Alliance for ICT and development in 2006.

Frances has become a sought after authority on the topic of global ICT
accessibility trends and enablement. In 2010, she delivered remarks at policy forums
hosted by the United Nation’s Global Initiative for Inclusive Information and
Communications Technologies; a U.S. Department of Labor, Office of Disability
Employment Policy roundtable; and an international forum hosted by the São Paulo
State Secretariat for the Rights of Persons with Disabilities in Brazil. Most recently, in
November 2013, she testified on behalf of the IT industry to the U.S. Senate
Committee on Foreign Relations in support of the ratification of the Convention on the
Rights of Persons with Disabilities. Frances attended the Chinese University of Hong
Kong, Washington & Lee University in Virginia and graduated with a marketing
degree from the University of Kentucky. In 2011, she received an Honorary Doctor of
Science degree from the University of Massachusetts Boston. Frances is married with
two sons and currently resides in West Newton Hill, Mass.

XIV F.W. West



10 Years of Reminding Technologies:
What Have We Learnt?

Chris Nugent

Computer Science Research Institute, School of Computing and Mathematics,
University of Ulster, Rm 16J20, Jordanstown Campus,

Shore Rd., Newtownabbey, County Antrim, BT37 0QB, UK

cd.nugent@ulster.ac.uk

Abstract. People with mild dementia generally exhibit impairments of
memory, reasoning and thought. As a result, they require varying levels of
support to complete everyday activities to maintain a level of independence.
The use of technological solutions to address such impairments have been
recognized as being capable of providing a positive impact on the quality of life
for both the patient and their carer. Specifically, the integration of cognitive
prosthetics, technology based solutions to augment reminding functionality,
into everyday lives of people with dementia has been shown to be a popular
approach. This presentation will reflect upon the journey of the development
and evaluation of cognitive prosthetics over the last 10 years, highlighting
lessons which have been learnt. This will involve considering, through the use
of a range of Case Studies, the evolution of cognitive prosthetics from a device
perspective, the impact of adopting a user centred iterative design process,
through to more recent efforts of aligning solutions with everyday technolog-
ical platforms. The presentation will conclude by considering future trends,
most notably highlighting user profiling in an effort to improve technology
adoption.

Short Biography

Chris received a Bachelor of Engineering in Electronic
Systems and DPhil in Biomedical Engineering both from the
University of Ulster. He currently holds the position of
Professor of Biomedical Engineering at the University.

His research within biomedical engineering addresses the
themes of the development and evaluation of Technologies to
support ambient assisted living. Specifically, this has involved
research in the topics of mobile based reminding solutions,
activity recognition and prompting, formats for data storage

and more recently technology adoption modeling. He has published extensively in
these areas with the work spanning theoretical, clinical and biomedical engineering
domains.



He has been a grant holder of Research Projects funded by National, European
and International funding bodies. Amongst these projects he was the Scientific
co-ordinator of the European Union MEDICATE consortium, Technical co-ordinator
of the European Union CogKnow consortium and Technical co-ordinator of the ESRC
New Dynamics of Aging Well Consortium.

At present he is Group Leader of the Smart Environments Research Group which
was established in 2009 and is co-PI of the Connected Health Innovation Centre at the
University of Ulster. He currently holds the position of Visiting Professor of Mobile
and Pervasive Computing at Lulea Technical University, Sweden.

XVI C. Nugent



The Challenge of Assistive Technologies
in Developing Countries

Michael Lightner

Department of Electrical, Computer, and Energy Engineering,
University of Colorado – Boulder, Engineering Center,

Rm ECEE1B55, 425 UCB, Boulder, CO 80309-0425, USA

Michael.Lightner@colorado.edu

Abstract. The challenge of providing assistive technology (AT) to people with
disabilities is one that is becoming a mainstream concern as presented in the
keynote by Frances West and supported by specific case studies presented in
the keynote by Chris Nugent. In this talk we address the challenges of
providing these supports in developing countries. Most of the world’s 1 billion
people with disabilities do not live in the developed world, simply because
most of the world’s population is not in developed countries. Yet our
technological solutions often require an infrastructure that is missing in villages
with little or no electricity, where family units are the only support for those
with disabilities, with schools having little effective infrastructure, where
mainstreaming has never been heard of and where there are no support
agencies. In this talk we will begin with a review of the demographics and
associated economics of the developed and developing world. Then we will
compare a number of ATs and their appropriateness in a variety of developing
world situations. Examples of AT that are effective will be presented. The
lesson is that there is a spectrum of technical sophistication in AT and this
spectrum needs to be supported in order to span developing and developed
countries. Some suggestions for understanding the ecosystem of AT and how
that maps to developing countries will be presented. We will close with an
example of a sophisticated solution to a simple, but difficult, problem and how
a social entrepreneurship start-up is helping to bring this to developing
countries.

Short Biography

Michael Lightner is Professor and Chair of Electrical, Computer
and Energy Engineering at the University of Colorado, Boulder.
He received his PhD from Carnegie-Mellon. He is Co-Director
of the NIDRR funded Rehabilitation Engineering Research
Center for Adv ancing Cognitive Technologies at the University
of Colorado Health Sciences Center and Technology Director of
Boulder Digital Works, an innovate postgraduate digital media



program. He has also served as Associate Dean for Academic Affairs for the College
of Engineering and Applied Science.

For many years his research was focused on electronic design automation
including simulation, synthesis, test, formal verification and optimization. He has also
worked in signal processing, most recently on multi-rate adaptive filters. The last ten
years have been spent focusing on AT for people with cognitive disabilities. In this
capacity he helped found and was Associate Executive Director of the University of
Colorado Coleman Institute for Cognitive Disabilities, founded with a $250M gift
from Bill and Claudia Coleman.

In these recent roles he has worked with a variety of government agencies and
NGOs, and initiated the first IEEE Conference on the Future of Assistive Technology
bringing together government, academia, industry, NGOs, public interest groups and
the public to address the needs in AT over the next decade. He was made a Fellow
of the IEEE for his contribution to computer-aided design. He is also a Fellow of the
American Institute for Medical and Biological Engineering. Through his various roles
in the IEEE, including 2006 President and CEO, and 2012–2013 Vice President for
Education Activities, he has presented talks on Cognitive Assistive Technology in
multiple locations in India, China, Africa, Indonesia, the EU and the USA. He has
interacted with technology leaders in India on how cell phones can effectively be used
in villages with little or no electricity.

XVIII M. Lightner
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Abstract. While worldwide several health and wellbeing products and services
are being developed to support people to live comfortable and independently in
their home environment, widespread adoption of these smart living solutions is
still not envisioned. A hindering factor is that users are not aware of possible
solutions or where to find them, which could be solved through promoting
solutions on shared platforms. Designing such platforms is challenging as
multiple stakeholders need to be satisfied and start-up problems need to be
overcome. Most theory on platforms is explored in ex-post studies and there is a
lack of knowledge on how platforms should be designed and implemented. In
this paper, we elicit functional requirements for the design of a multi-sided
health and wellbeing platform based on interviews with both end-users and
stakeholders. These requirements provide the basis for future design cycles in
which, the development and actual implementation of a platform is foreseen.

Keywords: Design science � Service platform � Health and wellbeing � Smart
living � Matchmaking � Stakeholders � Social infrastructure

1 Introduction

Smart living services [1], aimed at people living at home, are not yet widely adopted
[2–4]. Services can be seen as the non‐material equivalent of a good, which is intan-
gible by nature and is offered by a provider to its consumers as a value [5].

Two decades ago, Mark Weiser envisioned a world where numerous of intercon-
nected intelligent devices and networks serve human in an unobtrusive way [6].
Despite the technological advancements in recent years [7] such vision still has to
become reality in daily life [8] and can be explained by (1) the tools are missing for
stakeholders to create awareness among end-users about existing solutions and (2) the
highly fragmented market hinders end-users to find products and services that they
need, and (3) the predominantly technological focus of service providers makes it
difficult to understand how services fit end-user needs. Accordingly, a possible
approach to solve issues like awareness, fragmentation and promotion, is to create a
service platform (i.e., a social infrastructure) that connects providers and users of smart
living products and services.

Our research is related to the European Ambient Assisted Living project
Care@Home, that focuses on delivering connected ICT-based assistive living solutions
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involving multiple devices for elderly and enabling them to live an independent life as
long as possible [9].

In this paper, we present the results of the first design cycle for the conceptual
design of the platform, based on two series of exploratory interviews with potential
end-users and relevant stakeholders in the Netherlands.

The paper is structured as follows: Sect. 2 provides a background on the health and
wellbeing domain. In Sect. 3 we provide an overview of the platform literature. In
Sect. 4, the method is described, followed by the results in Sect. 5. Then, in Sect. 6 the
findings are discussed. Finally, in the last section the challenges and an outline of the
next steps are provided.

2 Health and Wellbeing Domain

One of the main demanding markets in health and wellbeing is that of the elderly. The
UN Population Division [10] foresees an increase of the global population over the age
of 60 from 841 million in 2013 (11,7 % of the world population) to more than 2 billion
in 2050 (21,2 % of the world population). Ageing population generates an increasing
demand of healthcare resources due to the associated increase of chronic conditions.
The World Health Organization, but also the European Commission and national
governments promote the concept of ‘active ageing’ and define it as the process of
optimizing opportunities for health, participation and security in order to enhance
quality of life as people age [11]. There is largely consensus that innovative ICT
solutions are required to both reduce costs and help people to stay at home as long as
possible [12].

Although, technologies for smart living products and services are developing
rapidly [13, 14], adoption of these technologies is not widespread. Generally, end-users
are not aware of what smart living services are available and how these services could
fulfil their needs. In addition, the highly fragmented market provides many services,
but no integrated systems, which makes it difficult for end-users to find products and
services. Moreover, especially in the health and wellbeing domain of smart living, end-
users (i.e., elderly and disabled people) typically pass different stages of impairment,
and they are often unaware as to what services they could use at what point in time. The
predominantly technological focus of service providers makes it difficult for them to
understand how services fit end-user needs. Especially technology-focused providers
lack channels to reach users. Finally, besides end-users, there are other stakeholder
groups, which need to be aware of health and wellbeing services (i.e., service and care
providers, manufacturers, facilitators and government agencies).

In this paper, we focus on health and wellbeing services provided on the level of
municipalities. The rationale behind this is that care services in the Netherlands, in
which the study is conducted, are increasingly shifted to the municipal level. According
to plans of the Dutch government, from 2015 onwards, the responsibility and the
execution of healthcare will be even more shifted towards municipalities. Domestic
help is being handed over to municipalities that will be free to decide for themselves
how they will execute tasks and are accountable at a local level for their performance.
A next step is ‘age at place’ either at home or in local communities rather than in care
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homes and other institutions. Although people prefer to stay at home as long as pos-
sible and deinstitutionalization is also based on the assumption that homecare services
are less costly than institutional services, it also represents a major challenge, as
increased support for homecare has to be provided somehow [15]. This transition will
cause a paradigm shift in the Netherlands, because of the tension between keeping
healthcare a universal good while harnessing costs [16]. Next to that it will have a huge
effect on society and the social inclusiveness of elderly in particular. For that reason
municipalities are searching for technical and organizational solutions to support them
in the transition phase. For example, a service platform with monitoring features, that
support the social intervention of citizens in the context of health and wellbeing, might
be a helpful instrument.

3 Kernel Theory: Platform Theory

As this paper focuses on municipalities, service providers and end-user issues in
establishing and governing a platform for health and wellbeing, we base the theoretical
framework on concepts of platform theory from a multi-sided market perspective (i.e.,
different ‘independent’ providers provide complementary products and services on the
platform [17]). Platform theory is relevant because it provides insights in (1) how
service platforms come to exist and develop, (2) how to identify potential and patterns
for collaboration and (3) how to organize users and form a foundation for their
interactions. Platform theory enables us to clarify what has to be done when designing a
service platform and how to involve different stakeholder groups in an early stage.
Most of the theoretical and empirical research on multi-sided platforms has focused on
mature platforms [18, 19] and less attention has been given to issues in starting up a
new platform [20]. These issues include strategies for attracting different user groups of
a platform and attaining a critical mass. From an economic point of view such a
platform creates a multi-sided market and generally faces a critical mass constraint that
must be satisfied if the business wants to be viable [18]. Therefore, the challenge is to
find out if a health and wellbeing platform is a viable solution and generates value from
bringing end-users and members of different stakeholder groups together. Platforms
typically consist of features such as search functionality, payment administration,
authentication, security, data-access and identity management. Previous studies show
that the proliferation of platforms depends on several criteria such as satisfying multiple
sides of the market [21], governing relationships with third party service providers [22]
and maintaining a degree of openness in order to allow generativity [23]. Since trust in
a platform and building up reputation are also important success factors, the process in
which a platform is designed and stakeholders are involved is far from trivial. In
summary, existing knowledge on platforms is merely based on ex post studies of
successful cases and there is a lack of knowledge on the design of emerging platforms
in the smart living domain [24]. In addition, the issues of how to involve and deal with
external stakeholders during the design process is rarely discussed in literature on new
service design [e.g., 25], service engineering [e.g., 26] or design science research [e.g.,
27, 28]. In our design, we consider the five stages of the typical design cycle from
Kuechler and Vaishnavi [29] (See Fig. 1).
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Comprising the stages of problem awareness, suggested solution, develop the
artefact, implementation and evaluation as an overview of the patterns (i.e., generalized
system design elements) of the platform design. Although in the design cycle of
Kuechler and Vaishnavi, just one moment is included to measure the performance of
the design, we entered the used methods and added validation steps (i.e., performance
measures) for every phase (i.e., design step) in the design cycle.

4 Method

4.1 Design Science Research

This paper is positioned within the design science research paradigm [30, 31]; a fun-
damentally problem solving paradigm that has its roots in engineering and the sciences
of the artificial world [32]. Design science research attempts to solve a specific problem
and to generate and empirically test a design theory that can be reused in solving a class
of related problems. We adopt a specific design science research method called Action
Design Research (ADR) after a term first coined by Livari [31]. ADR provides explicit
guidance for combining building, intervention, and evaluation in a concerted research
effort. ADR contains two basic activities: building an artifact for a specific purpose and
evaluation on performance of that artifact. We adopt Action Design Research because it
has a dual mission: (1) to make theoretical contributions and (2) to assist solving
current and anticipated problems of practitioners [33]. We use this approach in con-
ducting our research as it provides a scientific research framework for designing a
service platform, but taking into account that designing the platform is an iterative and
sometimes ‘messy’ process.

4.2 Interview Method

In an earlier paper [34], we explored the problem awareness (i.e., first design step) for
health and wellbeing. Through 11 exploratory interviews with different stakeholders,

Fig. 1. Extended version design cycle Kuechler and Vaishnavi [29].
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we found that end-users lack awareness of what smart living solutions are available and
how they could fulfill their needs. At the same time, we found that service providers
find it difficult to reach end-users and to market and promote their products and
services. According to the interviewees a platform should solve this mismatch between
demand and supply. In this paper, we analyze 59 semi-structured interviews with
potential user groups and various stakeholders, to develop a solution (i.e., second
design step) for the problem elicited and to address the mismatch between demand and
supply. The results were used for analyzing and testing the first design step. Intervie-
wees were selected in three stakeholder groups that each represents a different side of
the platform: Two external stakeholder groups, like 23 strategic level stakeholders (i.e.,
knowledge institutes, government and funding partners), 17 affiliate level stakeholders
(i.e., service and technology providers) and 19 end-users (i.e., care providers and
citizens) on the other side. First, the aim of the interview was explained: the practical
problem on the mismatch between demand and supply in health and wellbeing and the
suggested solutions. Next, three questions were posed to every interviewee, followed
by follow-up questions and discussion: (1) What should be the main purpose of a
health and wellbeing platform? (2) Who would benefit from such a platform? (3) What
are critical design issues when developing such a platform? Interview reports were
summarized and coded into categories.

5 Results

5.1 Main Purpose of the Platform

To the question: What should be the main purpose of the platform, four main answers
were given. (See Fig. 2).

Most often mentioned functions are information exchange between providers and
end-users. This was especially mentioned by the strategic and affiliate stakeholders, but
strikingly not by end-users themselves. Besides exchanging information about services

Fig. 2. Main purpose of the platform according to interviewees.
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and products, interviewees pointed out that automatically matching end-user needs and
services offered would add value, i.e. a recommendation feature. Affiliate stakeholders
were mainly interested to communicate their offerings to potential user groups, rather
than communication among end-users themselves. An online community for social
interaction was often mentioned by end-users. Such a community should not only help
end-users to find and recommend applications to each other but also to check on each
other’s social wellbeing. The main rationale behind this function is the need for social
cohesion (i.e., staying in touch with other elderly people and the outside world).
A portal for communication about solutions was mentioned often as well. Such a
portal would be a marketplace for solutions and a ‘one-stop-shop’ to access services.
Features mentioned less often were an intervention instrument for the municipality to
get in contact with citizens about needs for services and questions about health care
legislations. However, this feature was suggested by all five interviewees from gov-
ernment organizations to support this intervention role from municipalities in case of
the health and wellbeing of citizens.

5.2 Benefited Users from the Platform

To the question who would benefit from the platform the strategic and affiliate stake-
holders agree that the platform should be beneficial for both end-users and the industry.
The platform could function as a ‘one- stop-shop’ for smart living needs and solutions,
but also as an intermediary between the industry and end-users. The governmental
interviewees argued that the platform should be merely beneficial for end-users only:
like citizens in general, patients and elderly. End-users were more specific about the
target group; they argue that the platform would be most beneficial for elderly who
want to stay in their own home environment (i.e., ageing in place), citizens in general
or patients with several impairments.

5.3 Critical Design Issues to Start a Platform

To the question what are critical design issues when developing such a platform the
stakeholder groups had different opinions (See Fig. 3).

Fig. 3. Critical design issues for developing a health and wellbeing platform.
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The strategic level stakeholders were mainly concerned over how a service platform
for health and wellbeing could add value to different stakeholders, i.e. what would be
sustainable business models and how to achieve revenues. They were concerned
about the organization of such a platform (i.e., collaboration between parties) and
how to reach ‘critical mass’ (i.e., a sufficient number of adopters of the platform, to
support further growth). This group had less attention for the usability of the platform,
although they mentioned that easy access to the platform through multiple devices is
required. The affiliate stakeholders raised issues about the usability for the consumers
of such a platform and how to deal with the chicken-and-egg problem to reach critical
mass. They were skeptical about the revenues and collaboration between different
parties, especially because of competitive considerations (i.e., linking content with
databases, free-riding issues). On the other hand they consider that such a platform
could help them to reach customers in the domain. The external stakeholders preferred
a local (i.e., postal code based) but scalable platform, starting on a micro-scale before
rolling out on a national level. The end-users had more concerns about practical issues,
like the usability of the platform (i.e., ease of use, full filling needs, practical, acces-
sible), safety and privacy, if the online platform combines online with offline infor-
mation (i.e., information about gatherings in the neighborhood) and finally if there
would be a helpdesk for the platform.

6 Discussion and Interpretation

We propose an interactive service platform to (1) satisfy the requirements of end-users,
service-providers and municipalities; (2) create awareness among end-users on what
products, services and technologies can help them and (3) assist in matchmaking
between (latent) needs and (yet unknown) services. The interviews lead to a first
requirement elicitation from a stakeholder perspective. The main findings of the
interviews were that a service platform could provoke various experts to be active in
the health and wellbeing environment and that such a platform could be an accelerator
for further developments and accelerate the diffusion process of applications in the
smart living domain. According to the interviews the main purpose of the health and
wellbeing platform, should be to provide: (1) an online community for contact,
solutions, social wellbeing, interaction with the neighborhood and a digital marketplace
for applications (consumer to consumer). The need for this functionality is driven by
the need for social cohesion; and (2) an information exchange platform between
providers and end-users (business to consumer), driven by the need for matchmaking
between service providers and end-users; and (3) a portal for bundled services and
solutions (business to consumer), driven by the one-stop-shop philosophy for ‘ageing
in place’, were end-users can find all relevant applications in the smart living domain,
but also can create a personal profile; and (4) an intervention instrument for the
municipality (government to consumer) to get in contact with citizens about needs for
services and questions about health care legislations (i.e., AWBZ, WMO legislations)
and to get insight in transaction costs. During the alternating cycles of discussions this
input from different angles lead to a general first idea about a novel artifact that can be
applied in the health and wellbeing domain. Although it is not clear yet if all features
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elicited by the interviewees can be included in one and the same platform, it is a
feasible option to combine suggestions to create, retain, transfer and exchange infor-
mation in the smart living domain. Ultimately, such a platform should (1) enable end-
users to enhance their quality of life, and (2) support matchmaking between different
stakeholders. While end-users stress the social and communication element of an online
platform for health and wellbeing, providers focus on information exchange and
transaction features. To attain a critical mass of both providers and end-users, the
platform should thus integrate the communication, information and transaction fea-
tures. Another potential tension results from the focus of stakeholders on the govern-
mental level. The currently changing regulations on care in the Netherlands lead to a
more narrow focus of government stakeholders on tools that support the regulatory
transition. The results indicate that such narrow focus may not be acceptable by the
more commercial providers and end-users. Our results illustrate the multiplicity
requirements for platform functions, ranging from basic information exchange towards
active recommendations for services and matchmaking, and from pure focus on
transactions towards communication among users on one side of the platform. Strategic
and affiliate stakeholders and end-users stress rather different design issues that warrant
most attention for designing the platform. To a large extent, these differences can be
explained through the interests and objectives of these stakeholder groups. However,
the findings do suggest that a viable platform for health and wellbeing will require
taking into account a variety of design issues.

7 Conclusions and Next Steps

This paper elicits four main features of a platform for health and wellbeing: (1) online
community, (2) information exchange, (3) portal, and (4) (health) intervention instru-
ment. It illustrates the multifaceted nature of platforms and the diversity of features they
may support. Importantly, we show that different stakeholder groups emphasize dif-
ferent platform features as a focus point. This complexity is increased by regulatory
transitions that make especially government stakeholders have a narrow focus on the
platform features. The study contributes to design knowledge of digital platforms, by
showing what could be possible platform features and indicating the critical design
issues in the design of such a service platform. We argue that designing a multi-sided
platform can only be done by addressing end-users’ as well as external stakeholder
needs in concert, and addressing the value proposition as well as the business model.
Considering the first hunch of a matchmaking platform it demands collaboration of
stakeholders in multiple sectors to contribute required resources and to find catalyst
innovators to start and accelerate a catalytic reaction. To get multi groups on board at
the same time to create value in an exchange platform is already partly covered by
stakeholder groups (i.e., government, providers and end-user groups) that want to
participate in the project. Next to that, issues such as access methods, but also user-
adoption and usability are important topics.

Our future research aims to study this issue using Action Design Research (ADR)
to develop design knowledge on how to develop and launch a multi-sided platform
while dealing with end-users as well as external stakeholders.
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To test if the interviews are rigorous and valid, multiple focus groups, a workshop
and a survey will be conducted (i.e., mixed method) to validate the first two steps of the
design cycle (i.e., awareness of the problem and first suggestion) and to elicit the
technical specifications of the platform. Taken into account that we are at the start of
our research, these steps will be used to develop the tentative design of a health and
wellbeing platform and to prototype a social infrastructure based on agile scrum.
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Abstract. Motion, bed, and gait analysis sensors are installed in the homes of
seniors and monitored continuously for the purpose of detecting early signs of
health change and functional decline. Automated health alerts are sent to clinical
staff as part of a clinical decision support system. Embedded in each health alert
is a link to a web interface for interactively displaying the sensor data patterns.
The health alerts facilitate early interventions; however, the design and usability
of the web interface greatly affect the effectiveness of the clinical decision
support system. Here, we present the analysis and redesign of the interactive
web-based interface for displaying the in-home sensor data. The current design
is analyzed for inconsistencies and potential user frustrations, and a new design
is proposed to correct these problems.

Keywords: User-centered interface � Iterative design � Web interface design �
Usability

1 Introduction

In this paper, we discuss the analysis and redesign of a web-based interface for dis-
playing in-home sensor data. Different types of sensor data are collected in the homes
of seniors in order to capture health status and activity [1]. Sensors installed in the
home include passive infrared (PIR) motion sensors, a bed sensor for capturing pulse,
respiration, and sleep patterns, and a Microsoft Kinect device for capturing in-home
gait and fall risk. Using these sensors, our team of engineers, computer scientists, and
clinicians has developed algorithms that recognize changes in sensor data patterns that
correspond to possible declines in health status or functional ability. When such a
decline is detected, a health alert is automatically generated and sent to the clinical staff
and research team via email [2]. Embedded in the health alert email is a link to a web-
based interface for viewing the sensor data interactively. This allows for efficient access
to the data and, with a well-designed interface, effective interpretation of the sensor
data and the context in which the alert was generated.
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The system functions as a clinical decision support system. Health alerts showing
early signs of health change or functional decline allow the clinical staff to assess the
seniors at the beginning of the problem and offer timely interventions [3]. Health
changes are addressed early before they become serious health problems. Thus, it is
important that the interface be intuitive, interactive, and flexible to accommodate dif-
ferent views and allow the clinicians to display the sensor data in the context of
individualized behavioral and activity patterns.

Recently, our team has added sensors to the health alert system, namely a new bed
sensor that captures quantitative pulse, respiration, and restless in bed [4–6] as well as
the Kinect-based in-home gait analysis system [7]. With the addition of the new
sensors, we started a redesign effort to integrate the new, more finely grained sensor
data into our web interface. The interface has been evaluated on a weekly basis by the
research team, and changes are made in order to improve usability. In a continuing
study, this interface will eventually be modified so that senior residents themselves are
able to view their data. Since most of the seniors are over the age of 70 and have
varying levels of sensory limitations, the differences in user expectations and capa-
bilities must be taken into account when designing an efficient interface.

Other research teams have developed in-home sensor systems for the purpose of
early detection of health change, e.g., [8] but not all rely on user interfaces as part of a
clinical decision support system. Hussain et al. proposed an architecture and a web
application design for a monitoring network [9]. Cuddihy et al. introduced a visuali-
zation display as a summary for activity [10]. As part of our team’s earlier work, Wang
et al. proposed the density map as a visualization and summary of motion density and
out of home activity patterns [11]; Galambos et al. showed how these can be used
clinically [12]. Alexander et al. presented results of a usability study on the user
interface [13]. In more recent work, Le et al. and Reeder et al. have explored visual
displays of in-home sensor data that are suitable for elderly users [14, 15]. These
related studies show the possibilities in using a variety of sensors for in-home moni-
toring and visualization.

In this paper, our focus is on designing a user interface that supports the health
alerts as a means of early detection of health change and functional decline such that
early interventions are possible. We begin in Sect. 2 by first analyzing the Version 1
system for inconsistencies and potential user frustrations. In Sect. 3, we present our
improved design. We conclude in Sect. 4 with a discussion of future work.

2 Analysis of Previous System and Components

The previous web-based interface (Version 1) displays data on a series of time based
graphs. Researchers are able to log in to the web system, select a research subject’s ID,
and then query the sensor database to return data given a date range. This interface has
been used for several years in previous studies of evaluating in-home sensor data in the
past [2, 3]. By default, the user is shown data over a 2 week period which gives an
aggregate or average value for each day. When the user wants to see more precise data,
she can click on a data point and then is taken to a chart which shows data for each
hour. The previous interface also contains information about the smart homes and
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senior residents, such as what sensors each resident has installed, floor plans, and a
history of health alerts for that resident.

2.1 Inconsistent Grouping of Controls and Poor Navigation Between
Charts

Once users choose a resident, they are shown a web page of varying charts, each one
showing a different measure, yet colors and styles of charts are displayed almost
exactly the same, causing extra cognitive load on the user by having to inspect each
title carefully to find the chart they are looking for [16]. The charts are labeled with the
measure they are presenting; however, it is not prominent. For example, see Fig. 1.
Users have reported that this is a problem.

Another problem is that the bar above each chart contains several buttons that have
no correlation to each other and have different types of functionality. For example, one
button labeled alerts will redirect you to another page, yet toggling check buttons
labeled algorithm will affect the actual chart data. This leads to extra visual search by
the user to determine what each button does and can cause fatigue in the user [17].

2.2 Frustrations in Navigating Through Time Data

Possibly the largest frustration for research users is that, in the Version 1 system,
navigating through time can be cumbersome. The user must continually select a date

Fig. 1. Screen-shot of chart for viewing pulse captured from the hydraulic bed sensor. Note that
the use of space seems cluttered, and that the navigation bar contains date ranges with multiple
drop-downs. Many unrelated buttons are placed at the top of the page
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range in which to view (using a cumbersome interface), and then re-submit the page.
Having to go through these steps every time does not result in a flexible navigation
system because it forces the user to use mental math to compute which dates are
relative to the ones currently being displayed [16].

Another frustration is that if there are no data present for that user during the
requested time period, the site will simply show an orange screen, with no other
information other than an error loading the chart. This is not an effective use of
feedback, which further adds to user frustration [17].

3 Version 2

As the research of the in-home sensor network expands and more measures are added,
it is important that the viewing of the data evolves along with the insight that is gained
from studying. Development of a new user-interface is an ongoing process, and the
idea is to not only improve upon issues that were present in the Version 1 system, but
to plan for expansion and better accommodate changes that may arise in the future,
such as adding more features or chart types to the interface.

3.1 Iterative Insight

Every week during the continuing development of the new version (Version 2),
feedback is given by the user group. The interdisciplinary team evaluating changes and
ideas include nurses, physicians, social workers, engineers, computer scientists, and
students, who all use the interface for evaluating data.

3.2 Multi-device Friendly

One anticipated change in the interface is to implement the ability to access the chart
data on a mobile device or tablet. There are two main reasons why it is important to
allow a multi-device friendly interface. First, many researchers are using smaller,
lighter devices, including tablets, as a portable means to be connected to the Internet
while they are on the move. Making the website tablet-accessible allows research to be
more convenient to these types of users, decreasing the likelihood of user frustration.
The other reason is that with a touch screen, it may be easier for some users to access
data; accessing the interface with a mouse or keyboard may cause more strain on users
with limited mobility, such as those with arthritis.

In order to satisfy the need for a multi-device interface, a few major changes in
design and tools were made in Version 2. First, the charting library now uses HTML5
and Javascript libraries including Flot.js instead of a Flash based product. Adobe Flash
is not supported on mobile devices, whereas using HTML5 allows easy porting across
browsers and platforms. Another change that was necessary was to make the website
sensitive to different device and window sizes using Responsive Web Design [17] and
media queries placed in the CSS. Responsiveness in the website will allow the same
page to be viewed on varying devices, and look proportionate and relevant as the
screen size decreases.
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3.3 Improvement on Time Navigation

In order to reduce frustration in time navigation and to enable the user to have better
control over date ranges, a range selection tool is used in Version 2. Allowing a user to
adjust and move a window easily without having to re-load the page is an efficient
interaction [16, 17] because it reduces the time and thought put into changing the date
range as was required for Version 1. The new date range selection bar is shown in
Fig. 2.

3.4 Visual Controls

The improved user-interface uses visual controls in order to tell the user what is
selected (Fig. 3). The user can see by referencing the control panel, which can be seen
at all times on the right hand side of the screen. Features of the graph which are plotted
have been highlighted, indicating that they are on. To turn a feature on or off, the user
simply has to click the button to toggle it. The logical organization and consistency of
these controls reduces the visual search required, leading to a more user-centered
design [17].

Fig. 2. View of sensor data on the improved Version 2 interface showing motion data (row 1)
pulse rate (row 2), and bed restlessness (row 3). Notice the time range selection bar at the bottom
(row 4). The highlighted date range is the range displayed in the large view.
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3.5 Dynamic Options

One feature of the Version 2 interface is that users have control over what measures to
add to the graphical display. For example, Fig. 2 shows stacked histograms of motion
sensor data, a graph of pulse rate below, and stacked histograms of bed restlessness
below that. Viewing features together was a suggestion made by the research team
during the iterative design process. However, there are still measures that the user is
more likely to want to see than others. This leads to the decision of what to put as
defaults. The use of defaults can increase the pace of work [17] by anticipating the most
likely scenario that the user will want.

One problem that may arise from dynamic options is that the user may be over-
whelmed by too many options, causing mental fatigue and frustration. As the study
continues, there will be more insight into how much control by the user is too much
control. For now, one way of helping the user to not get overwhelmed is to only show
options on the control panel that are relevant to the current display. For instance, if
users view a chart showing the restlessness, breathing rate, and pulse rate for a senior,
they will have the option to change the pulse algorithm. However, if they are only

Fig. 3. User control panel, which is located on the right hand side of the screen, and dynamically
shows the user which options are available. This attempts to reduce confusion as the user does
not have irrelevant choices.
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viewing restlessness and breathing rate, the ‘Pulse Algorithm’ sub-panel will be hid-
den. This reduces irrelevant information as well as unnecessary visual search [16, 17].

For the Version 2 interface, once a research subject ID is selected, the default is to
show only the motion sensor data for the past month calculated at the daily precision
level. The reason for this default is that researchers generally like to see a view of the
senior resident’s general activity patterns over a broad time period if the interface is
accessed from an alert email [3].

4 Future Work

The analysis and redesign have brought numerous improvements to the web interface
design. However, there are still aspects that will need to be improved, as it is an
ongoing development project. As the interface continues to evolve, more specific
features for varying user types will be formed. Usability testing will be performed on
both tablet and desktop configurations, and adjustments will be made. Ultimately, we
will investigate usability for senior users who may have cognitive, mobility, or visual
impairments.

4.1 Accommodating Different User Types and Motivations

Viewing health-related data may have significant usability differences depending on the
types of users that are accessing it. For this particular interface, there are at least three
types of users: clinical researchers, technical researchers, and consumers (elderly users
and their family members). The technical researchers tend to want access to precise
data, as well as raw signals from the sensors, in order to easily see if their devices are
working properly and how they work under different conditions. Clinical researchers
also like to see a wide variety of measures, but less detailed information than the
technical researchers. Consumers are the most different from the other two types.
Generally, too much information for these users can be fatiguing, as raw signals or
extra data are likely meaningless. However, general trends in health such as seeing the
trend line of the average heart rate can be very meaningful. User differences such as
these will be investigated as part of our future work.
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Abstract. Online Social Networking has become one of the biggest successes
of the Internet. Facebook is the most popular service with over 1.23 billion
users. Online Social Networks have the potential to combat feelings of social
isolation amongst the aging population. Nevertheless, many older people do not
use online social networks given the barriers resulting from a lack of under-
standing and perceived usefulness. This paper presents the findings from a ten
week training course were participants were trained in the use of Facebook and
EasiSocial, a newly introduced web application which displays Facebook in a
manner which is more suitable for older people. An evaluation study was
undertaken of both applications in an effort to gain insight into the reasons why
older people (50–80 years old) do not use social media. Findings demonstrated
that EasiSocial was statistically easier to learn and easier to use than Facebook
and therefore potentially helpful to increase the adoption of Social Media
technologies.

Keywords: Social isolation � Technology adoption �Web 2.0 � Social media �
Online social networks � Facebook

1 Introduction

Kaplan and Haenlein [1] define Social Media as a group of Internet technologies built
on the platform of Web 2.0 technologies that allows the creation and exchange of user
generated content. Web 2.0 can be categorised as a number of different types: col-
laboration, blogs and microblogs, content communities, social networking sites, virtual
game worlds and virtual social worlds. Also included are picture sharing, email, instant
messaging and voice over Internet protocol (VOIP) based communications. All of these
can be integrated into online social networking (OSN) sites such as Facebook, which is
currently the world’s largest OSN with 1.23 billion users [2]. Facebook allows users to
interact with friends. An interaction is defined as being a status update, making a
comment, liking a comment or sharing a post.

Currently, in the United Kingdom (UK), 10.3 million people are aged 65 and over
[3]. This represents 16 % of the total UK population. Latest figures show this will
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increase to 15 million over the next 20 years and is predicted to nearly double to around
19 million by 2050 (23 % of the UK population) [3, 4]. Traditionally “old age” has
been associated with negative stereotypes of frailty, ill health and social and economic
dependency, which can lead to social isolation. Previous research has suggested [5] that
Information and Communication Technology (ICT) could be used to help connect
those who are socially isolated to enable them to stay connected with family and
friends. Social interactions allow people to share knowledge, expertise, new skills and
help them feel that they are contributing to society as a whole. Nevertheless, the uptake
of these socially enabled technologies is not always significant. Reasons for this can be
partly attributed to poor education and training in the technologies available [6]. Boyd
et al. have already considered how to increase Social Media adoption amongst elderly
carers via training [7] and have conducted a usability test with Facebook [8]. Results
from this study have indicated that such an OSN did not meet the needs of older people.
The aim of the current work was to investigate if it was possible to change perceptions
by explaining how Social Media works and to discover if training aids adoption by
looking at a participants’ abilities to engage with a light version of Social Media.

2 EasiSocial

In an effort to try and address these needs a web application was developed referred to
as EasiSocial. This solution was designed to run in a web browser on a tablet. This
application is a skin, which can be placed over the current Facebook interface and
re-purposes the information from the OSN, which may be more suitable for use by
older participants. To access Facebook, the Facebook SDK (Software Development
Kit) for PHP was employed. This supports server side functionality to access the
Facebook Graph Application Programming Interface (API) allowing developers to
access and query user’s data and newsfeeds from their Facebook profiles in addition to
posting status updates and commenting upon updates. This supported EasiSocial with
the ability to provide update status, commenting and viewing photos through the
EasiSocial application.

Creation of EasiSocial was carefully undertaken following a combination of rec-
ommendations in designing user interfaces for older people as outlined by Caprani,
O’Connor and Gurrin [9] in addition to the five golden rules written by SAP (Systems
Analysis and Program Development):

• Speed: Make sure application runs fast
• Intuitiveness: Avoid making the user think about what they have to do
• Choices: Limit choices
• Guidance: Guide the user through the application
• Testing: Test the application with focus groups or observations

Designing for the Web can be problematic with inconsistent window widths, screen
resolutions and user preferences being a number of the key challenges to overcome
before the solution can be released. In addition, the plethora of devices currently
available offer further challenges accommodating for differences in both hardware
and software. Responsive Web design uses a combination of CSS 3 media queries.
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These media queries allow the inspection of the physical characteristics of the device
rendering the design. Media queries serve up a tailored style sheet for any device
whether desktop, laptop, tablet or mobile.

EasiSocial simplifies the regular Facebook interface by displaying a newsfeed,
friends list and photos. Participants can write a status update, comment and send
messages to friends. The numbers of steps to complete these interactions are shorter
than on Facebook.

3 Method

An evaluation of both Facebook and EasiSocial was conducted over a 10 week period
between December 2013 to February 2014 with 9 participants. All participants had
never previously used Social Media or a tablet device and rated their mean computer
literacy as 1.33 (1 being Novice, 7 being Expert). Participants were invited to undertake
training using a Nexus tablet in how to use Facebook with a number of predefined tasks
(update status, send a message and upload a photo and add friends) and then take the
tablet home and use Facebook for the ensuing two weeks. At the end of the two week
period the same process was completed, however, this time using EasiSocial as opposed

Fig. 1. Screenshots of the EasiSocial Web application (1) home news feed (2) Update status
window and (3) Friends list with message button which was used by participants.
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to Facebook. The structure of the evaluation is presented in Table 1. A pre-evaluation
questionnaire was administered to gather information in relation to the participant’s
background, gender, age and experience/level of usage with Social Media. A usability
questionnaire was administered during the period that the participants used Facebook
and EasiSocial at home with the aim of assessing if perceptions of using OSNs had
changed and to identify potential improvements from the perspective of usability of the
technology. The questionnaire had thirty questions which reviewed usefulness, ease of
use, ease of learning and satisfaction on 7-point likert scales. Nine participants, all
female aged from 69 to 80 (mean: 76.5 years) took part in the study over a period of ten
weeks, giving consent to be included via ethics approval granted from University of
Ulster. Recruitment took place at the Suffolk Lenadoon Interface Group (SLIG) in
Belfast (Fig. 1).

4 Results

All participants were provided training on how to use tablets and OSNs from weeks
1–4. Participants then took the tablets home for four weeks. Weeks 4–6 were intended
for use with Facebook while weeks 7–9 prescribed the use of EasiSocial. The results
from the evaluations are presented in the follow Sections.

Table 1. The weekly tasks completed by the participants over the training and evaluations.

Week Learning Outcomes
Recruitment
Training how to use tablets and OSNs weeks 1-4

Week 1 Introduce Tablets
Week 2 Begin to use Facebook show profile newsfeed and add friends
Week 3 Finish adding friends, add family members and make a status update
Week 4 Finish adding friends, make more status updates and learn how to charge 

tablets
Use Facebook at home

Week 5 No direct teaching.  A small call in service after they had it at home for 
one week.
Use Facebook at home

Week 6 Planned to show EasiSocial but answered questions about Facebook 
and issues
One week break

Week 7 Show EasiSocial how to look at newsfeed, update status and reply to 
updates through comments
Use EasiSocial at home

Week 8 Show EasiSocial how to look at newsfeed, update status and reply to 
updates through comments
Use EasiSocial at home

Week 9 Answer Queries on EasiSocial demo status update, messaging friends 
and commenting

Week 10 Administer last questionnaires 
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4.1 Total Interactions per Participant

During the course of the study the number of interactions completed by each participant
were recorded. An interaction was defined as being a status update, a comment, a share
and a like. Participant P8 and P9 had the most interactions with 11 and 13, respectively.

4.2 Total Time Spent Using Facebook and EasiSocial

Comparing the usage of the two applications, as presented in Fig. 2, it is evident that
Facebook had more usage in the first week than in other weeks, however, following this
it decreased. The usage for EasiSocial peaked in the first week of usage, however, again
usage was reduced to a similar level of Facebook to three and a half hours per week.

4.3 The Usability Questionnaire

During the period when the participants used the tablets at home a usability question-
naire was administered at the end of each week. This was used to understand how usable
both applications were. The participants completed the same questionnaires for the two
weeks they used Facebook (FB) at home and the two weeks when they used EasiSocial
(ES) at home. The mean and standard deviation of each week is shown in Table 2.

A paired t-test (significance level 0.05) was conducted to compare the usefulness,
ease of use, ease of learning and the satisfaction of use between Facebook and Easi-
Social. These results are presented in Table 3.

Fig. 2. Total time spent using Facebook and EasiSocial during the two evaluation periods for
both applications by all participants.
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As presented in Table 3, there was no significant difference in usefulness
(p = 0.1735) or satisfaction (p = 0.5404) between Facebook and EasiSocial as reported
by the usability questionnaire for the first week of use. There was, however, a sig-
nificant difference in ease of use (p = 0.0937) and ease of learning (p = 0.0036)
between Facebook and EasiSocial after the first week of use.

5 Discussion

During the study the participants were provided with Facebook and EasiSocial to use at
home for two weeks on tablet computers. Over the duration of the study a collection of
interactions between Facebook and EasiSocial were recorded as 19 and 18, respec-
tively. This showed that participants were willing to use Facebook as much as Easi-
Social and vice versa. This also correlated with the total time spent on each application
as depicted in Fig. 2 which showed the time spent on each application. Week 1 of the
study was reported to have had considerable usage. This is understandable given that
this was the first week that participants had the tablets at home. The uniqueness of
having Facebook and a tablet encouraged use. Nevertheless, if one examines weeks 2,
3 and 4 it can be noted that all participants recorded similar levels of usage of between
3–5 h per week between both applications.

Usability questionnaires were administered over the four weeks that the applica-
tions were used at home. When a paired t-test was conducted on each application for
the two weeks of use no significant findings were found. When the first week versus the
third week was compared (these were the first time each application was used at home)
and the second and fourth week there was a significant difference in the ease of use and
ease of learning, with EasiSocial scoring better on both occasions. This is

Table 2. The mean and standard deviation of the responses from the usability questionnaire for
each week Facebook and EasiSocial were used.

Weeks Usefulness Ease of use Ease of learning Satisfaction

FB 1 Mean 5.0286 4.2545 3.5000 5.0286
ST DEV 1.2264 0.6662 0.5863 0.8043
FB 2 Mean 4.0000 3.1455 2.2000 4.3143
ST DEV 1.8378 0.5126 1.1779 1.7391
ES 3 Mean 5.8000 5.2000 5.5000 5.4286
ST DEV 0.6194 0.6906 0.9186 1.1429
ES 4 Mean 5.3714 5.6909 5.7000 6.1714
ST DEV 0.8244 0.4921 0.6937 1.0222

Table 3. Results of the paired t-Test for EasiSocial and Facebook.

Weeks Usefulness Ease of use Ease of learning Satisfaction

FB 1 vs ES 3 0.1735 0.0937 0.0036 0.5404
FB 2 vs ES 4 0.2125 3.4677 × 10−5 0.0031 0.0841
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representative that for first time use EasiSocial was easier to learn and easier to use.
The average age of participants was 76 and all owned and used a mobile phone to
receive and make calls, two also reported to use their phones to send and receive text
messages. In Fig. 2 the interactions of the nine participants are presented. Both P8 and
P9 have the most interactions with 11 and 13 during the two evaluation periods at home
weeks 4–6 and 7–9. Both P8 and P9 texted on mobile phones whilst the other par-
ticipants did not. P8 was a medical receptionist and had some experience of computers
before retirement. P9 had a very large family with many of them Facebook users. This
encouraged P9 to use EasiSocial more and stay in contact. P9’s profile grew more
rapidly than the other participants as family members tagged them in photos they
uploaded. P2 and P6 also had large families, however, their previous jobs, while
skilled, did not include any use of technology. There sheer willingness to learn about
Social Media and particularly OSNs was what made them so willing to participate.
At the end of the study, all nine participants completed a post evaluation questionnaire.
When asked outright which application they preferred three liked EasiSocial, three
liked both and one liked Facebook better. They liked to keep up to date with family and
look at family pictures, just to allow them to communicate, especially with family
living abroad. Compared to Facebook they felt that EasiSocial was easier to use and
less complicated, making it easier to find friends and send them messages. Of all the
participants 71 % said that they would continue to use OSNs and 86 % thought that
EasiSocial was a good way to start using OSNs given its simplicity. P9 said:

“I liked using EasiSocial because I missed one of the weeks and it allowed me to get up to
speed, but then as I got better I preferred to use Facebook. So I would say EasiSocial is a great
way to learn about Social Media and to learn about it but once the penny drops move to
Facebook.”

At the end of the evaluation period three of the participants had purchased tablets
during the training and two were considering purchasing them upon its conclusion. They
stated they hadn’t realised how useful tablets could be if it hadn’t been for the training.
Three participants did not finish the evaluations or training, lack of interest and perceived
usefulness was the most common outcome. Due to technical constraints there were some
limitations. It was necessary for participants to have a Facebook account before they
could use EasiSocial. Therefore participants trained how to use Facebook first and then
EasiSocial. This gave them some previous experience in using Facebook. When planning
the study it had been suggested to test two groups one with Facebook, the other with
EasiSocial. It was, however, not possible to do so due to the low number of participants
who consented to take part in the study. Future work may look at this possibility.

6 Conclusion

To conclude, in this study we have demonstrated the potential of training older people
to use Web 2.0 technology and OSN to help alleviate the problem of social isolation in
older people. By giving special training and consideration to usability in technology
design, which suits older users needs, it is possible to increase adoption. Results from
the study conducted demonstrated that EasiSocial, a web based application, was both
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statistically easier to learn and easier to use than regular Facebook. This could be used
as a training application prior to moving to regular Facebook. Participants who engaged
in the study, which was undertaken had never used a tablet or Social Media before,
however, by the end of the evaluation period three had purchased tablets. This is a clear
indication that the introduction to Social Media increased adoption to both contem-
porary technology and social networks. The findings from the study will be used in the
future to continue developing the EasiSocial application and further usability evalua-
tions are planned along with recommendations for developing training materials for
older people regarding Social Media. Nevertheless the study did have some limitations.
Due to technical restraints it was necessary for participants to have a Facebook account
before they could use EasiSocial. Therefore participants trained how to use Facebook
first and then EasiSocial. This gave them some previous experience and bias in using
Facebook. When planning the study it had been suggested to test two groups one with
Facebook, the other with EasiSocial. It was however not possible to do so because of
the low number of participants who consented to take part in the study.
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Abstract. While computers may greatly enhance the lives of the elderly, many
software developers fail to create human-computer interfaces that properly
appeal to elderly users. Developers often fail to take into consideration the
elderly user from the beginning, and the elderly now face a variety of challenges
when using most applications. We believe that the adoption of a modified agile
development workflow when developing human-computer interfaces for the
elderly will assist in better integrating an inclusive design into applications as
early as possible. Agile development relies heavily on user feedback, which is
imperative in the development of elderly-friendly human-computer interfaces
where the target audience has a diverse set of abilities.

Keywords: Human computer interfaces � Elderly people � Agile development �
Software engineering practices � Software development

1 Introduction

In recent years, the everyday use of desktop and mobile computers has grown in leaps
and bounds. Such devices hold great usefulness for the elderly, though manufacturers
of applications and devices often fail to adapt their user interfaces for the elderly user.
Buttons that are too small or strangely placed may not be optimal for those with visual
impairments or differing abilities in regard to their motor skills, and alert tones that are
not of proper volume may be lost on those with hearing loss. In addition, if an interface
is too cluttered for a user to figure out how to edit features, allowing a user to adjust
settings might end up causing more problems than solutions!

The best way to address the problem of developing elderly-friendly human-
computer interfaces would be to take steps in working such requirements into appli-
cations early in the development process. While a variety of different development
strategies exist, agile development is one strategy that perfectly coincides with the
requirements of developing for the elderly individual. As a rule, agile development
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workflows insist on adaptability, collaborative efforts, simplicity, and customer feed-
back [1], all of which make it an understandable choice for developing for the elderly.
Adaptability means the developer can react to the variety requirements they will need
to consider, as well as new hardware that might assist users with varying abilities.
Collaboration between the user and the developer, in addition to acquiring prompt
customer feedback, can help a developer properly assess how to adjust user interface
designs to make them more intuitive, while avoiding overestimating or underestimating
the elderly users’ knowledge of computers [2, 3]. Simplicity is desirable in interfaces
for the elderly as well – many elderly users are not experienced with computers.

However, it should also be mentioned that agile development process might further
be adapted so it caters in particular to the development of human-computer interfaces
for the elderly. The existing agile process breaks the development of applications into a
series of weeks, where a number of tasks are given high focus so they may be com-
pleted and working software is pushed at the end of the time period [1]. Adapting the
sprint workflow to allow a period of user testing between individual sprints, as well as a
set timeframe for implementing tutorials at the end of the application’s ‘completion’,
would also allow for verification of the app’s ease of use, and allow feedback from the
target audience to be gathered.

In this paper, we propose the use of an adjusted agile development workflow when
developing human-computer interfaces for the elderly. We begin by briefly giving our
motivation for this conclusion, and an explanation of the agile development process.
We then discuss the different development goals the agile development process helps
one achieve via the goals of the agile development process. After this, we discuss the
steps of a modified agile development plan, which includes communication with a
diverse group of potential users, setting aside extra time for tutorials and user testing,
and rapid inclusion of useful implementations for accessible interfaces. Finally, we give
a brief case study to illustrate the process overall, and set about drawing conclusions
overall about utilizing agile development in creating elderly-friendly human-computer
interfaces.

2 Motivation

Our general motivation for using the process of agile development when creating
human-computer interfaces for the elderly is to ease developers into the notion of
creating more elderly-friendly human computer interfaces. This has great benefits for
both parties. For the elderly user, it allows them to benefit from the application-based
assistance, and use new varieties of technology in their everyday lives. For the
developer, it allows them to expand the target market for a given application, and thus
help a wider number of people with their apps and devices. In particular, we’re con-
centrating on the following goals.

New target markets for an existing application. The elderly population in many
countries is on the rise [4, 5], and as a result creating elderly-friendly human-computer
interfaces can assist new startups and established companies alike in selling their
applications.

30 D. Williams et al.



Ability for the elderly user to use a wider variety of applications. If application
development takes into account the fact that an elderly user might want to use an app
from the start, it will be easier for an elderly user as well as a younger user to use
popular applications at the same time. This means that an elderly adult and their
grandchildren, for instance, could together use a messaging or communications app
with little difficulty and stay in touch in an easier fashion, without the elderly user being
embarrassed by their lack of knowledge, which is often a problem [6] or the younger
user being exasperated by an overly-simplified interface.

Ability for the elderly user to stay independent in their old age. Elderly users
benefit greatly from application-based assistance - especially mobile applications. Age
is linked to a number of sensory disabilities, including vision, hearing and cognitive
impairments [7]. Utilization of applications to help elderly users remember things they
have to do or assist them in getting to places they need to go can positively affect their
independence, which can be quite hurt by having sensory impairments [8].

By focusing on creating a development methodology that best accompanies
development for the elderly user, these goals stay in sight without any extra work on
the part of the developer. This makes developing for the elderly user easier for the
developer, and ensures that it will take priority in the developer’s mind.

3 Goals of Agile Development

In more recent years, there has been an influx of support for agile development
methodologies. Instead of previous software development methodologies, which pri-
oritize business developments such as contracts over interaction with people and proper
requirements gathering, agile expects rapidly changing requirements, and prioritizes
proper communication and constant, frequent deliverables. While there are multiple
types of agile development methodologies, all of them keep several major goals in
mind when developing software.

3.1 Adaptability

Agile software development seeks to be adaptive to new and changing requirements as a
rule; changing requirements are welcomed, even late in development [1]. In this way, agile
software development truly is agile; it adapts to new obstacles as they pop up. Require-
ments must be properly talked over with the customer and fully decided upon in a series of
meetings. Software is developed in short bouts and is expected to be delivered frequently,
while adapting to user needs [1]. This means that goal-setting procedures often need to be
adjusted accordingly [1]. The agile process of quick bouts of development continues until
a project is fully completed, and may extend as bug fixes may require.

3.2 Simplicity

While one should pay attention to technical excellence and great design, the simplest
solution for a problem should be used. Maximizing the amount of work that does not
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need to be done is important for keeping development timely and efficient [1].
Requirements should also be confined to what a customer states - additional require-
ments will be mentioned (and adapted to) as needed [1].

3.3 Communication

It is often suggested that collaboration should occur face-to-face [1], which will assist
in reducing miscommunications so regularly seen otherwise. This is especially
important in making sure that progress continues to be made in development - in agile
development methodologies, progress is determined by working software, so teams
need to work quickly to finish software so that it can be verified by other members of
the team, and progress can continue.

While agile downplays other aspects of software development, such as documen-
tation, keeping these people-oriented goals in mind can greatly assist in the timely
development of quality software. Furthermore, these goals remain priority, even when
one is involving themselves in other agile methodologies - differences between the
tactics exist, but they don’t detract from the overall agile goals.

4 Applying Agile Development Workflows to Creating
Proper Applications for Elderly Users

While keeping these goals in mind for any software project has proven to be a good
strategy, they become quite handy in particular when designing elderly-friendly
human-computer interfaces. Particular goals of agile development line up perfectly
with requirements to consider when developing for the elderly user. In particular, the
following aspects of the agile methodology can assist with the following unique goals
of developing proper interfaces for elderly adults.

4.1 Adaptability and Diversity of Elderly Ability

An elderly person might encounter a variety of problems when using a computer app.
For one, declination in visual ability is common with old age, including but not limited
to a decline in visual acuity, peripheral vision, color contrast, and dark adaptation
[9, 10]. As a result, small buttons, poor color choices, flashy animations/popups and
dim screens can lead to frustration on part of the user. In addition, by the age of 65, half
of men and 30 % of women experience some degree of hearing loss that affects their
ability to interact with others [9]. The range of pitches the ear can detect also may
decrease [10]. Auditory displays that do not sound at a proper volume and pitch can
easily be lost on the elderly user, causing apps that do things such as remind an elderly
user to take medication or alert an elderly user to problems in traffic, to become less
useful in the long run. However, complicating efforts to solve human factors problems
like these is the variety of abilities found in the elderly – not all encounter the poor
vision and frailty that some have! This means that software developed with older users
in mind should be adaptable for a variety of users.

32 D. Williams et al.



The adaptability of the agile work environment thus makes it a perfect fit for
developing for the elderly user! Developers taking part in agile development method-
ologies seek to communicate with the target audience to best determine requirements –
something that is required in elderly interface development. Furthermore, as new
requirements come up as a result of user testing (i.e. a color scheme not having enough
contrast) an agile development team will find themselves better able to adapt to such
things. Adapting to include new physical interfaces for an application – such as pen
tablets, haptic touchscreens [11] or gesture-based input – would also be favorable, as a
newly developed input, although unfamiliar, may offer a better experience for the elderly
user than an existing one.

4.2 Communication and Working with Your Target Audience

Because in part of the diverse ability set of the elderly mentioned above, communi-
cation with the elderly users within your target audience is essential. A study carried
out in 2011 by Valentine, et al. showed that communication with elderly users allowed
developers to better understand not only their abilities, but also morals and mindsets,
which can be important in developing proper applications for the elderly [12]. In fact,
groups in the study who did not carry out the aforementioned communication later
wished they could have done it, and some set out to interview people they knew in lieu
of the official interviews [12].

As one of the core principles of agile development is communication with one’s
target audience, such helpful communication will be expected of those developing with
agile methodologies in mind. However, one should also consider that they should not
ask just one person, but many elderly users in their target market – the aforementioned
study interviewed 29 users [12]. For ease of statistical evaluation, we would suggest at
least 30 elderly users be consulted when developing elderly-specific software. This will
ensure the interface is suitable for a wide variety of elderly users.

4.3 Simplicity and Computer Skill Levels

Elderly users typically experience a degree of cognitive decline, making multitasking
harder for them [9]. Things such as being faced with a multitude of error messages can
be distressing for an elderly user [10] and make them feel helpless in the face of these
errors, or hurt their confidence in using computers in general. However, agile devel-
opment strives for simplicity; excess requirements only serve to distract and deter from
higher priorities, and can lead to confusing software once it’s deployed. Striving for
simplicity in developing software is greatly beneficial to the elderly user, as it reduces
clutter in app, resulting in easier to understand (and easier to use) applications! Plus,
approaching this matter from the start of development is much preferred to simplifying
existing software – often the simplification of existing software is assumed to be
beneficial for elderly users wishing to use the software; this is not a tactic that always
works. An app that is cluttered with useless features, despite being “easy to use,” can be
just as problematic to understand and use by older adults [3] (Table 1).
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5 Modifying Agile Development Tactics for Elderly
HCI Design

While agile development methodologies have a variety of fantastic focuses that make
them ideal for use in developing for the elderly, they also set aside little to no time for
user testing, and do not prioritize things such as development of tutorials regardless of
requirements and user interface simplicity. As a result, we offer the following modi-
fications for those seeking to utilize agile software development methodologies in
developing elderly-friendly human computer interfaces.

Set aside extra time post-sprints for user testing and feedback. Agile development
prioritizes listening to customer concerns and implementing them as new requirements,
and adapting to said new requirements smoothly and easily. It’s imperative that the
developers seek feedback from users of the application, whether through a closed beta
or other such program. Between sprints, talk with not only any specific customer for
your application for feedback, but reach out to possible users of your application and let
them walk through the app to determine whether or not it would be useful in its current
state. This is the best way to gauge whether or not your app is usable by elderly users.
As mentioned previously, interviewing at least 30 people within your target market is a
good idea for developing for elderly users.

When requesting user feedback, listen to a wide variety of users for your app, not
just the customer. Keep in mind that the elderly population is quite diverse, and
includes a wide variety of abilities. Make sure you talk to a wide variety of elderly
people to get a feel for ways to improve your app so it is accessible for a variety of
users. For example, a hearing-impaired user might point out that the auditory display
that a seeing-impaired user enjoyed is pitched incorrectly for their use - meaning that
the developers should either adjust the pitch, or work in a mechanism so the user can
adjust a pitch as required for those with hearing disabilities.

Be prepared to add requirements as needed for increasing app ease of use for the
elderly user. Rather than making excuses for your application or attempting to explain
troublesome features to the elderly user, adjust so that the application is easier to use

Table 1. Goals of agile development and corresponding elderly interface development goals.

Agile
development goal

Application to elderly interface development

Adaptability Adapting to various user abilities and interface requirements. Adapting
to criticism regarding interfaces of applications and new requirements

Simplicity Simple designs save time, create more understandable user interfaces for
elderly users
Simplifying from the start is preferable from simplifying an existing app

Communication Communication between older users and younger developers to
determine best requirements, user morals/ideas
Communication between multiple older users to understand range of
abilities to develop for
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right away for the elderly user. This might include repositioning options and toolbars
and adding new tutorials so that an elderly user feels the flow of the application is more
intuitive, or simply adding a mode that makes adjustments for older users based on the
feedback gathered. However, the important thing to do is to actually make changes as
requested!

Prioritize simplicity in your user interface designs as well as your programming.
Agile development prioritizes simplicity in programming; that is, the simplest possible
implementation for a programming problem should be used. This should also be the
motto in developing interfaces for users. Rather than going for flashy backgrounds and
obtrusive color schemes, take a simpler route. Only add new notifications or interface
elements as required by the design of the app - unnecessary uses of swipes and
gestures, or strange settings, may unnecessarily confuse the elderly user. Good design
can be implemented in a minimalist fashion.

After the completion of all requirements, set time aside to implement a tutorial.
Finally, when the project reaches a level of completion where it can be released, set
aside a special sprint to create a variety of in-depth tutorials. Never assume that a user
will simply know how to use the application - the addition of tutorials has shown to be
incredibly useful in helping an elderly user use applications! But also make sure that
these receive the round of user testing and feedback as the other requirements have:
tutorials should not be confusing, and any confusion that a tutorial might cause should
be eliminated by clarification or simplification as soon as possible.

By integrating these strategies with existing agile development methodologies,
software developers can take steps towards building more elderly-friendly human
computer interfaces, and helping elderly users use their applications.

6 Case Study: Creating a Grocery Shopping Application

In order to further illustrate the development process explored in this paper, we offer a
case study regarding a simple grocery shopping application targeted at elderly adult
users. The application is mobile, runs on smartphones, and hopes to achieve the fol-
lowing goals:

• Show a user a variety of popular grocery stores in a 15 mile radius from their
current location.

• Allow a user to browse sale papers available at each of these grocery stores.
• Allow the creation of shopping lists based on these sale papers, and items available

at each of these grocery stores.

With these goals in mind, the application developers decide to use an agile develop-
ment methodology in order to achieve these goals and develop the application so it’s
understandable and easy to use for older adults. The developers understand that agile
development’s goals go hand-in-hand with requirements for developing for elderly
users, hence their decision.

The first stage of development involves gathering requirements. As is expected
with agile development, several meetings with potential customers are orchestrated and
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attended – a particular nursing home in the area has sponsored development of the
application, and thus the developers meet frequently with various residents from the
home in order to understand the expectations a user would have of such an application.
However, instead of limiting focus to the “customer” so to speak, focus groups
involving other elderly users in the community are held as well. In this way, the
developers are listening to a wide variety of users.

After the initial stage of requirements-gathering is complete, the sprints of devel-
opment begin. Within each sprint, developers set aside a limited number of tasks and
declare that they will finish these tasks within a particular period of, say, two weeks.
Because the sprint time period is so short, simplicity is prioritized in programming. The
developers look over the various features they have planned for the application, and
decide which are worth it in order to simplify the amount of development they have to
do. Complicated features that were suggested, such as social network integration, that
may not intrigue their targeted users can be dropped to make the application less
complicated. However, simplifying the programming in this manner also simplifies the
user interface - fewer options mean less information to parse on individual screens.
A simpler user interface can be easier to use for elderly users.

Between sprints, extra time for testing and feedback is set aside. Rather than the
traditional post-sprint meeting where the developers and customers discuss their next
steps, the developers return to their sponsoring nursing home and conduct meetings
with a variety of users to obtain feedback on the development of the application. They
also conduct focus groups with those potential users not involved with their customer
(again, the nursing home). All in all, they get a few complaints about the method of
adding sale items to a grocery list, and instead of explaining how to perform the action
and leaving it as is, the developers add additional clarification for the user, adapting to
the new requirements.

At last, the application is complete. In order to ensure that future users have no
trouble using the application, the developers create an intricate tutorial in their last few
sprints, explaining how to use individual portions of the application (the grocery list
feature, the grocery store search feature, and so on). The tutorial is set to activate the
very first time the application opens, without user intervention, to ensure that the user
understands the application. Although the traditional agile process did not require this
step, setting aside this special sprint ensures that elderly users who may be less
experienced with technology easily understand the application. The result is an
application tailored for the older adult computer user which had a abundance of
feedback from potential elderly users during the development process, a thought-out
design based on this feedback, a simple interface that does what needs to be done (and
not more than that), and an application with an in-set tutorial, that explains the features
and workflows of the application to new elderly users.

7 Conclusions

In conclusion, an agile method of engineering applications will assist greatly in getting
the user feedback necessary to properly develop accessible apps for the elderly. This
method of development also may be useful for disabled users of all ages – the same
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rules of proper testing and user feedback apply no matter what the age group for
disabled users. Future considerations include investigating this framework when used
to develop for the disabled of various age groups, as well as using this framework of
increased user feedback when developing for children. Children are another growing
target market for applications; and getting feedback about what is intuitive and what is
not when using an application would be quite useful in ensuring that children are
familiar with technology from a young age.
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Abstract. A method for sending real-time fall alerts containing an embedded
hyperlink to a depth video clip of the suspected fall was evaluated in senior
housing. A previously reported fall detection method using the Microsoft Kinect
was used to detect naturally occurring falls in the main living area of each
apartment. In this paper, evaluation results are included for 12 apartments over a
101 day period in which 34 naturally occurring falls were detected. Based on
computed fall confidences, real-time alerts were sent via email to facility staff.
The alerts contained an embedded hyperlink to a short depth video clip of the
suspected fall. Recipients were able to click on the hyperlink to view the clip on
any device supporting play back of MPEG-4 video, such as smart phones, to
immediately determine if the alert was for an actual fall or a false alarm. Benefits
and limitations of the technology are discussed.

Keywords: Fall detection � Fall alerts � Kinect

1 Introduction

The Center for Disease Control and Prevention states that one out of three older adults
(those age 65 and older) falls each year [1]. Of those who fall, many suffer serious
injuries which reduce their mobility and independence. The direct medical cost of falls
among older adults in the United States in the year 2000 was over $19 billion [2], and
this cost does not account for the decreased quality of life many individuals experience
after suffering a fall. Beyond the injuries and costs incurred as a result of the fall itself,
studies have also found an increased risk of physical and physiological complications
associated with prolonged periods of lying on the floor following a fall, due to an
inability to get up [3]. Older adults living alone, or in independent settings, are at great
risk of delayed assistance following a fall.

Many methods for reporting or detecting falls have been developed. This includes
wearable devices, such as manual push buttons and automatic fall detection systems
based on accelerometers [4, 5]. However, wearable devices must be continuously worn,
may be forgotten, and require battery changes or charging. Studies have also indicated a
preference for non-wearable sensors among older adults [6]. For these reasons, many
researchers have investigated the use of environmentally mounted sensors, such as
passive infrared (PIR) sensors [7], acoustic sensors [8], and video-based sensors [9–13],
among others. Although privacy is always a concern with video-based sensors, studies
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have found that privacy concerns may be alleviated by use of appropriate privacy
preserving techniques such as the use of silhouettes [14].

This work investigates the use of a fall detection system (described in [15]) that
uses an inexpensive depth imaging sensor, the Microsoft Kinect, to send real-time
email-based fall alerts to staff members of a senior housing facility. Each alert contains
basic information about the suspected fall, such as time and location, as well as an
embedded hyperlink to a short depth video clip viewable on smart phones carried by
staff members. The video clip allows recipients to immediately determine whether the
alert corresponds to an actual fall, or a false alarm, without the need to go physically
investigate the alert, significantly reducing the cost of false alarms and unnecessary
disturbances.

2 Related Work and Motivation

Few automatic fall detection systems have undergone significant, real-world, real-time
testing in older adult housing. In [21], the authors evaluated a custom vest with an
attached tri-axial accelerometer in a nursing home. The vest was worn by 10 elderly
subjects for 8 h a day, 6 days a week, for approximately 4 weeks. In total 833 h of
monitoring was recorded. Alert messages were sent to a care-taker terminal. A total of
42 fall alerts were generated; however, no actual falls were reported, yielding an overall
false alarm rate of 1.2 per day for the vest. Feedback from subjects and staff indicated
they did not appreciate the vests in their current form, stating they were uncomfortable
and bulky.

In a recently published study [22], the authors used previously recorded acceler-
ation data on a set of high fall risk patients to evaluate 13 published acceleration-based
fall detection algorithms. The data contained 29 actual falls of older adults that were
used for analysis. Results indicated that the algorithms performed worse in terms of
sensitivity and specificity as compared to what was originally reported on simulated
data. Mean sensitivity was 57 %, with a maximum of 83 %. Additionally, the number
of false alarms generated during 24 h (based on three representative fallers) ranged
from 3 to 85.

As with other sensing technologies, a number of methods for fall detection using
the Microsoft Kinect sensor have been published [15–20]. Although all these studies
show encouraging results, the major limitation of most is the lack of sufficient (if any)
evaluation in real-world settings. In [15], the authors compared their method to five
previously published methods [12, 17–20] developed and evaluated using laboratory
data. All six methods were evaluated on a combined 9 years (80,939 h) of previously
recorded depth data collected in 13 actual older adult apartments. The data contained
445 falls performed by trained stunt actors and 9 real falls. All five previously pub-
lished methods performed worse than originally reported, generating many false alarms
at relatively low detection rates. This is not surprising given the wide range of con-
ditions and issues that occur in complex, dynamic, real-world settings, which make it
virtually impossible to create a realistic data set in the lab.

Although the fall detection method described in [15] was developed and evaluated
on 9 years of previously recorded real-world data, further real-time evaluation of the
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system is critical for a number of reasons, including: (1) to better assess performance on
real falls, (2) to get feedback from facility staff, and (3) to further assess performance in
untrained settings. The previously recorded data almost exclusively contained stunt
actor falls. Only 9 falls (less than 2 %) were real falls. System performance (detection
rate vs. false alarm rate) could be significantly different on only real falls. Additionally,
real-time evaluation, in which alerts are actually sent to caregivers, is the only way to
assess the perceived benefits and costs of the system by end users. If the perceived
benefits are low and costs high, it will not be used. Finally, testing in new, untrained
settings will help determine whether the previously recorded data is sufficient, or
whether additional training may be necessary in new settings.

3 Methodology

Figure 1a shows the Kinect sensor installed in one apartment included in the study. The
Kinect is placed on a small shelf a few inches below the ceiling (height 2.75 m), above
the front door. A small computer (Acer Veriton N2620G) is placed in a cabinet above
the refrigerator. Readers are referred to [15] for a description of the fall detection
algorithm and system operation.

A fall confidence is computed for each possible fall event identified by the algo-
rithm in [15] within 6–8 s of the initial event trigger. The confidence is immediately
compared against an alert threshold (specified individually for each apartment), and if
the confidence is greater than or equal to the alert threshold an email alert is generated
and sent to a list of recipients defined in a configuration file. A sample email-based fall
alert is shown in Fig. 1b. The alert contains basic information regarding the suspected
fall, including: fall confidence, the research ID associated with the apartment, the IP
address of the system, the date and time the fall occurred, and whether another indi-
vidual was detected walking in the room during (or immediately following) the fall.
In addition, a hyperlink to a 10 s depth video clip centered on the fall impact is
embedded in the alert. The depth video clip can be viewed, following secure password

(a)      (b) 

Fig. 1. (a) Kinect and computer (inside cabinet) installed in an apartment. (b) Sample email-
based fall alert with embedded hyperlink to depth video clip of the suspected fall.
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authentication, on any device supporting playback of MPEG-4 video. This includes
smart phones carried by staff members while in the facility, as well as laptop or desktop
computers. Selected frames from two depth video clips of alerted falls are shown
in Fig. 2.

4 Evaluation

As part of an IRB approved study, a Kinect sensor and computer where installed in the
main living area (in a similar fashion as shown in Fig. 1) of 12 apartments in a senior
housing facility. Ages of the 14 residents ranged from 68 to 98 and 6 were male.
Informed consent was obtained from all. Tables 1 and 2 contain alert and real fall
statistics for the apartments for two time periods totaling 101 days. The first time period
covers the initial 41 days when alerts were active. The second time period, beginning
October 2, 2013, covers the final 60 days. At approximately midnight on the evening of
October 1, 2013, an updated version of the fall detection model was installed on each
system.

The original fall model was trained on 9 years of data collected in 13 apartments
during 2012, which included Apartments 1–6 and 9–10 from this study. The updated
fall model was obtained by adding two months (July and August, 2013) of data from
Apartment 8 to the original training data, and then retraining the model. The additional
data contained no falls, but a number of false alarms caused by dogs jumping off
furniture. As no similar data points existed in the original data, these lead to a high
number of false alarms in Apartment 8 during the initial 41 day period.

A total of 21 falls occurred in the main living area across all apartments during the
initial 41 day period. In addition to the alerts, falls in the main living area were
identified by cross checking incident reports filled out by staff members after
responding to a fall, or having a resident report a fall, with the depth video from the
apartment (if available). Despite best efforts to track falls, it is possible that additional
falls exist in the data. Of the 21 total falls, 19 were declared detectable. That is, the fall
occurred in view of the Kinect, and occurred when the system was operational. Of the
19 detectable falls, 15 triggered an alert email, yielding a combined alert rate of 79 %.

Alert 1:

Alert 2:

Fig. 2. Selected frames from two depth video clips. Ground is shaded blue, while foreground
objects are shaded yellow, red, and/or green, based on segmentation and distance (Color figure
online).
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Meanwhile, 28 false alarms were sent during this period across all apartments, yielding
a combined false alarm rate of 1.83 per month per apartment.

During the final 60 day period, a total of 32 falls occurred in the main living area across
all apartments. Of the 32 falls, 26 were declared detectable. Of the 26 detectable falls, 19
triggered an alert email, yielding a combined alert rate of 73%.Meanwhile, 14 false alarms
were sent, yielding a combined false alarm rate of 0.68 per month per apartment.

4.1 Apartments 11 and 12

Apartment 11 had two residents, one of whom is a relatively frequent faller and used an
assistive walking device on a regular basis when moving around the apartment.

Table 1. Main living area, Aug. 22, 2013 – Oct. 1, 2013, 41 days, original fall model

Table 2. Main living area, Oct. 2, 2013 – Nov. 30, 2013, 60 days, Updated fall model
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Over the final 60 day period (with the updated fall model in place), this resident
suffered 4 detectable falls in the main living area, all of which were alerted. Of the 4
falls, 3 were standing falls that occurred after the resident bent over to pick something
up off the floor, and 1 was a sitting fall that occurred when the resident attempted to get
up from a wheel chair. Of the 8 false alarms sent during the final 60 days, 2 were the
result of children dropping to the floor while playing, and 6 were the result of items
being dropped or placed on the floor by the residents or staff. A retrospective analysis
found that all falls would have been alerted at a false alarm rate of roughly 2.5 false
alarms per month. Figure 3a shows the floor plan of Apartment 11, along with the
position of the Kinect and its field of view, and the location of the alerted and not
alerted but detectable falls (all falls were alerted).

Apartment 12 had a single resident who is a very frequent faller and used an
assistive walking device almost exclusively when moving around her apartment. Over
the final 60 day period, this resident suffered 21 detectable falls in the main living area,
15 of which were alerted. Of the 21 falls, all were standing falls that occurred while the
resident was using her walker. The 2 false alarms sent during the final 60 day peri-
od were both caused by staff members placing or moving large items on the floor.
A retrospective analysis found that all falls would have been alerted at a false alarm rate
of roughly 23 false alarms per month. Figure 3b shows the floor plan of Apartment 12,
with the position of the Kinect and the location of the alerted and not alerted but
detectable falls.

5 Discussion

Kinect-based fall detection systems installed in 12 older adults’ apartments successfully
sent real-time fall alerts via email to facility staff members. Results over a 101 day period
showed an overall alert rate of roughly 75 % with a false alarm rate of 1 per month per
apartment. It should be noted that no data from Apartments 7, 11, or 12 were ever used
to train the fall detection system. In these apartments, a total of 21 false alarms were
generated. Given the target false alarms rates, 20 false alarms would have been expected.
Although the false alarms were somewhat unequally distributed among the apartments,

      (a)         (b) 

Fig. 3. Floor plan of (a) Apartment 11 and (b) 12. Position, field of view, and 4 meter distance
reference for Kinect are overlaid, along with location of alerted (red +) and not alerted (blue x)
detectable falls during final 60 day period. Dashed blue rectangle covers main living area (Color
figure online).
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the results indicate that the previously recorded data from [15] is likely sufficient training
data for many senior housing settings. However, inclusion of additional unique
false alarms (such as dogs jumping off furniture) could likely improve performance in
certain cases.

Better results (a higher alert rate at a lower false alarm rate) could almost certainly
have been achieved by training on a few of the real falls from Apartment 12, due to the
fact they tended to differ considerably from the falls in the training data. During these
falls, the resident typically used her walker as a point of support, leading to signifi-
cantly reduced vertical velocity and acceleration compared to falls in the training data.
Although the training data contained sitting falls, none of the falls in the training data
involved individuals using a walker, or using any object as a point of support during a
standing fall. The seven missed falls in Apartment 12 were largely due to this issue, in
combination with partial occlusion by the walker in some cases.

Feedback from staff members was quite positive. The embedding of a hyperlink to
a depth video clip of the suspected fall (that could be viewed on a smart phone) was
seen as a major benefit over other approaches. Removing the need to physically
investigate false alarms significantly reduces the costs, both in terms of time and
frustration, associated with false alarms for staff members and residents. Staff members
could potentially review 10 to 15 video clips in the time it would take to physically
investigate a single alert, depending on a facility’s size. Out of 76 alerts sent, there was
not a single case in which it was not obvious to all recipients whether the alert was for
an actual fall or a false alarm. There was some desire to operate at a higher false alarm
rate, perhaps upwards of 5 per month per apartment, to achieve higher alert rates. The
videos also provide a record of what happened before the fall, which creates new
opportunities for fall analysis and prevention strategies in senior living facilities.
Meanwhile, the use of only depth video, and not traditional color video, helps preserve
the privacy of users.
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Abstract. Many elderly users fail to use technology simply because of the fear
of failure, and perceiving themselves as “too old” to use new technology.
Studies show that coaching is helpful in assisting the elderly with learning new
technology, but unfortunately many do not like to ask for help. We propose the
development of smart tutorials that detect user frustration by tracking various
affective markers, communicate with the user clearly and offer customized
tutorials for the users’ convenience. We hope that such a system will benefit the
elderly by giving them on-demand, customized assistance while allowing them
to retain their independence.

Keywords: Human computer interfaces � Elderly people � Tutorials � Intelli-
gent interfaces

1 Introduction

With the advent of touch screens and multimodal interfaces, computers - capable of
doing more things than ever - are becoming easier and easier to use. To flick through a
series of images, a user can simply swipe the images they are viewing left and right;
making an image smaller or larger involves a quick pinching motion applied to the
screen. On devices, labels for power and volume buttons are becoming smaller, or
nonexistent, as users pick up on the common places for such buttons to be located.
Expectations take over and reduce the need for labels.

Unfortunately, as users become more accustomed to particular design or interface
trends, developers spend less time explaining the trends with the assumption that the
user understands it from prior exposure and experience. Web applications can update
too rapidly for the paper instruction manuals of old to keep up with, and thus are not
necessarily the best choice for software guides. For some population groups, prior
knowledge is lacking and thus computers remain difficult to understand and use.
Elderly adults may have little computer experience coupled with interest in using
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computers for various things in their lives – but find the process intimidating. Without
proper instructions, these older adults may be reluctant to try and use the software –

there will be less of a benefit to using the software if it takes more time to use!
However, older adults are some of those who may benefit the most from modern
software – it can promote lifelong learning, social connections, and help people remain
productive in old age [1].

The implementation of smart, interactive tutorials would strongly benefit older
adults who seek to use these new applications, but require a bit of guidance in doing so.
An assistance system that speaks with a user in a clear, understandable way free of
jargon, automatically reacts to a users’ emotional state/use patterns to determine if a
user may be having difficulty with a previously-taught task, and guides a user to further
help if necessary without the user needing to seek it out themselves will help ensure
that older adults receive the help they need. Such a system may even help them take
steps in learning how to use computers better on their own.

In this paper, we propose the development of ShowMeHow – an intelligent com-
puter assistance and support system – tailored for the older adult. ShowMeHow works
via a combination of automatic emotional state detection, recognition of a user’s
location in the application, and conversational language use when communicating with
the user. We start by outlining our motivations in creating ShowMeHow, and looking
at related works in the field of intelligent education systems. We then discuss the
development of ShowMeHow and how it hopes to revolutionize how older users
interact with computers. Finally, we conclude by going through some future directions
we may consider regarding ShowMeHow.

2 Motivation

Helping older adults become more comfortable with using computers is our highest
priority, and our strongest motivator. As the number of older adults in the world increases
[1], it’s a good strategy to develop ways of improving the attitudes of the elderly towards
technology. There are a number of things that would help with this – developing proper
human-computer interfaces that take into account elderly abilities, for example [2] – but
proper help screens and tutorial software would go a long way in helping developers
make their existing software a bit more user-friendly for all users. In particular, we hope
ShowMeHow can assist in preventing some of the scenarios listed as follows:

Frustration in Computer Use. A user often may avoid computers due to the asso-
ciation of frustration and other negative emotions accompanying their use. As an
example, while elderly users can learn how to perform certain tasks, often they
encounter problems remembering said tasks later [3] or using interfaces that were not
designed with a variety of users in mind [2]. Such experiences can make elderly users
frustrated when using computers, and see no benefit in their use. As lack of perceived
benefit is a major reason for lack of computer use in older adults, [4] this can per-
petuate the cycle of elderly users refusing to use computers. The ShowMeHow system
remains sensitive to user frustration via the utilization of affective computing:
detecting and parsing user emotional states and adjusting its teaching strategies

50 D. Williams et al.



depending on the users’ mood. This way a user can obtain help, even if they’re not
sure how to ask for it.

Age in Relation to Properly Using Technology. Elderly users often report feeling as
if they are “too old” for technology, as a result of societal reinforcement regarding older
adults and technology use [4]. It has been a complaint in the literature that current
efforts to develop programs for elderly abilities puts more emphasis on what they
cannot do, reinforcing such notions in the minds of younger and older people. This in
and of itself can hurt the development of applications that include elderly users in their
target market, and reinforce stereotypes of elderly users as stubborn and resistant to
new things. In order to combat this problem, the ShowMeHow system developed does
not single out the elderly user by way of expecting an elderly user, but rather expects a
novice user first, and adds adaptations that an elderly user would find useful.

Perceived Loss of Independence via Technology. In addition to feeling “too old”,
some users may find themselves feeling a lack of independence for turning to technology.
Durick, et al. (2013) described the idea that a clear line exists between the accommo-
dation and assimilation of technology – and that technology may not be associated with
positive feelings when a user feels they have been forced to adopt it due to personal
(physical or other) shortcomings [4]. By using technology designed for the elderly, they
may feel identified by their age, rather than their status as users of technology. However,
the ShowMeHow system works to empower a user versus taking away their indepen-
dence, by helping them use technology and understand how it works instead of over-
simplifying applications and reducing them to that which “the elderly user” can digest.

By helping an older user learn best practices for using computers right away, we
ensure that an older user sees computers in a positive light, and remains more open to
using them in everyday life.

3 Related Work

A variety of work has been done in the realm of developing intelligent systems,
intelligent tutoring systems, and methods of picking up on emotions via affective
computing. The following list is not intended to be a complete list of all related
solutions, but rather a sampling of similar solutions.

3.1 Adaptive and Intelligent User Interfaces

Adaptive and intelligent interfaces are those that frequently go through the act
of adjusting visual content based on users’ abilities. One notable example, SUPPLE,
adjusts the arrangement of a graphical user interface depending on a users’ motor
abilities (determined via a questionnaire) [5]. MyUI adapts to a user’s abilities based
on a series of design patterns developed in application [6]. HAIL adapts to a users’
motor abilities and adjusts the graphical interface of a given website accordingly,
coupling this with input from a device that converts head motion to onscreen pointer
motion [7]. Most of these asked the user for some sort of direct input, instead of
picking up on user habits, for interface changes to occur.
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3.2 Intelligent Tutoring Systems

In addition to general intelligent response systems, intelligent tutoring systems (ITS)
have also been explored, typically for children. These systems seek to educate in a
similar manner to adult teachers – by picking up on nonverbal cues from students that
can be detected via sensors [8]. This allows interactions to be customized for the
particular student, based on the learning methods that cause the most positive reactions
[8]. The computer can then create a model of the best strategies to use with the learner,
based on the nonverbal feedback and answers to questions given during the tutoring
session [8]. Intelligent assistants specifically for web pages have also been developed,
with the intent of using a neural network taking user input to adjust magnification and
keyboard settings for a web browser accordingly [9]. This project was one of few that
offered assistance that adjusted users’ settings automatically based on actions taken by
the user in-program. While this assistance did not explain to a user what they needed to
do in order to make the changes, it did provide a stress-free solution for editing a user
interface to be more in line with a user’s abilities.

3.3 Engagement Detection Systems

Ongoing work is also being conducted in the field of detecting user engagement.
Systems that track boredom via keystrokes showed some accuracy when compared to
random guessing regarding the user [10]. Studies detecting user emotional state (in this
case, frustration) based on characteristics of pen strokes have also been conducted, and
show promising results – notably, an ability to detect frustration with a precision of
87 % [11]. Finally, some promise has been shown in detecting posture accuracy via
cameras such as the Microsoft Kinect [12] which could give hint to exhaustion or
frustration in a user. In fact, another study mapped particular postures detected by the
Microsoft Kinect to affective states, proving that this sort of engagement detection
solution may be useful in future ubiquitous environments [13].

While various applications of engagement detection systems, intelligent tutoring
and adaptive interface systems existed; we did not find a project that combined these
individual research topics with the notion of development for the elderly user. It’s
certainly understandable why each of these things would be beneficial to the elderly
user. Adaptable interfaces allow for customization for the benefit of individual users,
and intelligent tutoring systems and engagement detection work together to understand
when a user wants to learn and when they are encountering stress in their efforts to
learn. For that reason, in developing ShowMeHow, we brought each of these things
together to make a fully educational tutoring system for an elderly user wishing to learn
how to properly use an application.

4 ShowMeHow: An Intelligent Computer Assistance System

ShowMeHow is an intelligent computer assistance system, developed to help elderly
users learn how to better use their computers. It would be able to assist users by taking
in information about the different options a user has available to them from within an
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application on a per-screen basis. Paired with multiple tutorial options (i.e. a long,
explanatory way for describing how to take a picture, and a shorter way), ShowMeHow
can use the information learned about the user in making decisions regarding what a
user is attempting to do in a ShowMeHow application, and how best to assist them.

ShowMeHow would be developed for both Windows and Mac computers, and in
both cases would exist as two separate applications. The first application, which is
active even when tutorials are not being parsed through and common to all applications
using ShowMeHow technology, runs in the background as the affective computing
layer of the system. This part of the app uses the camera, microphone and keyboard of
users’ computer and tracks input trends. This includes facial expressions and posture
from the camera, utterances from the microphone, and keyboard input. These trends are
analyzed for known data patterns that imply particular moods. For example, if a user is
expressing frustrated facial expressions, erratic typing and a hunched posture, they may
have a displeased or disgruntled mood.

The second application gathers the logged emotion information data from the first,
and uses it to influence the appearance of and contents of a series of developer-scripted
tutorials for a particular application. Developers can script information about a given
application on a per-screen basis - transitions between different screens in their
applications trigger alerts in ShowMeHow that change the tutorial information shown.
That data is then loaded into ShowMeHow where, depending on a users’ mood and
other data, different sorts of tutorials are shown via an on-screen overlay (overlaying
the scripted application) to a user. After all, if a user is relatively new to an application,
they should be shown a different set of tutorials versus a user who has used an
application frequently but just appears to have forgotten a series of steps they’ve
previously used in a fit of frustration.

ShowMeHow Tutorials operate on a hierarchical basis; they give the user a series of
options that depend on the screen the user currently has selected. These options can be
broken down into two series of questions: what does this screen do, and what could this
screen lead to. For example, the tutorial for the home screen of an application would
explain that the home screen functions as a “landing page” for the application as a
whole, and explain the different pages the buttons on the home screen lead to. Lan-
guage used in these tutorials would be easily understandable by those even without a
technical background.

Finally, there are several methods of triggering these tutorials. The overlay with
these tutorials can be trigged with a keyboard shortcut, but manual searches can be
completed, and tutorials can also be triggered by the monitored affective data. If a
confused or anxious look is detected, the overlay can trigger automatically in an effort
to provide help to a confused user without confusing them more (i.e. forcing them to
then find the help section in the application).

5 Evaluation

Now that we’ve discussed the overall system proposed, we can explore how it benefits
the older adult user in particular. Earlier in the paper, we suggested particular problems
currently in elderly interface development that we were hoping to solve with the
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development of the aforementioned tutorial system. In this section, we’ll explore how
various unique features of ShowMeHow go about solving those different problems we
previously proposed.

5.1 Simplified Language

One of the common problems encountered by elderly users is the lack of knowledge of
the computer vocabulary - there can be a lot of confusion regarding what terms apply to
what parts of the system. When coaching users, some coaches even end up modifying
their own vocabulary to properly communicate problems and solutions with the users
[3]. This said, especially in a system designed for novice users, great efforts should be
taken to avoid overly technical detail in favor of simple, understandable sentences.
As previously mentioned, ShowMeHow opts for simplistic language and understand-
able metaphor if necessary to explain functions and the reasons for doing what needs to
be done as part of the tutorials. Instead of asking a user to go to their desktop, explicit
instructions to click on the small picture of a computer representing the desktop might
be given, with an explanation of the desktop as the “main display” of the computer,
where one can access all other programs and settings. One could imagine an elderly
computer user being relieved to have such simple and understandable instructions for
doing things within an application. Also, both of the text included in the overlay and
voice augmentation should use this style of communication. Voice augmentation in
particular, when used correctly, can reduce the cognitive load on a user [14] – but used
incorrectly, this benefit is lost [14].

This style of communication seeks to overcome the previously mentioned user
frustration with using applications. Instead of expecting that the user has previously
used computers and will understand what a “Recycle Bin” or “icon” refers to, the
application will explain everything to the user and help them form decisions about the
actions they want to take. In addition to reducing user frustration, this also helps an
elderly user feel more independent when using computers – thanks to the explanations
provided within the tutorials, they no longer have to ask friends or family for defini-
tions of various technical terms.

5.2 Hierarchical System

All applications have a hierarchy of screens: one ‘home’ or ‘desktop’ screen leads to a
series of other screens, each of which may have options of their own. Thus, in favor of
keeping things simplified, users only receive tutorials in ShowMeHow relating to the
screen they are currently on. As previously mentioned, manual search will allow a user
to look up particular actions, but by default ShowMeHow will give an explanation of
the features of the particular screen the user is on at that point in time, in addition to
what the application is capable of from that particular point within the app. For most
users, this method of distributing options will suffice.

If the user chooses some particular action and is taken to the next screen, the same
hierarchical options show relative to the next screen. There may exist some special
actions that may take a user through several screens will also be included, and will
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continue to guide a user until the action (say, taking a photo and uploading it to a social
network) is complete – however, these will be very commonly executed workflows and
not common.

An elderly user would be very pleased with this system of tutorial, as it reduces the
amount of information a user needs to parse when initiating the tutorial system by not
giving all possible action options within the application, and structures the options
available via a particular screen in an understandable fashion. In addition to streamlining
the information presented to a user, structuring the tutorials in this way allows for a user
to better make a decision in the application by analyzing each option and choosing the
best path among them. This, like the jargon-free text mentioned previously, facilitates a
sensation of independence. An older user will have the steps of an application explained
to them thoroughly (and in an understandable manner) before they make a decision on
how to proceed. Furthermore, by explaining how to parse through an application instead
of presenting the user with an overly simplified interface, the application does not
explicitly expect a user to be elderly – rather, simply inexperienced. This means the
application is not implying old age on the part of the user – and this can be beneficial in
how the application is perceived, as users may not want to be associated with being
“old,” due to the stigma the word has associated with it [4].

5.3 Adaptation Based on Affective State

Although a user could go through the tutorials based on the hierarchical system, the
most helpful feature for most users will be the dynamic tutorials, which are activated
based on the affective state of the user.

Every time an application with ShowMeHow support scripted in is launched, the
affective layer will begin to read data from the microphone, camera, and input devices
(keyboard, mouse, tablet, etc.). This data can be used to detect frustration or other
negative emotions that may imply a user is unable to properly use the computer.
If several trends indicate a user is encountering frustration, such as erratic keyboard
input and a tense posture, the tutorial overlay can pop up on its own and ask the user if
they need help with the application in questions. Furthermore, time, program and
screen trends will also be saved. In the event that trends relating a user to having
negative emotions in relation with a particular screen in an app come about, the next
time the user attempts to use that app, the tutorial display may pop up automatically.
Depending on how much trouble a user has with a particular app, the text of the tutorial
may adjust itself to being more detailed as well, seeking to further educate the user in
how to use the app rather than giving just a quick overview. Finally, in order to ensure
that the tutorials are having a positive affect on the users’ computing experience,
reactions from the user will be monitored in relation to tutorials. These will also be
taken into consideration, and ultimately a profile of the user will be built depending on
how they respond to interactions from the application.

Finally, as a security and privacy precaution, while data will be read per session, it
transmitted nowhere and immediately deleted. The application will only save trends
and instances of poor mood, timestamps, and the like – no recordings, video or audio,
of the user will be saved.
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The affective data is one of the more unique features of ShowMeHow; instead of
leaving users to fend for themselves, attempting to find their own solutions to prob-
lems, we detect the first signs of frustration on part of an elderly user, present them with
solutions, and then verify (again via affective data) whether or not the solutions were
applicable. While it may be surprising to an older adult user who is not used to the
computer making judgments like this itself, overall it would most likely make the user
quite happy to know the computer could pick up on frustration and stop to explain how
to proceed to a novice user. This act of responding to and confirming the correct
response to user need would do wonders for user frustration! It also – as the other
features mentioned – would allow elderly users to feel more independent and reduce
the number of questions asked of their grandchildren and friends regarding how to use
computers.

Now, it is possible that users could run into problems that ShowMeHow would not
be able to assist them with – such as problems related to viruses or hardware issues
within the computer they are using. However, for the most part ShowMeHow would
be able to educate and guide users through applications they otherwise might not have
been able to use. This allows older adult users to retain their independence while
learning how to use computers, and feel less targeted due to their age and more like a
novice computer user, while overall reducing user frustration.

6 Conclusions

In conclusion, the development of an interactive, smart tutorial system would benefit
not only older adults, but also many other novice computer users struggling to make
sense of a world increasingly filled with new technical masterpieces. Tutorials have
been around for as long as computers have – but they have remained static and plain, as
they were when they first debuted. Current applications need an enhanced tutorial
system to guide users with little computer experience, like the elderly population,
through applications while teaching them the logic behind a given interface. Overlays
that take the time to educate, in understandable terms, a user in use of an application
(and know to stop or suggest that a break might be taken in accordance with user
emotional state) would be fantastic in all cases. Furthermore, the ability to script in
ShowMeHow functionality is especially important; in a world where interfaces change
frequently, scripted support would ensure that an update didn’t destroy the usefulness
of ShowMeHow, while allowing it to be removed in the event a user feels secure
enough with the application after some time.

In terms of where to take this idea in the future, the potential for a system as we are
describing here to be used in a larger environment – such as a smart home – does exist!
In this case, weaving in a full-fledged ubiquitous computing framework, such as one
that takes into account user location and feeds this data into the system for emotional
analysis, would be useful in this case [15]. Determining whether frustration with a
particular segment of the system – say, in a connected house, a particular television
versus another one – would allow the system to make intelligent troubleshooting
decisions like suggesting that a device be taken to a shop to be fixed.
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Abstract. An early diagnosis of a neurodegenerative process like the Alzhei-
mer’s disease needs a tele-surveillance at home based on the recording of
pathologic signals coming both from the cardiac activity (for detecting the loss
of the sinus respiratory arrhythmia) and from the repetition of tasks of the daily
life (signing a pathologic behavior called perseveration), whose non-invasive
detection can lead to an early diagnosis, if it triggers secondly a battery of tests
based on brain imaging, clinical neurology and cognitive sciences to confirm the
suspicion of neuronal degeneration. For increasing the efficiency of alarms
triggering these tests, we use dedicated tailored data compression methods,
whose two examples will be presented, the Dynalets method for quantitative
compression of the physiologic signals and the monotonic signature for quali-
tative compression.

Keywords: Tele-surveillance at home � Alarm triggering � Tailored to the
signal data compression

1 Introduction

The worldwide population is ageing, this phenomenon being accompanied by a dramatic
increase of the neurodegenerative diseases: in 2050, the number of elders aged 65+ in
the world will have increased by 100 % compared to the year 1950 [1]. The prevalence
of neurodegenerative diseases in developed countries has been found to double with
every five-year increase in age, from 3 percent at age 70 to 25 percent at age 85, the
increase per year ranging from 0.84 to 3.50 percent [2]. Hence, new pervasive tech-
nologies have been developed for smart homes or smart residences for seniors [3, 4] with
assistive technologies [5]. Experimental platforms and living labs are a prototype sup-
port for conducting experiments taking normally place in these healthcare facilities. This
offers advantages such as the ability to pre-validate prototypes before their use in
the real-world. In case of infrastructure absence, computer simulations [5–12] can play a
key role, for simulating different activity trends based on heterogeneous parameters
(e.g., age, education, seasons, etc.) [13–16], testing uncommon scenarios of everyday
life on demand (instead of waiting for unpredictable real-life apparitions), and assessing
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specific algorithms invented and used in the area of activity or cognition [17–20]. We
have for example modeled a persistence in certain tasks of daily life to infer a more
generalized decline induced by a neurodegenerative disease. This persistence, also
known as perseveration, in performing common tasks already completed successfully,
but repeated pathologically was already the subject of comment in Romans, who will-
ingly quoted the proverb: “errare humanum est, perseverare diabolicum”… The basis of
such scenarios of daily living implemented in our computer simulations started from a
previous research described in [14]. The present article deals with two methodologies of
compression tailored to the physiologic or pathologic mechanisms generating the signal
used to follow the person at home: (i) first concerns ECG signal, whose loss of the
sinus respiratory arrhythmia is a good marker of the entrance in a neurodegenerative
disease and (ii) second is a qualitative method for interpreting a sequence of increase/
decrease of an activity, by focusing only on its successive intervals of monotony.
Note that samples used for validating these methods are essentially simulated using
random numbers generator, bootstrapping data from already observed empirical distri-
butions [3, 4].

2 History: Magical Medicine, Hermetic and Mysterious
Numerology

Greek and Romanesque medicine have used commonly tables for predicting the fatal
(resp. happy) evolution of a patient, if a mysterious calculation involving his age and
pulse frequency belonged to a certain “lethal” part of an arithmetic table (Fig. 1 top
left). Heir of Aristotle, hermetic pre-Roman and early Middle Age physicians gave rise
to tables such as the “secret of secrets” (from an apocryphal letter by Aristotle to
Alexander, attributed to Rhazes (circa 900), but probably from Hermes Trismegistus
(circa 100)) showing on Fig. 1 in its center the number 22 (number of vertebrae in
humans, nucleic bases in a microRNA,…). The table by G. d’Auberive (1180) [21],
however, remains of more obscure origin usefulness in medicine, but shows also the
intention to condensate health predictions in hermetic numerology.

3 Data Compression: From Tailored to Signal Physiology
Towards Alarm Adapted Schematized Information

As the ancient Greeks, today’s physicians, who seek to follow the evolution of a patient
at home, need fast calculation of physiological parameters derived from clinical, bio-
logical or imaging records. For this, methods of rapid real-time processing must be
developed to quickly compare patient evolutions with those from databases containing
comparable patients. We give here two examples of the compression needed to quickly
extract relevant parameters, in order to trigger an early and reliable alarm: one concerns
an ECG signal decomposition closer to the genesis of the physiological signal that the
Fourier transform, and the other deals with actimetric data reduced to their signature
monotony (i.e., to the sequence of the signs of their derivative).
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3.1 The Compression of the ECG Signal: The Dynalets Method

We propose in the following a new method of compression of the QRS wave of the
ECG based on its mechanism of generation inside the sinus node of the heart.

The method, called Dynalets decomposition, consists of three main steps:

– we have represented together in the phase plane (amplitude, speed), the physio-
logical signal (Fig. 2) and the approximation function belonging to a family of
approximating selected functions (adapted to the mechanism of genesis of the
physiological signal), and their proximity is maximized by minimizing a given
distance in the phase plane (distance “delta”, which minimizes the area between the
curves, quadratic distance, which minimizes the sum of the distances between
points chosen on the curves, or Hausdorff distance between the inner subsets of the
curves) (Fig. 3)

– we subtract the function thus obtained, called fundamental signal, to the experi-
mental signal, so as to obtain a second function, which we seek to approximate in
the selected functional family

– iterations are stopped when the quadratic relative error (QRE) is below 0.1 and the
SNR (signal to noise ratio) is over 20 dB, where:

 6      5      4                    3      2      1 
10     9      8                    13    11    7 
18    25   22                    17   16   14 
15    24   21                    12   20   19 
30    29   27                    28   26   23  

Fig. 1. Top: Table of secret of secrets and its translation into modern Arabic digits in the bottom
left. A patient was declared fatal prognosis, if a formula with its age and the numerical value of the
name belonged to the left side of the table. Bottom right: G. d’Auberive table, with the sum of the
first integers in first row and the cumulative sum of multiples of the previous amount in column.
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QRE ¼ ð
X

i¼1;K
Xi � Yið Þ2

.X
i¼1;K

X2
i Þ1=2and SNR ¼ �20 Log10QRE ð1Þ

For ECG or the signal of the pulse, the chosen family is the solutions of the Liénard
equations, specifically one called van der Pol equation. In the example of the Figs. 2
and 3, the QRS part of the ECG is approximated, after identification and extraction of
the values less than inf k�1 fKgð Þ� �

from the inter-beats base line, by using successively
Fourier transform and then the family of the limit cycles (having a polynomial
approximation [22]) of the van der Pol equation (called Dynalets transform). In the
example of Fig. 3, QRE (resp. SNR) is equal to 8 % with Fourier transform and 9 %
with Dynalets decomposition (resp. 22 % and 21 %). We can notice that Fourier
transform used in Fig. 3 needs 6 parameters (including the value of the period), while
the Dynalets transform requires only 5 parameters.

a)

c)

t 

 

b)

d)

Fig. 2. Top left a): first coefficients of the Fourier transform of the QRS complex: the
fundamental and two first harmonics are labeled. Top right b): original QRS complex of the ECG
(green) and Fourier (blue) reconstruction with two harmonics matching. Bottom left c):
experimental ECG. Bottom right d): evolution of the Lévy time λ(ε) corresponding to the
duration time the signal has passed between 0 and ε during 7 cycles (Colour figure online).
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3.2 The Detection of the Loss of the Sinus Respiratory Arrhythmia

The cardiac instantaneous period (i.e., the lapse of time between two cardiac beats) is
anti-correlated with the time in the inspiration the actual cardiac cycle occurs (Fig. 4),
due to a coupling (in the bulb) between the two (respiratory and cardiac) pacemakers.

 

a)

b) c)

      EXP-X1-X2

Fig. 3. Top (a): original ECG (red) and van der Pol (green) signal matching, after translation of
the origin of the (xOy) referential and localization of the points of the base line (blue circle).
Bottom left (b): superposition of the QRS complex of the experimental ECG signal without the
base line (EXP in blue), the van der Pol fundamental signal (X1 in red), the first harmonic signal
(X2 in green) and the reconstructed fundamental + first harmonic signal (X1 + X2 in violet).
Bottom right (c): residual signal equal to EXP-(X1 + X2) (Colour figure online).
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We consider that these pacemakers can be modelled by two van der Pol oscillators,
classical examples of regulons (the simplest regulation systems showing one positive
and one negative loop inside the graph having their Jacobian matrix as incidence
matrix). Indeed, for the sake of simplicity, by neglecting the peripheral Aschow-
Tawara node, the cardiac control system is made of two groups of excitable cells, one
located in the bulb, composed of neurons and called the cardio-moderator centre CM
with electric activity x, which inhibits the sinus node S located in the heart septum,
whose activity is denoted by the variable y and results from an autocatalytic loop
moderated by CM.

Reciprocally, S activates CM. Then, the van der Pol system representing the
rhythmic cardiac activity reads:

dx=dt ¼ y; dy=dt ¼ �xxþ lð1� x2=b2Þy; ð2Þ

where µ represents the anharmonic parameter of the oscillator. Because the generator of
the heart rate is well modeled by the van der Pol equation, the QRS ECG waveform is
well approximated by a sum of solutions of this equation, having as period sub-
multiple of the fundamental period. Early detection of neurodegenerative diseases such
as Alzheimer’s or Parkinson’s disease, is then made possible by looking at the gradual
disappearance of the inspiratory cardiac acceleration, which serves as an alarm, trig-
gering the consultation in a hospital department of neurology.

4 Actigram Emulation

To emulate persistent behaviors linked to the Alzheimer’s disease in residential care
settings, we first start from stable behaviors deriving from basic scenarios encountered
in everyday life in the home environment [14]. Based on the fact that we all possess

Fig. 4. Left: the sinus physiologic respiratory arrhythmia characterized by a decrease of the
cardiac period during the inspiration. Right: the recording device giving the respiratory and
cardiac rhythm from a smart tee-shirt containing a conductor whose impedance varies with chest
expansion.
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basic needs and patterns (e.g., circadian or nycthemeral activity rhythms [23]), no matter
the living conditions and the geographical location, we assumed that these scenarios
would remain essentially identical in centers for Alzheimer’s. In other words, we
basically model the Alzheimer’s conditions of life in a healthcare setting putting forward
the hypothesis that patients still tend to follow a regular life rhythm based on 24 h
(circadian or nycthemeral), such as in familiar environment at-home. Then, we slightly
modify these scenarios to reveal persistent behaviors at the spatial-temporal level setting
abnormal prolonged periods staying in a room or performing a daily routine.

4.1 Data Modeling

To model usual scenarios of daily living progressing toward persistent behaviors, we
have used homogeneous Markov chain model, which is a sequential method quite
adapted to describe resident’s successive room occupancies (or activities) in a home or
by extension in a healthcare facility. After 70 days of observation in such a residency
for elderly people, we get the statistics given on Fig. 5 for staying in the different rooms
of the observed smart flat in which different sensors record the activity of the dependent
early person. These statistics allow to calculate different temporal or histogram profiles
assigning the observed person in different clusters corresponding to a normal or
pathologic behavior [23, 24]. Alarms are triggered when passing from a normal type of
nycthemeral activity to a pathologic one. For example, we model the phenomenon of
persistence in an activity by setting atypical extended occupancy periods in a room.

4.2 Modeling Persistent Behaviors with Memory Parameters

Modeling persistence with memory effects consists in taking into account the time
elapsed in a state before to determine the outcome of the next trial. In other words, trials

Fig. 5. Expectation (in blue), standard deviation (in pink) and variation coefficient (physiologic
in green and pathologic in red) of the lapse of times passed in the kitchen at different hours of the
nychthemeron, calculated after 70 days of observation (Colour figure online).
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are not independent. Let’s consider a Polya’s urn model using first a negative law of
parameter α = 1. This provokes an increasing waiting time Y (to stay in a state) as the
trials go along without any success.

If W and B denote respectively a white and a black ball numbers, and k the number
of successes (i.e., we have drawn consecutively k + 1 black balls before drawing a
white ball), then (3) gives the probability to stay in the same state (a room or an
activity):

P Y ¼ k þ 1ð Þ ¼ B
BþW

� �
� Bþ 1

Bþ 1þW

� �
� � � Bþ k

Bþ k þW

� �
W

Bþ k þ 1þW

� �

¼ Bþ kð Þ! Bð Þ
B� 1ð Þ! � W

Bþ k þ 1þWð Þ!
� �

ð3Þ

The reverse effect (the more we stay in the room, the more we have some chance to
leave it) can be thus obtained using a negative law of parameter α < 0 (2) whose
expectancy E(Y) is given by (4) and by (6) using Stirling approximation (5) for large
factorials:

E Yð Þ ¼
X1
k¼0

k
B

BþW

� �
� � � Bþ ka

Bþ kaþW

� �
W

Bþ k þ 1ð ÞaþW

� �
ð4Þ

If K ¼ �½�ka� and M! � MM
ffiffiffiffiffiffiffiffiffiffi
2pM

p

eM
ð5Þ

Fig. 6. Temporal profiles of signals X and Y (red and green) over time t, indicating monotonic
segments between successive averages, each average being the center of an empirical 95 %
confidence interval (Colour figure online).
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E Yð Þ �
X

k¼0;1
k BþW � 1ð ÞBþW�1 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2p BþW � 1ð Þp
eBþKþWW Bþ Kð Þ!

eBþW�1 Bþ K þWð ÞBþKþW ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2p Bþ K þWð Þp

Bþ K þ aþWð Þ B� 1ð Þ!
ð6Þ

Considering B >> W, permits to simplify (6) in (7):

E Yð Þ �
X

k¼0;1 k 1� k þ 1ð Þa=Bð ÞW=B ð7Þ

4.3 Alarm Triggering of Persistence or Perseveration

We focus here on persistent behaviors causing an excessive occupancy periods in the
same state (i.e., a room or possibly a well identified daily activity), or corresponding to
the persevering repetition such as often opening and closing the doors or checking the
contents of the refrigerator without necessity. These abnormal behaviors can be detected
when room occupancy curves (Fig. 5) show a profile significantly different from clas-
sical temporal profiles of activity corresponding to the profiles cluster to which the
patient belongs. A way to compare different temporal evolutions of the room occu-
pancies is to test if the signature of monotony of a temporal profile (i.e., the succession
of signs + for an increasing interval and – for a decreasing one) is significantly different
from a reference profile (Fig. 6). We can compare the signatures of two signals X
(observed) and Y (reference) and test the similarity of their signatures, against a random
choice of signs, using the probability P_ to decrease from x to y (Fig. 7):

if D2 � d; P ¼
Z infðd;D2Þ

supð0;D1Þ
x� D1ð Þdx=dD ¼

Z infðd;D2Þ

sup 0;D1ð Þ
f xð ÞF xð Þdx; ð8Þ

Fig. 7. Calculation of the probability P_ of negative monotony.
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If D2\d; P ¼ 1� Pþ ¼ 1� R inf d;D2ð Þ
sup 0;D1ð Þ dx=dD; where f (resp. F) is the uniform

density function (resp. cumulative distribution function).
If the law of errors is Gaussian, (8) becomes:

P ¼
Z þ1

�1
f1 xð ÞF2 axþ bð Þdx ð9Þ

where f1 (resp. F2) is the density function (resp. cumulative distribution function) of the
first (resp. second) error on x, i.e., of the Gaussian law N(µ1,σ1) (resp. N(µ2,σ2)), where
a = σ1/σ2 and b = (µ1−µ2)/σ2. Because the cumulative distribution functions of uniform
law on [−2σ, 2σ] and Gaussian law N(0,σ) are very close, results concerning calcu-
lation of P_ are similar (Fig. 8).

There are 6 different cases:

The first confidence interval for the observed signal equals [0, δ]. The second to be
compared to the first for deciding if there will be a decrease equals [D1,D2]. P_ is just the
probability to go from x in [0, δ] to y ≤ x in [D1,D2]. On Fig. 6, the probability of decay of
the observed signal X(t) is equal to 0.4 for the first interval of monotony, 1 for the second
and the fifth (circled in orange in Fig. 6), the sixth and the ninth, and the probability of
growth of X(t) is equal to 0 for the third, fourth, seventh and eighth. The values of X(t) at
different time points are assumed to be stochastically independent. Let denote by P the
probability of having at most 1.4 difference into the signs of monotony between the

Gauss

Fig. 8. Cumulative distribution function of the uniform (blue) and Gaussian (red) laws (Colour
figure online)
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observed signal X(t) and the reference signal Y(t) like in Fig. 6. Suppose that the event
(+, −, +, +,−, −, +, +,−) is obtained by pure chance (0.5) of having the allowed sign at any
monotony interval. Then the probability P in this hypothesis H0 is equal to:

0:4 C2
9=2

9 þ C1
9=2

9 þ C0
9=2

9 ¼ 24:4=29 � 4:8% ð10Þ

We can therefore consider that the probability of rejecting falsely the hypothesis of
similarity of monotony due to chance, except one interval at most, is less than 5 %, and
say that the similarity of monotony observed between X and Y is not due to a uniform
random tossing of signs of monotony, and this with an error less than 5 %. This test is
less powerful than a correlation test, but is sufficient in the case of a low number of
longitudinal observations in which the amplitude of the signal is not pertinent com-
pared to the signal monotony, for which the variance of the empirical correlation is
important. The test requires that reference Y(t) and observed X(t) signals are known at
same instants and that the values of X(t) at various time are stochastically independent.

5 Conclusion and Perspectives

Perspectives consider two complementary aspects of the actimetric and physiologic
supervision of the person at-home: (i) the ability to record noninvasively different
physiological parameters should allow, in the future, documenting automatically after a
suitable filter (because the data volume is very large) the personalized medical record of
the person followed at-home, which would greatly facilitate its updating, so enhance its
pertinence, (ii) the rehabilitation programs in nutrition, locomotion and perception using
the serious games allow, thanks to the bio-feedback inherent in these games, to integrate
many individual data sources of customization and alarms. Eventually, through their
ability of patient empowerment and the virtuous circle that can be installed between the
person and the e-educator, these e-learning programs might be the best informational
framework to improve the “health trail” during the lifetime of a person.
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Abstract. We aim to improve physiotherapy patients’ recovery time by
monitoring various prescribed tasks and displaying a score associated
with how well the patient has performed said task. This kind of feedback
would be desirable in situations where physical proximity between the
physiotherapist and his patient is not always convenient or achievable.
Having a way to remotely perform and receive feedback on prescribed
tasks remedies that problem. We used a wireless device that contains
accelerometer (acceleration) and gyroscope (angular velocity) sensors to
collect motion information from the patient. After this information has
been collected, it is processed in order to provide a more accurate rep-
resentation of the performed task. The processed data is then broken
up into micro-exercises, parts that make up the specified exercise, to
evaluate qualitatively how accurately the exercise was performed and
quantitatively how many times the task was performed. Finally, a task
score is provided to the user that is based on the Functional Ability Scale
and a weighted linear algorithm of the sum of the micro-exercise scores.
This allows a patient to receive instant feedback on a performed task
without the need to physically interact with a physiotherapist.

1 Introduction

In a day and age where mobile technology is ubiquitous, there still are not that
many medical applications that take advantage of such a technology. Medical
technology that incorporates smart phone technology for use in their program
stand to gain ease of use and compatibility, since so many people already own
the platform required. Our goal is to create a mobile app that tracks the recovery
progress of physiotherapy patients with motor deficits - such as stroke patients
- by collecting real time data from wireless sensors about various prescribed
exercises and then providing both qualitative and quantitative feedback to the
patient without the need for the physiotherapist to be present [1,2].

As a remedy to the possible schedule conflicts or difficulty in transport-
ing patients with motor deficits, physiotherapists often prescribe exercise regi-
ments in order to help the patient regain his or her motor ability that was lost.
c© Springer International Publishing Switzerland 2015
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Oftentimes however, these regimens are either followed incorrectly or not as
often as prescribed, as the only way of verifying if a regimen is being followed is
through patient self-reporting - the accuracy of which cannot be guaranteed.

Our app would remedy this problem. By using a mobile phone to analyze
the exercise data sent by the SHIMMER sensor [4], the patient would be able to
receive qualitative and quantitative feedback on the regimen exercise he or she
performed, thus helping he or she determine how to best remedy the problem.
Qualitative feedback would be based on the Functional Ability Scale, FAS [3],
while quantitative feedback would display the number of times the patient per-
formed the exercise.

The SHIMMER sensor monitors real-time accelerometer (acceleration) and
gyroscope (orientation) data and sends it over a Bluetooth connection. On the
receiving end, raw accelerometer and gyrometer data is exported to a comma
separated value file (.csv) for storage. As shown in Fig. 1, not everything in
the file is accelerometer or gyrometer data. In order to begin processing the
raw sensor data, we removed the SensorID, DataType, SeqNo, and TimeStamp
values from the file. After that is completed, we process the data. This provides
two benefits: the first being that the size of the dataset is reduced, which allows
for a faster classification time later on, and second, it allows for a more accurate
classification of the data.

Fig. 1. A portion of the raw data exported to a comma separated value file

2 Related Work

The proliferation of pervasive and ubiquitous computing has accelerated the
emergence of a new era of primary healthcare that has the potential to change
the way healthcare is delivered and health is assessed. The American Medical
Association (AMA) recently passed a resolution stating that insurers should
reimburse for email consultations. In the resolution, there is also an encourage-
ment for the reimbursement of other forms of virtual care including remote moni-
toring services. Recent advancement has helped to monitor the activities of daily
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living of seniors living alone using a combination of low-cost sensors, advanced
mesh networking technologies and profile-based anomaly detection engines [12].
Individuals can also be monitored for illness and early symptoms with the help
of real time monitoring, analysis and extrapolation of physiological data such as
blood pressure, blood glucose levels, motion data, body weight etc. [8].

Wireless sensor networks will continue to play an important role in next
generation smart healthcare. The Fitbit [7], a fitness monitoring equipment based
on inertial sensors tracks a user’s daily activities and the calories that the user
has burned. This same motion data can also be used to monitor patients’ progress
in rehabilitation programs and to design new regimen. The data collected from
body-worn accelerometers, gyroscopes, magnetometers, and pedometers can be
assessed for the detection and treatment of gait anomalies, Parkinson’s disease,
stroke, total knee replacement, fall detection and prevention, etc., even when
the subject is located in the home environment. Thus our goal is to provide
therapists the technology that will help them to get high-fidelity real time context
of the patients without manual intervention. Such technological advances will
help people with functional disabilities to live in their home environment and
manage their diseases from day to day in the best possible ways.

Existing advanced physiotherapy rehabilitation systems mostly use optical
motion systems with high speed cameras for kinematic data collection. These
systems are expensive, require a large space, and cannot be used outside a labo-
ratory environment [13]. Other relatively standard systems using magnetic and
sonic technologies are difficult to be applied without the patient being in reha-
bilitation clinic. These and other available industry products such as KinTools
RT [9], OrthoTrak [10], and Phoenix Technologies Inc [11] do not possess the
diversity of sensing systems necessary to monitor a patient’s entire physiother-
apy conditions, e.g., they lack an EMG sensor based system to measure muscle
stiffness. A wearable sensor system with low cost that is easy to deploy and has
a robust supporting software infrastructure will be an effective solution in this
immersive physiotherapy domain [14]. Such systems can provide additional fea-
tures to support tele-physiotherapy services and replace the intensive manpower
needed for existing in-place physiotherapy approaches. A pervasive computing
based physiotherapy approach will also extend the capabilities of monitoring
to more varied settings, thereby making it simpler for therapists to examine
new exercise regimen and interventions that might improve the patients’ overall
conditions.

Most of the above system target a specific healthcare problem instead of
being adaptive to general purpose physiotherapy. The existing systems are often
complex, closed-loop, expensive and proprietary. But recent advancement of per-
vasive computing and communications encourage us to go beyond the existing
systems and visualize an open platform that can support a variety of healthcare
services with a little modification on top of the single general-purpose underlying
platform for situated health monitoring and maintenance. In relation to phys-
iotherapy, this open platform will enable patients to avail themselves of physio-
therapy treatment independent of their location and available clinical resources.
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In the more general sense, this enables better awareness of general health and
possible interventions that take advantage of a person’s everyday environment.
Motivated by these challenges and shortcomings we perform preliminary stud-
ies to attest the promise of remotely monitoring patient recovery using wireless
physiotherapy devices.

3 Methodologies

In order to record exercise data, we used a SHIMMER (Sensing Health with
Intelligence, Modularity, Mobility, and Experimental Reusability) wireless sen-
sor [4]. The datasets have been collected from three subjects in a controlled
environment using this SHIMMER sensor. Each of the subjects have been asked
to perform 10 sets of the three exercises. We then combined the data for each
set together to generate the training datasets. Figure 2 shows a flowchart of our
data being collected and then segmented into micro and macro exercises in order
to determine a qualitative and quantitative result [6]. We collected data that fell
into two categories, micro exercise data and macro exercise data. More accu-
rately, we collected macro exercise data and then segmented the exercise into
sub exercises known as micro exercises. We then collected data for each indi-
vidual micro exercise for classification. In total, we collected data about three

Fig. 2. An overview of the qualitative and quantitative evaluation procedure of micro
and macro exercises
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macro exercises and their eleven micro exercises that the macro exercises were
segmented into. The three macro exercises we collected were named armPump,
armPlank, and armToTableCurl. Each macro exercise was segmented into two,
three, or four micro exercises.

armPump 

armPumpUp 

armPumpDown 

armPlank 

armDeskSideways 

armSidewaysHead 

armHeadDesk 

armToTableCurl 

armrestTable 

tableCurlUp 

tableCurlDown 

tableArmrest 

Fig. 3. Macro to micro exercise mapping

Figure 3 shows our macro exercises and which micro exercises they were seg-
mented into. When classifying macro exercises, we chose to include the set of
all eleven micro exercises, even though not all eleven micro exercises were used
in a single macro exercise. In order to classify the macro exercises, we first
needed to process the micro exercises that the macro exercises were segmented
into. From the raw sensor data, we calculated the statistical mean, min, max,
and standard deviation of the acceleration and orientation data with a window
size of five. With our statistical data, we tested five algorithms implemented in
WEKA [5], a program that contains a collection of machine learning algorithms
for use in solving data mining problems, to determine which algorithm would
provide us with the maximum accuracy in correctly classifying micro exercises.
The Fig. 4 shows our results - the micro classification accuracies of each of the
five algorithms.

Using WEKA’s Ibk classifier gave us the highest percentage of correctly clas-
sified micro instances, so we decided to use that. In addition to that, we also
used WEKAs implementation of the ReliefF attribute selection algorithm to
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Fig. 4. Comparisons of micro exercise classification accuracies using various classifica-
tion algorithms

determine which attributes were least important in classifying. Through exper-
imentation, we determined that removing the five least important attributes,
determined by the ReliefF algorithm, before classifying our data with the Ibk
algorithm resulted in the highest correct classification accuracy.

The same steps used to classify segmented micro exercises were also used to
classify the macro exercises. As with the process for the micro exercises, the raw
acceleration and orientation data is extracted from the initial comma separated
value file and then a window size of five is used to calculate statistical mean, min,
max, and standard deviation values of the data. The same five least important
attributes that were removed from the micro exercise instances are again removed
from the macro exercise instances. However, instead of simply attempting to
classify a macro exercise at this stage, we again use the Ibk classifier, but this
time we also use the micro exercise classification file as a training set to classify
each macro exercise instance. This classifies instances of a macro exercise as
one of the micro exercise instances in our training set. From there, we further
process the segmented macro exercise by taking a count of the micro exercises
classified within a window size of five. While this additional step reduces the
macro exercise classification accuracy by around one percent, it has the added
benefit of being able to use a vastly reduced sample size, thereby requiring less
processing power to compute.

Figures 5 and 6 show the confusion matrices of the two methods of processing
macro exercises. Our method is to classify a macro stretch according to the
micro exercise count within a window size of five, rather than just the processed
statistical data.
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Fig. 5. Confusion matrix of macro exercise classification using statistical instances

Fig. 6. Confusion matrix of macro exercise classification using micro instance counts

4 Evaluation Results

We found that classifying our macro exercises using just the statistical data
yielded a higher percentage classification than our method of classifying macro
exercises using the counts of micro exercise instances. Figure 7 details the accu-
racy comparison between the two methods aforementioned. The difference in
accuracies of the two methods is close to one percent, which at 99.49% and
98.45% respectively is still fairly reasonable accuracies.

Fig. 7. Comparison in accuracies of the two methods, statistical and micro instance
counts
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In addition to being able to classify over 98% of our macro exercises correctly,
we have also developed prototype software that enables us to count the number
of armToTableCurl macro stretches that a user has performed.

5 Discussion and Conclusion

Our decision to classify macro exercises based on the number of micro exercise
instances rather than just the statistical mean, min, max, and standard devi-
ation values of the raw data was based on the hope that our method would
provide higher exercise classification accuracy over the other method. However,
our classification method was not quite as accurate as simply classifying based
on statistical values. Our method, however, does provide a couple of obvious
benefits over the other method. The first being that the size of the data required
to classify is much less. In our case, since we chose to count the micro exercise
instances in a window size of five, our data set was five times smaller than the
other method. The second benefit is that because the dataset is smaller, the time
required to classify macro exercises is greatly reduced. Since our goal was to cre-
ate a mobile app, having a faster classification time is a benefit when dealing
with a smaller, mobile processor.

Future work for this project would include providing a more exhaustive qual-
itative feedback score based on the Functional Ability Scale (FAS) [3], as well
as an improved method of determining the quantitative feedback. In addition to
these, we would also need to refine our algorithm to be more lightweight in order
for our application to be viable for use in a mobile phone as well as collect data
from a more diverse set of micro and macro exercises.

Acknowledgement. This work is supported by NSF-grants IIS-0647705 and CNS-
1344990.
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Abstract. This study aims to examine the effectiveness of two prompting
methods (i.e., a paper-based method vs a step-by-step user-controlled method on
an iPad mini) in guiding individuals with traumatic brain injury (TBI) through the
cooking tasks. Eight individuals with traumatic brain injury participated in this
study. They were asked to prepare two meals in their home kitchens following the
guidance of the two methods, respectively. Their performance were evaluated
using the Performance Assessment of Self-Care Skills (PASS) tool. The per-
ceived ease-of-use, usefulness, and cognitive loads of the two prompting meth-
ods were assessed using a custom questionnaire. In addition, problems of
participants in completing the cooking tasks with both prompting methods were
categorized. Results showed that four participants completed cooking tasks more
independently with the user-controlled prompting method and most participants
preferred the user-controlled method to paper-based prompting. Recommenda-
tions for future development of prompting methods were also discussed.

Keywords: Prompting method � Traumatic brain injury � Cooking tasks

1 Introduction

Each year, approximately 1.7 million people in the United States sustain a traumatic
brain injury (TBI) [1]. Survivors of TBI usually suffer from various cognitive deficits
such as problems with memory, attention, planning and executive functions [2]. These
cognitive deficits often limit these individuals from completing activities of daily living
(ADLs) independently. Among ADLs, cooking tasks are cognitively demanding and
have been identified essential for living independently and important for an individual’s
health, accomplishment in social roles, self-esteem, and sense of control [3–6].

Many strategies have been recommended to compensate for cognitive deficits.
External aids often termed as Assistive Technology for Cognition (ATC) [7], provide
users with a tool or device that either limits the cognitive demands of a task or trans-
forms the task or environment to match users’ abilities [7, 8]. A variety of prompting
methods are being used in ATC. Some low-tech ATC, like paper-based tools (e.g. paper
calendars, and paper recipes), are most widely recommended for interventions,
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especially for cooking tasks [9–12]. High-tech ATC, such as applications (Apps) on
smart phones and computers, use a step-by-step user-controlled prompting method to
assist individuals in completing multi-step tasks [13, 14]. With the growing use of smart
mobile devices and the increasing number of Apps, it would be useful to observe how
individuals with TBI interact with the devices/apps and whether the user-controlled
prompting method afforded by such apps can better assist these individuals. Most ATC
studies focus on evaluating scheduling services, and evidence about the effectiveness of
prompting methods in guiding multistep tasks is relatively scarce [7, 15–17].

The objective of this study is to observe how individuals with TBI interact with a
paper-based recipe versus a step-by-step user-controlled recipe on an iPad mini in
completing typical cooking tasks in their home kitchens. We will compare user per-
formance and their perceived ease-of-use, usefulness, and cognitive loads with the two
prompting methods. We are also interested in communicating the nature of problems
faced by people with TBI when performing activities in the kitchen with current
available prompting methods, and gathering design recommendations to inform the
design of future advanced assistive devices for cognition.

2 Methods

The study was approved by the University of Pittsburgh Institutional Review Board
and was conducted in each participant’s residence.

2.1 Participants

Participants were recruited from the local TBI support groups and rehabilitation
institutes. Inclusion criteria consisted of (1) over the age of 18; (2) having a self-
reported diagnosis of TBI; (3) capable of understanding the objectives, risks, voluntary
nature, and procedures of this study. Eight individuals with TBI participated in this
study so far.

2.2 Settings

Two types of prompting methods were used in this study: a paper-based method and a
step-by-step user-controlled prompting App on an iPad Mini. To minimize the learning
effect, two different recipes (i.e., pancake and French toast) with same number of sub-
steps and similar complexity were made available for each prompting method. Two
online recipes (i.e., one for pancake and one for French toast) were converted to paper-
based and iPad-based recipes, respectively. The iPad-based recipes were programmed
with a commercial available App, Visual Impact Pro [18]. The interface of the iPad
recipe is shown in Fig. 1, where participants could navigate the prompts for each step
by pressing “Back” and “Next” buttons on the screen. No verbal prompts were pro-
vided by this App.
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2.3 Protocol

Researchers paid one visit to each participant’s residence. After the consent process,
participants filled a questionnaire including questions on demographics, injury related
information, and experience with assistive technology (AT). A short interview fol-
lowed to obtain more information about the participant and his/her recovery process. A
brief orientation session was then followed where an investigator demonstrated how to
use the paper recipe and the step-by-step recipe on iPad, and made sure participants
were able to use both recipes based on a usability checklist. The checklist mainly
included whether participants were able to see the text/images clearly, to understand the
sentences/phases, and to press the buttons to navigate the recipe on the iPad.

Participants were then asked to complete two cooking tasks using different
prompting methods. The sequence of prompting methods was counterbalanced. All
ingredients and utensils needed for these two tasks were brought with investigators in
case a household did not have them. During the cooking tasks, participants’ perfor-
mance were evaluated by an investigator using the Performance Assessment of Self-
Care Skills (PASS) tool [19]. Up to nine levels of assistance can be provided by the
investigator, including verbal supportive, verbal non-directive, verbal directive, ges-
tures, task or environment rearrangement, demonstration, physical guidance, physical
support, and total assist. Only necessary assistance at minimal level was provided by
the investigator. The steps of a task were marked if assistance was provided or unsafe/
inadequacy behaviors were observed. After each task, a custom questionnaire was
administered in a semi-structured interview to assess perceived ease-of-use and use-
fulness of the two prompting methods, as well as obtain qualitative feedback from the
participants.

2.4 Data Collection

The PASS provides scores for three areas of performance including independence,
adequacy, and safety. Independence score was rated for each step and then summarized
as the mean score of all steps for the whole task on an ordinal scale from 0–3 (0 = most
negative and 3 = most positive). The full score 3 indicated no external assistance was
needed. The adequacy and safety were rated similarly from 0–3 but for the whole task,
based on how many inadequate and safety-threatening activities were observed and a
score of 3 indicates no such activities happened.

Fig. 1. The interface of the step-by-step user-controlled prompting method
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The custom questionnaire assessed user perceived ease-of-use and usefulness of the
two methods based on the adaption of Technology Acceptance Model (TAM) [20] using
7-point Likert scale responses (1 = strongly disagree and 7 = strongly agree). There were
10 statements for perceived usefulness and 7 statements for ease-of-use. The total score
for perceived usefulness was calculated by adding the user response for each statement
and ranged from 10 to 70, while the total score for perceived ease-of-use was ranged
from 7 to 49. Both scores were then scaled between 0 and 1(0 = most negative, 1 = most
positive). Participants’ stress level was evaluated using a 5-point Likert scale (1 = not at
all stressful and 5 = extremely stressful). The overall satisfaction was evaluated using a
7-point Likert scale (1 = completely dissatisfied and 7 = completely satisfied).

2.5 Data Analysis

Descriptive statistics was used to analyze the data obtained from the demographic and
custom evaluation questionnaires. Content analysis was conducted to extract common
themes from the observation and interview.

3 Results

3.1 Participants

Eight adults with TBI participated in this study (Table 1). The average age was
40.6 ± 8.5 years old and the duration post brain injury was 15.8 ± 10.9 years. Seven
participants lived in community and one participant (P8) lived in the group home of a
local rehabilitation institute. All participants were able to walk without using any
mobility assistive technology. Five participants (P2, P4, P5, P6, and P8) had ATC in
use and all of them used calendar applications on smart phone or iPad. In addition, P5
also used Timex datalink watch and P6 used pillbox and paper calendars.

3.2 Performance Evaluation

Participants’ PASS scores in terms of independence, safety, and adequacy are shown in
Table 2.

3.3 User Feedback

Ratings of perceived usefulness, ease-of-use, stress, and satisfaction with the two
prompting methods are shown in Table 3.

Qualitative feedback during the interview was summarized as follows. All partici-
pants had experience of using paper-based method prior to the study. Recipe books and
online recipes were the main sources. P1 emphasized that she was so used to paper
recipes that this method is much easier to follow. Three participants indicated that
separate list of ingredients in paper recipe was very helpful. Regarding disadvantages of
this method, four participants commented that keeping track of steps and self-checking
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Table 2. Performance evaluation using PASS

Participants No. of
Assistance

Independence Safety Adequacy

P* U* P* U* P* U* P* U*

P1 7 5 2.76 2.88 3 2 1 2
P2 6 3 2.76 2.88 2 3 2 2
P3 15 26 2.65 2.24 2 2 1 2
P4 1 2 2.94 2.94 3 3 2 2
P5 2 0 2.88 3.00 2 3 3 3
P6 18 6 2.47 2.76 2 3 2 3
P7 0 4 3.00 2.76 3 2 2 2
P8 0 4 3.00 2.88 3 2 2 1

P*: paper-based prompting method, U*: step-by-step user-controlled prompting method.

Table 3. Perceived Usefulness, Ease-of-Use, Stress, and Satisfaction

Participants Usefulness Ease-of-use Stress Satisfaction
P* U* P* U* P* U* P* U*

P1 0.70 0.00 0.95 0.36 2 3 7 3
P2 0.85 1.00 1.00 1.00 1 1 7 7
P3 0.57 0.95 0.57 0.79 2 3 6 7
P4 0.05 1.00 0.38 1.00 4 1 5 7
P5 0.80 0.97 0.67 0.81 3 1 5 6
P6 0.85 1.00 0.71 0.98 2 1 5 7
P7 0.57 0.93 0.60 0.90 3 2 5 7
P8 0.28 0.82 0.52 0.95 2 1 3 7

P*: paper-based prompting method, U*: step-by-step user-controlled prompting method.

Table 1. Demographic information of participants

Demographic variables Mean ± SD

Age 40.6 ± 8.5
Duration of TBI (yrs.) 15.8 ± 10.9
Sex Female 4

Male 4
Ethnicity African-American 2

Caucasian 5
Hispanic 1

ATC in use Yes 5
No 3
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on completion of steps consumed significant mental effort and created stress. P7 com-
mented “I have to constantly go back to look at it (paper recipe). I lost my direction when
I look back on it”. P5 and P6 commented that text instructions on the paper were very
difficult to use for individuals’with injured reading abilities as sequela of TBI. P5 shared
that it took her many years to regain the ability to read more than one word at a time after
the injury.

Regarding the user-controlled prompting method, none of the participants had
previous experience. However, seven participants showed greater satisfaction with this
method and especially favored picture prompts and step-by-step instructions. Five
participants also liked that they can navigate steps on their own pace easily. Limitations
of this method were also identified by participants. First, users may forget to press the
button to get further prompts after distracted. P5 commented “There is nothing to say
‘come back to me (the user-controlled App)’ for the next step”. Second, two participants
expressed that pressing “Next” button for each step was distracting and not convenient,
especially when their hands were busy with cooking. P8 would prefer to control the pace
of prompts by voice. Third, the content and sequence of steps need to be improved. P8
commented that instructions should be less discrete and inform both specific goals and
actions within one step. For example, two steps “Measure 1 TBSP butter” and “Melt the
butter in the pan” should be combined as one step. Participants also suggested that the
sequence of steps can be reorganized to enable multi-tasking and increase cooking
efficiency. P4 and P5 thought cleaning up parts should also be added to the steps.

3.4 Problems Encountered During the Cooking Tasks

Abnormal behaviors of participants during completing cooking tasks with two different
prompting methods were identified based on observation and categorized in Table 4.
These incidents were classified into three main themes.

Problems related to cooking experience. The absence of adequate cooking common
sense and techniques led to participants’ problems in completing tasks efficiently with
both prompting methods. Most participants had problems determining the timing to flip
food and whether the food was fully-cooked. Use of wrong utensils led participants to
spend excessive amount of time on a task and ended up with failure or low adequacy.

Difficulties with following the instructions of the recipes. For both prompting methods,
participants encountered similar difficulties with efficiency and safety during cooking
tasks. Two participants constantly asked for confirmations from investigators. How-
ever, more problems happened with the paper-based recipe in keeping track of steps,
kitchen storage, and utensils, and failure to follow instructions.

Cognitive/emotion difficulties. With the user-controlled method, participants had fewer
incidents from distraction and impulsively flipping food. However, three participants
acted before pressing “Next” button for following steps which required investigators’
assistance to prevent mistakes that participants were going to make. When using the
paper-based prompting method, participants showed more non-verbal behaviors of
dysfunction and self-deprecating comments during the cooking tasks.
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Table 4. Problems observed during cooking tasks

Category of
problems*

Paper-based prompting method User-controlled prompting
method

Problems related to cooking experiences
Inadequate common
sense on cooking

Did not know to adjust heat level to
improve efficiency (2, 2)

Did not know to adjust heat level
to improve efficiency (3, 3)

Had difficulties in identifying
status of food (e.g. whether
burned) (1, 1)

Inadequate
techniques for
kitchen tasks

Had difficulties in understanding markings
of measuring tools (3, 3)

Used inappropriate utensils in
tasks (2, 2)

Used inappropriate utensils in tasks (1, 3) Did not know to use a utensil to
improve efficiency (1, 1)Used utensils with inadequate technique

(1, 1)

Difficulties with following the instructions of recipes
Difficulties in follow
steps of recipes

Lost track of steps (1, 1) Ignored text instructions (1, 1)
Lost track of kitchen storage/utensils (2, 2) Misunderstood pictures (2, 2)

Misunderstood instructions (2, 2) Kept asking for confirmations
during tasks (2, 10)Failure to follow instructions after coming

back from distractions (1, 1)
Kept asking for confirmations during tasks
(2, 9)

Safety threats
activities

Left pan on hot burner after cooking (3, 3) Left pan on hot burner after
cooking (3, 3)

Put paper recipe and ingredients on stove
(1, 1)

Turned on a wrong burner (1, 1)

Inefficiency Spent excessive amounts of time on
specific parts of tasks (e.g. measuring
ingredients and mixing) (1, 3)

Spent excessive amounts of time
on specific parts of task (e.g.
measuring ingredients and
mixing) (1, 2)

Cognitive/emotion difficulties

Distraction Distracted by environment (2, 9) Distracted by environment (2, 5)
Impulsiveness Flipped food before right timing (4, 13) Flipped food before right timing

(3, 3)
Acted before seeing instructions
(3, 4)

Non-verbal behavior Performed non-verbal behavior (e.g. jaw
clenching, picks or scratches skin,
rocking, rubbing, moaning or other self-
stimulating behavior) (6, 18)

Performed non-verbal behavior
(e.g. jaw clenching, picks or
scratches skin, rocking,
rubbing, moaning or other
self-stimulating behavior)
(5, 11)

Verbal behavior Sub-vocalization (i.e. talking or mumbling
under breath) (5, 25)

Sub-vocalization (i.e. talking or
mumbling under breath)
(6, 32)Self-deprecating comments (4, 10)

Resistance Refused to accept advice prompted by
investigators (2, 2)

Refused to accept advice
prompted by investigators
(1, 3)

* For each bullet of categorized incidents (N1, N2), N1 indicates the number of participants encountered the
difficulties, and N2 indicates the number of total incidents among participants.
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4 Discussion

Despite the small number of subjects we have tested so far, we observed that four
participants were able to complete more steps of a cooking task independently and
required less assistance with the step-by-step user-controlled prompting method. Par-
ticipants showed comparable performance in safety and adequacy dimensions for both
methods. However, user-controlled method showed advantage in helping with tracking
steps, decreasing mental effort and stress. Thus, most participants preferred this method
to paper-based prompting.

Nevertheless, participants still needed external assistance to complete tasks with the
user-controlled prompting method. The open-loop fashion of this method required
users’ self-monitoring and pressing a button for further prompts. No additional prompts
can be provided after users made mistakes or were distracted. Participants still faced
different categories of problems with this method and better solutions are in need to
address these limitations.

Future development of step-by-step prompting devices may consider adding some
sensing components to help users monitor their actions, thus enhancing safety and
reducing stress from self-prompting and self-monitoring. The authors proposed specific
types of incidents that may need to be detected or inferred by sensing components, and
possible prompts to be generated to prevent or recover from the problems (Table 5).

The main strength of this study was that it was conducted in each participant’s
home kitchen. The familiar environment and kitchen set-up minimized the influence of
other factors on participants’ performance and allowed investigators to observe their
natural behaviors when interacting with the prompting methods. One limitation of the

Table 5. Proposed sensing and prompting solutions for problems observed

Category of problems* Sensor Inference Future Prompts

Problems with cooking experiences
Inadequate common
sense and techniques
on cooking tasks

Power/gas consumptions
of the appliances

Provide prompts for appropriate
utensils, how to use, and
recommended food status through
images or short video clips

Cooking temperature of
the appliances

Cooking time
Object recognition for
utensils

Difficulties with following the instructions of the recipes
Difficulties in following
the steps of the
recipes

Infer what kind of task is
being carried on

Make sure text instructions in big
font with high contrast background

Infer correct completion
of a sub-task

Provide verbal instructions
Allow users/family members to adapt
pictures in prompting devices

Provide check boxes for users
Provide confirmations by sensor
inference

(Continued)
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study is the small sample size. As the study is still ongoing, we hope to conduct more
comprehensive analysis when more participants are tested, and more importantly, to
develop design guidelines for ATC that aim to assist individuals with cognitive
impairments in completing multi-step tasks.
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Abstract. The wide spread prevalence of mobile devices, the decreasing costs
of sensor technologies and increased levels of computational power have all lead
to a new era in assistive technologies to support persons with Alzheimer’s
disease. There is, however, still a requirement to improve the manner in which
the technology is integrated into current approaches of care management. One of
the key issues relating to this challenge is in providing solutions which can be
managed by non-technically orientated healthcare professionals. Within the
current work efforts have been made to develop and evaluate new tools with
the ability to specify, in a non-technical manner, how the technology within the
home environment should be monitored and under which conditions an alarm
should be raised. The work has been conducted within the remit of a collabo-
rative patient-carer system to support self-management for dementia. A visual
interface has been developed and tested with 10 healthcare professionals.
Results following a post evaluation of system usability have been presented and
discussed.

Keywords: Self-management � Visual interface � Dementia � Home based
monitoring

1 Introduction

Supporting self-management of chronic conditions is viewed as one way of alleviating
the social and economic issues associated with an ageing population [1]. Indeed, one of
the most common demands from a patient’s perspective is the ability to live inde-
pendently at home for a long as possible. This facilitates less time spent in the hospital
and institutionalised settings, thus reducing health and social care costs. Recently,
much consideration has been directed towards the use of home or community based
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technology solutions that may be developed in order to assist in the self-management
process [2, 3]. Remaining at home, may, however, require a degree of informal care
from a family member or spouse. This may subsequently cause burden to the carer,
placing further strain on their physical and mental health and wellbeing in addition to
causing financial and social implications.

Cognitive impairments represent a significant challenge to older people. Difficulties
can revolve around task completion or even commencing the task at all. For conditions
such as dementia, the notion of self-management is a relatively new concept [4].
Traditionally, learning new tasks, such as remembering to take medications or
remembering to schedule healthcare appointments, was perceived as beyond the ability
of persons with dementia. Nevertheless, this represents a narrow view of self-man-
agement. A more contemporary view of self-management for dementia is considered as
being a collaborative process between the person with dementia and their carer, which
extends beyond traditional tasks and aims to improve personal resilience, quality of
life, and increase levels of activity [4]. Technology has the potential to help individuals
overcome the barriers associated with cognitive impairment in terms of performing
activities of daily living and therefore help to maintain independence and enhance
quality of life [5]. In particular, home based care, supported through a sensorized smart
environment is considered as one way of supporting people with dementia and their
carers [6]. The success of such an environment, however, relies on its ability to be
customised and personalised to suit the needs of the user and the environment [7].
Many of the specific details required for the personalisation of the smart environment
relating to the behaviours of the person with dementia are known only by the carer,
who themselves may be older and not fully skilled in using technology. This poses a
challenge given that a considerable part of the behaviour in smart environments relies
on event-driven and rule specification [8]. The expressiveness of the rules available to
users is usually either limited or the available rule editing interfaces are not designed
for end-users with low skills in programming [8].

This paper presents HomeCI, a collaborative visual interface for the generation of
machine interpretable rules to support self-management in dementia through remote
monitoring of activities within a smart home environment. The ability to collabora-
tively generate rules through a simple visual interface allows the person with dementia
and their carer to take a greater role in the provision and management of their own care.
Specifically, this paper focuses on the process of designing, specifying and tailoring
rules1 to the individual through an easy to use visual editor. The aim of the research
was to provide a solution which could involve those with the domain knowledge and
the actual user in the process of creating the rules for home monitoring. Furthermore, a
solution was desired which could generate rules that could be easily shared and reused
by others and made available in the general research community through an online
repository.

1 A rule in this context is a set of guidelines on how data collected from sensors either on the person or
within the environment should be interpreted and what feedback, if any should be provided by the
environment itself. Rules define the sequence of sensor events that are expected for a certain activity,
expected or desired behavior.
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2 Background

Context can be described as the interrelated conditions in which something exists or
occurs. From a computer science perspective, context awareness refers to the ability to
sense and react to the environment. In this case sensors may gather information about
the circumstances and based on rules or an intelligent response, react accordingly. In
summary rule based languages preserve the natural essence of context aware appli-
cations “when something happens, if some facts are present then do something” [8].
Recently, visual methods of rapid programming, which require less technical knowl-
edge, are becoming more popular. Graphical programming interfaces such as, Labview
[9], BioMOBIUS [10] and MIT’s app inventor [11], allow users, with only a basic
knowledge of the underlying system functionality, to effectively program complex
systems. A growing number of visual methods for defining rules within a smart
environment have also been presented within the literature.

SiteView, created by Beckmann and Dey [12], allows end-users to create and view
automation control rules through an intuitive interaction method. The system relies on a
small scale representation of the environment in which the user interacts with tangible
objects. These objects represent rule conditions and may also have real-world coun-
terparts (e.g., a thermostat or light bulb). The system was subsequently evaluated by
generating a variety of rules using a combination of up to three conditions to produce
predefined state changes in the environment. The interface was, however, limited to
one environment (research lab) and as such the scalability and flexibility of the
approach was not fully validated.

It has been said that users should be allowed to specify the behaviour of their own
environment. When considering end-users, who may have little programming experience,
the process of rule creation must be as simple and as intuitive as possible. iCAP [13], is a
visual tool to facilitate the design of rules by end users with little programming knowledge.
The iCAP interface comprised two main components. The first was a tabbed repository
area which stored the user defined inputs, outputs and rules. These components could then
be dragged onto the main canvas area where they were subsequently constructed into
conditional rule statements. More recently, Bonino et al. [14] described a drag and drop
visual interface that specifically targeted non-skilled or low technology skilled users. The
system relied upon a rule format based on an IF-THEN structure with optional When and
OR-IF blocks for expression of conditions and rule alternatives. Within this study,
emphasis was placed on providing strong visual cues and suggestions to facilitate incre-
mental rule construction by end-users.

HomeCI extends these works through the representation of objects in a simulated
3D environment. This allows for a more intuitive user interface in order to select
objects for inclusion within rules. Furthermore, HomeCI represents a key component
within an end to end system to support the creation, representation and storage of data
and rules generated within a smart environment. Therefore, HomeCI relies heavily on
established and open formats for storing and sharing data and rules. HomeCI is a
companion to XML storage formats such as homeML and homeRuleML in addition to
providing an intuitive interface [15]. The usability and usefulness of this interface is
further validated within this paper.
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3 Overview of HomeCI

The concept of a visual editor to support the capture of rule design within Smart Home
environments was previously developed by the authors [16]. The solution was largely
of a prototype nature and initial evaluations provided positive feedback. In the current
study a fully functional version of the system has been designed and developed which
produces, as an output, a set of rules conforming to homeRuleML [17]. This support
the long term storage and exchange of the system’s output. The following Sections
describe the structure of the visual interface.

3.1 The Visual Interface

HomeCI is comprised of three separate main screens, each screen providing a
sophisticated although user friendly interface. This interface supports users without
prior experience or training to quickly and efficiently create complex rules. The first
screen provides the user with an overview of the house (Fig. 1). From this screen the
user can select a room in which they would like to create a rule. Users can also select
objects for use in the creation of a global rule. This screen is highly extensible,
allowing for the addition of further rooms if required, therefore expanding the scope of
this interface. A number of development languages including jQuery, PHP and HTML
were used throughout the development of the HomeCI platform. This included libraries
such as jsPlumb and MapHighlight. jQuery is a JavaScript library used to simplify the
client side scripting of HTML and as such was used for the main content of each
separate page.

The level of detail provided is increased as the user progresses through the system.
Within the room view, objects relevant to each specific room selected are presented to
the user. Users can select objects they wish to include in either a local (single room) or
global (multiple room) rules. For example the activity of morning routine could be

Fig. 1. Initial screen of the homeCI interface providing the user with the option to select a room
within which rules can be specified for.
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considered a global rule if the rule takes place in the bathroom for grooming and then
the bedroom for dressing. During rule creation users are required to provide a “Rule
Name” along with a “Rule ID”. Users are also asked to set the “Rule Type” via a drop
down menu (Fig. 2). Rule Type selection specifies how the inference engine interprets
the sensor data recorded. Two types of rules can be selected “Activity Rule” and
“Intervention Rule”. An activity monitoring rule selection instructs the system to
trigger when a series of events have taken place based on the rule created. An inter-
vention rule detects anomalies occurring within an expected flow of events, leading to a
required intervention. Users are also expected to set the outcome, i.e. what should
happen when a specific activity has been detected or completed. These are again set via
a drop down menu offering the user two choices, “Activity Detected” or “Warning”. In
the case of an intervention rule, the outcome could be “warning” or something specific
relating to the particular rule, such as “Breakfast Activity has been interrupted”.
Activity Rules would have a notification indication that the user has completed the task,
such as “Breakfast Completed”.

When a user hovers over a selectable object, it is highlighted with a red outline.
Users can proceed to select this object for use. No upper limit exists on the number of
objects that can be used in each rule. Within this screen users also have the option to
use activities. Activities are displayed on the right hand side of the room view and can
be used in a similar manner as an object. Activities are pre-defined rules that can
be reused. Activities can consist of a number of events, and even other activities.
An example of such as activity could be that of “making a cup of tea”, this activity
could be integrated within a rule to “Make Breakfast”. When users have selected all
objects required they may create a rule immediately utilizing the objects selected by
clicking “Create Rules”. They can also use the selected events as part of a global rule
by selecting “Create Global Rule”. At this point, the user will be redirected back to the
home view. Users can then navigate through other rooms selecting events until they
are ready to create such a global rule.

The visual interface for creating rules relies heavily on established formats for
storing and sharing data and rules, in addition to an intuitive interface that is easily
accessed and easy to use. In previous work we have already investigated and established
a format for storing and sharing data [18]. This format, referred to as homeML, is based
on XML and supports data generated from a home or from mobile and carried devices.

Fig. 2. Room view within the HomeCI interface. Details of each rule can be added on the left
hand side of the interface.
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We have also developed a format for storing and sharing rules [17] which is based on the
homeML format and is extensible to support a great variety of different rules.

3.2 The Workspace

The workspace is used to display to the user the objects and their inter-connections
(Fig. 3). This screen allows the user to combine the previously selected items in such a
manner that a rule will be generated. The workspace allows users to drag and drop the
objects and activities in any order. A distinguishing feature of HomeCI is the ability to
include conditional expressions. When generating a rule, it is possible to specify that an
activity should take “Less than 20 min” to complete or that a number of activities
combined should not exceed a preset time limit. The use of such conditional expres-
sions ensures users can easily connect the objects in an intelligent manner while
retaining the user-friendly interface.

4 Evaluation: Results and Discussion

The evaluation was undertaken with 10 Nurses (Male n = 2) recruited from Lulea
Technical University. All participants were over the aged 45 and over. All users were
experienced in working in the domain of elderly care and had good appreciation of the
needs of technological solutions to be deployed in the home environment to support
independent living. Participants were asked to complete two tasks. The first task
requested the participant to create a rule from two pre-defined narrative for the activ-
ities of Grooming and taking medication. Participants were asked to use the homeCI
interface and the visual notations to select the necessary objects and rooms from the

Fig. 3. Example of workspace and how objects selected from room view may be connected
together.
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home view to build the necessary set of rules to monitor if a person had correctly
undertaken the activities.

The average time for the 10 participants to complete the tasks was 118 s for grooming
and 97 s for taking medication. Full results are presented in Table 1. Further testing is
required to gain a deeper insight into exactly how much time is spent creating the rules;
however, all participantswere able to correctly define the rules in a reasonable period of time.

The second task required the user to interpret rule and create the narrative. Par-
ticipants were presented with a rule for the activity of preparing a drink (Fig. 4) and
were asked to provide their interpretation. All participants were able to correctly
interpret the rules.

Table 1. Table showing task completion time for creating rules to represent grooming and
taking medication for each participant.

Participant No. Grooming Taking medication

1 103 112
2 102 87
3 59 98
4 210 70
5 54 55
6 84 90
7 105 92
8 242 186
9 125 100
10 92 98
Mean 117.6 97.3
Std 61.4 36.4

Fig. 4. Rule created for the activity of preparing a drink. This rule was shown to participants to
interpret.
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At the end of the both tasks each participant was asked to complete a post-evaluation
questionnaire to gather feedback on their experience of using the system. Data was
anonymized, with no identifiable information collected and participants were provided
with the opportunity to complete the questionnaires in private. Questions were rated on a
10 point Likert scale (1- poor, 10 – excellent). Plots of responses by each participant,
including the mean, for each question are presented in Fig. 5.

5 Conclusions and Future Work

This paper presented an evaluation of HomeCI, a visual tool for the creation of machine
visible rules for smart environments. It is envisioned that such a tool could be used
within a self-management context by facilitating a collaborative creation of rules by the
knowledge holders i.e. person with dementia and their carer. The visual interface was
chosen as it is intuitive and allows for the creation and interpretation of rules with little
technical knowledge. To test this theory, the interface was evaluated by 10 nurses who
have a good knowledge of the requirements of older persons with chronic conditions.
Over all the system was ranked highly on usability and usefulness by all participants
and all participants completed the required tasks effectively. Although the healthcare
professionals have a good insight into the needs of an older cohort, they may not
necessarily have the same cognitive or technology ability as an older cohort with
dementia. Future work will therefore investigate the usability and utility of HomeCI to

Fig. 5. Participant responses to questions investigating the system usability and usefulness.
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facilitate the collaborative creation of rules between persons with dementia and their
careers as part of a self-management programme.

It is important that tools that allow for personalisation of rules are used within smart
homes and that these rules are created in open formats that allow integration with other
systems. Further work will seek to evaluate HomeCI with the dyad, including a person
with dementia and their informal carer i.e. most likely the next of kin/spouse. Further
validation of such tools will allow for the creation of a black-box inference engine
which will facilitate adoption of this advanced technology by the general public.

Acknowledgments. Invest Northern Ireland is acknowledged for supporting this project under
the R and D grant RD0513844.
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Abstract. The growing of ageing population worldwide and the need to focus
research efforts on a specific target group motivate our research to focus on frail
ageing people with chronic disease and physical/cognitive deficiencies. The
primary goal is to enable the frail and dependant persons, through reliable
assistive technologies, to maximize their physical and mental functions, and to
continue to engage them in social networks, so that he can continue to lead an
independent and purposeful life. Our target is to analyze the users’ habits at
home through an extensive survey performed in France recently, and to design a
suitable assistive system, which is mainly composed of devices available in the
market. This research activity led to the deployment of a simplified hardware
infrastructure (gateway, sensors, actuators) in the home of end-users with a
limited number of wireless sensors, and to the outsourcing of all the software for
data analysis in a framework running on a distant server. The research focuses
on the quality of life of ageing people having cognitive and functional limita-
tions, and on recent achievements realised in France and Singapore through
several European and national projects, and through Quality of Life Chair (QoL)
directed by Mounir Mokhtari and supported by two major health insurance
companies in France, namely la Mutuelle Generale and REUNICA.

Keywords: Ageing people � Ambient Assisted Living (AAL) � Activities of
Daily Living (ADL)

1 Introduction

Today, providing assistive services for frail and dependant people could be done
following two ways: the first option consists in looking for a reliable industrial solution
to be deployed in the user’s living space, which may not fit exactly with the users’
specific requirements and usually imposes to modify extensively the living environ-
ment itself. The second option is to design a specific application, which meets exactly
the needs of the end-users, but developers will be confronted with a wide spread of
technologies and APIs which impose a huge amount of human-efforts and associated
cost. This second option may require a long time (several years) to build a reliable
running prototype. Consequently, in both options, the development cost is high, and
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this is also the reason why most smart home projects are still at a laboratory prototype
level worldwide [1]. There are efforts trying to transfer these prototypes into homes or
hospitals [2], but migrating systems from a well controlled research lab environment
into a much more complex real-world environment introduces tremendous challenges
in terms of correctness, reliability and fault-tolerance of the system.

Ageing is a highly individualized, irreversible and inevitable process by which a
person becomes more vulnerable and dependent on others [3]. It proceeds at different
rates and within different functions depending on people. Changes, that can occur in
cognitive, physiological and social conditions, are not necessarily related to a disease
since they are, in a certain magnitude, a normal part of the ageing process.

Cognitive changes related to normal ageing span across several aspects of the mind
[4]. Sensory memory is the ability for each of the five senses to hold a large amount of
sensory information for a very short period of time, and is independent of the attention
to the stimulus. It suffers no major influence of ageing. Short term memory is a 20 to 30
seconds memory used to hold information for processing. It is a working memory that
can hold 7 elements for direct manipulation. It is highly involved in Activities of Daily
Living (ADL) as it enables multi-tasking and manipulation of information. The
capacity to hold 7 elements is not affected by age, but the manipulation of this memory
becomes difficult as elders have a limited capacity to divide their attention between two
related tasks or inhibit unimportant information. Long term memory is a series of
memory modules each responsible for holding different sorts of information. It is
subject to three mechanisms (encoding, storage, retrieval) that are not affected by age in
the same way. Encoding is usually subject to a less spontaneous organization of
information, so elders might need support on this.

Conducting a survey that involves aged people and their associated caregivers will
help to understand the needs of this portion of the society and to provide solutions that
Respond to their requirements. Our ultimate goal is to maintain the quality of life of
aged people in their own home as long as possible by the integration of ICTs in an
acceptable way for both the end-users and the stakeholders [5]. This means that eco-
nomical and social impacts are key issues in our approach.

2 Methods

To properly define and address this issue, our methodology consisted on performing 2
parallel activities, in one hand a survey investigating the need of 123 frail aged people
living in their own homes, and on the other hand designing and developing a suitable
system for the provision of assistive services.

2.1 Survey - The Lifestyle of the Elders

In order to observe the lifestyle of the elders within their home, we have sent a
questionnaire to elderly people, in collaboration with a national association of retired
people.1 The same questions have been asked to both the elders and their family

1 Association Nationale des Retraités de La Poste et de France Télécom (ANR).

104 M. Mokhtari et al.



caregivers, so that we can observe the bias in their perception. We have gathered 246
questionnaires, making up a total of 35,178 questions answered. After investigating the
population of the elders and the caregivers, this survey gives insights on the elders’
activities at home and outdoor, as well as the healthcare services they receive. From this
survey, we aim to determine the most critical needs of elderly people in their daily lives.

In the Fig. 1 below, we observe the causes of insecurity, as felt by the elders as well
as their caregivers. We observe that, many of the elders have developed a fear of other
people (20 %). But only 14 % are concerned by their own condition and the risk of
having an accident. On the other hand, from the caregivers’ point of view, 23 % have
fear because the house is not suited for the patient (e.g. presence of stairs). In total,
50 % are worried for the health of the patient, dispatched between an unsafe house,
cognitive problems, autonomy problem, and the risk of accident.

From this study, we observe a strong divergence in opinion between the patient and
the caregiver. The caregivers tend to be more worried about the elders’ condition,
whereas the elders themselves may deny it, and develop social complications.

Figure 2 shows the caregivers’ opinions about healthcare services for elderly people.
As we can see, 1 % of them are concerned about health monitoring, while 29 % want to
support the elderly people for living independently, and 29 % mention the improve-
ments in the patient’s quality of life. 18 % of the caregivers acknowledge that these
services maintain a social connection for the elders (Fig. 1 has shown the importance of
it, as patients may have social inabilities). Finally, 21 % of the family caregivers say that
assistive services are also a support for the family, giving a glimpse of the difficult
condition of the family caregivers who support the patients in their daily life.

As we can see from Fig. 2, the caregivers tend to be far more concerned by the
quality of life and the autonomy of the elderly people, rather than by their medical
condition.

Fig. 1. Causes of patient’s insecurity within the house
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2.2 System Design Hardware and Software

Our main approach for an easy adoption of an ambient assistive living solution, is to
limit both the number of devices to be deployed, and the types of sensors to be used.
The goal is to provide a smart home in the box approach that is easy to install on site
and maintain remotely in order to allow a large-scale deployment in several homes
while leveraging a server based software architecture able to instantiate each home and
analyze the data coming from its deployed sensors independently. Figure 3 illustrates a
typical home environment and its associated sensors. The idea is to deploy low-cost
and non-intrusive sensors (motion sensors, contact sensors) with an internet connected
gateway in each home.

On the server side, a framework is in charge of processing events sent by each
home gateway and providing assistive services [6]. Our software framework is based
on the OSGi (Open Service Gateway initiative) modular principle. This allows
decomposing the platform into several modules, having each its specific functionality,
and all communicating with each others. These modules are responsible of sensors’
events reception, reasoning, taking decisions about users’ situations, and providing the
assistive services. A semantic model is used by the platform to represent the envi-
ronment and the end-user profile.

The platform’s OSGi modules are identical for each deployed house and the
abstract semantic model is instantiated with information concerning each new house.
Therefore, on the server side, a new instance of our framework is created and launched
after the deployment of our system (sensors and gateway) in a new house and the
semantic model is instantiated with the new user profile (name, address, disease, etc.),
as well as the description of the house and the deployed sensors characteristics (type,
code, possible events, localization, etc.). Figure 4 represents the architecture of the
framework developed on the server side.

Fig. 2. Families’ expectations about assistive services
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The gateway (BeagleBone Black2) of each house sends events received from the
sensors deployed to the central server (hosted by CNRS LIRMM Lab. in Montpellier
city in France). The CGI (Common Gateway Interface) on the server receives these
events and routes them to the appropriate OSGi instance. After reasoning and making
decisions, assistive services are provided to the end-users (patients or caregivers) on
different interaction devices using the D3.js (Data-Driven Documents) library.

3 Results

The goal of this experimentation was to confirm the feasibility of reasoning in an AAL
solution based on a stripped-down hardware deployment. This means that we must
demonstrate that valuable knowledge can be extracted about an elderly person’s life-
style from coarse sensor data. Moreover, we must verify that the scalability of the
incurred processing remains within an economical level, where an economy of scale is
possible with one server providing enough processing power to cater for hundreds of
houses.

Multiple assistive services can be provided for the end-users. These services are
based on the patients’ locations and activities inferred by our platform deployed on the
centralized server. Figure 5 represents a Real-time visualization of a patient’s activities
during the day.

Relying on our conducted survey, we have identified several assistive services
which are requested by the end-users and that can be provided based on the inferred
information from our platform. Table 1 illustrates some of the assistive services that
can be provided.

Fig. 3. Smart home is a box setup for activities recognition

2 beagleboard.org/Products/BeagleBone+Black.
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Fig. 4. Server based software architecture

Fig. 5. Real time visualization of ADL

Table 1. Assistive services deduced from the conducted survey

End users expectations Assistive services

Improve quality of life Serious games for memory stimulation
Wandering at night alert

Promoting independent
living

Meals time reminders
Medication agenda

Support for the family Elderly ADL visualization
Emergency calls in critical situations

Maintaining social
connexions

Video conferences with families and
friends
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4 Discussion

Several technical issues have emerged from deploying technological systems in real
living spaces. To perform the validation, these issues had to be dealt with, which is
often considered as a “waste of time” by researchers and engineers developing systems
in their lab. However, this experience allowed us to learn a lot about the targeted users
and stakeholders in general, and it provides us with essential and extremely valuable
knowledge related to bringing value out of our research work and making an impact in
society. This knowledge, collected through an extensive survey, is mainly related to the
feedback received from the stakeholders, the acceptance of the solutions, their ease of
deployment and maintenance, usage issues, etc. Even though such deployments felt
like a burden at some point in time, we can only recommend to researchers in our field
to get out of the lab, deploy their solutions, and include stakeholders early in the
research work.

After deploying in four bedrooms in a nursing home in Singapore [7] and three
individual homes in France [8], we have improved the system along two aspects, on
one hand, to simplify the hardware architecture by limiting drastically the number of
devices; and on the other hand, to design a server-based framework able to instantiate
each deployed site independently in a scalable manner. Experimentation within living
labs in Grenoble (France) and Starhome (Singapore) provided promising results. Our
next target is to deploy 10 individual homes and one nursing home in France within the
Quality of Life Chair.

Acknowledgements. This project is funded under Quality of Life Chair of Institut Mines
Telecom and supported by Mutuelle Generale and REUNICA.
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Abstract. Individuals with traumatic brain injury (TBI) are at risk for reduced
levels of independence, safety issues, falls, and institutionalization. VA
SmartHome (SH) technology, developed for Veterans with TBI, uses an accu-
rate indoor tracking technology capable of following numerous individuals
simultaneously and resolving their location to approximately 15 cm in an open
environment. In addition, SH technologies provide time- and location-dependent
prompts to promote independence of the participant by providing reminders for
the management of daily activities such as medication, meal planning, and other
necessary tasks. SH tech-nology was initially developed for clinical rehabilita-
tion settings, however, was recently expanded to private homes of Veterans with
TBI. Current features available in the SH and the process of implementation are
presented.

Keywords: SmartHome � Traumatic brain injury � Veterans � Smart technology �
Rehabilitation � Smart home � RFID tracking

1 Introduction

VA SmartHome (SH) technology delivers a home-based cognitive prosthetic on the
foundation of an advanced indoor tracking system to monitor the activities of partic-
ipants with traumatic brain injury (TBI). The SH technology was first deployed in 2010
at the James A. Haley VA Polytrauma Transitional Rehabilitation Program (PTRP) in
Tampa, Florida [1]. With funding from the Department of Veterans Affairs, the SH was
developed as a clinical demonstration project to monitor and provide location-based
prompts to patients with polytrauma, including traumatic brain injury. Polytrauma is
defined as “concurrent injury to the brain and several body areas or organ systems that
results in physical, cognitive, and psychosocial impairments [2].”
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Recently, the SH has been expanded to include individual homes in the community.
This technology was developed to (a) improve patient safety and (b) address inadequate
timing and repetition of prompts used to address the myriad of TBI related cognitive
and memory deficits.

Generally, smart homes reported in the literature monitor residents’ behaviors and
provide assistance for various physical and neurological disabilities [3]. The SH dis-
cussed in this paper includes a highly supportive environment to facilitate rehabilitation
of participants with TBI by analyzing and extracting data from the continuous iden-
tification of the movements and locations of users [1]. This location-based information
permits intelligent software to deliver customized prompts and information to the users
via numerous interactive multimedia panels located on walls throughout the home.
These location- and time-based prompts promote independence of the participant by
providing reminders for the management of daily activities such as medication, meal
planning and other necessary tasks. In addition, Veterans and caregivers have access to
a web application that provides information pertaining to activity levels, movement
trends, task lists, social interaction, interactive task sequencing as well as exercise,
medication, and ingress/egress logs. The SH technology is a powerful tool which
provides precise customized therapeutic information that can be utilized by the par-
ticipants with TBI, their caregivers, and clinicians.

1.1 Traumatic Brain Injury

TBI is one of the leading causes of death and disability in the US. Approximately
1.7 million individuals sustain a TBI each year and over 3.2 million people are living
with the long-term effects of this injury [4, 5]. It has been suggested that these numbers
maybe under-reported due to those with mild TBI not seeking medical attention [6]. In
addition, these numbers do not account for brain injuries treated in military treatment
facilities, during deployment and in Veterans Affairs hospitals. Further, TBI is referred
to as the “signature injury” of Operation Enduring Freedom (OEF), Operation Iraqi
Freedom (OIF), and Operation New Dawn (OND) conflicts due to the types of
explosives used and the improved survivability of those injured in combat [2]. Indi-
viduals with TBI are at risk for reduced levels of independence, safety issues, falls, and
institutionalization.

Costs associated with medical treatment, rehabilitation and lost earnings due to a
TBI are estimated to be over $76 billion in the US [7, 8] and this type of injury often
affects young adults in their economically productive years [9, 10]. Costs associated
with TBI in OEF/OIF/OND Veterans are not well known and there is “little infor-
mation about the long-term healthcare needs of Veterans with TBI” [11].

Individuals with TBI encounter many challenges including functional deficits, such
as physical, cognitive, and psychosocial limitations, which may result in dynamic
short- and long-term consequences that affect one’s ability to reintegrate into the home
and community [12–14]. Common impairments associated with brain injury include
memory and attention deficits, organizational and problem-solving deficits, as well as
difficulty with social skills. These impairments greatly affect an individual’s ability to
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perform daily activities. Memory impairment is one of the biggest barriers to successful
reintegration and independence [15].

1.2 Technology and Traumatic Brain Injury

There is a differentiation among smart home projects where the majority incorporate
various assistive technologies including electronic control units (ECUs), but don’t
always consider continuing patient care beyond the institution [16]. Assistive tech-
nology (AT) can be a vital component for individuals who wish to remain independent
in their homes [17, 18], however, there is a recognized need for homes to be intelligent
and assist their inhabitants [19]. Use of technology for TBI is becoming more pre-
valent, particularly to address memory impairments [20–22]. Memory deficits hinder
functional performance in daily tasks such as medication management, task sequenc-
ing, managing appointments, organization, planning, problem solving and concentra-
tion [21]. In addition to increasing independence, smart technology is touted as a way
to keep persons with TBI safe in their own homes and while navigating their com-
munities [19, 23, 24].

1.3 VA SmartHome and Traumatic Brain Injury

The SH is designed to improve patient safety, maximize functional independence,
reduce caregiver burden and prevent institutionalization. SH technology uses advanced
indoor tracking technology to monitor the physical activity of Veterans with poly-
trauma including TBI. In addition, SH technology provides prompts for activities of
daily living (ADLs), including medication and appointment reminders based upon the
location of the Veteran in the home. Veterans and caregivers are provided an RFID tag
worn on their person. The ultra-wideband (UWB) Real-time Location System (RTLS)
assigns a unique identifier to each user. Prompts are provided on a panel or specially
designed smart watch that also contains the RFID transmitter. The advantage of the
smart watch is that prompts are delivered based on time and location – thus maximizing
the probability of complying with the desired behavior [25].

2 VA SmartHome Technology

2.1 Current VA SmartHome Architecture

The SH technology has been deployed in six locations comprised of the PTRP con-
taining five two-bedroom units as well as five private homes. By end of fall 2014 five
additional homes will be installed and operational with a rate of expansion averaging
five homes per year.

A secure remote database stores all raw, extracted and analyzed data. There is a
separate instance of the database for each installation, which is subsequently integrated
on the central server as shown in Fig. 1. The local server contains all of the tracking
software and intelligent decisions with regard to sending out prompts (Fig. 2). Data
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include interactions, prompt acknowledgements, appliance use, tracking, etc. The
architecture allows remote monitoring of each SH and reports errors, bugs and equip-
ment failure in real-time, as well as allows for remote updating and configuration of each
SH. In addition, there is a SH web application, which allows users to access specific de-
identified data and information. The layout and design of the web application’s features
are based on the patient and caregiver workflow.

Fig. 1. VA SmartHome integrated database

Fig. 2. Floor plan of a VA SmartHome including examples of interactive panels and sensors.
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2.2 VA SmartHome Features

Tracking the activity of individuals is only one aspect of the SH in the development of
a truly pervasive smart environment deeming the system an electronic caregiver. A
powerful component of the SH is the precision of customized therapeutic information
that is available for participants [1]. Since 2011, many new features are available in the
SH. Current SH technology continuously and objectively monitors and documents
participants’ behaviors in their environments through which patterns may be derived.
These data are consolidated into a user-friendly web application containing features,
which are presented as tiles on the webpage.

Utilizing position information provided by the UWB tracking system, data are
extracted to create a series of features based on the user’s movements. These features
include tracking of the person’s path through the home, a breakdown of time spent in
specific rooms, physical versus sedentary activity, velocity and distance traveled. The
SH system also allows for a visual of the person’s location in real-time when viewed
from any internet-accessible device.

Other features of the web application include check-in and check-out from the
home using the touch screen panel, interactive task sequencing, and messaging.
Interactive task sequencing provides step-by-step instruction for ADLs such as doing
laundry, brushing teeth and simple meal preparation. Messages are derived from per-
sonal calendars and input to the web application from caregivers. Messages, delivered
as prompts, can consist of appointment and medication reminders, text messages and
events.

An integrated GPS application on the user’s Android smartphone can detect their
coordinates to track outdoor movement. The web application provides access for users
and displays their location on the map. Consolidated tables and maps help the user
understand the data.

A weekly report is available to chart progress over time; a day, week, or month.
Within the report, data are available for compliance of daily tasks assigned and
completed, messages acknowledged, as well as medication and exercise logs.

The SH provides a comprehensive and intuitive representation of the Veteran
within their environment.

3 Implementation of VA SmartHome

3.1 Participant Selection

At this time, potential candidates are referred to the project by either current healthcare
providers or their peers. Once providers have introduced the individual to the SH team,
they undergo an in-depth screening process. The individual must meet specific eligi-
bility criteria including a diagnosis of TBI, no psychological disorder that would
impede participation in the project, own their home, have high-speed internet for the
duration of the project, and be willing to learn new technology. Additional criteria
include a good support system at home, willingness to participate in ongoing and
frequent communication with the team, as well as interest and enthusiasm in being an
early adopter of the program.
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3.2 Clinical Interview/Needs Assessment

An occupational therapist and a rehabilitation counselor perform the clinical interview
in the participant’s home. One purpose of this interview is to observe the potential
participant in their home environment. During the initial in-home interview information
is obtained regarding prior medical history, current and ongoing medical needs,
functional performance levels, rehabilitation goals, support systems, and current
interest and familiarity with technology. The needs assessment evaluates the partici-
pant’s current level of performance as it relates to ADLs, their rehabilitation and
personal goals, along with the level of burden reported by the caregiver. Participants
and their families also complete a ‘features checklist’ in which they identify features of
the SH they are most interested in to meet their needs. At this time the operations
engineer conducts a survey of the home.

3.3 Installation and Equipment

The installation process typically spans two to three days and involves physically
installing the sensors, panels/tablets, wiring for the sensors and panels, switches and a
laptop. These devices drive and control the system and its features.

Sensors in the SH are mounted to provide optimal tracking coverage with maxi-
mum accuracy through a user-donned UWB-emitting tag or smart watch. In an open
environment, Ubisense technology permits the SH to track numerous individuals to
within an accuracy of 15 cm, in 3 dimensions, 95 % of the time [26]. This level of
accuracy is advantageous because it can distinguish whether an individual stands in
front of a refrigerator or a microwave, although not all areas require such accuracy.
Touch sensitive panels strategically placed within the homes [1] provide text-based
and auditory prompts to the users. Members of the SH team along with a certified
electrician are responsible for the installation process which is provided to the Veteran
at no cost.

Users have input on where sensors are placed determined by where they choose to
be monitored. After installation, spatial regions are named and set to monitor specific
activities. For example, the couch, exercise area, or stove within the family room, gym,
or kitchen, respectively.

3.4 Training

After installation in the Veteran’s home, a training program is implemented. The
training program is tailored to each individual, with specific emphasis on learning
patterns that may require additional time and modified instruction for those with
cognitive deficits. In general, the training program consists of one to three sessions per
week with instruction time lasting anywhere between 30 and 45 min. Information
manuals with step-by-step instructions are provided for the users to follow-up with the
training after the session has ended. Initial training includes education regarding wearing
of the tag, basic use of the panels and accessing the web application. It is requested that
users wear their tag during all waking hours, although, they have the ability to remove
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the tag if tracking is not desired. Further in-depth training involves the input of the user’s
calendar, selection of interactive task sequencing and reminders, and use of the data
and reports. It is critical that the participants have a good understanding of the use and
functionality of the system in order to promote engagement and enhance the level of
assistance provided by the SH technology.

3.5 Participant Involvement

To increase the adoption and utilization of the SH technology all participants are
strongly encouraged to attend monthly user meetings, which are facilitated by the
participants themselves. This is an open forum in which they have the opportunity to
discuss what is working well, what isn’t working well, what they like about the SH and
overall system improvements. Information is relayed to staff members as necessary.
This also provides a peer support group in which they can participate in typical social
interaction.

As discussed in [27], the acceptability and usability of smart technologies are
frequently not assessed. User’s expectations, beliefs and perceptions are taken into
consideration through participant-led meetings and follow-up assessments, for the
continued development of the project. Follow-up assessments occur one month post-
installation and after completed training and then reoccur every three months. As early
adopters of the system, participants feel that they truly are a part of the development
team and continue to pave the way forward.

4 Future Directions

The expansion of the SH project will allow the technology to become available to a
wider range of Veterans, including those with dementia, multiple sclerosis (MS), and
spinal cord injuries, as well as other disadvantaged or vulnerable populations. In
addition, specific funding opportunities within the Department of Veterans Affairs
allows for the project to reach underserved and rural Veterans in their homes.

The future development of the SH is to integrate a companion dialogue system, in
which the SH becomes knowledgeable of its user. This system is called Calonis, which
is conceptually similar to Siri but has the ability to learn the user’s habits and routines
[28]. Calonis is a way to more effectively engage the Veteran and provide verbal
prompting to achieve greater levels of independence. Initial results have been very
promising with viability testing of Calonis as a means to increase participant
engagement.

The long-term development plan is to create an electronic caregiver that incorpo-
rates machine learning and AI algorithms. Initial testing will begin on fall detection
capabilities and an alert system for caregivers and clinicians. Future research will
include evaluation of the efficacy of the SH system using outcome measures from
participant assessments and feedback.

The views, opinions, and/or findings contained in this article are those of the authors and
should not be construed as an official position, policy or decision of the Departments of Defense
or Veterans Affairs unless so designated by other official documentation.
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Abstract. The recognition of gestures performed by humans always attracted
researchers that applied such algorithms in a broad range of disciplines. In
particular, it was exploited on pervasive environments to enable simple com-
munication with automation systems. In this paper, we present a novel gesture
recognition algorithm that works under uncertainty. The algorithm is based on
the tracking of passive RFID tags installed on everyday life objects. The method
is able to perform the difficult task of segmentation and recognize basic direc-
tions within noisy dataset of positions. A set of tests was conducted in a realistic
environment, and the results obtained are encouraging.

Keywords: Regression � Smart home � Gesture recognition � Passive RFID

1 Introduction

Many researchers are working to implement technological solutions, such as smart
environments, to assist the cognitively impaired or the semi autonomous elders.
However, many difficulties must be first overcome (opportunistic networking, security,
etc.). In particular, extensive research has been conducted on context modeling and
Activity Recognition (AR) [1], but the challenges remain important. Many researchers
think that the raw information extracted from the sensors need to be exploited more
intelligently. For example, Jakkula and Cook [2] exploited the temporal relationships
between events created by the sensors. Gesture recognition could enable better context
modeling and help in AR. This field has particularly attracted researchers on Human-
Computer Interfaces (HCI) and many algorithms are currently used for natural and
efficient design in video games, software engineering and even in smart homes [3]
where cameras are usually the privileged sensors [4]. Accelerometers can also be
exploited for gesture recognition [5]. Nevertheless, it is hard to ensure the resident
always wears the equipment in a smart home context.

One of the most promising technologies for smart home is the Radio-Frequency
IDentification (RFID). This technology possesses the advantages of being cheap, but
also non intrusive. Passive tags can basically be placed on any object of a smart home
due to their small size. This technology has been ignored for gesture recognition, until
recently [6], because of its inherent imprecision. In this paper, we propose to exploit the
recent advances in passive RFID tracking [7, 8] to recognize ongoing gestures.
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2 Related Work

Gesture recognition is a well-established field of research that traditionally focuses on
HCI [9]. A gesture is widely described and recognized as an expressive and meaningful
body motion (hand, face, arms, etc.) that conveys a message or more generally, embeds
important information of spatio-temporal nature. The usual steps to perform gesture
recognition from spatio-temporal data series are: 1. Segmentation, 2. Filtering of the
data, 3. Limiting directions and 4. Matching. In many cases, however, the segmentation
step is ignored because it is assumed that it is known. A difficult challenge of seg-
mentation is the support of gestures of varying length interleaved with small to big idle
time. The filtering is a straightforward step consisting in standardizing and compen-
sating the data (time, format, etc.). The step of the limitation of directions is used to
limit the entropy of the inference. Finally, the research have always focused on the
matching step which consist of using the basic extracted directions and matches them in
a knowledge base of gestures.

2.1 Main Gesture Recognition Models

Many gesture recognition approaches are based on statistical modeling such as the
Hidden Markov Machine (HMMs), the Kalman filtering or other particles filtering. For
instance, Samaria and Young [10] exploited HMMs to extract efficiently facial
expressions from a single camera. The reasoning corresponds to the process of finding
the HMM with the highest probability of explaining that set of observations. Methods
exploiting particle filters are also very popular. For instance, Shan et al. [11] combined
the technique with Mean shift to perform real time hand tracking. Finally, a large
number of gesture recognition approaches effectively exploited Finite State Machines
(FSMs). For instance, Hong et al. [12] exploited spatial clustering to learn a set of
FSMs corresponding to gestures. They tested their approach using four sample gestures
performed in front of a video camera. They achieved a hundred percent recognition
rate, but admitted that with a very noisy data sample, the recognition would fail. The
team of Wang et al. [13] used body sensor networks to recognize gestures and complex
activities. Their approach achieves an accuracy of 82.87 %. The main issue is the
requirement for the user to wear the equipment at all time.

The main problem with the models of the literature for our specific context is with
the assumptions that are made. First of all, it is often assumed that obtaining the basic
directions of the movement is straightforward. It is not the case with passive RFID
tracking. Secondly, it is assumed that the amount of noise is not a problem. Thirdly,
segmentation is often known within an HCI context; therefore, few models address this
issue. Finally, the user is assumed as cooperative; an intended recognition context
while in our case, the recognition is done unbeknownst to the user (more difficult).

2.2 Gesture Recognition Using RFID

Many researchers, including our team, believe that passive RFID technology is the best
option in the context of smart home. For gesture recognition, we could put passive tags
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on any objects and track their movement. A lot of research has been conducted on the
tracking of RFID tags. Despite this, the team of Asadzadeh et al. [6] is, to the best of
our knowledge, the only one that investigated the gesture recognition with this tech-
nology. With three antennas on a desk, they monitored an 80 cm by 80 cm area, which
was divided into 64 equally sized square cells (10 cm by 10 cm) and localized using
reference tags. Their system is based on few important assumptions. First, it is fast
enough to never miss any cell in a sequence; that is, the tracked object cannot move
farther than one cell away in between two readings. Second, only forward local moves
are possible. Their algorithm cannot recognize two consecutive gestures (no segmen-
tation) but works well (93 %) on a dictionary of twelve gestures. Their work showed
that there is potential for gesture recognition with passive RFID.

3 Gesture Recognition

In this section, we present a new gesture recognition method that takes as input the
coordinates of tagged objects, every 20 ms, extracted from a localization algorithm
such as [7, 8]. The method depends directly on the accuracy of the localization algo-
rithm and takes it as a parameter. That is, a valid direction cannot be less than the
average error ðeÞ: This is the limitation of the granularity of our gestures. The main
contribution of this new method is on the step of identification of the basic directions
that are generally assumed as known in the literature and on the segmentation of these
directions which is particularly arduous with passive RFID technology. The Fig. 1
depicts the overall method.

3.1 Basic Direction Recognition

The most important thing to first discuss is how to convert the set of positions that we
obtain to basic direction information. There are three essential elements to this
step. First of all, the possible directions have to come in a limited set in order to
recognize high level gestures. Since our data is noisy, we think that a limit to eight
qualitative directions is a good tradeoff between precision and accuracy (Fig. 2a).
Moreover, we found that there is not a significant increase in accuracy under eight basic

Fig. 1. The overall gesture recognition method.
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directions. In that qualitative model, a quantitative direction is converted by using its
angle with the abscissa axis. For example, between −22.5° and 22.5° the direction is E
(for east). The second part of this step is to infer the said direction from the set of
positions gathered. To do so, we perform linear regressions. At this step of the process,
we suppose that the set of data correspond only to one of the qualitative direction. Later
in this paper, we explain how to perform the important but difficult step of segmen-
tation. From a set of positions, the linear regression gives a linear function of the form
y = ax + b using Eq. 1.

a ¼ n
Pn
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From the resulting equation, we can compute directly the angle from the x-axis by
doing the arctan(|a|) of the slope. The result of this operation leads to two opposite
possible directions (from the qualitative framework). We chose between both direction
simply by doing an average of the starting points and comparing it with the average of
the ending points. To be clear, the set is divided in two equal part (if possible) and the
both average are computed. We cannot simply compare the first and the last point
because it could mislead us in unlucky situations (Fig. 2b).

The last but nonetheless, important aspect of the direction identification is the speed
at which the system goes. We could let the system execute as fast as possible, but with
many objects and a lot of incoming data, the performance could decrease significantly.
Moreover, it appears to be clear that for a direction to be detected under uncertainty, a
minimum of half a second of data is needed. Additionally, humans usually do not
perform gestures shorter than few seconds. For those reasons, the recognition is only
executed every 200 ms and when we have at least 20 positions.

3.2 Segmentation

Being able to identify the current direction is not the only challenge toward gesture
recognition with RFID. Another very difficult part is to be able to understand where the
individual directions are ending or if the object is actually moving or not. This part of

(a) (b)

Fig. 2. (a). The qualitative directions. (b). In unlucky situations, taking the first and the last
position can be highly misleading. It doubles the average error obtained from the localization.
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our new algorithm is based on the correlation coefficient which can be computed using
Eq. 2.
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From that equation, we always obtain a value of u comprised between −1 and 1. If
the value is far from 0, the correlation is high between the data points. Our first
hypothesis was that this information could be exploited to distinguish between an idle
object (with high localization error) and a moving one. Knowing that, we recorded the
values of several subsets of data during when an object was idle to learn the correct
threshold of the correlation coefficient to exploit in our model. We found out that on
average, when the object was idle, u\ 0:4: However, assuming that an idle object is
moving when it is not can be very damaging for the algorithms using the data (keeps in
mind that we work on gesture recognition in the goal of exploiting the knowledge for
assistive smart homes). Consequently, we used a slightly higher value (0.5) in our
implementation to decide whether the object is idle over the period evaluated or
moving in a certain direction.

To perform the segmentation, we exploit this knowledge with a divide and conquer
method. The idea is simply to divide the data in half and redo the previous steps until
stop conditions are met. The stop conditions are either when we have 20 positions or
less or when the correlation coefficient drop under idle while resulting in the same
direction. The idea is that by doing that, it should be possible to identify that a data
sequence, is, in fact, composed of multiple different directions. The Fig. 3 shows an
example of such a situation (the coefficients are given as an example) where the data is
the result of two atomic directions.

Decision process. The previous step gives a tree structure where each level cor-
responds to a potential sequence of directions. To choose the sequence of direction (0
to n), we need to merge the tree hypothesis by comparing the various correlation
coefficients at each level. There are three possible situations. If two leafs have the same
direction, they are merged to the superior level. If one of the two leafs is idle but not the
other, the algorithm takes the decision in function of the value of u: If the direction of
the lower-level leaf has a higher coefficient value, the conclusion is that the sequence is
comprised of those two leafs. If it is lower, the leafs are deleted and the higher level is
considered correct. The last possibility is that the two leafs are of different direction
(but not idle). In that situation, to decide if they are kept, the algorithm computes the
average value of both coefficient and compares it with the superior level. The Fig. 4
depicts an example tree structure that could be created during the step of segmentation.

In that case, the conclusion would be that the first half of the data was NorthEast
with a very high correlation (0.9). The second half would be composed of a short idle
time with an East direction.

Limiting the data. Alongside the segmentation, it is important to limit the growth of
the dataset if we do not want the computation time to explode. To do so, we designed a
simple solution that exploit the growing certainty of our conclusions over time. That is,
we only reevaluate the data points of the two last direction excluding the idle time in

Regression Analysis for Gesture Recognition Using RFID Technology 125



between. For example, it supposes that the first three recognition iterations give
respectively: {(1; N), (2; NE, E), (3; N, NE, E)}. Then, for the fourth recognition
iteration, the first direction (N) will be locked, and the data associated with it will no
more be evaluated. The data associated is the set of positions that was used to infer that
direction (in the tree structure).

3.3 Matching the Gestures

The final part of our method consists of matching the list of identified directions to the
gestures in the dictionary. For this part, the literature proposes a variety of methods
developed through years of research [9]. Our gesture dictionary is a set of finite state
machines representing each gesture. The selected ongoing gesture is the state machine
that matches the sequence of atomic directions identified. However, the matching
module is not strict. If a sequence comprising of small idle moment does not match any
gesture, they are progressively eliminated until either the sequence match or until no
more remain. Contrary to most work in the literature, we do not assume that a gesture
was intended. That is because in our context the user is a normal resident or a resident
with a cognitive deficit that does not purposely intend to perform a gesture with the
objects he moves. Finally, note that for our experiments, each FSM was directly
designed by us since they are fairly small. However, they could certainly be learned
automatically with knowledge discovery techniques.

4 Experiments

To validate the potential of our new method, we implemented it in a smart home
laboratory. Our smart home infrastructure is composed of eight RFID antennas and a
large number of various sensors and effectors. The antennas we are currently using are
A-PATCH-0025 working on the 860–960 MHz band and are circularly polarized for a
better indoor GSM coverage. The localization is based on trilateration and exploits four
antennas that cover approximately 9 m2 (the kitchen). The RFID system is set at high
sensitivity, and the emission rate is set at each 20 ms. Each object of the smart home
has 2 to 4 class 3 RFID tags attached to it. It limits the bad angle of arrival. Another
point worth mentioning is that cabinets are shielded (partially) in order for the objects
inside to remain mostly invisible to the antennas. The RFID system can support a lot of
objects before the localization accuracy significantly decreases, but further experiments
would be needed to determine exactly how many.

Fig. 3. Segmentation with the coefficients. Fig. 4. An example of resulting tree.
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4.1 Generation of Random Gestures

As a preliminary set of experiment, we implemented a simulator that generated gestures
to be recognized by our new method. The simulator enabled us to do an extensive
amount of tests in a short time interval that the complex protocol needed with human
subjects would never allow us to do. The generator works by randomly selecting a
gesture’s FSM in the dictionary and computing the next position using the parameters.
The average error is used to generate noise. Our algorithm is able to detect gestures
composed of any sequence of basic directions. However, the experimental setting
Asadzadeh et al. [6] was reproduced for comparison purposes. They used only four
basic directions and, on average, their gestures lasted 4.5 s at 20 cm/s with ±10 cm of
localization error. The length of the gestures was on average approximately 40 cm per
basic directions (−10 to +20 cm). We also added the idle gesture since in a realistic
context, objects are often idle (see Fig. 5).

We let our generator work for about 2000 gestures generated randomly, and we
obtained 86 % success. Most of the errors were due to the process of segmentation. It
means that with the same assumption of the team of Asadzadeh et al. [6] our new
method would have performed better.

4.2 Experiments with a Human Subject

For the second set of experiments, a human was asked to perform each gesture ten
times. The human was using a standard cup of coffee with four RFID tags that was
tracked in real-time. As shown on the Table 1, the results are slightly worse than those
obtained with the generator. There are two explanations to this. First, the noise in the
data obtained from the RFID system is not random. It means that often, when the data
begin to be inaccurate, it moves in a distinguishable direction. Secondly, in a realistic
environment, there are unpredictable interferences that lead to recognize directions that
never happened. For example, if the human is hiding one or many antennas for a certain
time, this might lead to a significant modification of the estimated position and thus to
identify a movement that is not real.

Fig. 5. Example gestures used for the experiments. The last on the picture is Idle.

Table 1. The results from the set of gestures simulated by a human subject.
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5 Conclusion

In this paper, we presented our first attempt to address the problem of gesture recog-
nition from passive RFID technology in smart environments. In particular, we proposed
a new algorithm based on linear regressions and correlation coefficients to address the
difficult challenge of recognizing and segmenting basic directions. The recognition of
gesture could enhance context modeling and help with AR toward the assistive smart
home vision. In future work, we aim to pursue that objective by designing a complete
set of experiments with a more realistic gestures’ dictionary. Finally, we are working to
obtain an approval certificate from the ethical committee in order to conduct larger
experiments with normal and cognitively impaired subjects.
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Abstract. The problem of activity recognition in smart environments
has produced multiple divergent paths of research in an attempt to
improve the usability and usefulness of smart environments. In this paper
we merge these research paths by defining a method for mapping smart
environment sensor activities into an ontologically defined semantic fea-
ture space. We show that by using this approach we are able to improve
activity recognition by between 5–20%.

Keywords: Activity recognition · Ontological modeling · Ontologies ·
Semantic Web

1 Introduction

Recent advances in pervasive computing technologies have enabled the explo-
ration of intelligent environments as a means of providing daily activity monitor-
ing and cognitive support for aging populations. In order to meet this potential
the environment must be able to efficiently and accurately recognize the state
of the resident and in what activity, or activities, the resident is engaged.

Unfortunately, activity recognition in a real-world smart environment is a
challenging task, partly due to the sparsity of the available data and its highly
skewed class distribution. Also, variability between individuals and environ-
ments can amplify the difficulty and expense of collecting and annotating data
required to learn in a new environment. While some researchers have proposed
expert systems based on semantic modeling as a method to avoid dependence
on machine learning algorithms, these approaches carry expectations related
to sensor utility and activity structure which often do not transfer well to the
real-world.

The main contribution of this paper is a process for integrating semantic
knowledge into the process of learning activity recognition models. We model
five existing smart environments using Semantic Web technologies and exist-
ing ontologies related to smart environments and demonstrate that activity
recognition can be reliably improved by 5–20 %, depending on what measure is
used.

c© Springer International Publishing Switzerland 2015
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2 Ontological Models of Smart Environments

Several researchers have defined ontologies for smart environments, each with
a slightly different focus. Of these ontologies, DogOnt1 [1] and COSE2 [16] are
both publicly available. To the best of our knowledge the ontologies in [2,15] are
not generally available.

DogOnt provides a rich ontology for smart homes with an emphasis on facil-
itating device interoperability. As such it provides many concepts related to
device capabilities, functionality and commands providing an API for smart
environments. This focus makes DogOnt a good ontology for use by intelligent
agents when controlling and communicating with devices in a smart environ-
ment. COSE, on the other hand, is a smaller ontology focused on modeling
objects and sensors within a smart environment. In [16], the authors make clear
that one of their design goals was to integrate COSE with a top level ontol-
ogy, namely OpenCyc [10]. The authors argue that mapping into an upper-level
ontology provides extra portability for models utilizing COSE and enables more
integration with the wider Semantic Web.

For this work, we have chosen to use COSE due to its richer model of objects
in the environment. It is worth noting that, given the structure of the Semantic
Web, using one ontology in no way prohibits the use of a different ontology when
the need to express different concepts arises. Thus, applications in smart envi-
ronments can easily reference concepts from both COSE and DogOnt whenever
needed.

3 Smart Environments

In this section we discuss the details of the environments which we have modeled
for this paper. For a more general discussion of smart environments, refer to [4].

We have modeled five environments using the COSE ontology. One, named
Kyoto, is a testbed for smart home research and is used in seven out of the eleven
datasets in this study. The other four environments are homes which have been
instrumented with sensors in order to gather longitudinal data on activities,
the names for these environments are Aruba, Cairo, Milan, and Tulum. Table 1
provides details about these environments.

Figure 1 shows the locations of sensors in the Kyoto environment. This envi-
ronment is a three-bedroom apartment with two levels. The upper level contains
the bedrooms and a bathroom, while the lower floor contains the living room,
kitchen and dining area. Controlled experiments in this environment were con-
ducted on the lower level of this apartment. Those experiments account for five
of the seven datasets gathered in Kyoto.
1 http://elite.polito.it/ontologies/dogont.owl.
2 http://casas.wsu.edu/owl/cose.owl.

http://elite.polito.it/ontologies/dogont.owl
http://casas.wsu.edu/owl/cose.owl
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Fig. 1. Sensor layout for the Kyoto Smart Environment. This environment contains:
52 Motion sensors; 17 Light-switch sensors; 15 Door sensors; 12 Object contact sensors;
2 Temperature sensors; 2 Water flow sensors; 1 Home energy usage sensor; 1 Range
burner sensor

Table 1. Environments used in this study

Name Aruba Cairo Milan Tulum Kyoto

Sensors 39 32 33 18 102

Sensor Events 1,709,866 724,738 432,416 1,085,026 5,078,005

Sensor Types Door, Motion,

Temperature

Motion,

Temperature

Door, Motion,

Temperature

Motion Door, Motion,

Object,

Power Usage,

Temperature,

Water Flow

Number

annotated

activities

9 9 7 13 118

Relevant

Publications

[3] [6] [3] [6,7,12,14]

4 Activity Recognition

Activity recognition is the task of recognizing when a person is performing a cer-
tain task. The set of possible tasks is unbounded, so smart home researchers gen-
erally consider a small number of tasks know as the Activities of Daily Living, or
ADLs [9], which are of particular interest in elder care applications. These activ-
ities include: Grooming, Eating, Toileting, Bathing, and Personal Hygiene. The
authors of [11] also suggest Instrumental Activities of Daily Living, or IADLs,
which include: Using a Telephone, Shopping, Cooking, Housekeeping, Laundry,
Taking Medications and Handling Finances.

These activities are the baseline around which much of the research, par-
ticularly health-care related smart environment research, has focused. Research
groups tend to instrument an environment, observe research participants per-
forming these activities, develop recognition algorithms, and then use the data
to assess algorithm effectiveness.
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4.1 Approaches to Activity Recognition

When designing systems to recognize activities, research generally falls into two
areas. The first uses statistical machine learning techniques to learn models
given observed data. The second uses logical models of activities defined a priori
to build rules to determine what activity is being performed. Each method has
benefits and drawbacks, though the machine learning approach is generally more
popular.

The data-driven approach to activity recognition relies on instrumenting an
environment with a range of sensors and using machine learning algorithms to
mine the output of those sensors for patterns related to activities of interest.
This approach is generally flexible and powerful enough to build useful activity
models, though skewed class distributions and the need for data annotation make
learning in new environments difficult.

In contrast, a “knowledge-based” approach is based on expert systems which
contain activity models as a set of logical constraints. These models are used
by inferencing engines to determine what activity is being performed. In [2], the
authors propose such a system using Semantic Web technologies and a novel
decision algorithm based on lattice-theory. The challenges when applying this
approach are that getting data out of an environment which is clean enough
to fit into a rule-based system is difficult. Also, building and extending these
systems is difficult and costly.

In this work we demonstrate a hybrid approach which combines the best of
both worlds in order to minimize the drawbacks of each while capitalizing on
their strengths.

5 Learning with Semantics

The proposal is simple: Map sensor data into an ontologically defined feature-
space for use by machine learning algorithms. This allows learned models to be
applied in any environment where these mappings are defined, and if needed,
integrate semantic rules into the activity recognition process.

5.1 Defining Semantic Space

Statistical machine learning algorithms necessarily learn by example. Given a
dataset, the attributes for each example are considered to be the “feature space”
of that dataset. When we say a “semantic feature space” we mean a feature space
which is defined by concepts in an ontology. The challenge is to choose which
concepts to use in our feature space.

To do this, we have taken inspiration from natural language processing tech-
niques and have adopted an n-gram approach. With this approach, we define the
feature space to be a set of n-grams built up from the concepts in COSE. In this
approach each sensor is mapped to one or more n-grams based on the following.

First, let S be the set of concepts in COSE which are directly instantiatable
in a smart environment. This excludes abstract concepts such as Sensor, but
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does include concepts such as MotionDetector. Next, for each sensor e of type t
we find the set of concepts C ⊂ S to which e has a relationship. Further, let B be
a set of predefined base concepts around which n-grams will be built. Consider
P to be a partitioning of C into |B| + 1 sets such that all concepts in set i are
a specialization of the concept Bi. The last set in P contains all concepts in C
which have no parent in B. The features in semantic space to which e maps are
its type t and the set of features in the cross product of the sets in P.

As an example, sensor M014 is a motion detector which is situated above the
table in the dining room in the Kyoto smart environment. For this work we let B
be {Sensor, SpaceInAHOC}3. Thus, M014 is mapped to features that are the
cross-product of the sets {MotionDetector}, {DiningRoom} and {Table}. These
features can be expressed with statements such as “Motion in the dining room”
and “Motion in the dining room above the table”.

5.2 Creating Feature Vectors

When creating feature vectors from streaming events we maintain the state of
the environment as a vector V . We allow sensor events to change this vector and
every g time units we shift this vector onto a stack of state vectors which extend
back for a limited amount of time; we call this H or the history matrix. Given
a list of window sizes Ws, we create a set of matrices Wm over H which define
windows extending back a specific amount of time from the current moment. If
we consider the state vectors to be the rows of the matrix, then the columns
provide a history of each individual sensor.

The output feature vectors are, for each window, the mean of the columns
plus the union of 1D FFTs run over each column. The real-valued inputs to the
FFT mean that the result is symmetric and we only need to retain half of the
FFT which helps to reduce excess noisy features. In order to map into semantic
space, we observe that each ontological concept can be thought of as a sensor
with a real value. The state of the sensor is simply the mean of the real sensors
which map into the concept.

6 Experiments

In order to test our hypothesis that adding semantic models can improve activ-
ity recognition in smart environments, we have testing activity recognition algo-
rithms over eleven datasets using three feature spaces.

6.1 Feature Spaces

The first feature space, which we refer to as sensor space, is a standard approach
which directly takes features from sensor activities. In this space, each sensor
produces two basic features for each time window: the sensor’s mean activity
and the dominant frequency of the sensor.
3 SpaceInAHOC is short for Space In A Human Occupation Construct.



134 Z. Wemlinger and L. Holder

The second space is the COSE space, which is built by mapping sensor
activities into semantic space using the procedure described in Sect. 5.1. The
features in this space are the mean activity and dominant frequency of each
n-gram.

Finally, we also have tested the union of these two spaces, which we refer to
as the hybrid space.

6.2 Experimental Setup

Here we use window sizes of 3, 7, 14, 30 seconds and g is 0.5 seconds. As suggested
in [3], we sample one feature vector every 10 seconds. All features are discretized
using equal width binning with 5 bins then mapped to binary features. Feature
vectors are labeled using the set of all labels observed on a sensor event during
the 10 second window.

Activity recognition is inherently a multi-label classification problem and
this is addressed here by training a single classifier for each activity in each
dataset over each feature space and evaluating the performance of each model
independently.

We have split each activity into n separate and temporally continuous sec-
tions. We train and test our models iteratively, such that on iteration i we train
our model on the first i sections and test on the remaining n− i sections. In our
tests we have set n = 10.

Results are based on using Sofial-ML4 which is a support vector machine
implementation and which is partly described in [13]. This particular implemen-
tation allows calculating support vectors by stochastically selecting examples
from both the positive and negative class. Doing this is necessary for our datasets
due to the highly skewed class distribution where the median density of posi-
tive examples is only 2.8 %. Throughout these analyses, statistical significance
is tested using student t-tests at the p = 0.05 level.

6.3 Results

In Fig. 2 we present performance using four metrics: accuracy, precision, recall,
and RMSE. The RMSE is calculated on the error in the probabilities produced
by our classifier. Due to the significant differences between precision and recall,
we do not present the F-score directly. If the top ranked feature space has a
statistically significantly improvement over other spaces it is marked with a
diamond.

As the reader can observe, in 70 % of the cases, using a hybrid feature space
provides a significant improvement over other feature spaces. In terms of per-
formance relative to a standard sensor approach, using a hybrid space provides
5.1 % more accuracy, 20 % better precision, 5.6 % higher recall, and 9.7 % lower
RMSE.
4 Available at: https://code.google.com/p/sofia-ml/.

https://code.google.com/p/sofia-ml/
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Fig. 2.Means for performance measurements given learning in the three feature spaces.
Marked bars indicate the top ranked space with statistical significance. Significance is
based on paired t-tests across all tests and activities in the environment. Note, RMSE
is an error measure, so lower is better.

The sensor space used here is consistent with the feature spaces used in other
data-driven approaches to activity recognition, e.g. [3,8]. Specifically, [3] evalu-
ated performance of learning algorithms using several of the datasets utilized in
this paper and reported an accuracy of 75 % using a hidden Markov model. The
overall accuracy for the sensor space used here was 77 % and the accuracy for
the hybrid space was 80 %.

7 Related Work

In Sect. 2 we discuss related ontological modeling efforts and in Sect. 4.1 we
discuss ongoing research into activity recognition. In [3], Cook uses non-semantic
method for mapping sensors into a common feature space with good effect. The
authors of [5] provide an overview of transfer learning, which is highly related
to this work. Transfer learning can avoid the need to create an ontology in order
to map sensor events between environments, however in doing so also does not
provide a method for integrating other semantic knowledge into the activity
recognition process.
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This work relates to these other efforts in that it provides a bridge between
semantic modeling efforts and data-driven machine learning techniques. Utilizing
the strengths from both of these areas of research holds promise for creating
extensible and portable activity recognition systems.

8 Conclusions and Future Work

In this paper we have provided a method for integrating semantic knowledge
bases into the activity recognition process for smart environments and have
shown that this process provides a statistically significant improvement of
5–20 % to existing activity recognition approaches across a variety of environ-
ments and datasets.

While it is evident that logical rules can be applied when using a semantic
feature space, we have not yet tested how effective such a system would be; doing
so would be an immediate next step to this research. Other directions for future
research include extending the work in [3] to learn novel activities using concepts
from the ontology. Also, embedding natural language concepts into the ontology
could provide the basis for intelligent natural language prompting systems to
enhance smart home interactivity.

Acknowledgements. Thanks to the CASAS project at Washington State University
for making the data used in this study available. This work is supported in part by
National Science Foundation grant DGE-0900781.
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Abstract. Automatic activity detection is important for remote monitoring of
elderly people or patients, for context-aware applications, or simply to measure
one’s activity level. Recent studies have started to use accelerometers of smart
phones. Such systems require users to carry smart phones with them which limit
the practical usability of these systems as people place their phones in various
locations depending on situation, activity, location, culture and gender.
We developed a prototype for shoe based activity detection system that uses
pressure data of shoe and showed how this can be used for remote monitoring.
We also developed a multimodal system where we used pressure sensor data
from shoes along with accelerometers and gyroscope data from smart phones to
make a robust system. We present the details of our novel activity detection
system, its architecture, algorithm and evaluation.

Keywords: Algorithm � Measurement � Performance � Design � Remote
monitoring

1 Introduction

Physical activity (PA) is bodily movement produced by skeletal muscles that results in
energy expenditure [1]. Automatic detection and measurement of physical activity has
applications in context sensitive systems [5], for remote monitoring the activity of
patients and to track one’s own activity level. It also has application in the area of
monitoring elderly people while maintaining their independence. For people with
impairments, due to disease or injury, an estimation of activity level reflects his/her
wellbeing. Such system provides a tool to doctors by enabling them to remotely
monitor activity level of patients.

The automatic physical activity detection systems mostly use accelerometer data
collected from accelerometers placed on different locations in the body [2–4]. For
example, Bao [2] used 5 accelerometers and placed them in five different parts of the
body. Some of the systems use other sensor data along with accelerometer data [3].
Such systems suffer from some limitations. First, many of these studies primarily
focused on the task of activity detection and ignored the usability part resulting in an
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obtrusive system. Second, some of the systems [4] perform well in a controlled lab-
oratory environment but not so well in naturalistic environment.

We present a system that is wireless, requires no extra devices to wear and was
designed to accommodate human phone behavior patterns. Recent activity detection
systems are smart phone-based as they are unobtrusive, have built-in accelerometers
and people carry them everywhere. The problem with such system is that it is based on
the assumption that the smart phone will be ‘worn’ by the users (usually in the pocket)
all the time. Such assumptions are not necessarily realistic as we have observed that
people often put their phone on the table while working on desk. It is found that
people’s phone carrying habits varies a lot depending on gender, country, culture, the
type of activity she/he is engaged in and some other factors. Cui et al. studied the phone
carrying behavior of people in 11 cities in Europe, America, Africa, the Middle East,
India and East Asia extensively and showed in their paper [12] that generally women
used bags (61 % of women versus 10 % of men) and men use trouser pockets as the
primary way to carry a phone. A significant percentage of men (*14 %) used belt
cases to carry phones whereas the percentage of women using belt cases is insignifi-
cant. Culture also matters as 80 % women in Helsinki carry phones in their handbags
while only 50 % do so in Delhi.

Consequently, people’s behavior patterns limit the applicability of such systems
although a smart phone based system is unobtrusive. Here, we present and discuss our
novel activity detection system which overcomes this limitation. Also, at the same time
as our system uses accelerometer and gyroscope data from smart phones and pressure
data from pressure sensors placed in shoes, users will not be required to carry or wear
any more devices they are not already carrying or wearing.

Our Contributions are manifold. First, we proposed a novel architecture for the
unobtrusive detection of human physical activity using accelerometer and gyroscope
data from smart phones as well as pressure data from shoes. Second, our architecture
was designed to address unobtrusiveness as well as to ensure robustness against various
human behavior patterns. Third, we built a prototype of the activity detection system
using smart phones and plantar pressure sensors based on our proposed architecture
that uses pressure data. Fourth, we developed the system so that activity can be
monitored by someone remotely. Fifth, we analyzed data from 4 activities and based on
our analysis we developed a fusion algorithm which uses accelerometer and gyroscope
data from phone and pressure data from both shoes. We evaluated the performance of
our fusion algorithm and observed very good accuracy.

The rest of the paper is organized as follows: Sect. 2 discusses related works,
Sect. 3 describes the system architecture, Sect. 4 discusses the prototype system we
built, Sect. 5 describes our multimodal system, and Sect. 6 is discussion, conclusion
and future works.

2 Related Works

Phone-based accelerometers were used to perform human physical activity recognition
by different researchers. Kwapisz and et al. [6] used labeled accelerometer data from
Android phones where as Yang [7] used Nokia N95. Miluzzo et al. developed
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CenceMe [8], using off-the-shelf, sensor-enabled mobile phones (Nokia N95) and
exploited various sensors (such as a microphone, accelerometer, GPS, and camera) that
are available for activity recognition. Sun Lin et al. [14] used accelerometer embedded
cell phones to detect physical activities where the phone location is varying. In all of
the above cases, the solution is phone based and the assumption is that the phone will
be carried by the users all the time in their pockets.

Some studies tried using multiple sensors. Subramanya et al. in [9] built a model
using data from a tri-axial accelerometer, two microphones, phototransistors, temper-
ature and barometric pressure sensors, and GPS. Choudhury in [3] used multiple sensor
devices consisting of seven different types of sensors to recognize activities. Cho et al.
used a single tri-axial accelerometer, along with an embedded image sensor worn at the
user’s waist to identify nine activities [10]. Györbıró et al. [11] used “MotionBands”
attached to the dominant wrist, hip, and ankle of each subject to distinguish between six
different motion patterns. Each MotionBand contained a tri-axial accelerometer,
magnetometer, and gyroscope and transmits the collected data wirelessly to a smart
phone. The average recognition rate was 79.76 %.

3 Architecture

We propose an architecture where pressure sensors will be placed on the shoes and
pressure data will be transmitted over Bluetooth to smart phone carried by the user.
It does not matter where the phone is being carried as long as the phone is within the
Bluetooth range of from the shoes. Our system works in two phases: Learning Phase
and Activity Recognition Phase. In the learning phase, after the sensor data is collected
and processed, the data is analyzed to develop an algorithm. In the activity recognition
phase, the algorithm is implemented and the incoming sensor data is used by the
algorithm to detect activities. Figure 1 shows this.

Our system has two principal components: the Data Collection System and the
Activity Recognition System (AR). The Data Collection (DC) System is responsible for
collecting sensor data. In our case, we are collecting pressure data from pressure
sensors placed on the sole of both shoes, and accelerometer and gyroscope data from

Fig. 1. (a) Architecture (Learning Stage) (b) Architecture (Activity Recognition Stage)
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the cell phone and store them in four files. We used DC in two stages. First, the DC is
used to collect the data and the collected data was later used to learn a classification
algorithm. Second, the learnt algorithm detects activities from the incoming sensor data
collected by DC during the activity recognition phase. The activity recognition system
mainly consists of implementing the algorithm that was learnt in the learning phase.
AR takes the sensor data as input continuously and detects the activities real-time and
outputs the activity.

4 Prototype Remote Monitoring System

Based on the proposed architecture, we developed a prototype of activity recognition
system. To reduce complexity, we only intended to detect sitting, standing, and
walking. Also, instead of using data from all sensor systems, we only used pressure
data from the left shoe. Development of the system consisted of five stages: data
collection, data processing, learning algorithm, implementing recognition system and
remote monitoring.

We decided to use an in-shoe plantar pressure sensor system based on a fabric
sensor array. This system was developed by Lin Shu and others [13]. It has 8 pressure
sensors in each shoe. There is also a Bluetooth interface to transfer the pressure data to
an android phone.

Data Collection. We used the system for collecting pressure sensor data. We used data
from only the left shoe. We collected data of sitting, standing and walking. While the
data was being collected, the phone was in the user’s hand. The collected data has 8
columns for data from 8 pressure sensors along with a time stamp.

Data Processing. We removed corrupted data from the beginning and the end as those
data are likely contaminated by data collection process. There are about 37 samples
of data for each second (sampling rate 37 Hz). First, we created a summery file where
each row is a summary of 160 samples of raw data. Summary file for each of the three
activities were generated. Each summary file contains 40 columns of data as we esti-
mated mean, median, mode, standard deviation and summation of 160 samples for each
of 8 pressure sensors of the left shoe. Then, we merged these three summary files and
added another column at the end to indicate the activity class (sit/stand/walk).

Learning and Activity Recognition. We applied a decision tree based machine
learning algorithm which generated a decision tree classifier. This classifier algorithm
was able to classify correctly with 98.83 % accuracy. After we implemented this
classifier in our recognition system, we found it took a long time to detect the activity.

According to our previous calculation, 160 samples should take 4.3 seconds at
37 Hz sampling rate. But it took much longer than that. To address this issue we
reduced sample size to 60 from 160. As a result, the accuracy remained the same but it
took less time to detect the activities than the prototype activity detection system.
Whenever new data comes, the oldest data from buffer is discarded and features are
calculated again. Then the algorithm is used to derive the activity.
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Remote Monitoring. Following figure (Fig. 2) shows a screen shot from our remote
monitoring system. A user can login to view the summary of activities by date. After
date column, first column is sitting time, followed by standing time and walking time in
seconds.

5 Multimodal Approach

In the multimodal approach, we combined four classifiers obtained from analyzing data
from gyroscope, accelerometer, right and left shoe. Each classifier was obtained fol-
lowing data collection, processing and learning. Four classifiers were combined and in
the recognition phase, the combined classifier was used to detect activity.

System Description. We used three services on the android platform: ‘TestService’,
‘GyroService’ and ‘DataReceiverService’. ‘TestService’ and GyroService, when star-
ted, collect data from the accelerometer and gyroscope in the cell phone respectively
and stores it the SD card in two separate files. DataReceiverService’ in similarly
collects pressure data from the left and right shoes. In all cases, the time stamp is also
recorded along with the data. Later during the preprocessing stage, we used the
timestamp for synchronization so that data from all four sources start and end at the
same time. While collecting data earlier for our prototype system, we only used
pressure data from left shoe. Pressure data was transmitted over Bluetooth to the smart
phone. As we were not collecting data from cell phones, the location of the phone was
not important. But this time, we are collecting data simultaneously from the left shoe,
the right shoe, the phone’s accelerometer and the phone’s gyroscope during different
activities. The phone was kept in the right pocket of the trouser.

Data Collection. We collected data for four different activities: standing, sitting,
walking and running. As we need to synchronize data from all four systems (gyroscope
data collection system, accelerometer data collection system, left shoe data collection
system, right shoe data collection system), we needed the timestamp. For each activity,
we collected data three times (3 minutes each time).

Fig. 2. Remote monitoring system screen shot
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Data Processing. Data preprocessing is very similar to what we did while developing
our prototype. The extra step we did here is some extra preprocessing to ensure the
synchronization of data from four different sources. We compile our data so that in
each file we have the summary data for running, sitting, standing and walking. There
are four such files for each of the four kinds of data: left shoe data, right shoe data,
gyroscope data and accelerometer data (total 16files). Next we make a single file for
each of the four sensor systems with an additional column indicating the activity.

Learning. Then, we applied decision tree algorithms to each file compiled to find a
classifier. In each case, the decision tree algorithms gave us a classifier. Now we have
four classifiers for each of four kinds of data from four sensor systems. The classifiers
are mentioned below.

Classifier 1. This one classifies based on the accelerometer data. The accuracy is
99.5305 %.

Classifier 2. This classifier classifies based on the gyroscope data. The accuracy is
94.3662 %.

Classifier 3. This one classifies based on the pressure data from the left shoe. The
accuracy is 99.061 %.

Classifier 4. This one classifies based on the pressure data from the right shoe. The
accuracy is 98.8263 %.

Combined Algorithm for Activity Recognition. In this setting, we developed the
following algorithm which basically is a fusion of four classifiers. Classifier 1 takes
accelerometer data as input and outputs an activity. In the same way, classifier 2, 3, and
4 takes gyroscope data, pressure data from left shoe and pressure data from right
respectively. All four classifiers output activity based on the decision tree they have
learnt previously in the learning phase. After each classifier gives an activity as output,
the algorithm decides the final activity based on the majority vote.

Activity Recognition and Evaluation. In this particular setting, we have 4 files each
consisting of 426 rows of summary data. Each of these rows was created using a
summary of 60 samples of pressure data (or 80 samples of accelerometer data from
phone or 167 samples of gyroscope data from phone). Four separate classifiers were
learnt (decision tree, in our case) based on four separate datasets in the learning phase.
Now in the recognition phase, for a given input, each decision tree decides an activity
using the corresponding classifier. Final activity is decided based on what the majority
of classifiers has decided. In the case of a tie, the system fails to classify.

Here we discuss the results of this algorithm. Our results show that though each
classifier individually shows errors, their combination results in a zero error system. For
example, row 94 is classified as sitting by classifier 1, while classifier 2 decides it to be
walking, classifier 3 and 4 both classifies it to be running. So the final activity will be
decided as running (voted by majority classifiers). The following table summarizes
different combination of sensor systems and corresponding number of errors (mis-
classification) by the arrangement.

Remote Monitoring Using Smartphone Based Plantar Pressure Sensors 143



As we can see, combined algorithm uses data from all four sensor system and using
this algorithm for our data, there was zero error. Average number of errors in general
decreases with the incorporation of more and more sensor system as can be seen in
Fig. 3.

6 Discussion, Conclusions and Future Works

In Table 1, we want to emphasize the last row where we showed classifier 3 and 4
together made 3 errors. Classifier 3 and 4 were learnt based on pressure data collected
from the left shoe and the right shoe. These two classifiers take pressure data as input
during the recognition time. This means that classification based on only shoe data is
possible with reasonable accuracy. As a result it is possible to detect activities in
scenarios where people take their phone out of their pocket assuming they are keeping
their shoes on. The advantage is that although people tend to use their phones in
various ways, the phone is almost always within the Bluetooth range of them hence in

Table 1. Relative performances

Structure Number of errors

Classifier 1,2,3,4 0
Classifier 1,2,3 1
Classifier 1,2,4 1
Classifier 1,3,4 0
Classifier 2,3,4 0
Classifier 1,2 9
Classifier 1,3 1
Classifier 1,4 3
Classifier 2,3 9
Classifier 2,4 12
Classifier 3,4 3

Fig. 3. Number of Sensor Systems vs Average Number of Errors
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range of their shoes. This shows that our architecture ensures robustness against
various human behavior patterns.

Also, we plan to incorporate our fusion algorithm and use all four kinds of data in
our future prototype. We are working on to deploy our current prototype to monitor
patients remotely and evaluate its performance. We showed that a decision made from
the data of multiple sensors is more accurate than decisions made from data of a single
sensor system. The goal is to detect more activities, like climbing up and down stairs,
driving and biking.
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Abstract. A requirement to maintain detailed recording of child behaviour is
commonplace for families engaged in home-based autism intervention therapy.
Periodically, a Behaviour Analyst reviews this data to formulate new behaviour
change plans and as such, the quality and accuracy of data is paramount.
We present a smartphone application that aims to streamline the traditional
paper based approaches, which are prone to non-compliance and erroneous
detail. In addition, we have applied association rule mining to the collected
behaviour data to extract patterns in terms of behaviour causes and effects with a
view to offer intelligent support to the Behaviour Analysts when formulating
new interventions. The paper outlines the results of a small evaluation of the
smartphone component before introducing the methodology used to mine that
data to highlight behaviour rules and patterns. Consequently, based on an initial
sample of child behaviours, the methodology is then compared to a Behaviour
Analyst’s assessment of corresponding paper based records.

Keywords: Smartphone � Behaviour monitoring � Autism spectrum disorders �
Health records � Intelligent data analysis � Association rule mining

1 Introduction

The impact of autism on society and the associated cost to governmental health services
is growing. Within the UK, for example, it is estimated that over 500,000 people have
some form of autism, with recent studies estimating that this figure is rising [1].
Children with autism typically exhibit impairments in social imagination, communi-
cation and interaction. This often leads to difficulties in social and adaptive functioning,
which can result in challenging behaviours that poses significant difficulties for parents
and caregivers [2]. Consequently, enhanced support for parents and caregivers is
needed in order to improve the quality of life for all of those involved in the care
pathway. While there have been significant developments in assessment services, there
still remains a need for information on effective interventions that could inform both
users and providers in health and social services. Indeed, estimates within the UK
indicate that only 8 % of autism research is currently concerned with intervention [3].

Applied Behaviour Analysis (ABA) is an evidence based intervention approach to
help people with all forms of autism to achieve their full potential. ABA is the
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understanding of human behaviour and has emerged as one of the most effective
approaches to interventions, based upon current research evidence [4, 5]. One of the
cornerstones of an effective intervention programme is the meticulous collection of
behaviour data. The proposed research aims to extend traditional paper based
approaches, which have low compliance rates and are prone to errors. In this paper we
present a smartphone application that aims to reduce the effort required to maintain
behaviour records and increase compliance whilst also exploring the use of data mining
approaches to intelligently correlate behaviour causes and effects.

In the following sections, we present related work in the area of behavioural data
collection for autism, detail our system architecture, highlight how it differs from
existing technologies and present our methodology and results.

2 Related Work

A number of studies have investigated technology-based interventions with children
with autism. These technology solutions have targeted tactile/audio prompting, they
employed video for behaviour modelling and investigated software for improving
vocabulary, problem solving and communication amongst others [6]. Given the wide-
spread uptake of smartphone application development, it is not surprising that several
‘apps’ already exist in the market place for monitoring behaviour, specifically facili-
tating the collection of Antecedent, Behaviour and Consequence (ABC) data [7–10].
Marcu et al. [11] presents a critique of several apps, however, in their findings they
report that the data needs are unstandardised and complex. The demands of the ‘job at
hand’ such as conducting the therapy session and engaging with the child appear to
interfere with the ability to accurately collect in situ data. As such, in their view, existing
technological solutions for data collection are inadequate.

In this paper we present a smartphone application called BMAC (Behaviour Mon-
itoring for Autism in Children) that builds upon a standardised paper-based solution.
In doing so, we attempt to supersede existing commercial offerings through the inte-
gration of data mining approaches. Specifically, we aim to employ Association Rule
Modelling (ARM) to determine patterns in behaviour causes and effects, which will
support Behaviour Analysts (BAs) assessment of home-based interventions. Further-
more, we aim to integrate these mining services to provide intelligent in-app decision
support during data collection. This innovation will allow for patterns to be extracted
that will inform the decisions of BAs and, as a result, aims to provide enhanced autism
intervention. In this paper, we present the data mining of behaviour data and through a
small user evaluation present the potential of our solution.

3 Prototype

Figure 1 presents the architecture of the proposed system. It consists of three main com-
ponents: the BMAC application to facilitate the data collection both inside and outside of
the home environment; a web portal to allow BAs and parents (caregivers) to review
recorded data over time and for the BAs to implement interventions and; a data-mining
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component, used to extract patterns occurring within the recorded data. Within the BMAC
application is a sub-component that acts as a decision support system (DSS) to inform and
improve the process of home-based data collection. Figure 1 highlights the flow of
information, from initial data collection (1) and transmission to the server (2), through to
data-mining (3), the resulting intervention, the provision of DSS to parents and subsequent
feedback from BAs (4).

Server and Database. All data collected via the BMAC application is securely stored on
a central server that also holds responsibility for managing the data-mining algorithms.
In addition to the storage of data, the server also contains any communication /
feedback that the BA needs to send directly to the BMAC User.

BMAC Application. The BMAC application (Fig. 2) supports quick data collection of
common behaviour Antecedents, Behaviours and Consequences, as specified in the
clinically validated SimpleSteps Forced Choice ABC charts [12]. Consequently, these
data can be reviewed and transmitted to the server. The users of the application can
indicate the person recording the behaviour and the setting in which it occurs. They are
then asked to select from a list of predefined Antecedents, Behaviours and Conse-
quences, navigated with swipe gestures and presented within scrolling lists.

If an Antecedent, Behaviour or Consequence is not available from the list the user
has the ability to enter a free text entry. After selecting the events from the lists,
contextual information is requested that includes: duration, intensity (scale of 1–5) and
frequency of the behaviour. As it may not be possible for the user to record the event as
and when it occurs the system allows the retrospective time stamping of collected data
within the timeframe of 24 h.

Web Portal. The web portal is hosted from a secure (HTTPS) website. It allows BAs
and parents to log in, review collected data, presented over time, and undertake analysis
with the data-mining component. The data collected is visualized using charts and text,
as presented in Fig. 3.

Fig. 1. High-level system architecture, detailing constituent components; (1) BMAC Applica-
tion, (2) Server, (4) Web Portal and (3) Data-mining component.
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The web portal is also used to support communication between BAs and parents via
the BMAC application. As such, this component of the system endeavours to augment
traditional and on-going face-to-face interactions between BAs, parents and children
rather than serve to replace them.

a) b) c) d)

Fig. 2. User Interface of the BMAC application showing the screens used for data collection. (a)
event recorder and setting selection, (b) antecedent select, (c) behaviour details, (d) confirmation
of data collection before storing.

Fig. 3. Screenshot of the review interface of the web portal showing the Duration (Mins),
Intensity (1–5) & Frequency of the selected behaviour (Aggression towards others). In addition
to this information, details of the Antecedent(s) & Consequence(s) recorded are show along with
the location of the behaviour and who recorded it.
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Data-Mining Behaviour. At the center of the data-mining component is the requirement
for accurate and annotated data, as collected by parents and BAs through the BMAC
application. This component makes use of the collected data to mine for behaviour
causes and effects patterns. Long term, it is envisaged that patterns extracted from the
data would enable BAs to provide improved personalized interventions as well as
enabling the parents to understand and rationalise troubling and reoccurring Anteced-
ents or Behaviours. One example would be the identification that a particular Ante-
cedent typically resulting in a particular inappropriate Behaviour, such as hitting.
Providing the insight into which Antecedent is responsible could inform the parent of
which situations to minimize in the environment in order to reduce /prevent the
Behaviour.

The advantage of employing computer-based data-mining affords the opportunity
to consider the interactions that may exist within the features describing the behaviours
that are too complex for human comprehension. As such, mining approaches offer the
potential to increase the likelihood of correctly characterising a behaviour. Specifically,
the mining algorithms consider additional contextual features such as the environ-
mental setting in which the behaviour event occurred, who the child was with at that
time and other factors related to time of day etc.

4 Feedback from User Evaluations

The BMAC application was evaluated in a small study involving three children with
autism and their family. Only caregivers (mother, father, grandparents) were eligible to
engage with the application; children themselves were not allowed to record their own
behaviour. Caregivers were asked to use the their existing paper based method for
maintaining behaviour records for a five-day period, which was followed with a five-
day period of using the BMAC application. Two of the participants participated over the
full 10-day evaluation while the remaining participant recorded only two behaviour
events during the BMAC usage phase. All participants completed a post-evaluation
questionnaire that forms part of the results presented in this paper. Participant 1 (P1)
recorded 12 paper-based events and 12 smartphone-based events. Participant 2 (P2)
recorded 11 paper-based events and 9 smartphone-based events. Finally, Participant 3
(P3) recorded 14 paper-based events and 2 smartphone-based events. Although Par-
ticipant 3 was able to record two events using the smartphone, they remarked in the
questionnaire that they had difficulty using the application.

All three participants commented that they liked using the current paper-based
methodology, with one remarking that it allowed them to add the ‘specifics’ of a
behaviour (P2). Nevertheless, in general, reports indicate that paper-based collection
poses challenges when outside of the home environment. When asked if they liked
using the smartphone application for the collection of behaviour data, two of the
participants responded favourably with one indicating that they thought the BMAC
application definitely improved the reliability of their recordings (P1). P2 stated that
they would possibly prefer the smartphone application over the paper based approach
but noted the trade offs in the ability to enter specific data vs. the speedy general input.
This additional requirement is easily added to the system. P3 had the most difficulty
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using the smartphone and the application. Nevertheless, they still stated that they would
be happy to use the application again if they could “work it out sooner”. All partici-
pants were given the opportunity to offer some additional feedback on what they
thought could be improved about the application. Table 1 outlines some participant
comments.

In general, the feedback reflects the findings discussed in the related worked sec-
tion. In our system, however, we propose to enrich the recorded data by applying data-
mining to extract underlying patterns. All three participants responded favourably when
asked if they would “…find it useful to receive some ‘suggestions’ for A and C based
on the behaviour observed?”. Given the complexity of human behaviour, even when
closely mapped to ‘problem’ behaviours, a sufficient pool of behaviour data is required
to develop a valid data-mining tool. As such, the number of recordings collected during
our trial serves more to direct future improvement of the usability and user experience
than to progress the development of an automated data mining service. Consequently,
a further experiment was undertaken.

5 Data Mining Experiment

As the data collected in the first evaluation phase was not sufficient to effectively apply
the association rules, we used data collected previously by paper-based methods in
order to assess the effectiveness of association rules on behaviour data. Clearly, this
data does not provide contextual information and therefore we postulate that future
results will be more valuable. Real life data was collected by observing a child with
autism over a 14-day period. The data consisted of 55 recorded behaviour events, each
listing at least one Antecedent, Behaviour or Consequence. For this experiment, a BA
analysed the data independently of any computation framework and consequently, we
compared the results. This data was manually entered into the BMAC database for
analysis. Implementations of the Apriori [13], PredictiveApriori [14] and Tertius [15]
algorithms, provided by Weka [16], were applied to generate rules. Of the three

Table 1. Participant’s additional feedback as written on the post-evalution questionnaires.

Participant
#

Additional feedback

1 “Selection of the ‘Where did this occur’ was limited as many behaviours took
place at an activity such as swimming, leisure centre or even just in the car so
probably would need an ‘other’ section for this also”

“All in all a great app and look forward to using it for ‘real’”
2 1. “For very straight forward events the app was useful. However if you needed

to add additional info the process became slow and time-consuming”
2. “I have 2 children with ASD and the app didn’t allow me to identify which
child was involved”

3 “Definitely think if the app was available on my own phone I would have been
able to use it a lot better and more efficiently”
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algorithms used, PredictiveApriori produced the most rules, (≥0.9 accuracy), that are
corroborated by the BA analysis. These rules are presented below:

1. Antecedents=[10] ==> Behaviours=[1] acc:(0.98049) 
Other ==> Aggression Towards Others 

2. Antecedents=[0] ==> Behaviours=[2] acc:(0.92097) 
Given task Prompt/Instruction ==> Hitting 

3. Antecedents=[7] ==> Behaviours=[3-4] acc:(0.92097) 
Transition ==> Kicking & Shouting 

4. Antecedents=[9] ==> Behaviours=[5] acc:(0.92097) 
Alone ==> Crying 

5. Antecedents=[9] ==> Behaviours=[4-5] acc:(0.92097) 
Alone ==> Shouting & Crying 

6. Antecedents=[5]  ==> Behaviours=[1] acc:(0.92097) 
Preferred Activity Denied ==> Aggression Towards Others 

7. Behaviours=[4] ==> Consequences=[0-4-5] acc:(0.92097) 
Shouting ==> Task Demand Repeated & Reprimanded & Given access to preferred 
Activity 

A common trend that has appeared from this dataset is that if the child is ‘denied
their preferred activity’ (Antecedent) it typically results in ‘aggression towards others’
(Behaviour). As a result, the parent usually ‘reprimands’ the child (Consequence).
By looking at this trend a future intervention proposed by the BA would be to modify
the Consequence element thereby offering an intervention. After identifying an inter-
vention, further ABC recording would be recommended to ascertain if the occurrence
of the behaviour is reduced. From the rules above, other behaviours have been doc-
umented that would require further analysis, most notable being that of ‘crying’ whilst
alone which would suggest a self-stimulatory function of behaviour. An intervention is
only suggested/reviewed whenever a clear pattern of the behaviour function emerges,
as identified by the BA, and in future the data-mining component.

6 Conclusion

Based on the qualitative feedback from the participants of the evaluation, the use of a
smartphone-based behaviour recording application is deemed beneficial and welcomed
by end-users. The ability of this system to deliver real-time feedback as well as decision
support with regards to possible Antecedents and Consequences has also been identi-
fied as beneficial to the target cohort. The user interface of the data collection appli-
cation as well as the delivery form factor of a smartphone has been evaluated with
positive feedback on the clarity and understanding of the user interface. All partici-
pants, to be expected, would prefer the application to be deployed on their own per-
sonal devices. By analysing historical data provided by qualified BAs, we have
demonstrated that ARM can be used to extract recurring behaviours and identify their
Antecedents and Consequences. The results of the ARM have been validated and
verified by a BA and corroborated with their independent assessment. Future work
involves improving the usability of the BMAC application. A longer evaluation is also
planned (April 2014) that will last for a duration based on the number of the events
collected by each participant rather than x days. Consequently, this data will be ana-
lysed using the ARM and the information fed back to the participants via the web
portal.
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Abstract. Current healthcare systems facilitate patients in provision of
healthcare services by using their context information. However, the problem is
that the context information received from various sources is of heterogeneous
nature which is not useful for conventional systems. To overcome this issue, we
propose an ontology-based context fusion framework in this research that fuses
the related and relevant context information collected about the patient’s daily
life activities for better understanding of patient’s situation and behavior. The
fused context information is logged using ontological representation in Life Log
deployed on cloud server. On top of the Life Log, behavior analysis and pre-
diction services are developed to analyze the behavior of the patient and provide
better healthcare, wellness, and behavior prediction services. System execution
flow is demonstrated using a running case study that shows how the overall
process is initialized and performed.

Keywords: u-Healthcare � Lifestyle � Activity recognition � Ontology �
Context-awareness � Context fusion

1 Introduction

During the last couple of decades, the emergence of new technologies in the field of
healthcare has shown tremendous improvement in healthcare and lifestyle of a person
[5, 13]. In response to the needs, the use of smartphones and smartphone-based
healthcare applications are increasing at a rapid pace [5, 12]. Activity recognition using
such applications [12] is an example that is developed to analyze, recognize, and
monitor the daily activities of a person [5, 12]. Other examples include healthcare
systems to monitor health issues, nutrition intakes and social networks to keep track of
social interactions of patient (user) [1, 5, 9, 12, 13]. The key to success in improving
the lifestyle of a patient is to understand his/her behavior first. The services like
personalized lifecare, recommendations, and behavior analysis can be provided by
using the advanced technologies for capturing and fusing the context information like
activity information, social interaction, diet and environment information.

Healthcare systems have been at the top due to its everlasting importance in our
daily life. It is reported that 68 % of the healthcare cost in USA is due to the poor
lifestyle of people. So there is a need of a system that can reduce the cost of healthcare
services at both hospitals and home environment by integrating different context
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information emerging from diverse modalities in order to use them for behavior
analysis, behavior recommendation and behavior prediction to facilitate patients and
caregivers in provisioning of lifecare services.

The solution proposed to the above problems is to fuse the daily life context
information of a patient coming from various sources and build patient’s profile based
on the emerging context information. The build profile is then used for behavior
analysis, and prediction to attain better lifestyle. In order to fuse the context information
received from various diverse sources (i.e., physical activities, social media interac-
tions, diet information, and environment information), ontology based context fusion
(horizontal and vertical) mechanisms are developed to fuse patient’s context infor-
mation at different time intervals of a day. As shown in Fig. 1, the context information
is collected using smartphone and then forwarded to the main system deployed on
cloud. The fused context information is then logged in a centralized ontology based
Life Log. On top of Life Log, a behavior prediction algorithm is proposed in this
research to predict patient’s behavior based on their profile, current context and the
existing behavior models stored in the Life Log repository.

The research paper is arranged as follows: Sect. 2 describes the related research
work in the area of healthcare and behavior analysis. Section 3 presents our proposed
system with details on each component. Section 4 presents a case study as a working
example of our proposed system. Section 5 concludes the research work and provides
future research directions.

Fig. 1. Overview of the proposed solution
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2 Related Work

Research in the area of healthcare using information technology is getting mature
where various healthcare and wellness services are provided remotely [5, 12, 13]. In
this area, ComMotion [1] and HYCARE [2] are activity reminding systems based on
predefined schedule. Both these systems recognize human activities with the help of
sensors and generate alerts for scheduled activities. Most recently an ontology-based
reminder system [4] is developed that incorporates rules to manipulate the recognized
activities of elderly persons. Some authors have focused on recognizing patient’s real
time activities using low-level sensory data coming from diverse sensors. In [7], the
authors have used the information about activities recognized and the domain
knowledge to analyze the situation with the help of experts designed rules. The
research work in [6, 11] has focused on the social interaction of patients.

The context information collected is necessary for comprehensive and sophisticated
recommendations generation; however, it is also a challenge to keep the context
information in uniform representation and also relate (fuse) them to appropriate user
[4]. The need of context representation and fusion is highlighted with the help of their
uses in [4, 7]. Every context-aware system needs to formally represent the context after
acquisition and fuse them with other relevant context if needed. In case of multiple and
diverse sensors discussed in [4, 7, 13], the context from one sensor needs to be fused
with other sensor’s context to achieve a higher level context with more confidence on
the monitored situation [5, 7, 13]. However, these systems are strict in representations
and only consider multiple sensors of similar type.

The fused context is then logged in Life Log where all information about a patient
life is logged. Patients and caregivers can refer back to any of the contents in the log
easily and intelligently. The system in [14] has initially developed Life Log system and
allowed users to build and exploit Life Log ontology. Microsoft research project
MyLifeBits [9] stores the life activities of a person with the help of SenseCam that
contains sensors like accelerometers, heat sensor and audio sensor. It provides a clear
and understandable view of user’s life and history which is a step towards user’s
behavior analysis. The logged context retrieved from diverse sources has potential to be
used for behavior analysis and user’s lifestyle monitoring. Morita [10] has developed a
behavior monitoring system to capture user’s interests from large amount of context
information, whereas in [2], the authors have explained different limitations regarding
recommendations generation using life log. To overcome these limitations, they made
suggestions to provide support in the process by introducing multiple context resources.
In [8], the authors presented behavior ontology to capture user behavior within a given
context (i.e., time period and community) and used a semantic-rule based methodology
to infer the role a user has within a community based on his/her exhibited behavior.
The work has facilitated in analyzing the differences between communities and pre-
dicting community activities. In [12], the authors monitored daily activities of user for
long term and then mine some irregular lifestyle patterns which can affect user health.

The main limitations of the existing systems are that majority of them uses one
input modality for human activities and are not based on context information extracted
from diverse input sources. Moreover, the existing developed systems are based on
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imperfect context information [3] which is the main cause of irregular service rec-
ommendation and decision making.

3 Proposed System

To provide better healthcare and lifestyle services, we need to understand the behavior
of patient first. Current state of the art technologies are matured enough to help us in
collecting patient’s daily life routine information which can be later on processed to
generate the required services. The proposed system architecture comprises of two
main components as shown in Fig. 2 and discussed below.

3.1 Context Modeling

Context modeling component is responsible for collecting and modeling the context
information in a unified format in order to be used by Behavior Modeling & Prediction
component to analyze and predict patient’s behavior. The proposed system collects
patient’s (1) profile information, (2) social media interactions, (3) diet information,
(4) daily life activities information and (5) environment information from various
sources using our lab developed systems [12, 13, 15]. To store the context information
collected, an ontology-based Life Log repository is maintained in the system to provide
basic descriptions for events, experiences, actions, activities and interactions. The goal
of Life Log is to record and archive all information about a patient’s life. The collected

Fig. 2. Architecture of proposed system
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context information is converted into a unified representational format acceptable by
Life Log using the context conversion algorithms.

The logged context passes through the structural and semantic verification pro-
cesses to check the information received for acceptable format and semantic conflicts if
any. The relatedness and dependency of context information is achieved in proposed
system by using the proposed context fusion (horizontal and vertical) mechanism. For
example, context information like walking, bending, sitting, standing together is used
for exercise if we apply horizontal fusion technique with specified time intervals.
Similarly, a tweet “exercise is good for health” by a patient, and then after sometimes,
performing exercise by the same patient means there exists some relationship between
the tweet and the performed activity. So these contexts need to be fused in order to
understand patient’s interest and behavior in exercise.

3.2 Behavior Modeling and Prediction

This component analyzes and predicts the behavior of a patient using patient’s profile
from Life Log repository. Initially, patterns are identified in the profile and context
information which are then matched against pre-classified patterns. In case of patient
with abnormal life patterns, such situation is detected by system using pattern classi-
fication that patient behavior is not according to the prescribed behavior. This result can
be viewed for both patient’s recent past (short term) as well as patient’s behavior
pattern for a longer duration (long term) of time. This also facilitates patients and
caregivers in analyzing patient’s lifestyle. For the purpose of prediction, case-based
reasoning scheme is used in the proposed system that first identifies prominent features
in patient’s context and then match against various trained behavior models. A match
of patient activity, context and behavior results in prediction for the possibility of
patient behavior in immediate future.

4 Case Study

In this section, we show the execution flow of proposed system with a running case
study. Table 1 shows the context information received by proposed system regarding
patient’s daily life routine activities emerging from different sources [1, 5, 12, 13, 15].
Location sensor recognizes the patient in a restaurant at 14:00:00. Using smartphone,

Table 1. Context information received from various sources
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patient’s eating activity is recognized which has resulted in increase of patient calories
consumption at 14:05:00 and 14:15:00 respectively.

This information is converted into the designed ontological format, fused and later
logged in Life Log repository. Table 2 shows the converted and fused N3 notations of
the received context.

While fusing this context information with the profile information of the respective
patient, the proposed system has proved its worth here by reporting that the current
patient is a heart patient and the happenings of high calories and fats intake is not good
for patient’s health. The proposed system has encountered a negative situation about
patient and the system is checking the history of the problem (associated to patient) to
make appropriate analysis. Our proposed system has extracted Life Log information of
the respective patient using the abstract sparql query given in Fig. 3 and has performed
behavior analysis to see whether such situations occurred before or not.

The analysis report has stated that such situation has occurred before, and mostly it
has happened after taking food at restaurants. The system generates alert for the patient
about the adverse situation which may persist if patient maintains the same behavior in
food selection. Finally, the system recommends him to go for a walk or any other

Table 2. N3 representation of the fused context information

SELECT ?activity ?performedBy ?time  ?topic ?hasConnectedActivities ?dependsOn ?Location ?Diet, 
?interaction, ?Action    

WHERE { Lifelog:Activity :hasName  ?activityName . 
    …………. 
Lifelog:Activity  :hasPerformedBy ?performedBy .  
Lifelog:Activity  :hasConnectedActivity ?hasConnectedActivities . 
Lifelog:Action :hasAction ?Action .  } 

Fig. 3. Sparql query for extraction of fused context from Life Log
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prescribed routine to burn some calories. Figure 4 shows component diagram of the
execution flow for behavior analysis and prediction services.

It is visible from Fig. 4 that for the services of behavior analysis and prediction, the
context information from Life Log is extracted which is then used in inference engines
at behavior analysis and prediction module to generate appropriate services. The results
of services are provided to patients on their smartphones as well as in audio reminders
format.

5 Conclusion

Healthcare and behavioral services are important to analyze daily behavior and have
better lifestyle. To facilitate the aspect of behavior analysis we have proposed a system
that facilitates patients in provision of better lifestyle services, and behavior analysis
and prediction. The system has used unified context representation related to the daily
routine of a patient emerging from various sources of diverse nature. Context fusion
techniques are developed to fuse related context which is then used for the analysis of
the patient’s behavior and for prediction of patient’s behavior next state. The system is
currently under development and will be deployed on cloud server to facilitate ease of
access and low cost.

Fig. 4. The diagram showing execution flow for the behavior analysis and prediction services of
proposed system
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Abstract. Autonomic Agents in Open intelligent space face a wide diversity of
Context providers and formats. With a micro approach to Context-awareness,
individual Agents perform their own assessment of individual Context rele-
vance. This assessment relies in part on the semantic proximity between
requested and candidate Contexts. We present a quantitative semantic distance
function that supports subjective Context relevance assessment in Agents.

Keywords: Context � Context-awareness � Autonomic agents � Semantic
distance � Semantic proximity

1 Introduction

Intelligent environments use context to represent complex information and relations
between physical and software entities. In most pervasive systems, context describes
information with respect to categories such as time, location, the user, the application
and the way the latter two interact. With our approach, ContextAA, Context with a
capitalized ‘C’ is formalized as a language that can express the aforementioned
information, as well as the operations on Context and the Agents that act on Context.

Humans today tend to use or wear computing devices that fade into the back-
ground. Humans are mobile individuals and so are many of their devices. Humans in a
traditional intelligent environment often experience a discontinuity of service when
they leave an intelligent environment. The ability to remain connected even outside
traditional intelligent environments is an opportunity for intelligent entities such as
distributed agents to provide services in a more continuous manner.

Continuity of service and quality of service are not mutually exclusive but cannot
always be maximized simultaneously. A typical traditional intelligent environment is
feature-rich: services such as locating the user or detecting dangerous conditions
(falling, experiencing a sudden change of course) can sometimes be maintained without
discontinuity with minimal support from the environment. An agent on a mobile device
that passes through a shopping mall faces a significant diversity of devices, services
and data formats, the set of actuators and sensors that could concretely alter the
environment to suit the needs of the user in that location is probably less tailor-made for
its user’s needs.
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In the intelligent environment without boundaries we name Open intelligent space
[8], Agents that behave in an autonomic manner [5] are an asset. The micro approach to
Context-awareness [1] taken by ContextAA helps such Agents adapt to the changing
conditions of the environment. We define Context as Context according-to an Agent,
allowing for as many formats and contents as there are Agents, and impose a common
syntax for all Agents.

Due to the variety of formats and contents used to describe Context in complex
settings such as urban pervasive space or with the Internet of things, and due to the
potentially high number of Context providers at any given location, sorting available
Context with respect to its relevance according-to an Agent and selecting from
these candidate Contexts the most useful for this Agent is important. Quantifying the
proximity between requested Context and candidate Contexts gathered from the envi-
ronment helps achieve this goal.

In this article, we show how Agents in ContextAA evaluate Context proximity
according to subjective, per-Agent criteria, and how this approach leads to an Agent-
based, subjective Context quality assessment, otherwise expressed as Context rele-
vance according-to an Agent. First, we present related work on research on Context
proximity and Context quality assessment, after which our Context model is summarily
described, including the way we model Agents as Context. Then, we explain how we
approach Context proximity assessment, how we compute it, and show some empirical
results. We conclude with a short description of the general utility of Context prox-
imity, of our approach, and we briefly discuss extensions to our model that will make it
even more useful for individual Agents.

Context relevance according-to an Agent is a key element in the way ContextAA’s
Agents achieve autonomicity and adapt to complex environments such as urban per-
vasive settings and Open intelligent space. Context proximity between what an Agent
needs and what it finds yields a quantitative metric for Context relevance according-to
that Agent.

2 Related Works

There has been some work on context distance and semantic distance, mostly (but not
exclusively) in the realms of linguistics and automatic translation.

El Sayed et al. have presented context-based semantic distance in order to establish
similarity between concepts in written texts [4]. The authors explain that similarity
between concepts depends on the context in which they appear, and seek to provide a
formal automated measurement for similarity with results close to those human spe-
cialists would obtain. They construct trees based on the taxonomy of words that
describe these concepts and weigh the nodes in these trees based on what they call
context-dependency to a corpus. Their approach is more specialized than ours, but their
formal comparison of tree-like structures with weighed nodes is in many ways close to
the way we define Context distance functions, semantic and other issues.

A similar problem is described by Andrade et al. [2], where they show a technique
to find potential name translation pairs from domain-specific vocabulary in different
languages. Their comparison function takes into account sub-domains and sub-topics,
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differences in word usage and the frequency with which pairs of words are found
together in each language, and yields the probability of a match.

The approach used by Pilz et al. [7] seeks to disambiguate named entities found in
unstructured contexts by comparing potential semantic matches to candidate Wikipedia
entries. Associating meaning to words without the context in which these words are
used is a difficult task at best. The authors extract disambiguated datasets from relevant
Wikipedia entries and apply classification techniques to establish the best match from a
set of candidates. Their thematic distance function, like our Context distance functions,
establishes a probability based on a set of weighed criteria.

Keßler et al. [6] insist on the importance of context-modelling in similarity mea-
surement, using the geospatial domain as an example. They propose a metric that
compares trees with weighed nodes on an abstract level, using the algebraic properties
of the nodes.

The aim of Cremene et al. [3] is to establish a service and context-independent
adaptation mechanism to achieve dynamic service adaptation, particularly for services that
cannot be stopped. The authors apply autonomic computing principles [5] to automate
decisions related to service adaptation. Then, they define a service-context graph to model
interaction with the service, annotate the graph with descriptive attributes and compose the
resulting graphs. Their service-context distance function is a composite metric that uses
information flow and resource utilization distance, an approach similar to our composite
semantic distance function q described in Sect. 4. Function q in ContextAA is different,
being defined in part by individual Agents’ ontic frame.

3 Context Model

ContextAA uses a simple formal name-value representation for Context, where c ¼
n vf g means Context c has name n and value v, and where v is a set of Contexts. What
follows is a short summary of our format; more information can be found in [1].1

We express Context either in compact or in canonical form. The following Context is
expressed in canonical form:

h a c q 1f gval � � Celsiusf gf gf gf gf g

Expressed in compact form, the same Context is written as:

h : a : c q 1f gval � � Celsiusf gf gf g

Context names can be expressed as character strings and are quoted when con-
taining spaces. Symbol ‘:’ is a delimiter when found outside of quote marks and
expresses an aggregate of Contexts as a name in compact form. The parts of a name
separated by ‘:’ are called name elements.

1 Briefly, if c is a Context of the form a b cf gdf g, then the name of c is a and its value is a set of two
Contexts, b cf g and d. In this case, c can be expressed as a tree with root a and depth 3, where child
nodes of a are b and d and where leaves are c and d.
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This simple format can describe such statements as “Context c is the temperature
read by Agent a on Host h from sensor XYZ, and has value 19.03 degrees Celsius with
a precision of 1� 10�3” in many ways, including:

h : a : c sensor name XYZf gprecision 0:001f gf gvalue 19:03f gunit Celsiusf gf g

This expression of a Context associates precision with the sensor. Precision could
also be associated with the actual sensor reading. Thus, a very similar idea could be
expressed as Context c0:

h : a : c0 sensor name XYZf gf gprecision 0:001f gvalue 19:03f gunit Celsiusf gf g

ContextAA’s Context model does not require Context producers and Context
consumers to structure Context the same way; we require Context to follow the basic
syntactic rules given above. In these examples, Contexts c and c0 might describe the
same reality from different angles. Are they identical? Clearly not, as they have dif-
ferent structures and convey different biases. Are they similar? Can these similarities be
quantified in practice? Most importantly: is their apparent similarity relevant to the
observing Agent? These questions guide our definition of semantic Context proximity
and influence our definition of subjective Context relevance.

3.1 Agents as Context

Our model uses Context-aware and Context-dependent Agents. Agents are executed on
distributed processes we call Hosts. We support two distinct categories of Agents:
standard Agents, that offer middleware-like services in each Host, and domain Agents,
each of which performs a Context-related mission.

Standard Agents tend to be hard-coded. They can access the underlying hardware
of their Host and perform a number of Context-related tasks for other Agents.

Domain Agents tend to be expressed as Context. We define domain Agent a as a
4-tuple of the form a ¼ M;O; S;Rf g where M describes its mission, what a has to
achieve; O describes its ontic frame, how a evaluates the quality and relative value of
Context; S is its Context space, what a knows; and R describes its resource restrictions,
what set of resources a requires to operate. Each of these four elements is expressed as
Context.

3.2 Context Requests

In ContextAA, Agents express requests for Context as Context, more precisely as
Context patterns. Every Context is a Context pattern, although we mostly use the word
“pattern” when some names in a Context are subject to match more than one name.
This architectural decision allows us to keep our software architecture small and simple
by restricting it to process a single data format.
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A self-evident example of exact Context matching would be:

c ¼ a bf g; c0 ¼ a bf g ) c ¼ c0

Another example of exact Context matching would be:

c ¼ a bf g; c0 ¼ a ) c ¼ c0

This unconventional equality results from the unicity of Context names: two
Contexts with the same name are considered equal for most practical purposes when
their names are considered equal. This decision has been made for efficiency purposes:
shallow comparisons, limited to names, are performed much faster than deep com-
parisons, also supported but only used when explicitly required as they compare all
nodes and are significantly more complex.

Context patterns can include wildcards, such as � (match any one name), ? (match
any one name element) or �� (match any number of names, recursively, typically until
some specific name can be matched). Thus, below, Context c is matched by patterns p
and p0 but not by pattern p00:

c ¼ h : a : id b cf gf g

p¼�� cf g; p0 ¼ h : ? : id bf g; p00 ¼ � cf g

4 Context Proximity

We define shallow name matching as equality between Contexts for efficiency, but
equality is not the general case for autonomic Agents in Open intelligent space.
In practice, we expect requested Context and published Context to match only partially
in most cases. This partial match can be due to many factors, including:

• Differences in structure, such as a requester Context c associating the measurement
precision of a sensor with the actual measurement while the published Context c0

associates it with the sensor’s description:

c¼� temp value ? ¼ valf gunit Celsiusf gprec 0:01f gf gsensor name xyzf gf gf g

c0 ¼ a : h : id temp value 20:5f gf gsensor name xyzf gunit Celsiusf gprec 0:01f gf gf g

• Differences in content, such as when, given Contexts c and c0, there are elements c
that are not part of c0 or elements of c0 that are not part of c:

c ¼ a : h : id temp value 20:5f gf gsensor name xyzf gunit Celsiusf glocation z3f gf gf g

c0 ¼ a : h : id temp value 20:5f gf gsensor name xyzf gunit Celsiusf gprec 0:01f gf gf g
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• Differences in measurement units, in such a way that Contexts c and c
0
are

identical given the appropriate transformation:

c¼� temp value ? ¼ valf gunit Celsiusf gf gf g

c0 ¼ a : h : id temp value 68:9f gunit Fahrenheitf gf gf g

Agents often do not encounter full match between requested Context and published
Context; there can be a significant number of candidate Contexts for a given request,
each of them partially matching the request. Agents seek proximity between Contexts,
in order to sort candidates according to how close they seem to be with respect to what
the Agent is requesting, after which the question becomes: which one matches the best
candidates with the Agent’s ontic frame.

This article focuses on Context proximity, but defines a number of distance
functions, between names and between Contexts. In our model, if D represents dis-
tance, P ¼ 1� D represents proximity.

4.1 Name Distance

Since Context is made out of names, all Context proximity functions are at least in part
based on name distance.

Name distance distance :: Name ! Name ! Q 2 0::1½ � is defined as 0 when two
names are identical and 1 when they are fully different. Partial name distances are
possible: for example n ¼ h : a : c; n0 ¼ h : a0 : c; a 6¼ a0 implies distance n; n0ð Þ ¼ 1

3 as
n; n0 are two thirds identical. Wildcards are considered fully matching.

Names are read from left to right. When two names have a different number of
elements, the rightmost elements from the name with the highest number of elements
are considered non-matching: distance a : ? : c : d; b : x : cð Þ ¼ 1

2.

4.2 Structural Distance

We define structural distance r to reflect the structural similarities between Contexts:

r :: C ! C ! Q 2 0::1½ �

r n ;f g; n0 v0f gð Þ, 1

r n vf g; n0 ;f gð Þ, 1

r n ;f g; n0 ;f gð Þ, distance n; n0ð Þ

r n vf g; n0 v0f gð Þ,
Let small ¼ smallest v; v0ð Þ; large ¼ largest v; v0ð Þ

distance n;n0ð Þþ 1�size smallð Þ
size largeð Þ

� �
þ
P

e2small mine02large r e;e0ð Þð Þð Þ
size smallð Þ

3

0
@

1
A

8>>><
>>>:
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where distance is the distance between two Context names, smallest :: Set ! Set ! Set
accepts two sets and yields the one with the smallest cardinality, largest :: Set !
Set ! Set accepts two sets and yields the one with the highest cardinality, and size ::
Set ! N yields the cardinality of a set.

The definition of r yields symmetric results: 8c; c0 : r c; c0ð Þ ¼ r c0; cð Þ.
For r, root name similarity is the most important factor when comparing c with c0.

The other two components of this function are a comparison of their respective values’
sizes and an application of r to elements of these values.

4.3 Content-Wise Distance

We define content-wise distance . to reflect similarity in content between Contexts:

. :: C ! C ! Q 2 0::1½ �

. n vf g; n0 ;f gð Þ, distance n; n0ð Þ

. n ;f g; n0 v0f gð Þ, distance n; n0ð Þ

. n vf g; n0 v0f gð Þ,
distance n; n0ð Þ þ

P
e2v bestEquiv e;v0ð Þ

size vð Þ

� �

2

0
BB@

1
CCA

where: bestEquiv :: C ! Set Ch i ! Q 2 0::1½ �, given Context c and set v of Contexts,
yields Context c0 from v that leads to the smallest value for . c; c0ð Þ. Thus, . gives equal
weight to the similarity between names and the average . for the best match found
between Context values.

The definition of . does not necessarily yield symmetric results, although sym-
metric . results do occur. In practice, 9c; c0 : . c; c0ð Þ 6¼ . c0; cð Þ.

4.4 Semantic Distance

Agents seek to establish a quantifiable measure of proximity between two Contexts:
semantic distance q. Informally, a “good” q function implies that if c0 is “more like” c
than c00, then q c0; cð Þ\q c00; cð Þ.

We define q as a weighed combination of Context distance functions fi. Assuming
n : n[ 1; n 2 N, functions fi; 0� i\n and weights xi; 0� i\n, we require that:

q :: C ! C ! Q 2 0::1½ �

fi :: C ! C ! Q 2 0::1½ �
0�xi � 1;

P
xi ¼ 1

)
0� i\n
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q c; c0ð Þ,
Xn�1

i¼0

xifi c; c
0ð Þ

By default, xi ¼ 1
n but each Agent can weigh individual Context distance functions

according to its ontic frame. The codomain of fi being in 0::1½ �, we define proximity in
terms of fi as 1� fi.

Given our Context according-to approach, what makes Contexts close to one
another depends on the observing Agent, more specifically its ontic frame. Thus, the
weights and Context distance functions depend on the Agent. By default, we use:

q :: C ! C ! Q 2 0::1½ �

q c; c0ð Þ, . c; c0ð Þ þ r c; c0ð Þ
2

Since q potentially depends on functions that can yield asymmetric results, there is
no guarantee that q itself will yield symmetric results in practice.

5 Empirical Results

Running q, r and . on a wide array of Contexts provides insight in the behavior and
utility of these metrics. For all three functions, as can be expected, the distance between
a Context and itself is 0. Contexts used for these tests are shown in Table 1.

On average, . tends to be more costly to compute than r. Assuming time :: F ! Dt
a function that yields the execution time of some function F provided relevant argu-

ments, we have time r c;c0ð Þð Þ
time . c;c0ð Þð Þ ffi 0; 88 given current implementations of r and .. As could

be expected, time q c; c0ð Þð Þ ffi time r c; c0ð Þð Þ þ time . c; c0ð Þð Þð Þ, but in practice,
time q c; c0ð Þð Þ\ time r c; c0ð Þð Þ þ time . c; c0ð Þð Þð Þ can be expected.

An example of very close Contexts for r in Table 1 involves c0 and c11, as
r c0; c11ð Þ ¼ 0:117284. The value of r c0; c11ð Þ would be closer to 0 if the root names
were identical; the 1

3 distance between these names impacts the results significantly. In
practice, an Agent looking for c0 might be satisfied with c11 (Fig. 1).

An example of Contexts that are 	 75% structurally close to one another are c3 and
c4, as r c3; c4ð Þ ¼ 0:22222. In fact, they have the same (simple) structure but differ in
content. The relevance of these differences depends on the ontic frame of the requesting
Agent, where the relative importance of individual differences can be weighed.

There are of course Contexts that are totally different from one another using r. For
example c6 and c13: r c6; c13ð Þ ¼ 1.

Applying . to the same Contexts yields different results; for example, r c0; c11ð Þ ¼
0:117284 but . c0; c11ð Þ ¼ . c11; c0ð Þ ¼ 0:19791. Contexts c0 and c11 remain similar to
one another according to both r and ., but the relative weight of structure similarity has
more impact in the case of r. In the case of c3 and c4, r c3; c4ð Þ ¼ 0:22222 but
. c3; c4ð Þ ¼ . c4; c3ð Þ ¼ 0:416667: they are more similar in structure than in content.
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6 Conclusion

Agents use Context distance functions when a given Context request yields two or
more candidate Contexts. When only one Context matches a given request, and when
the match is perfect, there is no reason to discriminate between candidates; in Open
intelligent space [1], this simple situation is not expected to be the common case.

Table 1. Contexts used for tests.

c0 host0:agent0:1 {public {temperature {value {10 } unit {Celsius } precision {0.001 } }
source {agent0 } } }

c1 host0:agent1:1 {public {temperature {value {10 } } source {agent1 unit {Celsius }
precision {0.01 } } } }

c2 host0:agent2:1 {public {temperature {value {50 } unit {Fahrenheit } precision {0.001 } }
source {agent2 } } }

c3 h:a:0 {value {10 } }
c4 h:a:1 {value {50 } }
c5 h:a:2 {value {10 } unit {Celsius } }
c6 h:a:3 {value {50 } unit {Fahrenheit } }
c7 h:a:4 {value {10 } unit {Celsius } precision {0.001 } }
c8 host0:agent2:2 {public {temperature {value {10 } src {unit {Celsius } precision {0.001 }

agent2 } } } }
c9 host0:agent3:1 {public {temperature {value {10 } unit {Celsius } precision {0.001 } }

source {agent3 unit {Celsius } precision {0.001 } } } }
c10 host0:agent4:1 {public {temperature {value {10 } } source {agent4 unit {Celsius }

precision {0.001 } } } }
c11 host0:agent0:2 {public {temperature {value {100 } unit {Fahrenheit } precision {0.1 } }

source {agent0 } } }
c12 host0:agent0:3 {public {humidity {value {100 } unit {kpa } precision {0.1 } } source

{agent0 } } }
c13 a
c14 b {c}

Fig. 1. Similarities between c0 and c11 and between c3 and c4 (differences in boldface).
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In ContextAA, we formalize Context distance through functions such as semantic
distance q, structural distance r and content-wise distance . in order to let Agents sort
candidate Contexts according to their relevance, and make it easier to find those that
might be truly useful to the Agent’s mission.

For some Agent a, it is possible that the best match according to some distance
function, including q, is not the most appropriate candidate Context according to the
ontic frame of a. For example, if q c; c0ð Þ is very small but if one of the differences
between c and c0 is irreconcilable according to the ontic frame of a, then c0 can be
excluded, leading a to prefer a more distant match.

Such an irreconcilable difference occurs when a finds a Context very close to its
needs but that expresses a value using a measurement unit not understood by a and
which a cannot translate into something it would understand. Another such difference
occurs if a requires a measure performed with a precision of at least 10�3 but the best
semantic match found Context produced by a less precise sensor. With our approach,
the mission and ontic frame of a have precedence over more generic heuristics.

Functions r and . in ContextAA are not meant to cover the Context similarity
evaluation needs of Agent a. Likewise, a is not required to give r and . equal weight as
the default behavior of q suggests: the ontic frame of a overrides default behavior.

Through subjective Context proximity assessment, Agents in ContextAA can
function in heterogenous environments such as Open intelligent space where the
Context found in the environment does not always match precisely what the Agent
requested. The resulting autonomicity enhancement contributes to a better continuity of
service for ContextAA’s Agents, and provides a general solution to the problem of
continuity of service for Agents.
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Abstract. The growth in elderly population challenges technologists to develop
applications explicitly designed for the elderly which are innovative yet intuitive
to use. According to recent studies in Gerontology, one of the challenges that an
elderly person has to confront is solitude and boredom. With the detectability of
emotions through Brain Computer Interfaces (BCI), one can provide reliable
services to the elderly that address their emotional needs. In this paper the
applications of the Emotiv EPOC, a BCI, is explained by developing a system
called AWARE which helps mitigate loneliness in the life of an elderly and
provides emergency services and other services based on their real-time emo-
tional state. The AWARE system uses a model of computation that has taken
pervasive computing to the next level by reducing the need for an explicit user
input and facilitates the understanding of the user’s emotions by the system to
address theirs emotional needs.

Keywords: Emotiv EPOC headset � Brain Computer Interface (BCI) �
Gerontechnology � AWARE � Emotional state

1 Introduction

Brain Computer Interfaces (BCI) includes the range of technologies which allow
computers to communicate with the human brain. The non-invasive BCI Electroen-
cephalogram (EEG) has numerous applications in clinical fields as well as research
fields, such as Emotion Detection. Research in the field of Emotion Detection using
brainwaves has shown immense progress, with the fundamental Valence Arousal
Model introduced by James Russel [1] which maps various regions of the Valence-
Arousal Graph to specific emotions, to the judicious detections of the Affectiv Suite of
Emotiv EPOC which performs real-time emotion detection promptly and precisely. The
EPOC headset is a wireless, 14-electrode, EEG detecting. The Emotiv EPOC SDK is
composed of a set of three suites Expressiv, Affectiv and Cognitiv suites that process
the raw EEG signals to reveal the facial expressions, emotions and identify thought
processes respectively. The following emotional states are detected by the Affectiv
Suite: Frustration, Meditation, Boredom, Instantaneous Excitement and Long-term
Excitement.

BCI could be able to provide a combination of information and features that no
other input modality can offer. Having such easily accessible yet capable devices in the
market, one can apply them to address various issues related to the elderly and a good
understanding of user’s emotional state can help develop applications that cater to the
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deep needs of the elderly [2]. Gerontechnology, however, poses the challenge of
developing applications that require a design intuitive to the elderly. Various modern
technologies [3] aimed mainly at young users are often not very useful for elderly
people and result in elderly people having difficulties with the user interface. Studies in
Gerontological Design [4] has long helped understand designs that have revealed some
of the effective designs such as the use of fewer buttons in applications and the use of
visibly large buttons. The AWARE system described in the paper implements a
Gerontological design to enable proper use by the elderly.

The AWARE system is a prototype developed in the Smart Home Lab which uses
the Affectiv Suite to detect the emotional state of the person. It is developed for a smart
phone running the Android OS and was designed and implemented for use by the
elderly to help them tackle solitude and help in their successful ageing.

The remainder of this paper is organized according to the following roadmap.
Section 2 talks about the exiting work in the field of Gerotechnology, Sect. 3 introduces
the Aware System, Sect. 4 discusses some of the use cases of the AWARE System,
Sect. 5 explains the Design of the Aware System, Sect. 6 concludes our study and
provides ways of building upon this system to enhance additional features.

2 Existing Work

In modern society, the rapid development of Gerotechnology provides the potential to
help elderly people to maintain physical fitness, cognitive function as well as social
activity [5]. Communication applications under the context of the Internet as an
important Information and Communication Technology (ICT) can remotely connect
elderly people with family members and friends, which could help to mitigate elder
loneliness [6]. Existing work focus on building assistive technologies for the elderly in
order to provide for physical needs of the elderly such as location aware pervasive
computing for the elderly, or communication systems for the elderly, which do not
address most of the deep needs of the elderly [2]. The AWARE System described in the
next section uses emotion awareness, to address the deep need for social touch. The
AWARE System has introduced the novel idea of ‘making elderly care systems
emotion aware’ and thereby increasing the appeal of the elderly care systems.

There are numerous emergency handling systems that detect emergencies such as
medical emergencies using medical indicators [7]. Emergencies in an elderly person’s
life can be detected pervasively using various other sensors such as motion sensors
which detect a fall or unusual absence of movement. AWARE also applies emotion
awareness to Emergency handling which is an innovative concept.

3 AWARE System

The AWARE System is mainly designed to addresses the problem of boredom for the
elderly and provide a technical solution for elderly care giving to the care givers and
family or friends. It consists of three main components: (a) AWARE Android Appli-
cation (b) Emotiv EPOC Headset (c) Interfacing Server.
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The AWARE Android Application provides the necessary service to the elderly
user. The range of services provided include Emergency Alert System, Entertainment
and Emotion Logging. Emergency Alerts are triggered that notify the care taker or
relatives when the elderly person experiences increased levels of frustration. The
emergency alert functionality is based on the idea that such emotional states of frus-
tration and anxiety are experienced during times of emergency such as a seizure or
severe pain or trauma so in the AWARE system an increased level of frustration also
serves as an emergency indicator [8]. The Entertainment module intends to help reduce
boredom and frustration by playing the user’s favorite music or connecting a Skype call
to friends or family members. The Emotion Logging is done to maintain statistics of
user’s emotional state.

The Emotiv EPOC headset is to be worn by the user for the AWARE system to
detect the user’s real-time emotions using Emotiv’s Affectiv Suite. The Interfacing
Server runs the Java Application that uses the Emotiv EPOC SDK and Socket com-
munication protocol in order to communicate the output of the Affectiv Suite to the
AWARE Android Application.

4 Experiment

At the initial stages of the project, the idea was presented to a group of two elderly
mentors from a local nursing home facility called Northcrest Retirement Community in
Ames, Iowa. When asked ‘Would a system that helps detect the mood of the person
and responds to it, be welcomed among the elderly?’ their answers were very positive.
With this confirmation of our design, the prototype was implemented. Some modules
of AWARE are presented below for which the threshold values are purely based on the
authors’ understanding of the Emotiv Detections.

For setting up the AWARE System, the Interfacing Server is first started and it
listens to input from the Emotiv EPOC headset. The user needs to constantly wear the
Emotiv EPOC headset in order to enable real time emotion detection. The AWARE app
in the user’s Android device can then connect to the Interfacing Server. Figure 1 is a
screenshot of the Emotiv Control Panel that provides information about the signal
strengths of brainwaves from each of the electrodes. Figure 2 shows the Affective suite
giving a graphical output with the blue line showing the level of frustration and the red
line showing the level of engagement/boredom. During the initialization phase emer-
gency contacts and Skype Contacts are added to the system.

4.1 Emergency Alert

The output from the Emotion Detection module provides the levels of frustration or
boredom experienced by the user. The Alert System monitors the level of frustration
and when it exceeds a certain threshold (here 0.85), for example in a scenario where the
user is experiencing a heart attack [8], it triggers an alert email and SMS to the
emergency contacts. Figure 3 shows the Interfacing server that displays the detected
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level of frustration and boredom. The Alert system is triggered in this case as the level
of frustration is high (>0.85) and an email and a SMS are sent to the care-taker or
family member or friend who is added to the list of emergency contacts.

Fig. 1. Screenshot of the Emotiv EPOC Control Panel

Fig. 2. Screenshot of the Affectiv Suite in the Emotiv Control Panel showing real-time
emotions.
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4.2 Entertainment (Music)

Similar to the Alert module, the entertainment modules, namely Skype, Music Player
and Video Player, continuously monitor the levels of frustration or boredom of the
elderly user. When the levels of frustration or boredom cross certain thresholds
(here >0.6 for frustration and <0.3 for boredom) then the music player is opened. The
user’s music preference list can be mined using machine learning techniques; however
the current prototype allows the user to add music to this list in the initialization phase.

4.3 Emotion Logging

The detected emotional states, as important analyzable data, will be logged by the
emotion logging system into the database along with a timestamp for future statistical
analysis. For instance, with this data one could analyze the most common time of the
day that the elderly user has a feeling of loneliness. Table 1 shows the data collected
during a regular day’s use of the AWARE System. Similar kinds of analysis can be
performed to obtain a better understanding of the user based on the Emotion logging
system to provide customized services. The following formulae are used to calculate
percentage of time the user showed Frustration (F) and Percentage of time the user
showed Boredom (B) in Table 1.

F ¼ Duration of frustration
Total Duration

� �
� 100; ð1Þ

B ¼ Duration of boredom
Total Duration

� �
� 100: ð2Þ

The resulting Android AWARE Application was demonstrated to the same group
of mentors from Northcrest Retirement Community towards the end of the project. The
mentors were thrilled by the capability of the Emotiv EPOC headset and found the
AWARE Application a handy tool to overcome boredom and identify emergency.

Fig. 3. Screenshot of the Interfacing server

Table 1. Table showing the analysis of logged emotion

User F B
Morning Evening Morning Evening

1 14.5 % 17.6 % 1.6 % 0 %
2 2.1 % 5.6 % 0 % 2 %
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5 Application Design/Architecture

In the process of AWARE System implementation, the Model-View-Controller (MVC)
[9] software pattern is adopted. Central component model mainly deals with the
operations about data collected from Emotiv EPOC and AWARE’s database. The
output is the representation of information (view) based on Android user interface.
The controller analyzes input data and triggers command to the model or view to finish
a service. Figure 4 gives the Architecture Diagram of the Aware System which is
explained in two aspects: AWARE Android application and interactions between the
Interfacing server and the application.

5.1 AWARE Android Application

For the design of frontend, we emphasize on simplicity and usability of the features.
In the Skype calling feature, the contacts information is shown as a gallery of head
portraits of people that is loaded from the Skype component. The user can associate the
Skype account for each portrait by touching on the picture and then input the corre-
sponding Skype account. And then a long press will initiate the Skype call to the person
whose Skype account is associated with the image that is pressed. This interface with
minimal options makes it easier for use by the elderly. The Emotion logging and Alert
systems are transparent to the elderly user and only the emergency contacts need to be
updated for the Alert system.

Music player interface is also made as simple as possible. It only contains a playlist
of user’s favorite music and buttons for basic operations which are labeled with word
rather than with the icon, which usually confuse the elderly people who have little
experience with common icons. Features like downloading music from the Internet,

Fig. 4. Architecture Diagram of AWARE System
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sharing music with friends, commenting music, etc. are not supported by AWARE
because they will make the music player more complicated to use for the elderly
people.

5.2 Interaction Between Emotiv EPOC and AWARE Android
Application

We adopt the client-server model to connect the AWARE system and Emotiv EPOC.
In the interfacing server, the Emotive EPOC SDK is installed and is used for EEG data
collections and emotion detection and analysis. AWARE Android client part will
receive emotion information from the server and then provide appropriate service to the
user according to the detected emotion data. Socket API (Application Programming
Interface) is used to connect the server and the client. We use the structured analysis
and design technique (SADT) [10], a software engineering methodology to describe
their interaction as shown in Fig. 5. The SADT diagram is composed of boxes rep-
resenting functions and four types of arrows input, output, control and mechanism. On
the horizontal segment, input entering from the left side of the box represents things
that will be transformed by the box and the output leaving from right side is the
transformed data. On the vertical segment, control entering the top of the box affects
how the box transforms input and mechanism pointing up into the bottoms of the box
represents who/how/what physical resources performs the function. Consider the
function ‘Detecting Emotion’, Brain waves as input enter the box and a tuple with the
detected emotion and the detected level of the same emotion is the output of the box,
and the two types of emotions detected are frustration and boredom and their levels
scale from 0 to 1. Emotion model describing emotions in valence and arousal
dimensions and fast Fourier transform (FFT) analyzing and transforming electroen-
cephalogram (EEG) signals to emotion, play a role of control for the ‘Detecting
Emotion’ box and the mechanism, the Emotiv EPOC as a Bain Computer Interface
(BCI) is used to detect brainwave; affective suite deciphers user’s emotions; Emotiv
Software development kit (SDK) provides a software tool to retrieve emotion data for
use in the AWARE application. Considering the function ‘Detecting Emotion’, Brain
waves are input and a tuple with the detected emotion and the detected level of that

Fig. 5. Structure Diagram of the Emotion Detection function
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emotion is the output; the two types of emotions detected are frustration and boredom
and their levels scaling from 0 to 1. Models describing emotions in valence and arousal
dimensions and fast Fourier transform (FFT), play a role of control; and for the
mechanism, the Emotiv EPOC is used to detect brainwaves; Affective suite deciphers
user’s emotions; Emotiv Software development kit (SDK) provides a software tool to
retrieve this data for use in the AWARE application.

6 Conclusion and Future Work

The AWARE System is a model that successfully uses the potentials of current day
BCI and realizes the idea of a computer system comprehending human emotions. It is a
stepping stone for systems that can facilitate a two-way understanding between the
system and the user of the system. This prototype is a part of a bigger idea which is a
‘Personal Pal’. The Personal pal can be a mobile application taking the form of any
animated character which the user of the application tends to virtually pet and nurture,
and this is often a one-way relationship where the virtual pet does not respond to the
emotions of the user. This idea can be extended to establish a two-way relationship
between the Application and the user, where the application responds to user’s real-
time emotions. In case the user, is bored the application could initiate a game interface.
If the user is happy the application should try to log voice or video reports of the user in
order to create a memory such as in Digital Life. One can enhance this prototype to
achieve this goal.

Following are some additional enhancements; Along with logging the emotional
state, one can also track other information like the music or videos or contacts the user
prefers. With some statistical analysis and machine learning, one may provide smarter
services to the user that are completely pervasive and offline, not requiring the wearing
of the headset. One could apply other techniques of emotion detection such as utilizing
facial expression in order to improve the reliability of the detection result. In order to
detect emotions that are not recognized by the Affectiv suite, one may process the raw
EEG through filtering and feature recognition, to provide more customization. One
would desire a more compact headset with less number of electrodes, or find ways to
achieve high accuracy with increased compactness of the device, and remove the need
for an interfacing server, if the Emotiv EPOC headset could directly communicate with
a mobile device.

The AWARE system is thus an example of an advanced model of user-computer
interaction in the realm of pervasive computing and has the potential to transform the
scenario in elderly care giving and Gerotechnology.

Acknowledgements. Authors would like to thank some the AWARE project team members
Mr. Abhinav Vinnakota and Mr. Swagoto Roy.
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Abstract. While working with the sensitive data e.g., related to health,
there is a barrier of mistrust while selecting cloud services. To overcome
this barrier various standards of cryptosystem are used like encrypted
outsourcing, attribute based encryption and oblivious access policies.
The default access model of authorization on encrypted data gives full
access permission to its user. To narrow down the access scope as a subset
on given authorization is a non-trivial task. To design such systems multi-
ple encryption and decryption keys, data partitioning or attribute based
encryption are few available options. These techniques involve extra com-
putation cost and complex issue of key management. In this paper we
have proposed a framework to restrict authorization on encrypted data
with selective access. The underlying model is independent from complex
issue of key management. The proposed model also avoids one dimension
of side channel attacks on secure data and that is to learn from the pat-
terns of encrypted traffic. Our experimental results show that selective
authorization based on proposed model is compute efficient and create
random pattern for user access even for similar queries.

Keywords: Health data · Data sharing · Cloud computing · Security
and privacy

1 Introduction

The enormous volume of data in todays era of digitization is ready to be explored
and shared by scientists, research institutes and enterprise organizations for
enhanced knowledge exploration. Ease of accessing the internet, widespread of
e-applications, user awareness, obvious benefits of digitized world on humanity
are main reasons for this data proliferation. With same trend in health care
domain, services like Personal Health Record (PHR) allow its users to create,
manage and share its medical records with entities like physicians, friends and
family members [8]. Due to the management and maintenance cost of systems
like PHR, they are outsourced to third parties or cloud infrastructure [9,12].
Besides these potential advantage of cloud infrastructure, health data requires
optimal level of security too. From the consumers’ and data sharing perspective,
c© Springer International Publishing Switzerland 2015
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these concerns remain the primary inhibitor for adoption of cloud computing ser-
vices [2]. Besides PHR, hospital information management systems (HIMS)and
electronic medical records (EMR) require even greater level of security due to
the larger volume and variety of data. At a fine grained level the personal health
information (PHI) or the electronic health records (EHR) are required to be
protected in terms of their storage and utilization. Other than threat of mistrust
from third party or cloud service provider, the inside rouge user pose an equal
threat for the privacy breach of same information. A similar example is give in
[8] where a user took the PHI data home of 26.5 million users without prior per-
mission of his employer. With all these concerns encrypted storage of sensitive
data is highly recommended while availing service of cloud infrastructure [3,7].
Encrypted storage maximizes the privacy aspect of data however; at the cost of
lower scope of its utility. Encrypted data requires decryption keys by authorized
user to avoid its unsolicited disclosure. To minimize the usage of network band-
width and to avail optimal computation powers of cloud infrastructure various
searchable encryption SE schemes have been proposed [1,4]. With SE, if Alice is
an authorized user, she does not need to download the entire data from cloud to
her machine for decryption and then searching, rather, her encrypted query can
be evaluated efficiently with the help of available SE schemes. The SE schemes
allow users to access entire data for which authorization has been granted by
the owner.

Fig. 1. Overall architecture

Another challenge beyond authorized access on sensitive data is to restrict
authorization for selective segments of information which comes under the cate-
gory of fine grained access control over encrypted data [5]. Consider an example
where a National Hospital (NH) is using HIMS and its IT infrastructure is uti-
lizing services of public cloud owned by Eve. To narrow down our example, we
will consider the scenario for medical discharge summaries. In medical discharge
summaries various sections like medical history, prescription, allergies, diagno-
sis and accounts information is entered and kept as record. These documents
hold value for various analytical processing e.g., frequently prescribed medicines,
prevalent diseases or the financial statements. The overall architecture is shown
in Fig. 1. To perform any sort of analysis, it is required that personal informa-
tion of patient should not be disclosed to anyone else other than the clinicians.
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Information on drug usage is required to be shared with the supply department
and account section need to look into the billing section of this summary. A
single document now has multiple users with definite restrictions as imposed by
the data access policy of hospital. This issue can be handled by disintegrating
the clinical discharge summary document into various sections(bins) and then
assign each bin to its intended recipient. This approach might work for trivial
access structure ignoring the additional leakage of information which is explained
through an example.

Alice and Bob are two researchers in the hospital having access on the dis-
ease and drug sections. Recently it is reported that diabetic patients aged 40 and
above have serious reaction with certain drug usage. Alice and Bob investigate
the information with repetitive queries. Although the information is encrypted
in the cloud, yet similar queries encrypted with same keys can reveal a common
pattern on Eves’ cloud. These common pattern in shape of similar queries or
replies might help the curiosity of Eves by learning beyond required. To over-
come, both Alice and Bob may require different keys, however, it will make the
overall key management a complex process and process of segregating the seg-
ments(bins) useless. Considering all these concerns as motivation to our proposed
solution we have formalized a Dual-Lock mechanism to overcome the aforesaid
limitations. The proposed methodology is analogous to real world scenario of
banking lockers. The bank locker can be opened by two keys, where one key is
held with the bank and other is kept with the consumer. The unlocking process
is possible only when bank administration and owner has right pair of keys.
The rest of the paper is structured as below. Section 2 is about related work.
Main idea and proposed methodology is given in Sect. 3. Section 4 covers the
evaluation and results. Conclusion is given in Sect. 5.

2 Related Work

The trend in sharing health data between its stakeholder is not as much pro-
gressive as in other disciplines due to the sensitivity and security issues related
with that [11]. This issue persist despite knowing the fact that its sharing can
greatly helps researchers to minimize the rate of illness and can save human lives.
The direct concern of security with health data is usually dealt with encrypted
storage [3,7] where it can be shared with authorized parties conveniently. Health
data sharing take place between person to person e.g., PHR systems, between
hospitals through HIMS and standards like HL7. Personal health record (PHR)
is an emerging patient-centric model of health information exchange, which is
often outsourced on computer clouds. However, there have been wide privacy
concerns as personal health information could be exposed to those third party
servers and to unauthorized parties. For PHR system security Attribute based
encryption (ABE) is proposed [8]. In this system the concept of multi authority
ABE has been introduced. The proposed idea mainly relies on keys which is a
costly operation. A system that works with multiple keys becomes cumbersome
for consumer in terms of remembering and managing these keys. In another
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technique [6] that uses the ABE. After highlighting the importance of data and
security concerns while storing it in the untrusted domain of cloud computing,
they emphasis is to protect data and authorize access is permitted only if the
patient attributes meet the ABE construction.

Besides protecting data from unauthorized access, inferred knowledge is
another challenge while dealing with the sensitive data. To protect inferred
knowledge also known as additional slip away of information techniques like
k-anonymization [13] and l-diversity [10] with their various variations are used.
The purpose of all these techniques is to protect data either from unauthorized
access or avoiding the additional leakage of information. In between these two
concerns we have proposed a new methodology with least instrumentation to
provide further selective access on authorized data.

3 Main Idea

The motivation behind proposed idea is to exploit optimal resources in cloud
environment with flexible, controlled and trace-free recourse sharing. With opti-
mal resources utilization we mean that for every request call, a constant opera-
tion will output the required result. The controlled resource sharing will ensure
that a user does not learn anything for which it is not authorized. The proposed
algorithm also gives no clue to infer any additional knowledge by an honest but
curious cloud service provider from user request logs. The proposed methodol-
ogy also protects the pattern discovery of network traffic if intercepted by an
eavesdropper or malicious user. The same strength is also effective for inside
intruders.

3.1 Notations and Assumptions

The notations used in proposed system is given in Table 1.

Table 1. Notations used in the descriptive detail of Dual Locks

Notation Description

D = {f1, f2, .., fn} D is a data containing set of files

fi = s1, s2, s3, ..., sm Each file consist of m set of sections/attributes

P (x, y) A polynomial P defined over roots x and y

Δy1...n Each Δ uniquely identified a section si ∈ fi

� {γ, δ} To unlock each section of f ∈ D, � holds one and only one
combination of γ and δ for a particular section s.
Formal proof of this concept is given in next section

ERP (x) Evaluation result of a polynomial P with root x
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3.2 Methodology

Sara is a security expert and looks after the automation process for the National
Hospital. The encrypted Data D of hospital is outsourced to a public cloud owned
by Eve. As a public cloud owner, Eve is considered as trusted but curious. With
trust we mean that data storage and policy of sharing this data with authorized
users is rightfully executed by Eve however for its curiosity Eve tries to learn
beyond obvious and permitted information disclosure. Authorized users on this
data holds a valid key to access the information. Recently medical discharge
summaries have also been uploaded on the cloud. There is a range of user groups
within the hospital that will be accessing the information on these documents.
To avoid unnecessary disclosure of information it is required that an employee
working in logistic department should only be able to view relevant information
related to logistics. Similarly people working in research department has nothing
to do with supply and demand issues. To achieve fine grained level of access
either multiple keys per group are required to be generated or data has to be
categorized in sub categories. To achieve it a dual lock mechanism is followed
that fits into the infrastructure already running. The fist locking component is
constructed using the unique identifier δ for each section s of a file with in D.
This unique identifier is used to construct a polynomial P (x, y) where x and y are
two large random numbers such that |x − y| = δ. The second locking component
is constructed using the same mechanism and is handed over to authorized user
which we call as γ. The value of γ is send with user request to Eve Cloud.
Eve then calculates the composite polynomial using δ and γ. This composite
polynomial is then evaluated on x and y pair that were used in constructing δ
and γ. This operation will end up in ERp(r1), ERp(r2), ERp(r3) and ERp(r4).
The Fig. 2 shows how these values are dealt with XOR and NOR logical gates.
The output result of gate operation is then multiplied with the user public key
and reply is encrypted with that key. In case of valid request the output will
remain decipherable by the user secret key and in case of invalid request the
output will not be recoverable.

Fig. 2. Internal working of Dual Locks operations
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3.3 Proof of Valid Roots for Composite Polynomial

In this section we will prove that a composite polynomial constructed with a
finite set of roots satisfies the basic principle of proposed methodology. We well
show that only complete and exact participation of roots can result in required
output as manipulated with logical gates.

Let γ1...n be the set of valid roots. γi, γj , γk, γl have been used to construct
two polynomials P1(γi, γj)and P2(γk, γl) such that γi < γj < γk < γl. Also
γj − γj = γl − γk = Γ, where Γ is an integer value. These polynomials are then
added together resulting in P ′. This newly constructed polynomial P ′ is then
evaluated as ERP ′1(γi) ERP ′2(γj), ERP ′3(γk) and ERP ′4(γl). The proposed
methodology works only when Eq. 1 is satisfied.

ERP ′1 = ERP ′3, ERP ′2 = ERP ′4 (1)

Let us consider that there exist another root value γx|γx /∈ {γi, γj , γk, γl} for
which equality of Eq. 1 still holds. But while constructing the P1 and P2, γx has
not been used therefore if equality holds for Eq. 1, that means γx is used while
constructing the polynomial and it is equal to at least one of {γi, γj , γk, γl}.

4 Evaluation and Results

The signature for Encrypted data varies either with different key or variant input
plain text. In our experimental evaluation we have used it without using any
encryption technique. The output pattern revealed by our proposed methodol-
ogy is random and trace free even without encryption to find out the pre encryp-
tion resistance for pattern trace. After applying encryption on these inputs will
generate different output with similar keys.

Fig. 3. Pattern analysis of user queries with different scenarios

Figure 3(a) shows the pattern output analysis of two users who are accessing
different resources1. In Fig. 3(b) two users are accessing the similar resource
again and again but both Fig. 3(a) and (b) are hard to distinguish. In Fig. 3(c)
1 The results in Fig. 3 are normalized to lower scale as shown on y-axis whereas x-axis

represents the number of user requests.
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we showed the output patterns without using the mechanism of dual locks. In
this figure, Fig. 3(c), if users are requesting the same resource they will end up
in forming a cluster of similar queries.

5 Conclusion

In this paper we have proposed a framework that is used to narrow down user
authorization for selective attributes only. The goal of proposed framework is
two fold. First, It avoids using complex management of encryption keys and
is usable in existing systems where encrypted access is required for selective
authorization. Second, For every user request, irrespective from similar query or
users from same groups, the output pattern always end up in random pattern.
This random pattern helps to avoid additional leakage of information especially
while availing services of public cloud.
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Abstract. Ontology matching is among the core techniques used for
integration and interoperability resolution between biomedical systems.
However, due to the excess usage and ever-evolving nature of biomedical
data, ontologies are becoming large-scale, and complex; consequently,
requiring scalable computational environments with performance and
availability in mind. In this paper, we present a cloud-based ontology
matching system for biomedical ontologies that provides ontology match-
ing as a service. Our proposed system implements parallelism at various
levels to improve the overall ontology matching performance especially
for large-scale biomedical ontologies and incorporates third-party
resources UMLS and Wordnet for comprehensive matched results.
Matched results are delivered to the service consumer as bridge ontol-
ogy and preserved in ubiquitous ontology repository for future request.
We evaluate our system by consuming the matching service in an inter-
operability engine of a clinical decision support system (CDSS), which
generates mapping requests for FMA and NCI biomedical ontologies.

Keywords: Biomedical ontologies · Ontology matching · Cloud com-
puting · Software as a service

1 Introduction

Over the recent years, semantic web technologies especially ontologies are con-
tributing in biomedical systems for greater benefit. These ontologies are get-
ting used for annotation of medical records [1], standardization of medical data
formats [2], medical knowledge representation and sharing, clinical guidelines
(CG) management [3], clinical data integration and medical decision making [4].
As a consequence of this vast usage, biomedical researchers are investing more
time in generating more and comprehensive biomedical ontologies. Therefore,
biomedical community has in depth ontology repository like Open Biomedical
Ontologies (OBO) [9]; furthermore, biomedical ontologies like the Gene Ontol-
ogy (GO) [5], the National Cancer Institute Thesaurus (NCI) [6], the Foundation
Model of Anatomy (FMA) [7], and the Systemized Nomenclature of Medicine
(SNOMED-CT) [8] have emerged.

Biomedical ontologies are complex in nature and contain overlapping infor-
mation. Utilization of this information is necessary for the integration, aggre-
gation, and interoperability; for example, the plethora of web-based medical
c© Springer International Publishing Switzerland 2015
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information resources provides related information over the Internet. If these
resources are annotated by ontologies, software agents can automatically aggre-
gate information for biomedical professionals and biomedical querying systems.
For example, NCI ontology defines the concept of “Myocardium” related to the
concept “Cardiac Muscle Tissue”, which describes the muscles surrounding the
human heart. Concept “Cardiac Muscle Tissue” is defined in FMA ontology;
therefore, a biomedical professional or a system integrating knowledge regarding
human heart requires mappings between candidate ontologies FMA and NCI
[10]. Likewise, GO is a highly organized structure of medical knowledge facili-
tating medical genetics. It is widely used by biomedical researchers in numer-
ous genetical research fields including gene group-based analysis for discovering
the hidden links overlooked by the single-gene analysis [11]. Finding mappings
between GO ontology and FMA ontology can be used by molecular biologist in
understanding the outcome of proteomics and genomics in a large-scale anatomic
view [12]. Moreover, mappings by ontology matching have also been used for het-
erogeneity resolution among various health standards [13].

Ontology matching systems developed over the years have taken biomed-
ical ontologies into consideration and have implemented possible resolutions.
However, these resolutions are more focused on optimization of the matching
algorithms and partitioning of larger ontologies into smaller chunks for perfor-
mance benefits [14]. Incase of biomedical ontologies, matching algorithms utilizes
third-party resources like Unified Medical Language System (UMLS) [15] and
WordNet [16]. Slow and comprehensive nature of these resources adds onto the
performance bottlenecks during matching. Ontology matching being a quadratic
complexity problem with an addition of slow third-party resources can go to a
certain extent in gaining performance by optimizing only the algorithms over
localized computational resources. Furthermore, these ontology matching sys-
tems are tools with confined deployments, which can be utilized locally with very
limited computational ability and scalability over time. Therefore, an opportu-
nity emerges of building a biomedical ontology matching system that can improve
or sustain the ontology matching performance. Such system should not only be
confined as a localized deployment; it should be a shareable resource of ontology
matching that is available for biomedical researchers and biomedical systems to
benefit from. So far in ontology matching, the performance improvement based-
on exploitation of newer hardware technologies has largely been missed. Among
these technologies are affordable parallel systems which are easily available as
distributed platforms [17]. One such platform is Cloud Computing.

This paper presents a biomedical ontology matching system that benefits
from the cloud resources and provides biomedical ontology matching as a ser-
vice to the consumer. Our proposed system avails the opportunity of multicore
nature of cloud instances and performs parallel ontology loading and matching
to improve overall ontology matching performance. Even with utilization of slow
third-party resources, the performance fall is far less due to its parallel nature.
Matched results are returned to the consumer as a bridge ontology and preserved
in a centralized ontology repository for the same matching requests in future.
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Due to the ubiquitous nature of the cloud, matching services are available for
researchers and biomedical systems without downtime.

The rest of the paper is organized as follows. In Sect. 2 we describe the
related work in the field of biomedical ontology matching. Section 3 provides the
details of our proposed system. Section 4 describes a primilinary evaluation of
our system performed by consuming the matching service in an interoperability
engine of a Clinical Decision Support System (CDSS). Section 5 concludes this
paper.

2 Related Work

Among the systems for biomedical ontology matching, SAMBO [18] is a pio-
neering system which provides a framework for aligning and merging ontologies.
SAMBO’s implementation is focused towards its matcher algorithms which inte-
grates WordNet, UMLS, and PubMed [19] as third-party resources. Despite the
fact that this integration is highly beneficial for accuracy, slow nature of these
resources creates performance bottlenecks while matching. To overcome this bot-
tleneck, SAMBO fails to provide any resolution.

Similar to SAMBO, ASMOV [20] with its computational performance directly
associated with its matching algorithms, authors of [20] acknowledged that effort
is required to improve the computational complexity of the system. With high cou-
pling between ASMOV’s performance and computational complexity of matching
algorithms, and its sequential execution, it is unlikely for ASMOV to avail any
performance benefits from parallel platforms.

ServOMap [21] is another biomedical ontology matching system, but built
with the motivation of matching large-scale biomedical ontologies. Instead of
using lexical resources like WordNet and UMLS, ServOMap relies on information
retrieval and ontology repository technique. ServOMap does not implement any
performance gain techniques that can exploit parallelism over available multicore
platforms for the benefit of biomedical ontology matching.

In current state-of-the-art generic ontology matching systems, i.e., AgrMaker
[22], LogMap [23], and GOMMA [24], performance has been given a considerable
focus to complement accuracy of these systems. AgrMaker with its tightly inte-
grated implementation between matching algorithms and the system’s user inter-
face, relies on user interactions and feedback. Performance of AgrMaker depends
upon the iterative execution of matching algorithms as sample set for the fol-
lowing matching algorithms gets reduced. LogMap, is claimed as highly scalable
from the perspective of ontology matching; however, this scalability is not of any
parallel or distributed nature. After further research, it was found that one of
the LogMap’s associated research group has proposed a concurrent classification
approach for reasoning over ontologies; nonetheless, its utilization for improving
performance during ontology matching in LogMap is unclear. GOMMA on the
other hand, implements parallelism with its techniques mentioned in [14,25]. In
[25], authors acknowledge the fact that very little research has been performed in
devising parallelism for matching problems; furthermore, it describes size-based
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partitioning scheme to perform parallel matching. Research presented in [25]
discusses entity matching in general with no concentration or evaluation over
ontologies. In [14] however, authors specifically discuss parallelism techniques
pertaining to life science ontologies. They propose inter- and intra-matcher paral-
lelism techniques, which uses parallel and distributed infrastructure for ontology
matching to achieve better performance.

In contrast with above-mentioned techniques and systems, the focus of our
proposed system is on facilitating the consumers with ontology matching as a ser-
vice. Instead of localized implementation, it is deployed over cloud platform and
scales according to the usage needs. To provide a performance efficient solution it
implements parallelism at various levels. As the performance gain in our system
is achieved by exploiting the parallelism from the multicore cloud instances, our
system contributes largely to overcome performance bottlenecks encountered by
using slow third-party biomedical resources and thesauri (e.g., UMLS, PubMed,
and WordNet).

3 Methodology

Overall stack-like architecture of our proposed system is illustrated in Fig. 1.
The primary objective of our system is to exploit the available resources of
cloud platform and provide a service-based interaction to our system, taking the
benefit of the ubiquitous nature of the cloud computing.

Request of matching biomedical ontologies can be generated from several
resources including, biomedical professionals and researchers, biomedical and
bioinformatics system, or even third-party healthcare information services run-
ning over cloud platforms. Match request encapsulates the ontologies to be
matched as source and target ontologies. Matched results are returned to the
consumer as “bridge ontology”.

Starting from the top of the stack illustrated in Fig. 1, Consumer Interaction
component provides an ontology matching RESTful web service for clients to
consume. The matching service provides four trivial arguments as service bind-
ings for consumption.

1. match (sourceOntologyURI/File, targetOntologyURI/File)
2. match (sourceOntologyURI/File, targetOntologyURI/File, returnEmail)
3. match (sourceOntologyURI/File, targetOntologyURI/File, matchingAlgor-

ithms [ ])
4. match (sourceOntologyURI/File, targetOntologyURI/File, matchingAlgor-

ithms [ ], returnEmail)

Among the arguments, collection of matching algorithms and return email
are extended parameters used for matching request customization. In case of
first request, all the algorithms present in the matching library will execute.
This matching will take more time; however, will have higher accuracy. Incase
of trivial and far less complicated ontologies, consumer can select the matching
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Fig. 1. Proposed architecture

algorithms to be executed as collection of matching algorithms (Request 3 and 4).
For large-scale ontologies, where the evaluation time can exceed from 20 min or
later, URL of the bridge ontology to-be is provided and can be returned over a
particular email address (Request 2 and 4). After matching, the active URL will
reference the bridge ontology.

Adjacent to the Web service, Consumer Interaction component encapsulates
the matching web service in a user interface (UI). This UI provides a web-based
direct interaction between a biomedical professional or a researcher who wants
to benefit from matching service and our system.

Parallel Ontology Loading component benefits from the multicore nature of
cloud instances and loads the source and target ontologies by thread-level paral-
lelism. These ontologies are parsed in parallel and populated in multiple thread-
safe ontology model objects. Each object encapsulates the information required
by a single matching algorithm during runtime. Furthermore, redundancy like
URI based names of concepts etc., is removed during this process. This keeps the
system to load un-necessary and redundant information in main memory during
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execution, preventing memory strains at runtime. For ontology parsing, available
OWL frameworks, Apache Jena and OWLApi are used. Although these frame-
works provide comprehensive ontology models; due to these models not being
thread-safe, our system provides its own ontology model implementation.

Matcher Library component provides a library of ontology matching algo-
rithm. These algorithms are classified into primary, secondary, and complemen-
tary type. Primary algorithms execute for every matching request, secondary
algorithms execute for higher accuracy, and complimentary algorithms execute
with respect of ontology scope. Matcher Library also utilizes external third-
party resources, i.e., WordNet and UMLS for higher accuracy in secondary and
complementary type algorithms.

Matching Task Distributor component partitions the candidate ontologies
as subsets and assigns over to the computing cores available. Several partition-
ing schemes including size-based and complexity-based partitioning are used.
For local resources, matcher threads are assigned to perform parallel matching
invoking available cores. For remote resources, control messages are generated
for participating nodes regarding their chunk of partition to work and match-
ing algorithm to execute. Each node after receiving the control message loads
performs parallel matching over their available computing cores.

Every participating node(s) generates their respective matched results. Bridge
ontology aggregator, accumulates these results and generate a bridge ontology
file. Bridge ontology aggregator provides an interface to bridge ontology patterns
to be used for pattern-based bridge ontology generation. Bridge ontology file is
returned as a response or a URL to physical file to the consumer. This ontology
is also be persisted in ontology repository for future use in case of same matching
requests.

4 Evaluation

We have evaluated our system over a tri-node private cloud platform. Each
Virtual Machine is equipped with 4 cores, 4 GB RAM, and Windows 7 based
guest OS. These VMs are hosted over a Xen Hypervisor using Intel(R) Core(TM)
i7 CPU, and 16 GB of memory as infrastructure.

For execution scenario, matching web service is consumed by an interoper-
ability engine of a clinical decision support system (CDSS). Matching requests
encapsulates small and whole versions of FMA and NCI biomedical ontologies
for small and large matching requests respectively. All primary matching algo-
rithms with quadratic or higher computational complexity were executed for this
evaluation and the results are described in Table 1.

As it can be seen from results, a substantial amount of time is taken by
ontology loading in contrast with matching which is a more complicated task.
Although source and target ontologies are loaded and parsed in parallel, the time
taken is due to the slow single-threaded nature of Jena. If Jena is replaced with
a performance-based ontology parser, a substantial improvement in performance
can be seen, especially in case of large matching requests.
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Table 1. FMA with NCI evaluation

Parameter Small request Large request

Loading time 11.2 s 52.2 m

Matching time 19.3 s 228 m

Total time 30.47 s 4.65 h

F-measure Refined UMLS 0.857 0.710

Original UMLS 0.863 0.715
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Fig. 2. Matching request scaling over cloud

To evaluate the scaling of the larger volume of matching tasks over cloud
platform, the matching web service receives whole versions of FMA and NCI
ontologies. The matching task distributor scales this large matching request
from single-node sequential to tri-node parallel. Results are illustrated in Fig. 2.
String-based, child-based and label-based matching algorithms are used from the
matching library and after scaling it over all the available computing resource
we observe a performance speedup of 12.12, 7.42, and 9.76 times respectively.

5 Conclusion

In this paper, we presented biomedical ontology matching system as a service
that utilizes clouds computational resources and its ubiquitous nature for ser-
vice availability. Our system provides a RESTful matching service for biomedical
ontologies and provides comprehensive results by using UMLS and WordNet in
the form of a bridge ontology. Matched results are preserved in a centralized
repository for future use. Our system implements parallelism during ontology



202 M.B. Amin et al.

loading and matching over multicore cloud instances; consequently, improving
the ontology matching performance. The ontology matching service is currently
being used in our lab by various biomedical systems with ontology matching
needs and have shown promising results. Our current system scales single match-
ing request at a time over cloud platform; however, in future we plan on eval-
uating our platform with multiple matching requests constituting various sizes
and requiring various matching algorithms. We plan on extending our work by
implementing a performance based ontology parser and exploring several other
methods of parallization to further improve the overall performance.
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Abstract. This paper presents an “intelligent” environment that can be occu-
pied by an elderly or handicapped person. It is characterized by its online
learning and continuous adaptation based on a new algorithm called “Planning
Q-learning Algorithm (PQLA)”. The user can make feedback promptly which
simulates an algorithm that reconfigures the existing plans. The software
adaptation is run under middleware “WCOMP” based on the aspect of assembly
concept to adapt to the environmental changes.

Keywords: Ambient computing � Intelligent environment � Online learning �
Reinforcement learning � Software adaptation

1 Introduction

Ambient computing environments are enriched with devices that are present every-
where and minimized with a lot of computational capabilities. One of its main appli-
cations is ambient assisted living and smart homes [1] where the user expects many
services that assist him in his daily living concerning health status, activities, and
control home appliances [2].

In this work we present architecture of a smart home that adapts dynamically based
on continuous learning process to the changes in the environment. It may be occupied
by an elderly or handicapped person that can use an assistive platform. The system
automates actions by predicting them according to continuous monitoring of the
inhabitant behavior. To satisfy calmly the user intents we combine high level learning
and reasoning with Low level adaptation to context changes. We monitor user’s actions
and context using planning system and machine learning to generate online plans. The
plans are modeled based on Markov Decision Process (MDP). The main application is
run over a context aware middleware (WCOMP) to adapt to environmental changes. In
this contribution we focus on the interaction between the resident and the system.
Unlike existing systems where plans are predefined and static, our planning system
generates dynamic plans of user’s activities and prompt feedbacks online. In the first
section challenges of ambient computing with the categories of user interactions with
the smart environment are described. In second section the approach is detailed.
Section three presents the whole architecture with its modules. In section four the
model of the plan and its parameters is shown. The PQLA is deliberated in section five
and section six provides a conclusion.
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2 Problem Statement and Related Work

In ambient environments, for the services to be provided abstractly, two main chal-
lenges should be taken into consideration. First ambient assisted living system should
provide user with abstract service that is adapted to the context and device changes. It
should be heterogeneous, dynamic, and open [3]. Second the user should interact with
the smart space to adapt to his needs. The ways of interaction can be categorized into
three types: user configuration, predefined rules and system learning. In user config-
uration category inhabitants configure their own space by programming languages or
through natural languages [4, 5]. In predefined rules category the designers may
monitor users for a specific period of time [6], ask them about their preferences [7], or
even depend on expert’s knowledge. In this case user may be unable to express his
needs exactly, or he may forget different details. Also humans change their behaviors
by time in addition they may feel that they are obliged with system’s decision. The
above limitations motivate us to use the learning tools. For the environment to be more
intelligent, the interaction with the system should be reduced [8]. Machine learning
techniques could be offline where created patterns are fixed like in [9, 10] or online
learning where patterns are dynamic and may change over time due to environment
dynamicity and inhabitant’s behavior changes. Few works targeted the online learning
like in [11]; they detect the changes in the behavior of the inhabitants from the user
himself or by a smart detection method. Our work differs by its online and continuous
learning. The system learns the change of user’s behavior by allowing him to make
feedback actions directly on the devices manually.

3 Our Approach

Many works addressed the low level self-adaptation to context changes like [12] or the
high level learning and reasoning to satisfy calmly the user intents. In this work we
merge between those two levels by using:

A planning, reasoning and machine learning system to learn and predict user
actions: planning and decision-making have been well studied in the AI community
[13]. We present planning system based on MDP model coupled with q-learning. This
system observes the user’s actions in various situations, context and the environmental
changes then constructs online plans of those actions. The learning system will learn
when to execute automatically user needs in the future. The system accepts user
rejection (feedback) of a taken decision that leads to a reconfiguration of an existing
plan. The new configuration is taken into consideration in the next prediction.

Context adaptive middleware to reconfigure the running application: the application
is run on a context adaptive middleware (WCOMP) [3] that satisfies the challenges
mentioned above. The output of the plan execution is the input that simulates the
adaptation of the running the software application.
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4 Architecture of the System

Based on our previous architecture [14] we present the detailed architecture of an
intelligent system (Fig. 1). The environment is equipped with set of devices, sensors
actuators where the user acts. Three types of interactions with the environment can
change the overall state: interaction from user, interaction from environment or inter-
action from system. The ontology describes different devices in the smart space. The
system retrieves information about devices from this ontology. The monitoring and
classification module senses the incoming events and retrieves information about it and
its device. It also infers the time zone of the incoming event. The inference module
searches in the plan library for a plan corresponding to the incoming context.

We consider the time and location of the event as the contextual information since
they are the main labels that characterize user actions. Orchestration and context
management module sends the incoming event and the received context information to
the appropriate module. In the plan construction module the system creates the new
plans. All the new incoming events are recorded in new plans and saved in plan library.
In [15, 16] they define plan library as a set of plans or predefined steps. In this
proposition plan library is constructed online through monitoring the user. The execute
plan module executes inferred plan following the policy of a new algorithm based on
Q-learning algorithm [17] called PQLA. It calculates the Q values based on the
returned reward. The update plan module receives the needed information about
feedback. It updates the existing plan, adds the new changes due to feedback, recon-
figures the probabilities and saves the changes in the plan library.

Fig. 1. The detailed architecture of the intelligent system
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5 Plan Model: Markov Decision Process

Plans are constructed based on Markov Decision Process (MDP’s) model. Below we
define each of the MDP parameters in our plans (Fig. 2):

States represent the state of the devices in the environment where any change leads
to transition to a new state. Action leads to a transition from state to the next state. We
have to define two types of probabilities the transition probability P(S1/S, a) and
the action probability P (a/S). Reward is specified through online interaction; the
software calculates the reward based on the user feedback or satisfaction. If the user
accepts the software decision, a reward of value 1 will be given to the software and the
new learning values will be calculated. Else a reward of value zero will be given to the
system and new learning values will be calculated.

6 Planning Q-Learning Algorithm “PQLA”

Q learning develops a computational approach to solve the problem of learning through
interaction [18]. It allows the machine to learn its behavior based on feedback from the
environment. We define a new Q-learning algorithm based on the knowledge extracted
from the generated plans “PQLA” used to make decisions to predict the future actions.
In PQLA the agent doesn’t learn only from the immediate rewards but it depends on the
learnt knowledge from the generated plans. This knowledge is used to initialize two
matrices in the algorithm the probability table and the policy table. The probability
table contains the probabilities for each pair of state and action. The policy table
contains the sum of the Q-values table and the probability table for each pair of state
and action. This algorithm will choose the actions not randomly but according to the
values in the policy table.

PQLA algorithm

1. Set the alpha and gamma parameters;
2. Rewards are not set before. Rewards are based on the users satisfaction;
3. Initialize Q matrix (based on previous experience);
4. Initialize Probability matrix (based on probabilities from the plans);

Fig. 2. A graphical representation of a plan
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5. Calculate the Policy matrix (Add the Q matrix and the Probability matrices).
6. For each inferred plan

Go from the environment state
Do while the final node in the selected path hasn’t reached yet.
a. Select an action based on the Policy matrix;
b. Wait to get the user reaction;

If satisfied the r=1; Calculate Q; State = next state and go to a;
Else r=0, Calculate Q; Check the reached state:
If has another next state in the plan; Go to a;
Else

If context condition satisfied; Record user’s actions;
Else if ; Break;

End Do
Go to update Plan
End For

7 Software Adaptation Middleware

The main software application will be run on WCOMP middleware [3] where the
adaptation to the environment changes is based on the aspect of assembly concept.
Each executed action in the plan will produce an output of the condition-action form
that will lead to a selection of a set of aspects of assembly “AAs”. Those AAs (Fig. 3)
are deployed in WCOMP and adaptation to changes will occur.

8 Conclusion and Perspectives

We presented architecture for a smart environment that can be occupied by an elderly.
We conciliate between a machine learning approach and context aware adaptation
approach. At the high level a planning, reasoning and learning system is used to
monitor user and predict the future actions. The user is always in the loop since he can
do feedbacks to the system that reflects his satisfaction. At the low level layer the
application is run under a context aware middleware WCOMP. This application is
reconfigured based on the changes in the environment.

Fig. 3. AA example
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Abstract. Smoking and tobacco related cancers are very common among Native
Americans. Gathering information during different phases of smoking cessation
can help us understand different factors that may work during smoking cessation.
In this paper, we will present a survey system designed to collect data for several
phases of smoking cessation. We designed and developed a survey system that
helps researchers to collect data from people who are going through different
phases of smoking cessation. We evaluate this system from the experiences of end
users and by generating reports.

Keywords: Smoking cessation � Phase based model � Behavioral studies �
mHealth

1 Introduction

Smoking is one of the leading causes of cancer. According to the US Center for
Disease Control and Prevention (CDC) [1], smoking is responsible for more deaths
than the aggregate of drug abuse, suicide, motor accidents, murder, and AIDS. A lot of
people die each year from first hand and second hand smoking. The toll of death from
smoking related illness is very high.

A person goes through several phases during stopping to smoke. To understand the
different factors for motivation, we need to create extensive surveys to question those
who are in the act of stopping smoking. From a well-organized survey, we are able to
collect enough data that will show us patterns in behavior, which will eventually lead
us to the main objective, to understand the behavior of someone who hopes to stop
smoking, and how to make smoking cessation programs more effective. Smoking is a
leading cause of death in US that is preventable [2]. It has a higher percentage of
occurrences among Native Americans than any other ethnicities in US. The system we
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developed is used to study smoking dependence in the Native American population in
the Northern Plains of South Dakota.

2 Motivation

There are several scenarios currently plaguing researchers that we are hoping to address
in the creation of this survey software. They are as follows:

Scenario 1: A researcher wants to create a survey questionnaire for a controlled
group. She/he wants the questionnaire to be available only to a particular group of
participants.

Scenario 2: A researcher wants to have some trained personnel to help participants to
take the survey. The participants may live in remote places. The trained personnel
should be able to carry around the device that is used for the survey. The personnel
want to submit survey responses remotely.

Scenario 3: A researcher wants to check progress of a participant under the study via
reports, graphs etc. She/he needs an interface for generating these reports.

To address these problems, we are presenting our survey application system. Using
this system, a researcher can create a questionnaire for the control group via website.
The trained personnel can collect user data in their iPad using the survey application.

3 Required Features

We’ve identified several characteristics and functionalities that may better a survey
application system like our own. They are as follows:

3.1 Modularity

The survey system should be such that it can be divided into several independent
components that can communicate between themselves. The necessity of independent
components is to ensure the rest of the system is running, even if a part of it is not
working. For example, even if the question generation component is not working at this
moment, the system should not stop users to get the existing surveys and submit a
response.

3.2 Questionnaire Generation

A survey has a set of questions. The set of questions can be divided into several
sections. An interface is required for this questionnaire generation. This interface
should only be accessed by the administrator/researcher and should be simple enough
for a person to generate surveys with many sections and many questions.
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3.3 Parsing

If we want to design a dynamic survey application system, we must ensure that the
questionnaire can change over time. So, it is not feasible to store survey questionnaire
in local devices. There are transfers of questionnaire that may vary from user to user
over time. That is why; the application should be able to parse complicated data types
such as our survey with several sections, each section containing several questions of
different types and possibly having single or multiple responses. To accommodate all
these, it’s easy to see that an elaborate parser is needed at the client application end.

3.4 Dynamic Application

As we understand from the previous discussion, the user end application should be very
dynamic. It should be able to render different questionnaires. The application should
show different types of questions with their responses correctly. The application should
be able to change itself depending on the participants and their status.

3.5 Control of Data

The most important part of a survey system is the survey response data. The control
over data is twofold. Firstly, the data should be stored in such a way that the anonymity
of the participants are ensured. On the other hand, the response data should be available
to the researchers for further analysis. This data will be used to generate different
reports. It should also be available to the researchers in supportive format.

4 Related Work

Raw et al. [3] proposed some healthcare recommendations and guidelines for
restricting smoking dependence. Baker et al. [4] presented a phase-based framework for
smoking cessation that described these phases: motivation, pre-cessation, cessation and
maintenance. Ajzen [5] proposed the Theory of Planned Behavior (TPB) with a
mathematical model. This theory tries to find the relationship between a person’s
behavior and attitudes and the factors that are related to these. Norman et al. [6] used
TPB to predict the intention and attempts to quit with behavioral intentions correctly.

This survey solution is a part of a study of smoking cessation among Native
Americans. The survey tool ensures detailed data capture from the different phases of
the smoking cessation. The questionnaires include questions regarding Theory of
Planned Behavior. So, our solution will help understanding the behavior of a partici-
pant who is going through the process of smoking cessation.

5 Our Approach

To solve the problem of creating a dynamic, modular survey system, we’ve developed
the survey system explored here. The system consists several components, and ensures
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correct flow of survey questionnaire generation, performing survey and report gener-
ation. Here we will discuss the functionalities and the architecture of our system, and
how we developed and deployed the system (Fig. 1).

5.1 Functionalities

In our system, the admin can create survey questions from the website, where there is
an interface for creating these surveys. A survey, as mentioned, can have several
sections each having several questions. The question types can be single answer,
multiple choice or simple text. Only the admin has the privilege to add questions in
surveys.

In our system, the survey is performed by an iPad application. End users (data
collectors) use this application to collect data from the participants in the survey. The
application communicates with the server and collects the questionnaire depending on
the phase the participant is in. The application stores the information collected from
participant and saves it in the server.

5.2 Architecture

In the server component, the database lies in the bottom. It can be accessed only by the
web services on top of it. The server has one layer that has several web services. This
web services are used to communicate with the database. The web client is hosted in
the cloud server and from it an admin can add survey questionnaires, generate survey
reports and monitor improvements among participants. The iPad application commu-
nicates with the web services to collect questionnaire and submit survey responses.
All the clients use SOAP to communicate with the web services.

5.3 Development and Deployment

The web interface was developed using C#, ASP.NET, HTML5 and CSS technologies.
The web service interface was designed in C#. For the database structure, a relational

Fig. 1. Data flow diagram
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database management system (RDBMS) was used (MS SQL Server 2012) was used.
A Windows Azure cloud server hosted the database, the web services and the website.
The survey application was developed for iOS platform, and iPad devices were used to
run the application in testing and production.

6 Evaluation

6.1 Modularity

The system we designed has some basic components. There is a website for generating
different survey questionnaires and reports. The iPad application is in the client end and
helps in allowing a medical professional administer the survey and submit the
responses. Other components are the web service interface and the database. These
independent components communicate among themselves.

6.2 Questionnaire Generation

By using the website, the researcher (working as an admin) can create survey ques-
tionnaires. Any number of surveys can be created each having several sections and
many questions. The question creation page is very intuitive and easy to use. The
survey questionnaires can be modified, updated and deleted from this interface.

6.3 Parsing

The survey application in the iPad can communicate with the database by using web
services. It can ask for a specific survey according to the participant and their status.
After getting the set of questions, the application parses this into a data type for its
understanding so that it can be shown later to the user correctly. We have an elaborate
parser that helps us to parse complex XML files consisting of the questionnaire (Fig. 2).

Fig. 2. Dynamic pages of the application
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6.4 Dynamic Application

The application we developed was very dynamic. In the Smoking Cessation project,
there are 16 groups and each person has to go through 11 visits of surveys. Our
application can fetch the questionnaire for that survey and change itself accordingly.
Dynamic pages help the applications to work for a variety of types of questions.

6.5 Control of Data

In our system we used a HIPAA compliant server. We ensured in our system that the
participants’ identity and anonymity are protected. As we set up our own database, it is
much easier for us to generate the reports and show them in the website. Even if there
is a new change in the database, the change can be implemented in the client sides as
well. The updates of the application are usually very swift.

7 Conclusion

Smoking related health hazards are life threatening and it is important that a proper
study is conducted to understand the status of people who are going through smoking
cessation and also what are the motivating factors. For all these, we need a survey tool
that helps us in generating questions, conducting surveys, and generating reports.
In this paper we described our solution and showed how it is making the survey more
effective, which will lead to an efficient study of the smoking cessation problem.

Acknowledgments. The application was developed for a project funded by NIH that studies the
smoking dependence in Native Americans in the Northern Plains.
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Abstract. To address the projected global shortfall of gerontological health
care workers, we outline a research approach that is informed by the past suc-
cesses of public health toward the goal of developing and implementing smart
homes at the community-level to support independent living. Specifically, we
discuss the epidemiologic triad consisting of host, environment, and agent
factors in relation to other person-environment fit models. We propose this
model as the underlying framework for a smart homes development approach
that focuses on creating task advantages to support independence at home.
We provide recommendations to implement the approach by including com-
munity-level stakeholders and policy makers in research that uses a model well-
recognized by public health professionals.

Keywords: Smart homes � Public health � Independent aging � Older adults

1 Introduction

The number of adults over 65 in the United States will almost double between 2005
and 2030 [1]. This growth in the population of older adults will result in a projected
shortage of workers in the gerontological health care workforce [2]. The projected
shortage of gerontological health care workers and the continuous rise in health care
costs make finding ways to improve efficiency and reduce the cost of care a priority for
informal caregivers, health care providers and policy makers. Rice and Fineman note
the challenge of supporting functional independence at home through a variety of
in-home services due to the growing numbers of chronically ill and disabled elderly [3].
Identified ways to meet the future demand for gerontological care services include
focusing on the development of new technologies [4], integrating successful models of
chronic care delivery for older adults [5] and making changes to public policy for care
of aging populations [6]. Given the challenges of many health care systems, including
uncertain economics and workforce issues, innovative solutions are needed to help
maintain independence and improve quality of life for community-dwelling older
adults.

E-health and smart home technologies integrated into the built environment have
the potential to support independent living. E-health is the use of information systems,
telecommunications and mobile technologies to support healthcare delivery and
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education [7]. Smart home technologies refer to residential settings equipped with
infrastructure to enable passive monitoring of residents’ well-being and support pro-
active responses to residents’ needs and safety, promoting independence [8]. These
technologies include sensors in smart homes [9], mobile phone applications [10], and
wearable and non-wearable fall detection devices [11]. Smart home studies have
demonstrated evidence that home automation [12] and lifestyle monitoring technolo-
gies [13] can support independence in older adults. With regard to cognitive function,
research using in-line arrays of motion sensors suggests that monitoring gait speed and
its variability in the home may allow for detection of changes in cognitive status [14].
Research using body-worn global positioning system (GPS) technology has shown
differences in performance of cognitively-demanding tasks between cognitively health
participants and those with dementia [15]. Other recent research has shown that a room-
to-room location sensing technology can track occupancy of participants aging with
disability with accuracy ranging from 62 % to 87 % [16].

Smart home systems may support independent living at population levels if sys-
tematically deployed across communities. However, small feasibility studies have been
the primary focus of smart home technology research to date [17] and have not
addressed scalability of smart home technologies at the macro level in the context of
population-based planning for independent living. Expanding the focus of current
smart home research activities to address their public health implications is essential
since most advances in population health in the past century have been due largely to
public health efforts [18]. In this paper, we propose consideration of smart home
technologies in relation to the epidemiologic triad model from public health to aid
development and implementation of community-level technology-enhanced programs
to support independent living.

2 Conceptualizing Independence

One way to conceptualize independence is as a function of interactions between per-
sonal capacity and environmental resources in relation to a threshold of independence.
When the results of interactions between capacity and resources fall below this
threshold, the ability of a person to live independently is compromised. Those persons
who function at a level just above the threshold of independence are considered vul-
nerable to disability and loss of independence. Efforts to help vulnerable persons
maintain independence should target person-environment interactions in cognitive,
physical and social areas that improve opportunities to live independently. In addition,
those below the threshold are targets for support to move them up to independence.

3 Epidemiologic Triad and Smart Home Technologies

The epidemiologic triad is an ecological model that comprises relationships between
host, agent and environment that result in a state of relative health and wellness [19].
Traditionally, this model has been used to determine causes of communicable diseases
and inform interventions to interrupt disease transmission. In modern times, the
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epidemiologic triad has been applied to improve population health outcomes for other
conditions such as injuries [20] and obesity [21]. In particular, improvement in public
health through reduction in motor-vehicle-related injuries and deaths is considered to
be one of the ten great public health achievements of the 20th century [18]. Specifi-
cally, the death rate from motor vehicle injuries in the United States decreased by 90 %
from the year 1925 to the year 1997 and this decline is attributed to systematic pre-
vention efforts using a strategy based on the epidemiologic triad [22]. We believe that a
similar strategy that relies on smart home and e-health technologies can be used to
improve population health outcomes by maximizing independence and minimizing
disability in an aging population.

In our smart homes version of the epidemiologic triad, the host is a person and his
or her capacity to perform tasks where task is defined as specific work done to achieve
a goal [23]. The environment is characterized by affordances that are defined as
environmental properties that allow performance of actions [24]. The agent is defined
as person-environment interactions that determine whether tasks are successfully per-
formed. Smart home technologies aim to enhance personal capacities and improve
environmental affordances to ultimately create task advantages that reduce barriers to
performance of tasks required for independent living. Specifically, a task advantage is
the relative ease with which a technology-supported task is performed as compared to
performance of the same task without support. This concept is consistent with the
fundamental theorem of biomedical informatics that states that a person supported by
an informatics resource is “better” than that same person unassisted [25]. Figure 1
illustrates the relationship between person, affordances, interactions and smart home
technologies in the smart homes version of the epidemiologic triad.

Fig. 1. The epidemiologic triad illustrating host as a person with capacity to perform tasks,
environment as characterized by affordances, agent as person-environment interactions, and
smart home technologies that create task advantages for independent living.
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Other ecological models of health are congruent with this version of the epide-
miologic triad and define elements that match its definitions. Corresponding to task, the
person-environment-occupation model from occupational therapy research defines
“occupation” as “self-directed, functional tasks and activities in which a person
engages over the lifespan” [26]. Corresponding to capacity, the competence/press
model from gerontology research defines “competence” as individual levels of
“physical or mental health, intellectual capacity or ego strength” [27]. Corresponding to
interactions, Iwarsson and Stahl define “accessibility” as “the encounter between the
person’s or group’s functional capacity and the design and demands of the physical
environment” [28]. However, personal capacity in the smart homes epidemiologic triad
goes beyond simple physical function given diverse notions of independence that are
informed by psychosocial factors [29].

4 Considerations for Smart Built Environments

Smart home technologies must be further developed to support independent living in
built environments. Table 1 shows a list of critical factors and recommendations at
fundamental and community levels to achieve successful development and diffusion of
smart home systems. The technologies that are appropriate for specific groups to

Table 1. Critical factors and recommendations for smart built environments.

Factor Recommendation

Community-Based
Participatory Research
and Participatory Design

Support shared decision-making pertaining to design and
implementation among stakeholders that include older
adults, family members, community planners and local,
state and national policy makers

Model Development and
Testing

Define and refine interactions between people, the aging
process and smart home environments to enhance
innovation, development, implementation and adoption of
new smart home technologies

Standardization of Smart
Home Technologies

Develop standards for the successful retrofit of homes and
community-based living centers with technologies to
support aging in place, and standards for data collection and
transmission to ensure interoperability between different
smart home components or systems

Community and Municipal
Planning

Change housing codes for wide deployment of standardized
smart home technologies

Fiscal Commitment Coordinate funding for community-based initiatives by
national research and practice organizations

Create formal centers or other entities that focus on and
further smart homes research

Public Health Policy
Change

Involve public health agencies and aging services
organizations in smart homes research and deployment

Incentivize providers through reimbursement to use
telemonitoring features built into smart homes
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improve health outcomes are still unknown. In addition, new technology applications
are often not adopted due to a variety of barriers or concerns pertaining to usability,
reliability and cost and these issues must be resolved. Future research activities should
involve older adults, family members and health care providers to promote translation
of technologies that support integrated approaches to independent living.

5 Conclusion

Smart home and e-health research conducted in conjunction with community planning
has the potential to support independent living, reduce costs of care, improve health
outcomes and equalize health inequities between demographic groups for aging pop-
ulations at local and national levels. We believe these goals can be reached through
widespread adoption of smart home technologies to create a built environment that
allows a greater number of people to live independently. Toward this end, we outlined
recommendations for smart home designers to engage public health policy makers and
community planners in the research process by considering long-term community
planning and modification of building codes to accept standardized smart home tech-
nologies in the built environment. In order to support a public health perspective, smart
home design engagement should include the scientific approaches of epidemiology,
environmental health, health behavior research and other public health research.
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Abstract. This paper describes the design, implementation, and evaluation of
iCanLearn, a mobile flashcard application (app) that can also be used for cre-
ating social stories for children with Autism Spectrum Disorders (ASDs). The
app allows users to create personalized content using text, pictures and audio on
their mobile devices (smartphones and tablets). Users of this application soft-
ware can also share the content by connecting their devices over Wi-Fi. An
evaluation of the app from both the perspective of children with ASD and their
caregivers suggests that the app is easy to use.
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1 Introduction

The prevalence of autism spectrum disorders (ASDs) has increased to an estimated
1.47 % of the US population [1], presenting new teaching and learning challenges for
parents, teachers and the children with ASD. An additional challenge is the great
variability in the level of functioning of children with ASD, who present with a range of
mild to severe communication, social interaction and behavioral problems [2]. How-
ever, mobile computing is a flexible and popular medium for teaching children with
ASD [3] and therefore holds promise for the development of innovative interventions
that are adaptable for variable treatments and interventions.

It is believed that with effective treatment and intervention, many children with
ASD will improve their level of functioning and subsequently their quality of life. One
technique that is effective for teaching children with ASD is breaking down an activity
into steps, and replacing words with pictures [3]. Another technique, called Social
Stories™ [4], uses a series of pictures with words representing the steps of a routine
(e.g. getting a hair cut) along with scripting of expectations for the child (e.g. “I might
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have to wait”). Literature shows that the stories help to improve the child with ASD’s
understanding of social expectations [5].

iCanLearn, a mobile flashcard application allows the creation and review of indi-
vidualized learning content adaptable to the child’s level of functioning. The content
helps children learn skills related to activities of daily living. The iCanLearn app allows
the user to connect multiple devices together in a teacher-learner relationship. We
evaluated the app for ease of use, which is recommended for assistive technology [6]
and report on the findings of the evaluation in this paper.

2 Related Work

With the advancement in mobile technologies, mobile devices provide a flexible way of
learning where the content, timing, and location of a learning schedule can be arranged
according to user’s preference [7]. A mobile device is usually equipped with camera,
microphone, and speaker, which can aid in the content design of educational software
and is very helpful while working with children with ASD [8].

Flashcards are widely used as an instruction medium for teaching specific skills for
example, reading, spelling, and phonetics. Moreover, flashcards have been shown to be
an effective method for teaching children with learning disabilities, such as ASD [9].
The flashcard-based system and mobile technology can be combined, in order to get the
maximum benefits of these two learning means.

Many ABA flashcard apps [10] are available, however, the software usually lacks
one or more useful feature and none of them allows real-time data sharing through
remote control. Table 1 compares features of mobile software we reviewed.

Table 1. Comparison of Features in Mobile Software.

Mobile Software 
Custom 
Content 

Control 
Remotely 

Audio Pictures 

Where’s my Water? 

Shape Builder 

iWriteWords 

Little Speller Site Words 

Rocket Speller 

Emotions 

Actions 

Social Stories 

iCanLearn 
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3 iCanLearn – A Mobile Application

iCanLearn is a flashcard educational app that allows users to create their own flash
cards with text, pictures, and audio. The uniqueness of iCanLearn lies in the ability to
connect multiple devices in a teacher-learner relationship over a Wi-Fi network.

3.1 Features and Design

The features and challenges in the process of development of the app are described
below.

Appearance and Text. The design theme for iCanLearn is simple and uncluttered. A
sentence case with sans serif font was selected for ease of reading.

Navigation. Navigating the transition from screen to screen is accomplished by a
visual flip with 3-D animation. The storyboard feature of Xcode was helpful in laying
out the screens and managing transitions between them (see Fig. 1).

Images. Implementing pictures was difficult due to trouble with the storage and
retrieval of the images. For example, storing the images in a Core Data, SQLite
database would have a negative effect on the performance of the app, so the images are
written to a disk and a file path is stored as a string in Core Data. Another challenge to
overcome was that the image view components displaying the images in the flashcards
are sized differently depending on the device (iPad, iPhone or iPod touch). Further-
more, cameras and retina displays varies in quality across devices. Therefore, it was
decided to store the image in their original state, and each device will resize it
appropriately for its screen.

Audio. As with the images, we elected to store the audio on the device’s hard drive and
store the file path as a string in Core Data. Most of the audio being recorded was going
to be spoken by users and played back by the tiny speakers of the mobile devices, so

Fig. 1. Storyboard of iCanLearn in XCode.
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quality was not as important as file size and app performance. Therefore, a single
channel, low quality recording with a sample rate of 44.1 kHz was chosen. The audio
capability of the flashcards allows for the recording of the voices of the child’s parents
or teacher. The familiar voices may help children feel comfortable and possibly aid in
their learning the material.

Playback Control. Standard playback symbols were chosen for the playback controls:
triangle for play, square for stop, and circle for record. Buttons with words on them were
not selected as they can cause problems when translating an app into another language.

Sharing Capabilities. The main feature that differentiates iCanLearn from other
flashcard apps [11] is its slide sharing capabilities by connecting two or more devices
over Wi-Fi. Children can have devices running iCanLearn in learner mode and still
receive slides from another device that is running in teacher mode, which can then be
displayed on their screen. iCanLearn is quite versatile and very useful in a classroom
setting. For example, a teacher can make custom flashcards for teaching a variety of
topics to their class, tailored to the specific needs of their children. Some flashcard apps
apply tracking; however, tracking was not integrated into iCanLearn. When this app is
used in the teacher-learner setting, a teacher can decide which slides the student should
and shouldn’t see.

3.2 Using iCanLearn for Social Stories

It is believed that iCanLearn will be a more effective educational tool for children with
ASD if people use it to tell and illustrate social stories. Parents and teachers could
create a category in the app, called Social Story where they could develop personalized
flashcards in that category with pictures, text, and audio that helps tell and illustrate
desired routine as a Social Story. The auditory and visual stimulation can accommodate
multiple learning styles making the tool more effective.

4 Evaluation

4.1 Measures

Since, parenting a child with ASD can be demanding and comes with its unique anxiety
producing stresses [12], using a new technology can be overwhelming for parents. We
wanted to see if using the ‘iCanLearn’ app has any adverse effects on the anxiety being
experienced by parents or not. For this, we used the six-item self-rated short form of the
Spielberg State-Trait Anxiety Inventory (STAI) [13]. To assess the feasibility and
usability of ‘iCanLearn’ app in terms of its features and design considerations, we
created a web-based survey tool.

4.2 Participants and Procedure

Parents of children with ASD for the study were contacted by posting flyers in
newsletters for the local affiliates of the Autism Society. This study was approved by
University’s Institutional Review Board (IRB) and was conducted in two parts. For the
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web-based pre-survey, participants were told to think about a situation where they were
trying to teach a certain activity to their child. They were asked to self-rate themselves
for anxiety levels and were given instructions on how to install ‘iCanLearn’ on their
Apple devices. They were advised to use the app for next two weeks. At the end of two
weeks, they were provided a post-survey link. Post-survey had 3 parts: (1) self eval-
uation for measuring the anxiety level, (2) mobile application evaluation (16 items) and
(3) demographic questionnaire (8 items). Each participant was given an Amazon.com
gift card worth $15 after the completion of post-survey.

4.3 Results and Discussion

The evaluation of the app has its limitation in small sample size. For the initial survey,
there were 20 participants and 5 of these also completed the post-survey questionnaire.
The average anxiety score of participants during pre-study was 13.4 and during post-
study was 10.8 (high score indicates more anxiety). All the participants agreed that how
the app is easy to use for parents as well as their children (average score on ‘ease of
use’ being 3.6/4). The users’ range of topics for the social stories and flashcards, as well
as the comment about not needing an in person demonstration of how to use the app
validates the acceptability and feasibility of the app. Below is a parent’s feedback in
his/her own words:

“…I made a set for washing dishes, 6 steps. It took about 5 minutes to build it, SO easy, and
fun! You just snap a picture, record your instruction, and give it a title. It could not be any
easier. I love it!”

One participant commented that there was no instruction that the participant should
have numerically labeled each slide in order to keep slides in correct sequence.

5 Conclusion

This paper describes the design, implementation, and evaluation of iCanLearn, a mobile
flashcard application that can also be used for creating social stories for children with
ASDs. Mobile computing is useful in the education of children with ASDs. An evaluation
of the iCanLearn flashcard application suggested that the app has good acceptability and
feasibility for a small sample of intended users. The app did not adversely affect the
anxiety level of caregivers in this study. Thus there is real potential that iCanLearn could
have a broad impact on our society by simplifying the process of custom creation of social
stories that will improve the way we conduct autism interventions and education. Future
developments that will improve the app include allowing devices to connect without
Wi-Fi and allowing people to draw pictures instead of taking them.

References

1. Baio, J.: Prevalence of Autism Spectrum Disorders Among Children Aged 8 Years: Autism
and Developmental Disabilities Monitoring Network, 11 Sites, United States, 2010.
Morbidity and Mortality Weekly Report. Surveillance Summaries, Centers for Disease
Control and Prevention, 63 (2014)

iCanLearn: A Mobile Application for Creating Flashcards 229



2. American Psychiatric Association: Diagnostic and Statistical Manual of Mental Disorders
(DSM-5™), 5th edn. American Psychiatric Publishing, Arlington (2013)

3. Kagohara, D.M., van der Meer, L., Ramdoss, S., et al.: Using iPods® and iPads® in teaching
programs for individuals with developmental disabilities: a systematic review. Res. Dev.
Disabil. 34, 147–156 (2013)

4. Gray, C.A.: Social stories and comic strip conversations with students with Asperger
syndrome and high-functioning autism. In: Schopler, E., Mesibov, G.B., Kunce, L.J. (eds.)
Anonymous Asperger Syndrome or High-Functioning Autism?, pp. 167–198. Springer,
New York (1998)

5. Ozdemir, S.: The effectiveness of social stories on decreasing disruptive behaviors of
children with autism: three case studies. J. Autism Dev. Disord. 38, 1689–1696 (2008)

6. Dawe, M.: Desperately seeking simplicity: how young adults with cognitive disabilities and
their families adopt assistive technologies. In: Proceedings of the SIGCHI Conference on
Human Factors in Computing Systems, pp. 1143–1152 (2006)

7. Peters, K.: M-learning: positioning educators for a mobile, connected future. In: Ally, M. (ed.)
Mobile Learning, p. 113. AU Press, Edmonton (2009)

8. Yee, H.S.S.: Mobile technology for children with autism spectrum disorder: major trends
and issues. In: IEEE Symposium on E-learning, E-Management and E-Services, pp. 1–5
(2012)

9. Erbey, R., McLaughlin, T., Derby, K.M., et al.: The effects of using flashcards with reading
racetrack to teach letter sounds, sight words, and math facts to elementary students with
learning disabilities. Int. Electron. J. Elementary Educ. 3, 213–226 (2011)

10. App Store Downloads on iTunes. https://itunes.apple.com/us/genre/ios/id36
11. Flashcard Apps. http://www.flashcardapps.info/
12. Sharpley, C.F., Bitsika, V., Efremidis, B.: Influence of gender, parental health, and perceived

expertise of assistance upon stress, anxiety and depression among parents of children with
autism. J. Intellect. Dev. Disabil. 22, 19–28 (1997)

13. Marteau, T.M., Bekker, H.: The development of a six-item short-form of the state scale of
the Spielberger State—Trait Anxiety Inventory (STAI). British J. Clin. Psychol. 31, 301–
306 (1992)

230 A. Zaffke et al.

https://itunes.apple.com/us/genre/ios/id36
http://www.<LIG>fl</LIG>ashcardapps.info/


A Comparison Between Ambient Assisted
Living Systems

Molham Darwish1(&), Eric Senn2, Christophe Lohr1,
and Yvon Kermarrec1

1 Ecole Nationale Supérieure des Télécommunications de Bretagne,
Technopôle Brest-Iroise, CS 83818, 29238 Brest Cedex 3, France

{molham.darwish,christophe.lohr,

yvon.kermarrec}@telecom-bretagne.eu
2 Lab-STICC (CNRS), Centre de Recherche, European University of Brittany,

Université de Bretagne-Sud, BP 92116, 56231 Lorient Cedex, France
eric.senn@univ-ubs.fr

Abstract. The growing number of older people emerges the need to consider
autonomy concerns for those people and their need for intensive care. Plenty of
researches, such as those in the domain of Ambient Assisted Living Systems,
have been carried out to create enhanced conditions for older people and people
with disabilities, based on providing ICT solutions that enhance the well-being
of elderly people and provide them with well independent daily living. This
paper discusses how the efficiency for AAL solutions is achieved, through the
identification and introduction of different essential requirements that should be
realized to meet the objectives of ALL systems towards their various users,
including family members and caregivers. Set of systems has been introduced
with their solutions and architectures, to reach the main goal of this work, by
evaluating these systems based on the proposed requirements, whether they
meet the requirements, by studying system functionalities.

Keywords: Ambient assisted living � Interoperability � Adaptability � Recon-
figuration � Distributed access points

1 Introduction

The growing number of older people [1] will cause considerable issues for most
European countries, since these aging people are living alone and need intensive care.
Various researches such as Ambient Assisted living (AAL) systems have been carried
out to create improved medication adherence for older people as well as people with
disabilities [2] through the use of information and communication technology.
Therefore, in order to accomplish their objectives, the solutions which are provided by
these systems should have specific features that increase systems efficiency towards
user expectations. These features could, for instance, provide cost effective solutions
with the consideration of user needs involvement, and privacy, as well as considering
the participating of all related users, such as caregivers, family members and medical
staffs, in the utilization of the system [3].
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The contribution in this work is to identify a set of crucial features for Ambient
Assisted Living systems to increase the idealism of these systems towards user needs
and expectations, and surveying various projects to investigate what features they
maintain in their functionalities.

This paper is organized as follows. Section 2 defines the specific features of AAL
systems and introduces the main requirements of an AAL system. Section 3 presents
number of systems that are developed under various programs and approaches, to
provide ambient assisted living services for elderly people and people at home.
Section 4 makes evaluation of the proposed systems in Sect. 4, according to the stated
requirements defined in Sect. 3. The paper make conclusion in Sect. 5.

2 Ambient Assisted Living Systems

Recent years, we are seeing the raise of technologies dedicated to make houses
“intelligent”, by providing different devices and services to people with disabilities
(due to age or disease), which allow a more comfortable life and better safety [4].

Diverse researches, such as the Ambient Assisted Living (AAL) approach, have
been conducted to use the latest technologies and facilities to enhance the well-being
and support the independent living of older people at home, by the use of ICTs to
enable the older persons to live autonomously in their own homes [5] and provide more
efficient and more productive solutions [6]. Services provided by AAL systems can be
categorized into emergency treatment services, autonomy enhancement services as well
as comfort services which significantly improve the quality of life [7]. To develop such
a system, users and deployment environments have number of specificities that should
be considered when a system is developed, to fulfill user requirements [8], as well
deployment environment (living space).

As the AAL systems considered as pervasive software systems [5], different non-
functional requirements need to be considered in any system, Such as [9] adaptability,
interoperability, availability, distributed access points, maintainability, price, accept-
ability, etc. Some of these requirements are specific to home automation support
systems [10], which can summarized as follows:

• Adaptability: The ease with which a system or component can be modified for use
in applications or environments other than those for which it was specifically
designed [11]. Different needs for various users, according to their capabilities and
disabilities, in addition to the evolution of these requirements must be addressed, as
well as the evolution of the living space [12].

• Interoperability: The ability of two or more systems or components to exchange
information and to use the information that has been exchanged [11]. Smart home
environment includes various types of heterogeneous systems and services [13].
The heterogeneity of systems is considered as an essential challenge for the inte-
gration of all devices according to a standard mechanism that makes the hetero-
geneous systems interoperable and “speak the same language” apart from the used
technology [14].
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• Reconfiguration: “A process to perform changes to the system to ensure correct
suitability to the current context. Changes can be made to the software, the hard-
ware, or to both, and are triggered due to either objective changes (adaptively), or to
service failures (fault-tolerance)” [15]. In other words, it is the ability to overcome
the failure of service implementation through the definition of different scenarios
during the design time. Reconfiguration is performed using statically defined
reconfiguration rules in resource descriptions [16], or in a dynamic manner based on
reconfiguration rules generated in execution time.

• Distributed access points: The degree to which a component, including devices,
systems, resources or services, can be used by as many people as possible [19] from
different locations.

3 Overview of AAL Systems

In recent years, the EU has funded different projects promoting independent living for
elderly. As examples of these projects, the project funded by ICT Policy Support
Programme under the Competitiveness and Innovation framework Programme (CIP)
[20] and the Seventh (FP7 -2007-2013) Framework Programmes for Research and
Technological Development [21], and the solutions funded by Ambient Assisted
Living Joint Program (AALJP) [22].

In this paper, four systems have been chosen to be evaluated according to specified
requirements. Choosing of those systems are based on the well documentation provided
with each of them, in addition to the scientific papers related to each system, in which
the provided services are illustrated in details. The four projects are briefly described in
the following sub sections.

3.1 GiraffPlus

GiraffPlus (Jan. 2012–Dec. 2014) is an EU-running project funded by CIP and FP7
[23] in the area of ICT for ageing well. This project deals with enhancing the well-
being of elderly people and extends their independency of living, by the early detection
of possible health problems to decline them and providing services to assist them [24].
The system consists of a network of physiological and environmental sensing devices.
Collected data from these sensors are interpreted by an intelligent system which in turn
prompts alarms or reminders for two kinds of users, the elderly users at home and
related caregivers and health professional. It consists also of telepresence robot, the
Giraff robot, which is controlled over internet by a remote user to move inside the
home, in order to assist elderly users to sustain their social contacts with other users.
Further information about GiraffPlus can be obtained from [25].

3.2 InCASA

“Integrated Network for Completely Assisted Senior citizen’s Autonomy (InCASA)”
(April 2010–September 2012) deals with citizen- centric technologies and public/ private
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services network, to help and protect independent elderly people, prolonging the time they
can live well in their own home by increasing their autonomy and self-confidence [11, 26],
by providing services to monitor health conditions of users when they are at their homes
and providing General Practitioners (GPs) and health professionals with technological
facilities to remotely analyze and control elderlies’ health conditions [27]. Therefore,
InCASA architecture is organized into three main tiers (Front-End, Back-End and
healthcare applications) and is illustrated in [28].

3.3 eCAALYX

The project eCAALYX (2009–2012) (Enhanced Complete Assisted Living Experi-
ment) aims to provide a solution in order to improve the well-being of elderly people at
home and extend their independency for longer periods, by developing home and
outdoors 24/7 health telemonitoring / telehealthcare services for older people, including
those with multiple chronic conditions. The system architecture consists of three main
interconnected subsystems which are Home Subsystem, Mobile Subsystem and
Caretaker Subsystem. This architecture is figured out with more details in [29, 30].

3.4 Danah

This project is one of seven projects that are emerged by the team MOCS in Lab-
STICC laboratory in France. The research area of these projects is particularly “per-
vasive systems to help the handicaps” [10]. The main objective of Danah project (2006)
is to set out the different scientific issues from previous projects to improve the
propositions that have been made [17]. The project proposed a middleware that inte-
grates a process of multilevel reconfiguration of home automation services, in addition
to the topological reconfiguration of paths for the movement of an intelligent wheel-
chair [18]. Danah middleware is based on client-server architecture [10, 15].

4 Evaluation of the Systems

Following the identification of AAL requirements in addition to the introduction of
different AAL projects, this section evaluates the previous projects according to AAL
system requirements which have been introduced in Sect. 2, and Table 1 summarize
this evaluation.

• GiraffPlus is configured to have an important feature that makes the system adaptive
in a way allowing for adding and removing services easily and related sensors that
provide these services [24]. In addition, the system includes not only the users at
home, but also their family members and caregivers who are able to connect and
control Giraff robot, as well as have access through PCs to the information and
activities of the elderly people. This also applied for the medical stuff that are also
can access the system to obtain health measurements [23], so that the system allow
for distributed access points to the services. GiraffPlus system architecture is

234 M. Darwish et al.



designed by integrating a middleware infrastructure that hiding the heterogeneity of
the computational resources used in the living space, since that the services pro-
vided by the system components are developed using different technologies and
connecting with each other using different protocols.

• InCASA system is developed using an architecture that undertake the heterogeneity
of protocols, which are used in the Body Sensor Network and in the Home Sensor
Network [11, 26]. InCASA architecture are realized using four levels of commu-
nication at home and with external users, which give different users the ability to
use the system and interact with it from different locations.

• eCAALYX is performing the provided services depending on a system architecture
that permits customization of the services, which makes these services adaptive to
each user needs including the changing condition of the users at home [30]. The
interoperability between different system components is also underlined, since
eCAALYX builds on “Continua Version One standard and the Broadband Forum
TR-069 CWMP specification” [30]. “Continua” is a defined standard that aim to
develop ICT based healthcare systems following interoperability guidelines [31].

• Danah is considered the reconfiguration of services in case of failure by defining a
set of reconfiguration scenarios in the resource description. The developed mid-
dleware in the system allows deploying Danah in heterogeneous living space,
regardless of the communication technology and used technologies [18].

5 Conclusion

An Ambient Assisted Living system is characterized by its functional and nonfunc-
tional properties that need to be addressed to meet users’ expectations and needs. The
efficiency and effectiveness of a system is achieved when it has as many features as
possible to reach its objectives. The main contribution of this paper is to evaluate
number of Ambient Assisted Living Systems in order to characterize the main features
that these systems have included. By studying different AAL systems according to the
stated requirements, it is outlined that these systems meet the requirements partially.
Thus, the attempt is to propose a system that meets all requirements so that it can be
govern that the system meets all users’ expectations. From this study, it is also stated

Table 1. Evaluation of AAL systems

Adaptability Interoperability Reconfiguration Distributed Access Points

GiraffPlus X X - X

InCASA - X - X

eCAALXY X X - -

Danah - X X -
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that reconfiguration as an essential requirements is not considered systemically in most
AAL systems, even though reconfiguration and failure tolerance in case of error
occurrence, is considered a crucial requirement for systems that deals with health
conditions and assistance such as AAL systems.
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Abstract. Access My Campus is a mobile phone application in development to
make college campuses more accessible to students and visitors. Navigating a
new college environment is a difficult task for anyone who has not fully
explored it. This task is even harder for students and visitors with disabilities,
such as visual impairments. Access My Campus seeks to help these students by
tracking their position through Wi-Fi triangulation and providing information
about classrooms, offices, and other notable landmarks within proximity. Stu-
dents will also be able to plan routes and be actively guided to their destination.

Keywords: Accessibility � Mobile development � In-building navigation �
Wi-Fi triangulation

1 Introduction

Providing smart physical and information access is an essential service to provide to
higher-educational setting. The University of Massachusetts, Boston (UMB) and IBM
have formed a Collaborative Innovation Center to create inclusive societal access
through smarter policy, education and technology. IBM has a storied tradition of
providing an inclusive work environment for our employees so that everyone has
access to the tools and information required to be successful in their work [4]. UMB
has a long standing commitment to supporting students with disabilities, and has
recently introduced new advanced degree programs through their School of Global
Inclusion and Social Development.

Many higher-ed institutions are located in densely populated urban environments or
spread out on sprawling rural or suburban campuses. A typical campus usually
involves a large and diverse population of students, faculty/staff, and visitors, which
can serve as a controlled yet practical research environment for proving out smart
access approaches. UMass Boston, for example, is a vibrant rapidly expanding campus
with 7 buildings—and more on the way—10 parking lots and thousands of people
accessing the campus every day. Traffic congestion and multiple active construction
projects make streamlined navigation to/from/around campus more important than
ever. However, with hundreds of vehicles, bicycles, public transport vehicles connected
by a network of roads and pathways–navigating UMass Boston campus can be chal-
lenging for entire campus community. If the individual is aged or has a physical/
cognitive disability the challenge is even tougher.
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A Smarter Campus transportation strategy can help administrators improve the
campus experience for all–students, faculty, staff, and visitors, and also comply with
accessibility requirements such as Section 508 of the Americans with Disabilities Act
and the UN Convention on the Rights of Persons with Disabilities. Both IBM and
UMB are committed to finding innovative solutions to make our campuses accessible
to everyone. Figure 1 shows a concept for a mobile application to enable faculty, staff,
students, and visitors to locate accessible facilities, efficiently navigate the campus, find
available parking, access real-time shuttle information, and know exactly where to go
in an emergency.

2 Access My Campus Project

The Access My Campus application is being developed using the IBM Worklight
Framework [1] to be deployable on any mobile device platform, allowing for the
application to be available anyone and everyone with a smartphone. Since a smart
phone is a very common accessory in this day and age, utilizing a smartphone prevents
us from needing to burden our target audience with additional equipment.

2.1 Wi-Fi Triangulation

One of the pilot features of the application is the navigation feature, which uses Wi-Fi
triangulation to pinpoint the location of the smartphone in the building. To do this, we

Fig. 1.
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incorporated code from the Rice Wireless Localization Toolkit [2]. Currently, our
method is to collect location signatures every 1.5 yards, mapping small sections or
nodes in each building. The application can then determine which node you are closest
to. Different locations within the building are organized by category, as to whether or
not they are offices, class rooms, or dining facilities. Storing Wi-Fi signature of each
location in the Worklight server, along with annotations describing the location, allows
us to distribute this to the application as new locations are scanned.

2.2 Accessibility

The AMC’s navigation feature is also intended to assist those with visual impairments;
students or visitors who are limited in their ability to travel the campus due to their eye
sight. With the assistance from the Ross Center for Disability Services [3] at the
University of Massachusetts Boston (UMass Boston), we are able to work directly with
a focus group to get immediate feedback to develop accessibility features in the
application.

2.3 Route Planning and Location Information

Combined with the navigation feature, the AMC application will include crowd-
sourced route planning. Users will pick destinations they wish to travel to, such as a
professor’s office, a class room, or the rest room, and the application will provide them
with a route. This route will either be calculated or sampled from routes others have
taken to the same destination. Users will be organized into two groups: trusted users
and general users. Trusted users would be able to submit these paths to the Worklight
server to be used by all users for route planning purposes. Along with path information,
trusted users would be able to annotate locations, providing pictures and textual
information about them.

3 Work in Progress

The AMC application is far from a complete deliverable in its current state. In this
paper we discussed many features which are currently in development. We are mod-
eling the application after a previous work by IBM called Access My City [4], an
application designed for New York City. In the future we hope to further develop these
features to provide the applications to universities and other such educational
institutions.

Our navigation feature is currently too low resolution to accurately navigate narrow
hallway environments. Increase our location scanning resolution from one point per
1.5 yards (5 feet) to roughly one point per foot. There is also a matter of signal noise
when scanning Wi-Fi signals. We will be pursuing noise reduction solutions.

We hope to automate the signature scanning process to allow for quickly profiling
buildings for use with AMC. The current procedure is a manual scanning using a
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prototype of the application, which could take upwards of 8 hours of continuous
scanning to profile a single floor.

Earlier in the paper, we mentioned working with the Ross Center to adapt the
application to users with disabilities. Our cooperation with them in the future will
be active and on-going through the development of this application. We will also be
working with accessible User Interface researchers from IBM Watson to ensure the
application interface meets accessibility standards.

4 Conclusion

Access My Campus is a mobile application designed to help users of all degrees of
ability to navigate college campuses. For this purpose, it uses Wi-Fi triangulation to be
easily deployable in existing college environments. Future development will perfect
this navigation feature and may expand the scope of the application to larger campuses.
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Abstract. The ability to deliver therapeutic healthcare remotely rely-
ing on pervasive computing technologies requires addressing real research
challenges ranging from sensing people and their interactions with the
environment to software abstractions to move data from low-level sig-
nals into representations that are understandable and manipulatable by
domain experts who are not computer scientists. In this position paper,
we inspect the potential for immersive physiotherapy, just one of many
potential application of real smart health. The time is right for deliv-
ering real services for immersive physiotherapy, as many technological
solutions for remote monitoring of patients and their interactions are
ready for prime time. In this paper, we take a critical look at remaining
tasks, to propose novel concepts for data processing and service deliv-
ery of remote physiotherapy applications. We go beyond the obvious
integration tasks to uncover real and tangible research challenges that
are solvable in the near term and, when solved, will make the vision of
immersive physiotherapy possible.

Keywords: Smart health · Middleware · Immersive physiotherapy

1 Introduction

Recent visions of pervasive computing have considered the potential for using
emerging technologies in support of smart health in a variety of ways. Black
et al. [1] envisioned that as pervasive computing develops, there will be an evo-
lution from isolated “smart spaces” to more integrated enterprise environments
where the dream of unconstrained, ubiquitous, pervasive computing will face
the realities of enterprise requirements, market forces, standardization, govern-
ment regulation, security, and privacy. The authors defined pervasive healthcare,
based on pervasive computing, as the conceptual system of providing healthcare
to anyone, at anytime, and anywhere by removing the restraints of time and loca-
tion while increasing both the coverage and quality of healthcare. Physiotherapy,
or physical therapy, refers to the act of treating disease, pain, or malformations
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of the body through exercise and stimulation rather than through surgery or
medication.

Physiotherapy treatment includes physical examination of joints’ ranges of
motion, muscle length, and muscle power. Given assessments of needs, physio-
therapists advise caregivers and family members on appropriate exercise reg-
imens, however there is no way to ensure that these regimens are correctly
followed or even carried out on a regular basis. Current practice requires fre-
quent manual examinations, coupled with expensive equipment for assessment
and therapy. This approach requires the physical proximity and dedicated atten-
tion of a highly trained physiotherapist, potentially making insufficient use of
his skills and expertise. Furthermore it necessitates transportation of the patient
(who is often elderly) from his home or nursing home to the hospital for each
visit or for the therapist to perform services in the home.

Given the increasing availability of pervasive computing technologies, patients
implicitly find themselves immersed in environments capable of supporting com-
plicated physiotherapy routines in a transparent and natural way that encour-
ages the patient’s interaction with both the physical and digital environments.
Briefly, our vision of pervasive computing assisted physiotherapy is one in which
a patient can follow a prescribed exercise and physiotherapy regimen at any-
time and in any place while being monitored and guided by digitally augmented
physical objects embedded in their natural spaces. Therapists can be provided
detailed dynamic and adaptive regimens and can monitor their patients’ pro-
gresses and capabilities at a very fine grain. In this paper, we describe this
vision, novel concepts on architectural and middleware design and identify key
research challenges that exist in making it a reality. At a high level, our identified
research challenges fall in the following categories:

– Augmenting the environment. Realizing the vision of immersive phys-
iotherapy includes ensuring that the physical and digital environments are
connected through sensing and actuation. Objects must be embedded with
the ability to capture physiotherapeutic measures, and the algorithms and
protocols that calibrate, sense, aggregate, and communication environmental
data must support relevant physiotherapy data.

– Defining regimens. Therapists must be able to define physiotherapy polices,
which requires a detailed representation of the physical objects in the immer-
sive environment, their therapeutic capabilities, and their ability to measure
their own interactive physical aspects. This representation must be abstracted
to a level of understanding that matches the therapist’s ability to define a ther-
apy regimen, and the policies must feed back into the immersive environment’s
smart objects and the patient’s interactions with them.

– Middleware for delegation and integration. The heterogeneity of
patients’ immersive environments, the distribution of therapists, patients, and
their smart objects, and the vast quantities of information generated require
a set of abstractions embodied in a middleware that coordinates the right
amount of information to the right components or users at the right time.

– User interfaces. Building on the wealth of research that exists in interactive
interfaces with digitally augmented objects, immersive physiotherapy requires
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interactive constructs tailored to the therapy domain, which include the ability
to give instructions on physical movements and to provide a wealth of feed-
back, including tactile feedback, using metrics of those physical movements.

The advancement of sensing, computing and communication technology and
the omnipresence of smart devices in our everyday space can bring this vision
of immersive physiotherapy to millions of users in their home environments. In
particular, an immersive physiotherapy system can act as a virtual doctor who
follows and monitors patients through their routine everyday tasks in their nat-
ural spaces. In this position paper, we explore how pervasive computing research
can help to make this vision a reality and expand on these fundamental research
challenges. A framework that supports this vision of immersive physiotherapy
has other obvious potential use cases and benefits, for example as a fitness
monitor [2] and assistant [5] or as an assistant in working with special needs
children [4].

2 Research Challenges

The challenges in realizing the vision of immersive physiotherapy as we have
described it are many. Several of the challenges, especially those related to
resource discovery and network infrastructure (e.g., related to cloudlets) have
been addressed or are the focus of significant other efforts. In this section, we
highlight challenges that are inherent to the pervasive physiotherapy and their
integration with other existing advancements. Specifically, we focus on chal-
lenges in four categories: (i) augmenting the environment; (ii) defining regi-
mens; (iii) middleware for delegation and integration; and (iv) user interfaces.
This vision also demands real interdisciplinary collaboration between engineers
and clinicians to understand the various requirements and their impacts from a
medical perspective.

2.1 Augmenting the Environment

Immersive physiotherapy is a true pervasive computing application in which the
physical and digital worlds are inherently intertwined. People, the environment,
and objects in that environment are all actors in the application and must all
be augmented with devices that can sense and actuate.

One of the crucial related challenges relates to sensor placement and calibra-
tion. This has to include managing sensor signal variations due to the ambient
conditions, including the nature of surrounding materials (e.g., clothing, skin,
walls). However, extracting meaningful semantics from sensor data requires a
mapping from signals to semantics, which may itself be dependent on a wide
variety of context components. Manual calibration of these myriad sensors in the
wide potential environments is, in the best case tedious and likely impossible.
Therefore immersive physiotherapy demands in situ and on-going autonomous
sensor calibration wherein individual sensor-specific calibration functions and
parameters are learned while the application is live. Redundancy in sensing and
actuation devices can aid in this process.
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Further, these sensor networks integrated with the body, the environment,
and objects in the environment present challenges in how to stream data from
multiple sensor devices and synchronize those multiple sensor data streams
simultaneously. For capturing fine grained human body movement, it may be
necessary to transmit raw sensor data at high update rates [8]. This may deplete
the battery power of the devices quickly and increases the challenges of sup-
porting multiple sensing devices simultaneously. Alternatively, we must explore
processing the sensor data locally on each device or on small clusters of devices
and transmitting estimated features at a lower frequency. To perform in-network
data processing and feature extraction, it is necessary to design a low complex-
ity filtering algorithms suitable for these low powered devices and potentially
tailored to the physiotherapy/fitness domain.

Traditional human motion capture technologies implicitly assume that
movement of different segments of the body are independent and estimate their
movement separately; therefore, the estimated motions often contain serious dis-
tortion [9]. To solve such distortion problems, algorithms must explicitly con-
sider the skeleto-muscular structure of the human body. The degrees of freedom
for any segment and the parameters to represent movement should be selected
according to this structure. As a single example, the human body movement
can be captured using angular velocities from gyroscopes and accelerations from
accelerometers sensor. The collected acceleration and angular rate information
can be fused by a Kalman filter [10] to reconstruct orientations of body segments
in real time.

2.2 Defining Regimens

Therapists are not computer scientists. A high-level understanding of sensing and
actuation must be enough for them to define complex regimens that can incor-
porate high degrees of expressiveness from the available sensors and actuators
without requiring low-level sensor/actuator programming skills or even under-
standings. This has ramifications in two directions: (i) the level of abstraction
with which users think about information in the immersive physiotherapy envi-
ronment and (ii) the language and interfaces therapists, doctors, and caregivers
use to get information out of the system and to define complex regimens.

In the first case, users of the immersive physiotherapy system think about
high level pieces of information that are, at times, greatly distant from the
low-level data that sensors acquire about the environment. What is required
in these instances are mappings from these high-level specifications to the low-
level sensors and actuators in the environment [6]. Such mappings should be
automatic and transparent to the users.

In the latter case, what is necessary for the end user is an intuitive way
to interact with a policy specification engine. Our previous work has looked at
intuitive interfaces that build on web-programming techniques to provide natural
ways for users to connect sensors and actuators in their environments [3]. For the
immersive physiotherapy environment, what is needed is an additional layer of
abstraction that frames these connections in terms of exercises and activities a
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patient can do given the available capabilities of the objects and the environment
and the target state of therapy, whose progress is measured by the sensors.

2.3 Middleware for Delegation and Integration

The immersive physiotherapy environment will consist of a variety of wire-
less sensor devices which constitute the BSN, ESN and OSN. These devices
will be highly heterogeneous, and the variability in a given deployment will
be unpredictable. Given the availability of sensors to collect information about
the environment and actuators to provide interaction, particular attention must
be focused on selecting the right set of devices, given the defined regimen(s), the
user and network requirements (e.g., on energy and communication costs), and
the available capabilities. We have applied model-based regression techniques
to select the most appropriate set of sensors to meet specified fidelity require-
ments for a high-level sensing task [6]; such approaches must be extended to also
consider actuation and the joint optimization of competing regimens.

Different algorithms need to be evaluated and integrated into a middleware
system that spans the immersive physiotherapy architecture, ranging from sensor
information processing, data fusion, classification and clustering, human skeleton
structure modeling, forward kinematic analysis, motion recognition, exercises
assessment, etc.

Perhaps most importantly, delegation mechanisms must be designed that
monitor the context and choose the best set of infrastructure components to
meet the required tasks given the available resources. For example, if the patient
is away from his home, the middleware must decide how to allocate processing
capabilities to available cloudlets given the user’s requirements for processing,
dynamics, and data privacy. These aspects must be traded off against the need
to seamlessly monitor the patient’s interactions with his environments. Similar
problems have been tackled in choosing the right sets of network interfaces for
a task [7]; we will focus on extending these ideas to consider the context of
processing in addition to network interfaces.

2.4 User Interfaces

An immersive physiotherapy or fitness system must be intuitive to use. It is
inevitable that, to capture users’ spontaneous interactions with different devices
and sensors present in the surrounding environment, it is necessary to employ
advanced gesture and natural interaction recognition. We do not want users to
have to learn to interact with the environment and the therapy objects; we want
the environment and the objects to learn how the user interacts with them. For
example, time series algorithms such as dynamic time warping may be useful
in measuring and learning the similarities between two time series of sensor
readings for comparing them and drawing conclusions.

In addition, the points at which the patient and caregiver interact with the
system must be user friendly and attractive. The system should be designed to
inherently motivate normal users to follow their regimens without being insult-
ing or annoying and without requiring constant guidance from the therapist.
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The displays may need to incorporate three-dimensional graphics for rendering
aspects of the therapy regimen. In addition, relying on elements of the environ-
ment, including objects in the environment to serve as part of the user interface
is important for ensuring continuous and correct interactions between the patient
and his therapeutic environment.

3 Conclusion

Our vision of immersive monitoring of individuals’ health and wellness, specifi-
cally, in this paper, as it pertains to physiotherapy is an essential component of
the vision of future home-based healthcare. While we have maintained a focus
on the use of remote monitoring for supporting physiotherapy, many other appli-
cation domains share a very similar structure and purpose. Clearly, monitoring
the fitness of generally healthy individuals and the manner in which their daily
activities support a specified fitness plan is quite similar, although potentially
without some of the detailed monitoring and timing constraints necessary for
physiotherapy. The same notions of instrumenting the environment, measuring
the user’s interactions with that environment, and using elements of the environ-
ment to motivate behavior are the same. Recent work has also looked at how to
use pervasive computing to assess, motivate, and reach special needs children [4];
this infrastructure, when targeted to the characteristics and activities particular
to a specific need can be used to support in situ monitoring of these children,
which will lead to more natural interactions and information.
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Abstract. Within medical applications there are two main types of information
design; paper-based and digital information. As technology is ever changing,
healthcare is continually being transitioned from traditional paper documents to
digital and online resources. This paper presents the findings of a study
involving 26 participants who are familiar with Activity of Daily Living charts,
and used three scenarios requiring them to complete both a paper ADL and a
digital ADL. An evaluation was undertaken to discover if there were any
‘human errors’ in completing the paper ADL and also looked for similarities/
differences through using the digital ADL. We also analyzed the variability of
the decisions made by all subjects. Results illustrate that 22 participants agreed
that the digital ADL is better, if not the same as a paper based ADL. Further
positives include the added benefit of the digital ADL being easy to use and also
that the final calculation is done automatically.

Keywords: Activity of Daily Living � ADL � Digital

1 Introduction

There are currently two main types of information design within medical applications;
paper based and digital information. Most hospital records, medicine charts, health and
wellness charts and patient records are still predominantly paper based and are therefore
prone to “human error” [1]. In order to investigate the design for reducing the amount of
human error, comparisons and evaluations will take place between paper based charts
and the same charts in digital format. This study therefore aims evaluate the usability of
the Barthel ADL in paper format and then reproduced the same ADL digitally.

The paper based chart used for the study is the Barthel Index [2]. The Barthel Index
Activity of Daily Living (ADL) essentially measures the functional disability of an
individual through calculating their performance in 10 activities of daily living [3].
These activities are; mobility indoors, transfers, stairs, toilet use, bladder, bowels,
bathing, grooming, dressing and feeding [4]. A therapist would score each activity
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based on assessing the individual. The total calculation is out of 20 and the higher the
score, the more independent the individual is in various aspects of daily living. Specific
activities of daily living, such as household chores, gardening, stair climbing, walking
and cycling are now acknowledged as a major health resource, and activity encouraged
by both health professionals and the government [5]. With the population living far
longer than their ancestors, it is important that elderly people can continue to live a
healthy and independent life as possible [6]. Therefore, it is important to create and
design tools that offer the best method of recommended care to each individual under
assessment of an ADL.

2 Related Work

The Patient Competency Rating Scale (PCRS) has the primary purpose to evaluate self-
awareness following traumatic brain injury [7]. The PCRS is a 30-item self-report
evaluation tool which involves the subject using a 5-point Likert scale to rate their level
of difficulty in a range of tasks and activities. The subject’s replies are compared to
those of a relative or therapist who scores the subject on the identical tasks. Impaired
self-awareness may be incidental from variation between the two scores, such that the
subject overrates their abilities compared to the other informant [7]. Additionally,
the Katz Index of Independence in Activities of Daily Living, frequently referred to
as the Katz ADL, is the most appropriate evaluation tool to assess functional status as a
measurement of the subject’s ability to carry out activities of daily living indepen-
dently. Clinicians typically use the assessment to spot issues in performing activities of
daily living and to structure care as needed [8]. The index ranks capability of per-
forming in the six activities of bathing, dressing, toileting, transferring, continence, and
feeding. Subjects are given a yes/no for independence in each of the six activities.
A score of six illustrates full function, four illustrates moderate impairment, and two or
less indicates severe functional impairment [8].

3 Methods

Web-based tools are becoming common place within society today. They can offer fast,
free services to help with tasks which previously would have required more time and
money to complete [9]. In healthcare specifically, a number of systems have been
developed to help train and educate medical staff. ECGSIM [10] is one such tool that
allows trainees to visualise the effects of a patient having a heart attack, without the
presence of an ill patient in ward. Similarly, Bond et al. [11] have developed a system
that illustrates the effects of electrode misplacement when positioning leads for an ECG
recording. Both of these tools were developed and created freely online, and in essence
can help train medical staff in a safe and simulated environment.

The digital ADL was created as an online platform, as this allows data from a large
group of users to be stored simultaneously [12]. The key advantage of designing the
digital ADL online, is that it does not require any additional ‘extras’ to be bought and
installed. The digital ADL is freely available 24/7 and can run on a desktop PC or a
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handheld tablet device. The development was completed through using Adobe
Dreamweaver and coded in (Hypertext Preprocessor) PHP and (Hypertext Markup
Language) HTML5. In order to allow multiple users to log in and write comments,
PHP session variables were created at the start of the index page [10]. This allows the
reviewer to distinguish between each participants selections as details are sent to a back
end MySQL database for further analysis. The use of HTML5 was for the overall
layout and design of the digital ADL, including the colour scheme and for resizing the
layout for compatibility with smaller devices.

An evaluation of both the digital and paper based ADL was undertaken by 26 final
year undergraduate students studying for the degree of BSc (Hons) Occupational
Therapy. The study was granted ethical approval by the research ethics committee and
took place in March 2014 at the University of Ulster. All participants have had prior
experience in working with paper based ADLs, with only one participant having been
exposed to a digital/online ADL whilst on placement. Before commencing the study all
participants were given six documents including; a consent form, three scenarios (two
to be completed online using the digital ADL and one to be completed on paper),
a printed version of the Barthel ADL, an instruction sheet and post study questionnaire.
The study aim was to evaluate the usability of the barthel ADL in paper format and
then reproduced the same ADL digitally in a web browser. The objectives are as
follows:-

1. Discover if the same conclusion/outcome is met from the information presented on
paper and the same information displayed electronically.

2. Discover if clarity/resolution is an issue between the information displayed elec-
tronically and those which are paper based.

3. To investigate if there is a difference of the amount of errors being made through
both reading and writing the details onto the paper based and digital forms.

4. To determine the subjectivity and variance when using the Barthel assessment.

Simulated scenarios were written as vignettes, in that it’s a short, impressionistic scene
that focuses on one moment or gives a particular insight into an idea or setting. The
scenarios presented for interpretation are not being used in any recording that will affect
patient treatment. The group was shown a brief introductory presentation as to what the
research involved and how to use the digital ADL. After participants were given login
credentials, they could start the study. Once logged into the digital ADL, participants
were directed to an initial question page were they answer a series of questions
including gender, age and occupation. The page has been validated ensuring that all
information must be entered before progressing to the digital ADL.

The digital ADL was designed following the paper version of the Barthel Index of
Activities of Daily Living. There are 10 activities and each user must select only one
option for each, based on the scenarios provided. Once the user submitted their
selections, a calculation was displayed along with a recommendation. The recom-
mendation is based on the score/calculation of the digital ADL and varies in scale
between 0–5, 6–10, 11–15 and 16–20. If a user saw a score of four for example, they
would receive the recommendation of, “Individual has great difficulty completing tasks
independently and is already dependant on help for everyday tasks”. Further help and
assistance is required. In comparison, if a user’s calculation returned a total of 16 the
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following recommendation would be displayed. “User is able to complete most tasks
independently, limited further help is required”. The higher the score, the more inde-
pendent the individual is deemed capable.

After the user completed the digital ADL using the first scenario, they were
prompted to return to the same page for the final time. They would then complete the
second simulated scenario through the digital ADL before filling out a paper based
Barthel ADL using the third and final scenario.

4 Results

Results indicate that overall, there was a lot of subjectivity and variation between
participants in each of the three scenarios. The first scenario (completed online) as
shown in Fig. 1, illustrates a highest calculation of 8/20 whilst at the lower end of a
scale a total of 2/20 (range = 6). The second scenario as depicted in Fig. 2, demon-
strates a maximum calculation of 19/20 and a lowest total of 10/20 (range = 9).

The third and final scenario was completed by all participants on paper. This is the
method that all participants are familiar with and would have been taught how to score
and interpret the various activities of the Barthel index throughout the degree program.
The maximum calculation was 19/20 and the lowest was 13/20 (range = 6). The total
calculation from scenario 3 demonstrates fluctuating results from each participant.
Overall, three participants scored 19, eight scored 18, two scored 17, eight scored 16,
two scored 15, one scored 14 and one scored 13. The mean for scenario 3 is 17, the
standard deviation is 1.58 and the variance is 2.5.

Upon completion of the study, participants were invited to complete a post study
questionnaire, answering a series of questions and invited to leave any other comments
or suggestions. Analysis shows that 26 participants took part in the study, however
only 25 returned the paper based ADL. There were 25 females and 1 male in the study

Participant ID

Total 
calculation

Fig. 1. The total calculation from scenario 1 illustrates a range of results from each of the
participants. Overall, one participant scored eight, three participants scored seven, two
participants scored six, eight participants scored five and four respectively, three participants
scored three and one participant scored two. The mean is 4.76, the standard deviation is 1.42 and
the variance is 2.
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group, with ages between 22–45 years old. Seven participants agreed that using the
digital ADL is better than on paper, 15 agreed that the ADL form is the same as on
paper and four agreed that the ADL is not as good as on paper.

Further feedback indicates that participants liked how the total calculation was done
automatically at the end of the ADL, rather than having to calculate the figure man-
ually. Additionally when looking at the paper based scenarios, results show that 10/25
participants had made errors; either by miscalculating the total, or changing their
original score for various activities. Participants agreed that the digital ADL makes it
easier to change options, rather than simply scoring out on paper, which can look
unprofessional. Furthermore, participants felt that by using the digital ADL it benefited
the environment with less paper work to print out and photocopy; as well as taking less
time to complete. Recommendations included the option of a comment area were
therapists can make additional details/notes, as well as allowing the digital ADL to be
saved and viewed at a later date, which would expedite trend analysis.

5 Conclusion

To conclude, in this study we are aware that the two main types of information design
within medical applications are paper based and electronic. Most hospital records,
medicine charts and patient records are still predominantly paper based and are
therefore prone to “human error” [1]. In light of this, an investigation has taken place
into the design for reducing the amount of human error, between a paper based ADL
and the same ADL created digitally.

The digital ADL was developed as an online platform as this offers the best method
of data capture for a large group of participants all together [3]. The aim of the study
was to evaluate the usability of the barthel ADL in paper format and then reproduce the
same ADL digitally.

Results indicate a wide variance among participants for each activity and each
scenario, respectively. The variability was so significant that we cannot guarantee that

Participant ID

Total 
calculation

Fig. 2. The total calculation from scenario 2 similarly illustrates a wide range of results from
each participant. Overall, two participants scored 19, five scored 18, six scored 17, five scored 16,
one scored 15, one scored 14, two scored 13, two scored 12 and two scored 10. The mean is
15.73, the standard deviation is 2.60 and the variance is 6.76.
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an assessment carried out by a junior healthcare professional would be accurate enough
to facilitate optimal patient care. Participants agreed unanimously (26/26) that the
layout of the digital ADL was easy to follow. Additionally, seven participants agreed
that using the digital ADL is better than on paper and 15 agreed that the ADL form is
the same as on paper. The combined figure of 23/26 indicates that 88 % of participants
felt that the digital ADL was a positive development and was as good if not better than
the ADL printed on paper. Statistically the digital ADL offered a 100 % correction rate
in the total calculation, in comparison to the paper based ADL where it is more
common for users to make mathematical calculation errors.

Future developments would use the feedback from the post study questionnaire to
further enhance the digital ADL. Improvements would include the facility to add a
comment/note section at the bottom of the digital ADL, and offer the functionality to
save and print out the scores. This would enable various therapists and practitioners to
have an identical copy of an individuals results.
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Abstract. The paper describes a prototype Embodied Conversational Agent or
Companion, called CALONIS, for a brain-injured Veteran with severe cognitive
impairment. The CALONIS project is a sub-project of the larger Tampa VA
SmartHome implementation initiative. CALONIS is intended to provide
increased engagement, diversion and assistance beyond the usual mechanisms of
providing assistance through text based prompting and interactions. We hope to
eventually integrate CALONIS fully into the next generation of the Tampa VA
SmartHome in which the SmartHome itself becomes a fully interactive and
intelligent electronic caregiver. The project began with a Wizard-of-Oz version
of CALONIS but even at this early stage we appear to have achieved high levels
of patient engagement as well as in relation to the caregiver. The full CALONIS
prototype is based on the Senior Companion project, originally developed as
part of a large-scale EU project [1].

Keywords: Companion � Artificial agent � Carer � Engagement � Smart home �
Wizard of Oz � Spoken dialogue system

1 Introduction

The paper describes a prototype Embodied Conversational Agent (ECA) or Companion
called CALONIS, (Latin for Roman soldier’s servant) for a brain-injured Veteran with
severe cognitive impairment, who must have 24-hour care and has significant difficulty
engaging with other people, including the spouse. The objective is to see whether
CALONIS is able to provide some form of improved engagement, diversion and
assistance. We also suggest that if CALONIS is able to engage the Veteran there may
be some possibility of using CALONIS as a therapeutic tool and perhaps to supplement
cognitive assessments. The CALONIS project is a sub-project of the Tampa VA
SmartHome (SH) initiative [2, 3] which aims to explore the integration of an intelligent
virtual affective agent into future versions of the SH: a Smart Home that is able to have
a dialogue with a patient and form a relationship. We argue that a conversational
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partner that knows something about the Veteran would increase the likelihood that the
Veteran will engage with the Smart Home. The CALONIS project is an effort to give
the VA SH a personality. Others (e.g. [4]) have discussed the issues concerning long-
term relationships with automated caregivers, usually in the context of the elderly, but
the issues there are not fundamentally different from those we are concerned with here
with our patients.

2 The VA SmartHome

In 2010 the Tampa Polytrauma Transitional Rehabilitation Program (PTRP) began to
integrate advanced tracking technologies throughout the whole facility to develop an
immersive Smart Home environment [2]. The SH utilizes a Gerontechnology model-
based real-time tracking and location-aware system that functions as a ‘cognitive
prosthesis’ [2]. Monitored behaviors include falls, wandering, sustained inactivity,
social isolation, and patient safety (proximity to hazards). The SH uses a Ubisense ultra-
wideband (UWB) Real-time Location System (RTLS). Veterans wear small tags that
function like a radio beacon. Sensors installed throughout the facility pick up the beacon
signals emitted by the tag. The patient’s position is calculated via triangulation methods.
The accuracy of RTLS is between 8 to 16 inches, depending on sensor configuration,
sensor coverage and other environmental factors such as building construction materials
(e.g. steel versus wood frame walls). The system can monitor an unlimited number of
individuals. In 2012 the VA PTRP SH project began to implement the same system into
individual homes, in order to support Veterans with TBI and their caregivers. The
objective of this implementation effort was to reduce caregiver burden and delay
institutionalization for as long as possible. In 2013–2014 the SHs are also being installed
in rural North Florida and South Georgia – primarily to assist elderly Veterans. At the
time of writing four homes are currently operational, two are scheduled for installation
and two more Veterans are being interviewed for selection. All tracking and interaction
data from the PTRP and every home are continuously collected and stored on a centrally
located secure server. The plan is to implement the CALONIS dialogue system within
the next version of the PTRP SH – although not all SHs will have this feature enabled,
depending upon its appropriateness for the Veteran to use CALONIS.

3 Wizard of Oz Experiments

One challenge in deploying ECAs with brain-injury patients is whether they would
accept and engage with the technology. Somewhat similar issues arise in connection
with the use of such technology by the elderly, who may also exhibit some form of
cognitive impairment (see [4]). The Wizard of Oz (WOZ) technique [5] is a widely
used method of studying user experience in the early stages of the development pro-
cess, and is one where the user believes himself to be talking to a computer but is in
fact talking to a person. We decided from the start that the user interface for the
CALONIS system would be based on speech and avatars alone. We implemented this
interface for the WOZ system, using a realistic avatar constructed using the SitePal
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architecture (www.sitepal.com). The animated character is visualized in a browser
window via an embedded Flash object. The text-to-speech capability is provided by a
Nuance (www.nuance.com) engine, using a state-of-the-art voice model.

Following [6], we define engagement as “the process by which individuals in an
interaction start, maintain and end their perceived connection” with the ECA. WOZ
experiments can give us clues mostly about the maintenance part. Considering first the
non-verbal channel, we monitored whether the patient directed his gaze towards the
WOZ, turned away from facing the WOZ, got up, etc. We also considered the length of
each interaction session. Our observations are that the patient was able to sustain
interactions for about 45–60 min with only minimal periods of time when he exhibited
behaviors indicating loss of engagement. For the most part of these sessions the
patient’s gaze was directed intently at the WOZ avatar.

Secondly, verbal communication also provides strong clues to engagement. Prior to
the WOZ experiments we recorded a face-to-face interview with the patient, with
content similar to what we then tested in the first WOZ session. By comparing the two,
we found that the patient responded far better to the WOZ system than when
responding to the same utterances from a person. This was confirmed by the quantity
and quality of answers in response to open-ended questions being greater for the WOZ
than for the same human conversation. The patient’s wife/caregiver said she would like
to have had those conversations with him, as she indicated his responses were beyond
conversational exchanges between the two of them. During one of the WOZ sessions,
and in the wife/caregiver’s hearing, he stated he was not married. This interchange
illustrates the potential ethical problems that may arise when the patient and caregiver
are having separate, not overheard, conversations with an ECA, and the issue of what
should not be reported back from the patient to the caregiver. In addition, it is a project
design requirement that the caregiver finds CALONIS acceptable and not any kind of
interference in the relationship between caregiver and patient.

During the WOZ sessions, the wizard and the patient were located in separate
rooms. An occupational therapist supervised the whole session ensuring that the patient
did not become overly agitated or distressed. The caregiver was also present, to support
Patient X, but was discouraged from making any gestures, or giving any other form of
verbal or non-verbal cues to the patient. The interactions were designed to be both
flexible and structured because we wanted to elicit every opportunity for Patient X to
engage in a free flowing dialogue, much like any two-way conversation between
human beings. Having a scripted dialogue would run the risk of sounding like a therapy
session or interrogation, and would probably lead to disengagement. Therefore we
wanted to make sure that the interaction was as natural as possible. Here is a brief
sample of the WOZ (called Ava) interaction with Patient X when he has agreed to a
game of Twenty Questions:

Ava: Do you think I know who your person is?
Patient X: Do I what? No, you don’t know him.
Ava: Have I heard of your person?
Patient X: I don’t know who you’ve heard of.
Ava: I’ve heard of famous people.
Patient X: Then–
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Ava: Is your person famous?
Patient X: Not really.
Ava: Ah, that’s too bad. I won’t be able to guess your person.
Patient X: Why not? Why not?
Ava: Because I’ve never heard of him. Right?
Patient X: I guess.
Ava: OK, I give up. Who is your person?
Patient X: My dad.

4 The CALONIS System

The CALONIS system, currently under development, is based on a Senior Companion
ECA developed as part of a large-scale EU project [1]. The Senior Companion was
designed as a dialogue system to converse with an older person, eliciting knowledge
from them about their past through the medium of photographs, thereby building a
knowledge-base about the user’s life; it also provided diversion, news, jokes, etc., to
increase its attractiveness as a conversation partner. The Companion was intended as a
partner for a specific individual and not a generic conversation device. Its value was in
the knowledge of its user’s habits, choices and preferences. The technical basis of the
Companion platform, also used in this prototype, included off-the-shelf speech rec-
ognition (ASR) and text-to-speech (TTS), along with an original content extraction
method, based on Information Extraction, and face recognition from photos. In addi-
tion, it used a dialogue management model based on semantic networks in a single
stack, as well as real time access to web information and a semantic web style inference
system. It also had a model of emotion representing the emotional state of the user as a
point in a two-dimensional space corresponding to classical representations of emo-
tional space (e.g. in [7]); however, the emotional state tracking feature was highly
experimental and was not fully tested in the Senior Companion prototype. We refer the
reader to [8] for further details on the architecture and the implementation of the Senior
Companion.

CALONIS is a Companion adapted for a quite specific type of user: a patient with
Traumatic Brain Injury (TBI) with impaired executive functioning, short-term and
long-term memory problems, and difficulty initiating and maintaining conversations.
The purpose of CALONIS is to achieve some level of relationship with the patient, a
“stickiness”, by any means, and to use this to remind them of upcoming appointments
or simple routines such as taking out the trash, brushing their teeth, or calling a friend.
CALONIS is not designed essentially for therapeutic purposes, although early results
indicate the possibility that the system may be beneficial for use as a therapeutic tool.
Engagement is the first essential property of such a system (with reports of some
encouraging first evidence as we noted) since everything else depends on that: useful
assistance in everyday life, as a therapeutic tool and even to supplement cognitive
assessments. If a higher level of engagement can be achieved with CALONIS than with
a human psychologist, this option would then make long and arduous tests more
tolerable and the results more valuable.
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5 Future Work

In the CALONIS prototype we can distinguish immediate goals and possibilities (to be
installed in the current prototype) from longer-term ones. The nature of Patient X
makes certain aspects of computer dialogue management easier than in the standard
case: for example, mixed initiative is hardly necessary since the patient is happy for the
system to monopolize the conversational initiative; he never initiates any topic at all.
Utterance repetition that might lead to boredom is less of an issue with a patient with
impaired short-term memory. At the moment we are testing substitution of the pro-
totype within the WOZ environment – the classic Turing test scenario of substituting a
computer for a person to see if anyone notices – to see if the measures of engagement
shift at the point of substitution. It is clear that an initial study with one patient does not
allow us to generalize, and we do not; indeed, other patients may well have different
cognitive abilities and be able to show conversational initiative, which is the situation
the original Companion was designed for.

We shall also start to deploy the original Companion scenario of discussion of
images of the patient’s past to see if any recall is possible from such conversations with
the system. In the current implementation of CALONIS we show images of the
patient’s family (with written permission from the patient’s spouse). An important
issue here will be the consistency, and possibly truth (as defined by the caregiver) of
the “memories” so elicited, since Patient X will always reply something, even if quite
random, as well as the consequent patient well-being, as defined by his willingness to
continue interacting.

In the longer term, we will incorporate dialogues between the Companion prototype
and the caregiver, although separately and not as three-way dialogues, since the
problems associated with multi-party speech make that impractical. However, the
ability to conduct some form of dialogue with both patient and caregiver is an ideal test
bed for ethical issues of the limits on “cross information” transfer between them. A
more adventurous goal will be the incorporation of a more systematic person-model
within CALONIS, modeling the patient, the caregiver and their respective beliefs about
each other of the kind set out in [9] and which we have implemented in other projects.
A key assumption of such a system is that machine belief is defined by the possibility
of holding alternate belief structures; in that sense an ATM does not have beliefs as it
has only a single possible view of the state of my bank account. This fits closely with
McDermott’s [10] claim that ethical belief is defined (as a necessary feature of machine
agents to be ethical) by the possibility of contemplating alternative courses of action
between which an agent must choose.
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