
Accuracy Versus Novelty and Diversity in
Recommender Systems: A Nonuniform
Random Walk Approach

Georgios Alexandridis, Georgios Siolas and Andreas Stafylopatis

Abstract In this chapter, we focus on recommender systems that are enhanced with
social information in the form of trust statements between their users. The trust
information may be processed in a number of ways, including the random walks in
the social graph, where every step in the walk is chosen almost uniformly at random
from the available choices. Although this strategy yields satisfactory results in terms
of the novelty and the diversity of the produced recommendations, it exhibits poor
accuracy because it does not fully exploit the similarity information among users and
items. Our work tries to model user-to-user and user-to-item relation as a probability
distribution using a novel approach based on Rejection Sampling in order to decide
its next step (biased randomwalk). Some initial results on reference datasets indicate
that a satisfying trade-off among accuracy, novelty, and diversity is achieved.

Keywords Recommender systems · Trust networks ·Non-uniform randomwalks ·
Rejection sampling · Accuracy · Novelty · Diversity

1 Introduction

It is a fact that the emergence of Online Social Networks (OSN) has altered our every-
day experience with the Internet and theWorldWideWeb. A number of new applica-
tion domains have been born, while others, traditional ones, have been enriched. The
latter is the case with the recommender systems (RS), where OSN have leveraged
user experience by allowing amore thorough interaction that surpasses the traditional
user-to-item review.
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Indeed, research in the traditional RS field had come to a relative standstill prior to
the advent of social networks. Although the application of the latter into the former
is still novice, current state-of-the-art research in the field involves the integration
of OSN in one or another form [1, 2]. It could be further argued that the blending
of the two areas has brought about a new research field, that of the socially aware
recommendation.

Social recommender systems (SRS) model and exploit user-to-item and user-to-
user interaction in a plethora of ways [3, 4]. The addition of social information
generally leads to more novel and diverse recommendations. However, this does not
necessarily imply that the recommendations would be accurate altogether; indeed
SRS have to be selective in the volume of information they incorporate. In this
context, random walks on the social graph are fit for this purpose, since they focus
on those subsets of the data that they find useful. For this reason, almost from the
very beginning, they have been a natural choice for researchers in the field and they
have been used in the implementation of widely used and successful systems [5, 6].
It is not only our belief, but also that of the community [7, 8] that randomwalks have
not yet revealed their full potential and that there is still room both for improvements
in existing algorithms and the exploitation of other aspects of the random walks that
are currently unexplored. In continuation of a preliminary work [9], this work tries
to exploit the random walks from a different viewpoint; that of bridging the gap
between recommendation accuracy on the one hand and novelty and diversity on
the other.

2 Social Recommender Systems Based on Trust

Traditional RS can be extended by incorporating the interaction among users into
them. This interaction may take place in a number of ways, the most common of
which is Trust. It is the most simple form of user relation, where a user expresses
his opinion on another user’s behavior. Trust statements could either be binary (i.e.,
trust/distrust) or they may range over a broader set of values (usually in the [0, 1]
interval). It should be noted that trust does not necessarily imply correlation in the
rating behavior [10].

The public release of socially enhanced recommendation datasets, such as the
Filmtrust or the Epinions datasets (Table1) has spurred interest in SRS. Since most
of these datasets disclose trust information among their users, a substantial amount
of the work in the area has evolved around trust-aware RS.

2.1 Trust Aggregation

A common way of processing the trust information of SRS is by aggregation; that
is, to try to build a metric that would accumulate the available trust statements in
the system. An obvious choice would be to consider all the paths that end up to a
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Table 1 Recommender datasets used in the experiments

Filmtrust Epinions

Users 1919 49290

Items 2018 139738

Ratings 33526 664824

Ratings’ density 1.15% 0.01%

Trust statements 1591 487182

Global clustering coefficient 0.0004 0.0002

particular user, in an effort to estimate his or her importance. Such SRS are also called
Reputation Systems and their operation bears resemblance to the way the PageRank
scoring algorithmworks [7]. Although important research has been conducted in this
direction, global trust metrics are not particularly suitable for the recommendation
task. The main reason is that recommendations have to be personalized and in that
sense the reputation of each user could not be constant; it depends on the viewpoint
of each other user.

Local trustmetrics, on the other hand, put the emphasis on each individual user and
depart from him/her in order to explore the network. One of the earliest works in the
field include the gradual trust metric MoleTrust [10] proposed byMassa andAvesani.
The graph is first transformed into an acyclic form (a tree) by removing all loops in it
and then the trust statements are accumulated in a depth-first fashion, starting from
each user, up to each and every other user in the network. The propagation horizon
determines the length of the exploration; themost common forms beingMoleTrust-1,
where only the users that target user trusts are considered, and MoleTrust-2, where
the exploration also includes those trusted by those the target user trusts. If Tut is the
set that includes all users in ut ’s network that have rated item it (which has not been
evaluated by ut yet), then the recommendation value r̂ut ,it is approximated using the
following formula (trust-based collaborative filtering) :

r̂ut ,it = rut +

∑

u∈Tut

tut ,u(ru,it − ru)

∑

u∈Tut

tut ,u
(1)

where rut is the mean of the ratings ut has provided so far and tut ,u the amount of
trust ut places on u.

Another popular gradual trust metric, proposed by Golbeck, is TidalTrust [6].
TidalTrust is different from MoleTrust in the sense that no propagation horizon is
required for the accumulation of trust; instead the shortest path from the target user
to each other user in the network is computed. All paths above a predefined threshold
form the Web of Trust (WOT) for that particular user. If there exists more than one
path between two users, then the one with the biggest value is chosen. If WOTut is
the set that includes those users in ut ’s web of trust network that have rated item it ,
then the recommendation value r̂ut ,it is approximated using the formula (trust-based
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weighted mean):

r̂ut ,it =

∑

u∈Tut

tut ,uru,it

∑

u∈Tut

tut ,u
(2)

2.2 Random Walks

Trust aggregation approaches, however, are impractical in the case of a large OSN,
where a user’s friends, friends-of-friends, etc., could quickly scale to a magnitude of
thousands. For this reason, randomwalks have become a natural choice for researches
in the field of SRS [3, 8]. One of the first works on the subject is the TrustWalker
system [1] which performs simple random walks on the trust graph, by defining
transition and exit probabilities at each step of the walk. Neighbors, however, need
not be chosen uniformly at random; in [2], the graph is initially traversed looking for
the existence of strongly connected components. Then a nonuniform random walk
is performed whose restarting probability depends on whether the currently active
node is a member of a strongly connected component or not.

Randomwalks in the connected components of the graph assume the properties of
Markov Chains (steady-state distribution, irreducibility, etc.). These properties have
been further exploited by researchers as in [4], where a semi-supervised classification
algorithm is applied in order to produce recommendations. The algorithm estimates
the probability of a random walk starting at item y to terminate at the target user and
these probabilities are considered to be markovian variables.

3 Design Aspects and Motivation

Although random walks in trust networks have been studied thoroughly, we believe
there is still room for improvement. We must depart from the simple random walks
that select their next step uniformly (or almost-uniformly) at random and introduce
some bias toward “better” nodes. That is, we should discriminate our neighbors by
increasing the transition probability toward similar users (defined in a recommen-
dation context) and at the same time decreasing the transition probability toward
dissimilar users.

3.1 Measuring Correlation

Unfortunately, trust and similarity are two concepts that do not necessarily coincide in
SRS [10]. In the recommendation domain, two users are considered to be correlated
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(similar) if they rate the same items in the “same” fashion. A number of metrics,
derived from the statistical literature, measure how close two populations, i.e., Ux

and Uy , are. Ux and Uy could be the ratings of user ux ∈ U and uy ∈ U on the same
set of items I .

Statistical correlation has been extensively analyzed in the RS context and it
has been found out that one of the most satisfactory metrics of correlation is the
Pearson Correlation Coefficient [11], especially when the sets Ux and Uy coincide
to a large extent. Unfortunately, this is not always the case in RS, particularly in
sparse datasets. In such cases, other metrics like the Log Likelihood similarity or the
City-Block (Manhattan) similarity yield better results.

3.2 Performing the Random Walk

Theoretically, better recommendations can be achieved if we walk toward more
similar users (compared to selecting them uniformly at random). To further elaborate
on this idea, we might consider the similarity metrics between a user and its direct
neighbors in the trust network as samples of an unknown probability distribution
that measures how close two neighbors actually are in their rating behavior. By
moving toward like-minded neighbors (and not like-minded users as is the case with
collaborative filtering), we increase our chances of getting a correct recommendation.

An obvious choicewould be to pick themost similar neighbor each time.However,
this is not the best strategy mainly because the ratings are not evenly distributed over
all users and items in the dataset but follow a Zipf Law instead; a few users (items)
issue a lot of ratings while most users (items) have only issued a few, belonging in
the long-tail of the distribution. A deterministic algorithm would always pick the
small slice of users and items with the most ratings and would consequently make
recommendations from a restricted set of users, thus having a negative effect on the
novelty and serendipity of the proposed items. Clearly, probabilistic algorithms allow
for better exploration of the available choices contributing to the overall serendipity
of the recommendation process.

The last issue that remains to be resolved is the fact that the target distribution we
would like to sample from still remains unknown. For this reason, we first turn the
similarity metrics into probabilities (by dividing each one with their sum) and then
use an acceptance/rejection sampling algorithm to generate samples from.

4 The Biased Random Walk Algorithm

Our proposed random walk algorithm works in three phases. In the first phase and
for each user, it retrieves from the user database all those users that have at least
one rating in common with him/her (forming the set of the Correlated Neighbors C)
and all those users that are trusted by the target user (forming the set of the Trusted
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Neighbors T ). Contrary to what might have been expected, these two sets are to a
very large extent not overlapping. Therefore, a decision has to be made on which
set of users to follow. A natural strategy would be to sample from each set based on
its relative importance. That is, with a probability PT = |T |

|C|+|T | the next user in the

walk is selected from T and with a probability of PC = 1 − PT = |C|
|C|+|T | from C .

In the first case, the next user is selected uniformly at random from T since the trust
statements are binary. However, this rule does not hold for the second case, as users
are correlated to one another to a different degree. It is this point where rejection
sampling reveals its potential.

4.1 Rejection Sampling

The concept behind Rejection Sampling (or acceptance-rejection algorithm) is to use
an easy-to-sample probability distribution G (x) as an instrument to sample from the
unknown distributionF (x). G (x) is also referred to as the proposal distribution. Let
f (x), g(x) be the respective probability distribution functions. The only prerequisite
of this method is that the support of g(x) dominates the support of f (x) up to a
proportionality constant c. That is, the following inequality must hold true:

f (x) ≤ cg(x), c < ∞,∀x ∈ X (3)

where X denotes the sample space.
Next, a number n is drawn uniformly at random from U (0, 1) along with a

sample xi ∈ X according to G (x) (xi ∼ G (x)). Then the inequality n <
f (xi )

cg(xi )
is

checked for its validity; if it holds, xi is considered to be a valid sample drawn from
f (x), otherwise it is rejected and new samples n, xi are drawn from the respective
distributions.

Our recommendation algorithm performs a Biased Random Walk by applying the
rejection sampling algorithm described earlier in order to decide its next step. For
this reason, it is called Biased RW-RS. The target probability distribution f (x) is
constructed by dividing the similarity between the target user and each of its similar
neighbors with the sum of their similarities. The uniform distribution U (x) is used
as the proposal distribution and c is approximated by ensuring that the inequality
f (x) < cu(x) holds at each point.We then proceed to the rejection sampling method
described in the function RejectionSampling (Fig. 1)

4.2 Terminating the Walk

An important decision to be made is when to stop the random walk. Stopping the
walk early prevents the RS from exploring the user and item space, while stopping the
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Fig. 1 Biased Random Walk Rejection Sampling Algorithm

walk late has the risk of ending up in regions too far away from the target user. Since
in most SRS the ratings’ density is sparse and the global clustering coefficient of the
social graph is very small, a simple probabilistic criterion is employed: with a fixed
probability Pc (at each step), the walk continues and with probability Pt = 1− Pc the
walk terminates (Bernoulli trial). The most widely adopted value for the termination
probability is attributed to the PageRank algorithm [2] and is set at Pt = 0.15.
After the walk termination, user nodes are ranked according to their relevance to the
target user (how often they were visited during the walk) and recommendations are
produced out of the most relevant ones.
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5 Experiments

We have evaluated the performance of the Biased RW-RS algorithm into two differ-
ent datasets. The first one was crawled from the Filmtrust website [12] and contains
33,526 ratings given by 1,919 users on 2,018 items, along with 1,591 trust state-
ments. The second dataset was crawled from the Epinions website [13] and contains
664,824 ratings that 49,290 users have given to 139,738 items along with 487,182
trust statements. Both datasets are extremely sparse and the corresponding trust net-
works are extremely weak, following a Zipf law (Sect. 3). We have also examined
three different correlation metrics as a similarity measure (line 16 of Algorithm1);
Pearson Correlation, Log Likelihood, and Manhattan Distance and we came to the
conclusion that the last one is more suited for the datasets at hand.

5.1 Reference Systems

In order to better estimate the performance of the Biased RW-RS algorithm, we are
presenting a number of reference RS (both traditional and social) and we are having
them evaluated on the two datasets described above.

5.1.1 Baseline Systems

The purpose of the Baseline Systems is to estimate the relative improvements of the
other systems. The Random RS would simply output a (uniformly) random value as
a recommendation to each user, while the Always-Max RS would recommend each
and every item to the target user with the biggest possible value.

5.1.2 Collaborative Filtering and Content-Based Approaches

The simple content-based and collaborative filtering recommendations are produced
according to the widely adopted in the recommender systems’ literature Resnick’s
formula [14]. The predicted rating that a particular target user would have given to a
specific unseen item is determined by two factors: the target user’s average rating on
the other items he/she has evaluated so far and the ratings on the specific item given
by the other users in the dataset:

r̂ut ,it = rut +

|N |∑

i=1
wut ,uc (ruc − ruc,it )

|N |∑

i=1
wut ,uc

(4)
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where ut is the target user and uc ∈ N all of his neighbors with whose the similarity
value wut ,uc can be computed.

5.1.3 Trust-Based Approaches

The trust-based approaches refer to the respective trust aggregation methodologies
outlined in Sect. 2.1 (Eqs. 1 and 2). Especially for the MoleTrust case, the numerical
suffix indicates the maximum propagation horizon.

6 Evaluation Metrics

6.1 Predictive Accuracy

Traditionally, theRSperformance has been evaluated against thePredictive Accuracy
Metrics[11]. Their purpose is to measure how close the predicted value r̂u,i is to a
retained actual rating ru,i . For this reason, the dataset is split into disjoint parts (sets)
one of which is selected as the test set while the others form the training set. In our
experiments, we have used the tenfold cross-validation model and the results on this
category of metrics (Tables2 and 3) are averaged for the 10 runs of the model.

Themost widely adopted predictive accuracy metric is the root mean square error
(RMSE), which is defined over a test set T as:

RMSE =
√
√
√
√ 1

|T |
|T |∑

n=1

(r̂u,i − ru,i )2 (5)

where |T | is the cardinality of the test set.
A similarmetric is themean absolute error (MAE),whichmeasures the difference

between the output of the RS on a given input sample versus its expected value,
averaged over all samples in T :

MAE = 1

|T |
|T |∑

n=1

|r̂u,i − ru,i | (6)

The two aforementioned metrics weight each prediction error the same and there-
fore favor users with more ratings. In order to introduce a trade-off between users
with many ratings and cold-start users, Massa and Avesani [15] proposed the mean
absolute user error which functions exactly likeMAE; the only difference being that
it first calculates the MAE over the ratings of a specific user and then computes the
average of the MAE of all users:
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Table 2 Predictive accuracy metrics: results on all users

Datasets Filmtrust Epinions

Performance metrics RMSE MAE MAUE Coverage (%) RMSE MAE MAUE Coverage (%)

A. Baseline

A.1 Random 1.53 1.25 1.26 100.00 1.94 1.61 1.63 100.00

A.2 Always-Max 1.35 1.00 0.90 100.00 1.57 1.01 0.97 100.00

B. Collaborative
filtering

(All neighbors) 0.88 0.70 0.68 93.65 1.07 0.81 0.82 79.57

C. Content-based
recommendation

(Nearest n items) 0.78 0.60 0.61 72.71 1.37 0.99 1.00 22.92

D. Trust-based
approaches

D.1 MoleTrust-1 0.97 0.73 0.74 18.64 1.23 0.91 0.95 25.58

D.2 MoleTrust-2 0.91 0.70 0.72 24.76 1.16 0.88 0.93 56.52

D.3 MoleTrust-3 0.89 0.69 0.70 27.14 1.12 0.85 0.89 70.89

D.4 TidalTrust 0.96 0.73 0.74 27.86 1.08 0.82 0.83 74.67

E. Our recommender

E.1 Biased RW-RS 0.78 0.61 0.59 92.61 1.07 0.82 0.83 53.43

Table 3 Predictive accuracy metrics: results on cold-start users

Datasets Filmtrust Epinions

Performance
metrics

RMSE MAE MAUE Coverage (%) RMSE MAE MAUE Coverage (%)

A. Baseline

A.1 Random 1.51 1.22 1.22 100.00 2.00 1.67 1.67 100.00

A.2 Always-Max 0.80 0.49 0.51 100.00 1.56 0.94 0.93 100.00

B. Collaborative
filtering

(All neighbors) 0.80 0.64 0.63 82.98 1.09 0.82 0.82 69.46

C. Content-based
recommendation

(Nearest n items) 0.77 0.63 0.64 72.60 1.58 1.09 1.08 9.21

D. Trust-based
approaches

D.1 MoleTrust-1 1.46 1.20 1.02 10.94 1.49 1.09 1.09 7.49

D.2 MoleTrust-2 1.71 1.33 1.08 20.41 1.53 1.17 1.17 24.27

D.3 MoleTrust-3 1.22 0.87 1.33 24.56 1.06 0.82 1.08 76.25

D.4 TidalTrust 1.22 0.87 0.87 26.23 1.11 0.84 0.84 42.00

E. Our
recommender

E.1 Biased RW-RS 0.83 0.62 0.61 76.92 1.1 0.85 0.86 40.29
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MAUE =
1

|M|
∑|M|

u=1 |r̂u,i − ru,i |
N

(7)

where M are each distinct user’s rating and N their overall number in T .
The ratings’ coverage measures the percentage of ratings in the test set for which

the system manages to make a prediction. It should be pointed out that an RS that
exhibits satisfactory results in the statistical accuracy metrics is still considered to
perform poorly if it manages to produce recommendations only for a handful of users
or items. More formally, the rating’s coverage is defined as

Coverage = 100
|TR |
|T | (8)

where |TR | is the cardinality of the set of the items for which the RS produced
recommendations (generally, TR ⊆ T ).

Finally, it should be pointed out that the performance of the RS on the predictive
accuracy metrics has been tested in two different user sets. The first one (Table2)
naturally includes all the users in the dataset while the second (Table3) only includes
the cold-start users; those userswho have provided five ratings or less [15]. Cold-start
users constitute a large portion of the user base of a RS and they could be viewed
as the “newcomers” in the system. Definitely, the RS should be able to propose
meaningful items from the very beginning in order to gain their confidence. Lastly,
for the results presented in Tables2 and 3, the standard deviation for RMSE, MAE,
and MAUE was in the range of 0.01–0.03 for all systems, datasets, and views and in
the 1–2% range for coverage.

6.2 Classification Accuracy

Classification accuracy metrics estimate the quality of the recommendations bymea-
suring how frequently the RS makes good predictions [11]. This category of metrics
is not evaluated on single withheld ratings but rather on a list of recommended items;
for this reason the experimentation protocol has to be modified. Instead of splitting
the whole dataset into disjoint sets, only the ratings of a particular target user are
extracted and split into a training and a test set of a specific size (5 through 25 items
in our experiments). Then, an equally sized list of items is presented to the target
user and evaluated by the protocol. This process is repeated iteratively for all users
and the results are averaged over all runs (Figs. 2 and 3). Since the recommendation
list has to be of at least a certain size in order for the computations to be legitimate,
this protocol cannot be run on the cold-start users alone. The results of the baseline
systems are also not displayed because they have exhibited almost zero performance
on this set of metrics.
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Fig. 2 Classification
accuracy metrics on the
Filmtrust dataset.
a Precision. b Reach.
c Intra-list diversity.
d Popularity-based item
novelty
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Fig. 3 Classification
accuracy metrics on the
Epinions dataset. a Precision.
b Reach. c Intra-list
diversity. d Popularity-based
item novelty
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The most common metric in this category is Precision. It measures the proportion
of the relevant items selected in the list (Nrs) versus the total number of the selected
items (Ns)

Precision = 100
Nrs

Ns
(9)

Alternatively, precision may be viewed as the probability that a selected item is
relevant and it is most commonly expressed as a percentage.

A metric similar to the ratings’ coverage discussed in Sect. 6.1 is Reach, or the
percentage of the users for whom the RS manages to produce recommendations.
Again, a recommender system that exhibits a high precision in its proposals is still
considered to perform poorly if it manages to do so only for a handful of users. More
formally, Reach is defined as

Reach = 100
|UR |
|U | (10)

where |UR | is the cardinality of the set of the users for which the RS produced
recommendations and |U | is the cardinality of the set of users in the system (generally,
UR ⊆ U ).

6.3 Novelty and Diversity

This set of metrics tries to quantify the obviousness and the ordinarity of the recom-
mendations a particular user receives. Generally, commonplace recommendations
are considered to be of low quality even if they are correct in terms of both the
prediction and the classification accuracy [11]. These two metrics are evaluated on
a list of recommended items and for this reason the experimentation protocol of the
previous subsection is applied and the results are displayed on the same set of Figs. 2
and 3

Novelty measures the extent to which an item (or a set of items) is new when com-
pared with those items that have already been consumed by a user (or a community
of users). Several models of item novelty have been proposed in the literature; in our
experiments, we have used the generic popularity-based item novelty [16], which is
defined as

novelty(i) = I (i) = − log2 p(i) (11)

where p(i) is the probability of observing item i ∈ I in the result set. In our case,
we considered this probability to be analogous to the number of ratings this item has
received (|Ri |) proportional to the total number of ratings in the dataset (|R|)

p(i) ∼ |Ri |
|R| (12)
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Diversity, on the other hand, measures how different the items of a recommenda-
tion list are from one another. A list of items that are relevant but very similar to each
other is considered to be very ordinary and thus of low quality. In our experiments,
we have used the Intra-list Diversity metric defined as

diversity(L) = 2

|L|(|L| − 1)

∑

k<n

d(in, ik) (13)

where L is the list of the recommended items, in, ik ∈ L and d(i, j) is an item
distance measure. As we have been using the Manhattan distance measure which
takes values in the [0, 1] interval, the results of the intra-list diversity are normalized
on the percentage scale (Figs. 2 and 3).

7 Results

A first observation is that the Biased RW-RS algorithm is comparable to the collabo-
rative filtering approach in all of the predictive accuracy metrics on the whole users
view, despite being a social method. In general, Social RS exhibit poor behavior on
coverage and this is attributed to the fact that the trust network in both datasets is
very sparse; as a result, their exploration ability is greatly impacted. However, the
Biased RW-RS manages to overcome this difficulty by probabilistically deciding at
each step to either pick a trust neighbor or a similar user. Therefore, it is far superior
in terms of coverage in the Filmtrust dataset and on the average of the SRS in the
Epinions dataset.

Furthermore, for the cold-start users, the Biased RW-RS algorithm is among the
most efficient approaches in the Filmtrust dataset for this special case of users,
clearly outperforming the other social methods, while the performance of the other
RS (traditional and social) deteriorates evidently. Again, in the Epinions dataset, our
algorithm manages to keep a steady performance in terms of the MAE and RMSE
metrics, while at the same time offering an adequate coverage on the ratings of the
test set.

The Biased RW-RS algorithm is the most efficient social method at the precision
metric on both datasets. Although collaborative filtering seems to be slightly better
in the Epinions dataset, it performs very poorly on the reach metric (around 1–2%
on all list sizes), meaning that it is able to produce accurate recommendations only
for a tiny slice of the users. Trust approaches, on the other hand, are able to produce
recommendations for more users; however, these predictions are far from accurate
(precision is less than 5% for all trust metrics on all list sizes on the Epinions
dataset and less than 40% on the Filmtrust dataset) because user correlation is not
taken into account. Another notable observation for the trust approaches is that their
Reach on the Filmtrust dataset is about one-third compared to the Epinions dataset,
even though the trust network of the former dataset is denser than the latter (global
clustering coefficient characteristic of Table1). This phenomenon is attributed to
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the fact that only 38% of the users in the Filmtrust dataset participate in the trust
network, while the same figure for the Epinions dataset is 68%. As a conclusion,
even the smallest user engagement in the trust network is sufficient for the SRS to
make recommendations.

The trust approaches also demonstrate the best results in terms of both the novelty
of the recommendations and the diversity of the items in the recommendation list.
However, this behavior should not be studied independently from Precision; diverse
and novel predictions are of no use if they are not relevant to the user. On the other
hand, correlation-based approaches (item-based and collaborative filtering RS)make
recommendations of items that are very obvious and to a large extent very similar to
one another. For this reason, these systems exhibit very poor novelty, which is also
illustrated in the respective Figs. 2d and 3d.

In all, the results indicate that our systemachieves recommendation accuracy simi-
lar to the traditional collaborative approacheswhile showing better novelty and diver-
sity, due to the incorporation of social aspects in its recommendation mechanism.

8 Conclusion

In this chapter, we have presented a novel approach toward SRS, a random walk
recommender system based on rejection sampling. Our contribution is an algorithm,
Biased RW-RS, which is based on a novel idea in neighborhood selection; it devi-
ates from the standard view of all trust neighbors as equally probable and models
their similarity to the target user as a probability distribution. Since this probability
distribution is unknown for each user, it is approximated by using readily applied
tools from the statistical literature and more specifically of the rejection sampling
algorithm. Generally, the results on the reference datasets are encouraging and in
accordance to our claims.

We are also taking into consideration the fact that our system does not exhibit
a steady performance lead in the Epinions dataset. We attribute this behavior to
the peculiarities of this specific dataset; its greater sparsity and the fact that it is not
domain specific (as opposed to theFilmtrust dataset). Therefore, our algorithm should
be further adapted in the direction of addressing the aforementioned observation.
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