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Abstract With the growth of social networks, significant amount of data is brought
online that can benefit applications of many kinds if being effectively utilized. As a
typical example, Domnigos proposed the concept of viral marketing, which uses the
“word of mouth” marketing technique over virtual networks (Domingos, IEEE Intell
Syst 20:80–82, 2005). Each user is associated with a network value that represents
his/her influence in the network. The network value is used along with other intrinsic
features that represent user shopping behaviors for the selection of a small subset of
most influential users in the network for marketing purpose. However, most existing
viral marketing techniques ignore the dynamic nature of the virtual network where
both the features and the relationship of users may change over time. In this paper,
we develop a novel framework for the selection of users by exploiting the temporal
dynamics of the network. Incorporating temporal dynamics of the network would
assist in selecting an optimal subset of users with the maximum influence over the
network. This paper focuses on developing an algorithm for the selection of the users
to market the product by exploiting the temporal and the structural dynamics of the
network. Extensive experimental results over real-world datasets clearly demonstrate
the effectiveness of the proposed framework.

Keywords Viral marketing · Subset selection · Evolutionary · Network value ·
Influence flow

1 Introduction

The exponential growth of the Internet has transformed theWeb into a virtual world.
As most people in the real world have become a part of this virtual world, their
social experience has also been translated into the Web. The increasing popular-
ity over social network sites, such as Facebook, LiveJournal, and Twitter indicates
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the immense interactions of the users on the Web. The large-scale data resulted
from social interactions over the Web forms a rich information repository that has
the potential to benefit various applications. Marketing is a typical example of such
applications. TraditionalWeb-basedmarketingmechanisms aremore inclined toward
direct marketing, which identifies the most probable customers and then markets the
product or service directly to them. Although direct marketing ensures that market-
ing is delivered directly to potential customers, it is a slow and expensive process
especially when targeting thousands of millions of online users. If the market cannot
be conducted in a timely fashion, valuable business opportunities may get lost.

Different from direct marketing that treats each customer as an isolated entity,
viral marketing regards users as part of a connected network and aims at selecting
a subset of users in the network to market with an ability to influence other mem-
bers of the network [1]. The interactions between users in the network help achieve
this objective via implicit or explicit recommendation. Individual’s actions also con-
tribute toward influencing people around a user. For example, people tend to look at
what others around them are using or buying. A person who has a better understand-
ing of the preference of their friends is more likely to make proper recommendation
on products or services. These behavioral phenomena will further strengthen the
effectiveness of viral marketing. Some recent statistics of social network user behav-
ior provide clear evidence to justify the significant potential of viral marketing. For
example, among all users of the major social network sites (e.g., Facebook, Twitter,
and MySpace), 20% of them share content of the network using the share option [2].
A 2009 research reveals that 32% of the users share promotional offers inside a
private social network [3] whereas 51% of the users click “forward to a friend” in
marketing emails [4].

In social networks, the ability of a user to influence others increases with the
number of connections or interactions with other users in the network. Hence, viral
marketing when implemented properly can grow exponentially. This exponential
growth can be simplified and represented in the form of a pyramid, where users at
every level are influenced by the users in the above level and have the responsibility
to influence the users in the level below. Figure1 represents the influence of viral
marketing in the pyramid form where each user at every level influences two users
in the level below. Hence, the number of users influenced at a particular level can be
determined by 2level−1 and the total number of users influenced by a single user may
be as large as 2level − 1.

Fig. 1 Pyramid flow in viral marketing
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Fig. 2 Network graphs at time t1 and t2

A key limitation with existing viral market solutions is that they neglect the
dynamic nature of the social relationships. As the social relationship changes over
time, the relationship between users on theWeb also changes. In social networks, new
users register and existing users deactivate their accounts over time. The relationship
between users also changes frequently. For example, a user A may be unknown to
user B at time ti , but may become good friend in time t j for some j > i . Furthermore,
the attributes of users can also change over time. For example, a user X’s marital
status might change between two time windows. The effectiveness of the transmis-
sion of knowledge depends upon recording these changes and adjusting accordingly
to adapt to these changes. For example, the left graph in Fig. 2 representing a part
of the social network at time t1. Since there is a path to reach E and D from A, it
is possible to influence E and D by influencing A. However, at time t2, the network
has a changed structure represented by the right graph in Fig. 2. In the new structure,
the link between A and C is lost thereby making it impossible to influencing E from
A and thus requiring C to be influenced separately at time stamp t2. Thus, it is nec-
essary to adapt to the changes in a dynamic network to maximize the influence of
marketing.

In this paper, we propose a novel framework to effectively apply viral marketing
in a dynamic social network.

2 Preliminaries

The selection of users in viral marketing is based on the concept of network value,
where a user with a higher network value has more influence over other users in the
network. The network value is determined by two key factors: the intrinsic value
of a user and the connectivity value of the network. In this section, we detail these
two important factors and then describe some other relevant concepts that are used
throughout the paper.
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Fig. 3 Dense subgroups in the network

The intrinsic value is a normalized score calculated as a composition of various
attributes of a user, which include things like recommendations made in a social
network (e.g., Facebook), messages forwarded in an email system (e.g., Gmail),
and so on. Some specific requirement of products or services may also be helpful
to determine the intrinsic score. For example, the marketing of baby products may
include the attribute of marital status, while marketing of ladies’ perfumes may
include the gender attribute. The activeness of the users in network also adds toward
the calculation of the intrinsic value. The activeness in a social network could be
calculated as the function of number of posts posted per day.

While the intrinsic value measures users’ individual attributes, the connectivity
value measures the network structure as a whole. It is a function of not only how
well the user is connected in the network but also how well his/her neighbors are
connected in the network. To effectively spread the influence in a network, it is
necessary to hit the network from different ends, which is similar to the spread of an
epidemic. The overall network can be usually regarded as a composition of a number
of smaller strongly intraconnected subnetworks. Identification of such subnetworks
and targeting users from each subnetwork is essential for fast spread of influence. As
an example, in Fig. 3, nodes 1, 2, 3, 4 and 9 are strongly intraconnected while nodes
5, 6, 7, and 8 are strongly intraconnected, thereby forming two subnetworks, which
are weakly interconnected. To effectively spread the influence, it would be necessary
to select nodes from both subnetworks.

Another key concept used by the paper is influence flow, which is represented by
a function of the live edges directed toward a user. An edge is regarded as live if its
source is influenced. Thus, the probability of a user to get influenced in a particular
time step is proportional to the number of influenced neighbors. Since the social
network is inherently dynamic, we use subscript t to denote the temporal dynamics.
Let St denotes the subset of users selected from the graphGt at time step t .When there
is a change on the network graph from t − 1 to t , St should be changed accordingly.
However, it is important that St does not deviate too much from the recent past due
to a sudden change in a given time step. This actually is a reasonable expectation
as a sudden change should mostly be due to an existence of some noise (e.g., a user
accidentally removes a friend), which may be fairly common in a highly dynamic
social network environment. Hence, the temporal knowledge obtained between the
time windows provides an evolutionary outlook to system where it remains faithful
to the current time window and not deviates significantly from the history [5].
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3 The Evolutionary User Selection Framework

This section describes the framework for the evolutionary selection of users to
maximize the viral marketing influence. The initial step for the selection of influ-
encers in the network is to determine their network values, which aggregate the
intrinsic values of individual users and the connectivity value of the network. Then a
number of smaller strongly intraconnected subnetworks are identified to enable the
selection of the users in different parts of the network. We adopt a threshold-based
approach to compute the influence flow in the network, where an inactive user (not
influenced) gets influenced by an active user (influenced) if the number of direct
active friends of that user goes beyond the threshold [6]. We introduce a novel evolu-
tionary metric to monitor the influenced users after every time window to determine
the need for the additional selection of users with respect to the change in the graph
in that time window.

3.1 Network Value Calculation

The network value measures a user’s capacity as an influencer in the network rather
than a customer. The network value is determined as a function of intrinsic value
and connectivity, where the former is the composition of various attributes related
to the product or service to market along with other relevant data available from the
network and the latter represents how well a user is connected with other users in
the network.

3.1.1 Intrinsic Value

Intrinsic value (I ) represents how well the user can be associated with a particular
product or service as an influencer for marketing. The base calculation requires the
computation of Feature Mapping and Recommendation Score.

Feature Mapping (M) is used to determine if a particular user can act as an
influencer for a particular product or service. To determine this, every product or
service is represented by a set of attributes and a set of normalized values {Nvk} are
used to represent the strength of the features for that user, where normalization is
used to scale all the required features to the same level. Weights {Wk} are provided
to give different importance to different features as required. More specifically, the
feature mapping M of a user is defined as

M =
∑

k

Wk × Nvk (1)
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Recommendation score (R) represents if a user can be viewed as a good recom-
mender. The recommendation score is calculated based on not only the capability of
the user itself but also his or her friends’ capability of forwarding recommendations
to others. Intuitively, a user with a highly influential friend tends to be influential as
well. Specifically, the recommendation score R of a user is defined as

R = n

N
×

n∑

k=1

rk

T rk
(2)

where n denotes the number of friends that receive recommends from the user, N is
the total number of friends of the user, rk is the recommendations forwarded by the
kth friend, and T rk is the total recommendations received by the kth friend.

Finally, the Intrinsic value Ii of the i th user is calculated as

Ii = (WM × Mi ) + (WR × Ri ) (3)

where WM and WR are weights against feature mapping and recommendation score
of the user, respectively.

3.1.2 Connectivity Value

Connectivity value (C) represents not only on how well a user is connected in the
network but also how his/her friends are connected in the network. It is necessary to
select users whose friends are also well connected in the network to ensure the flow
of influence beyond the secondary level. This is essential to achieve an exponential
growth as illustrated in Sect. 1. Hence, we compute the connectivity value Ci of the
i th user as

Ci =
∑

k∈Si
|Sk |

|Si | (4)

where Si is the set of friends of the i th user.

3.1.3 Network Value

Network Value (Nvi ) of the i th user is computed by aggregating its intrinsic value and
connectivity value. The intrinsic value and the connectivity first normalized before
being aggregated.



Evolutionary Influence Maximization in Viral Marketing 223

Ii = Ii − Imin

Imax − Imin
Ci = Ci − Cmin

Cmax − Cmin
(5)

Nvi = (WI × Ii ) + (WC × Ci ) (6)

where Ii is the normalized intrinsic value, Ci is the normalized connectivity value,
WI and WC are weights against intrinsic and connectivity values, respectively.

3.2 Relationship

Relationships between the users in a network are represented by the edges connecting
those users. Presence of an edge represents the existence of a relation. The strength
of the relation is specified by the edge weight. A positive value shows a relation
favorable for the flow of influence. The calculation of this strength is based on the
information available from the network.

Communication weight (W c) specifies the strength of the relation based on the
amount of communication between the users. It is determined by the sum of the
communication between the two users.

W ci j =
∑

ci j (7)

where ci j represents each communication sent from user i to user j .
Recommendation weight (Wr) represents the trust between the users. The trust

can be positive or negative if the source user recommended or did not recommend
the other user, respectively. This is a very strong relationship factor and also provides
additional knowledge in semi-supervised grouping.

Wri j =
∑

ri j (8)

where ri j represents each recommendation/nonrecommendation of user j by user i .
The weight (Wi j ) of the relation/influence from user i to user j can be calculated

as follows:

Wi j = (W1 × W ci j ) + (W2 × Wri j ) (9)

where W1 and W2 are weights against communication weight and recommendation
weight between the users, respectively.
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Fig. 4 A connected network example

3.3 Group Identification

A network as a whole can be represented as a composition of multiple dense sub-
graphs. These implicit groups have a strong association within the group and a
lesser association between the groups. Dividing the network into such groups can be
attained using graph-partitioning-based clustering algorithms, which identify groups
of nodes that are strongly intraconnected and weakly interconnected. The intracon-
nectivity strength of a group bolsters the spread of influence in that group. Selecting
influential candidates from each group allows attacking the network from different
ends. This approach allows a faster spread of influence by dividing the network into
smaller connected subnetworks.

Classical graph-partitioning-based clustering algorithms typically involve the cal-
culation of the Eigen-decomposition of a graph [7], which has a cost of O(N 3), where
N is the total number of nodes in the graph [8]. Hence, it is computationally infeasible
to directly apply these algorithms to large-scale social graphs. As our goal is not to
precisely identify the clusters of nodes, we propose a fast graph partition algorithm
for group identification based on the concept of connected components. The classical
connected component algorithm uses a breadth-first (or depth-first) search algorithm
to identify the connected subnetworks in a larger network [9]. However, this does
not directly fulfill our requirement of identifying strongly connected groups or sub-
networks in a network. For example, Fig. 4 shows a connected network. Directly
applying the connected component algorithm on this network results in a single
network as all the nodes in the network are connected.

To resolve this issue, we make the following modification of the classical algo-
rithm. Specifically, before running the algorithm, we create an abstract view of the
existing network by ignoring theweak edges. The resulting view is a network (V, E ′)
where V represents the nodes in the original network and E ′ ⊂ E , i.e., subset of
strong edges from the original set E . We use the box plot [10] approach to achieve
outlier robustness when determining the threshold to assign edges into strong or
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Fig. 5 Box plot of edge weights

Fig. 6 Abstract view of the network

weak categories. As shown by the box plot in Fig. 5, the example network has a
mean edge weight of 0.62. Ignoring edges below the mean results in an abstracted
view shown in Fig. 6. Applying the connected component algorithm on this abstract
view gives three distinct subnetworks. The nodes in each subnetwork are connected
by strong edges, which represent a potential to direct an influence flow within that
network. The graph traversal principle guarantees the time complexity to be linear
in the number of nodes of the graph and hence achieves performance with orders
of magnitude better than graph-partitioning clustering algorithms. The connected
component philosophy also assures the identified groups to be internally connected.

Prior knowledge of users may also be leveraged to enhance the grouping process.
For example, it is necessary to group users with close associations together. Close
associations can be represented by coauthorship in the authorship dataset, trust–
distrust in trust-based dataset, and followership in the micro blogging dataset. This
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prior knowledge might not always be conspicuously represented in the network. We
adopt an award-penaltymechanism to incorporate the prior knowledge into the group
identification process:

E ′
i j = Ei j + Ri j Wreward − Pi j Wpenalty (10)

where Ei j denotes the original weight of the edge, Ri j ∈ {0, 1} represents whether
Ei j is a must link (i.e., i and j should be grouped together), Pi j ∈ {0, 1} represents
whether Ei j is a can-not link (i.e., i and j should not be grouped together), Wreward
is the reward weight, and Wpenalty is the penalty weight.

3.4 Influence Flow

The flow of the influence in the network is directed in accord to the threshold-based
model specified by Kleinberg et al. [6]. A user is influenced if its influence value
is higher than the threshold specified. This influence value (Iv) is a function of the
number of influenced neighbors and the strength of the relation.

Iv = f (Ni,
∑

k∈Sie

Wk) (11)

where Ni represents the total number of influenced neighbors, Wk denotes weight
of the kth edge, and Sie represents the set of edges from influenced neighbors.

This function shows the ability of the user to get influenced based on the current
state of the network. This function is represented by two functions viz. f p and fs.
f p is the percentile function of the live edges and fs is the function of the total live
edge strength with respect to the network.

An incoming edge is termed as a live edge if its source is an influenced user and
the destination is not. The function f p represents the percentile strength of the live
edges for a user, i.e., the influence of the live edges with respect to the other incoming
edges for a user

f p =
∑

k∈Sie Wk∑
k∈Se

Wk
(12)

where Sie represents the live edge set. Se denotes the set of all edges for the user, i.e.,
Sie ⊂ Se. Wk represents the weight of the kth edge.

The value of f p is compared with the threshold value θ set in the model. The
selection of θ is based on empirical analysis of the dataset conforming closest to the
natural flow of influence. The other function fs represents the strength of live edges.
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fs =
∑

k∈Sie

(13)

The value from fs is compared with the average incoming edge strength in the
network (Teavg)

Teavg = Me × Te

Tn
(14)

where Me is the current median edge weight in the network, Te represents the total
edges in the network, and Tn denotes the total nodes in the network.

fs > θ and f p > Teavg (15)

The impetus in using these two thresholdmeasures is to give comparable opportunity
for each user to be influenced. The function f p mathematically favors the users
with less number of neighbors, while function fs favors one with large number of
neighbors. The logical combination of these two functions in Eq. (15) provides a
balance to the flow of influence.

3.5 Dealing with Dynamic Changes of the Network

The social network is not static. There are continuous changes like the addition of
new users or deletion of the old ones. These changes include not only the change of
relationship between users but also the attribute change of individual users. Neverthe-
less, these important changes go unrecorded in static graphs, whichmay significantly
affect accuracy of user selection in viral marketing.

As the social network environment is highly dynamic and complete autonomous,
changes should be treated as norms instead of exceptions. Meanwhile, many changes
could be introduced due to various noises (e.g., accidentally adding or removing a
friend). Hence, the framework should be robust enough to overcome the noises
while being able to adapt to the changes. To achieve this dual objective, we propose
to follow the temporal smoothness principle to cope with changes in the network,
which demands the selection of users to respect the current snapshot of the network
while not deviating dramatically from the recent past.

Nv = (1 − α) × Nvhistorical + α × Nvcurrent (16)

Wi j = (1 − α) × Wi jhistorical + α × Wi jcurrent (17)
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Adapting to this dynamic nature of the network is facilitated by growth rate (g).
Growth rate measured at every time step represents the strength of the influence in
the network. This strength is represented as

gt = V it

V ut
(18)

where gt denotes the growth rate in time step t , V it represents the influenced users
in t , and V ut = V − V it representing the noninfluenced users in t with V specifying
the total number of users in the network.

At each time window with the change in the network structure a new provisional
growth rate is calculated against the new potential set of users for the next iteration

g′
t = V i ′t

(V u′
t − V i ′t )

(19)

where g′
t represents the provisional growth rate at time step t with V i ′t representing

the potential list of influenced users and V u′
t is the total number of noninfluenced

users after t .
The potential list is based on the current visible users in the network with the

network value (Nv) near threshold. If g′
t < gt , then the growth rate would potentially

decline in the next window. To counter this we calculate the number of users required
to maintain the growth rate gt .

V d = (gt × (V u′
t − V i ′ − t)) − V i ′t (20)

where V d is the additional number of users required.
We directlymarket the V d best possible users from the network exclusive of V i ′t to

maintain the growth rate. This adaptability ensures the flow of influence maintained
in the continually changing network.

3.6 The Algorithm

The algorithm of the proposed model can be broken down into three distinct blocks
viz. initialization, temporal update, and influence flow. Algorithm 1 represents the
evolutionary marketing function. This function selects the call to initialize or update
the network based on timewindow. Algorithm 2 denotes the initialization block. This
block is called when there is no prior network information or the previous network
information needs to be overwritten with the current network. An existing network
is updated using Algorithm 3. The flow of influence is reevaluated using block 4.
The flow of influence in the network is described by Algorithm 5.
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Algorithm 1 Evolutionary User Selection
function Evolutionary(G ′, w)

Input: The Time window w

Input: The Network Graph update G ′
if w = 1 then

G = G ′
call function InitializeInfluence(G)

else
G = UpdateNetwork(G,G’)
call function EvolutionaryInfluence(G,w)

end if
end function

Algorithm 2 Initialize_Influence
Input: The network graph G
D = φ � direct market list
C = IdentifyGroups(G)

for each c ∈ C do
n = # top users to select from c
if n > 0 then

while i < n do
v = getTop(c, i) � extract i th ranked v

if v is not influenced then
D = D ∪ v

if state of v not visited then
set v state to visiting

end if
end if
i ← i + 1
if i > |c| then

break
end if

end while
end if

end for
V = D � Initialize the visiting list
for each node v ∈ D do

set v as influenced
if state of v is visiting then

add neighbors of v to V
end if

end for
update the potential list P with V using eq (15)
call function InfluenceFlow
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Algorithm 3 Update_Network
function updateNetwork(G, G ′)

Input: The network Graph G(V, E)

Input: The network Graph update G ′(V ′, E ′)
Output: The updated network Graph G

for each v ∈ V ∪V ′ do
if v ∈ V & v ∈ V ′ then

update Nv using eq (16)
else if v ∈ V then

update Nv with Nvcurrent = 0 using eq (16)
else if v ∈ V ′ then

add v to V
end if

end for
for each ei j ∈ E∪E ′ do

if ei j ∈ E & ei j ∈ E ′ then
update Wi j using eq (17)

else if ei j ∈ E then
update Wi j with Wi jcurrent = 0 using eq (17)

else if ei j ∈ E ′ then
add ei j to E

end if
end for

return G
end function

Algorithm 4 Update_Influence
function EvolutionaryInfluence(G,w)

Input: The network Graph G
Input: The time window w

update the potential list P eq (15)
calculate potential growth rate g′ eq (19)
if g′ < g then

calculate additional users V d using eq (20)
directly market V d

end if
call function InfluenceFlow

end function



Evolutionary Influence Maximization in Viral Marketing 231

Algorithm 5 Influence_Flow
function InfluenceFlow

V = φ � visiting list
P = φ � Potential list
T = φ � temp visiting list
while (si ze(V) > 0‖si ze(P) > 0) & (nW 	= true) do � nW =new window availability

for each v ∈ P do
if fs > threshold & f p > threshold then

set v as influenced
end if

end for
update growth rate g using eq (18)
for each v ∈ V do

if state of v not visited then
add v neighbor to T

end if
end for
append V with T
update P with V using eq (15)

end while
end function

4 Experiments

We conduct a set of experiments to assess the effectiveness of the proposed evolu-
tionary user selection framework for viral marketing. For comparative purpose, we
include two nonevolutionary user selection approaches. More specifically, the first
approach, referred to as Non Evol Group, uses the group identification feature, which
allows it to attack the network from different ends by selecting most influential can-
didates from each group. The second approach, referred to as Non Evol No Group,
selects the most influential candidates from the entire network independent of their
group presence. Following the same naming convention, we refer to the proposed
approach as Evol Group. The key metrics we evaluate include the total influences in
the network and the ability to sustain the flow of influence in the network.

4.1 Dataset and Experiment Setup

The experiments are conducted over a real-world dataset collected from large-scale
social network. As the data is collected over a long period of time, the temporal
dynamics are clearly captured by the dataset.
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4.1.1 FriendFeed

The dataset that we have used is awell-knownmicro blogging and social network ser-
vice “FriendFeed” (http://friendfeed.com). The microblogging feature in association
with user’s ability to follow a particular entry (like in well-known Twitter) or “like”
or “comment” on one (like Facebook) provides a vast pool of social data [11]. The
structure of the dataset available comprised of followers, entries, comments, likes,
users, and networks for the date monitored between August 1, 2010 and September
30, 2010. Mining the information based on the contents of the entries and comments
is ignored as it is out of scope for current research work. Current research monitors
the quantitative interaction between the users on the micro blogging service. The
users are represented as the nodes of our graph.

Directed edge is present from user B to user A if

A follows B or
A comments on an entry by B or
A likes an entry of B

These interactions represent the ability of the user B to influence user A directly
or indirectly. The data was processed to ignore orphaned entries and users with no
interactions in the network for our experimental needs. The resulting network was
represented by 22,817 nodes and 303,785 edges. For evolutionary analysis the dataset
between August 1, 2010 and September 30, 2010 was divided into 12 windows, thus
each window representing data for 5days.

Network Value Calculation: Friendfeed provides extensive information on the
social activity of a user. The quantitative information like number of followers, total
entries in the social network, comments made and received, likes made and received
for the entries constitute toward the network value of the user in our graph. These
quantitative measures are represented in a normalized format and incorporated with
the associated weights. This measure provides intuitive information on the activeness
of the user in the network and the overall influence they represent.

Edge Weight Calculation: The edges in our graph exhibit the social relationship
between the users in the network. The number of comments and likes shared between
the users along with the follower information is used to represent this relationship.
The edges representing fellowship are identified as must-link edges. In parallel to
HEP-Th these must-link edges are used in the semi-supervised grouping.

The evolutionary model reads each window at a time in confidence of the evolu-
tionary principles, whereas the nonevolutionary models look at a single snapshot of
aggregated data, there by losing the temporal knowledge. The evolutionary algorithm
updates the graph after each window by conforming to the evolutionary concept of
maintaining the low history cost and representing high snapshot quality [5]. The
nonevolutionary-based algorithms are allowed to run till they converge, i.e., either
influence the entire network or no more influence update available. Keeping with the
scope of this paper, for simplicity the algorithms are allowed to run at three equally
spaced out threshold levels (θ = 0.25, θ = 0.5, θ = 0.75).
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Figure7 shows the total number of users influenced by each model at different
threshold levels θ and Fig. 8 compares the number of iterations the flow persisted
in the network. Both graphs show the supremacy of the evolutionary model over
the nonevolutionary-based model. The evolutionary model influences far more users
than its nonevolutionary counterpart and runs for large number of iterations. This
high performance can be attributed to the capture of the temporal change in the net-
work missed by the nonevolutionary-based models that looked at static aggregates’
snapshot. The large number of iterations provides the confidence of a longer run of
influence as well as larger coverage of the influence in the network.

Fig. 7 FriendFeed-
influenced
users

Fig. 8 FriendFeed-iterations
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This ability to run for a longer period ensures the influence flow kept alive which
is evident from the growth rate representation in Fig. 9. It can be observed that the
growth rate for the nonevolutionary model represents a single spike. The growth rate
increases till it discovers the network from the initial selectionwhereby after reaching
the saturation level the growth rate steadily decreases. In contrast, the growth rate
for the evolutionary model is represented by multiple spikes. The multiple spike
results from the continual learning of the network as the new data comes in at each
time window and self-adjusting the growth rate to keep the influence flowing in
the network, thereby restoring the confidence of the influence flow in the network.
The inability to grow from initial selection could be the result of loss of relational
information in the aggregated graph and improper selection of the users. Figure10
demonstrates a similar analysis for the total users’ influences against the iterations.
The nonevolutionary models grow quickly and reach the saturation level, whereas
the evolutionary model steadily increases in step mode. The step level represents the
knowledge of new data flowing-in for a window. This suggests that the supremacy of
the proposed evolutionary algorithm in influencing the users in coauthorship network
with an assurance of maintaining the flow of influence by adjusting to the incoming
data.

The supremacy of the evolutionary model, specifically in this data, can be con-
tributed to the fact that the data is highly volatile as expected from any social network.
This temporal volatility is successfully captured by evolutionary model as it by-par
outperforms the nonevolutionary model.

4.1.2 HEP-Th

The second dataset we use in our experiments is the HEP-Th dataset. HEP-Th dataset
represents the information on papers in theoretical high-energy physics from arXiv
(www.arxiv.org). The collaboration graph represents the relationship between jour-
nals, papers, and authors as represented in Fig. 11. The structure of this dataset
provides a key feature of coauthorship in a social network. The data captures the
relationship between the authors. The authors are represented as the nodes of net-
work graph. An edge is created from author B to author A if (1) A refers a paper
by author B or (2) A coauthors a paper with author B. These interactions represent
the ability of the author B to influence author A directly or indirectly. The data was
preprocessed to remove missing data and corresponding authors with no connec-
tion to the network were ignored. Authors of the papers not present in the author
list were added with synthetic identifiers. The resulting graph is a close approxi-
mation of the original graph. Amongst the 49 distinct research areas available in
the dataset the experiments were run only with reference to High-Energy Physics,
Atomic Physics, History of Physics, Computational Physics, Numerical Analysis,
and Classical Physics.

Network Value Calculation: The network value of the author in this network is
calculated with reference to (1) Number of papers in the targeted area of influence,
(2) Number of citations received, (3) Total number of downloads in the first 60days,
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Fig. 9 FriendFeed-growth rate against iteration at each θ
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Fig. 10 FriendFeed-influenced against iteration at each θ
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Fig. 11 HEP-Th
schema [12]

Fig. 12 # Influenced users
versus threshold θ

and (4) Total number of papers published. Each factor is normalized based on the
overall network and combined with the corresponding weight.

Edge Weight Calculation: The edges in our graph exhibit the relationships between
authors. The weight of the edges between the nodes in this graph is presented as a
combination of the coauthorship count between the two authors and cites reference
count of node A to node B for an edge directed from node B to node A. The edges
representing coauthorship is termed as must-link edges. Must-link edges are used for
semi-supervised grouping. Similar to the network value calculation, the factors con-
tributing toward the edge weight are normalized based on the network and combined
with the associated weight

Figure12 shows that the evolutionary algorithm outperforms both the nonevolu-
tionary algorithmswith respect to the total number of users influenced at all threshold
levels. The difference in the total users influenced by the group-based nonevolu-
tionary can be directed toward the alteration of the flow based on the change in
the influence threshold level as pointed out earlier. Figure13 demonstrates that the
nonevolutionary model runs over a longer period of time as it learns about the new
data after each window, thereby providing the confidence of a longer run of influ-
ence. Figure14 shows that the growth rate for the nonevolutionary model represents
a single spike. The growth rate increases till it discovers the network from the ini-
tial selection whereby after reaching the saturation level the growth rate steadily
decreases. In contrast, the growth rate for the evolutionary model is represented by
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Fig. 13 # Iterations versus
threshold θ

multiple spikes. Themultiple spike results from the continual learning of the network
as the new data comes in at each time window and self-adjusting the growth rate to
keep the influence flowing in the network, thereby restoring the confidence of the
influence flow in the network. Figure15 demonstrates a similar analysis for the total
users’ influences against the iterations. The marginal gain in total influenced users
of evolutionary over nonevolutionary model can be contributed toward the slowly
changing nature of the network.

4.1.3 Epinion

Epinion is the third and final dataset that we used for our experimental analysis. It
is one of the best known knowledge-sharing sites and termed as a “web of trust”
for its trust relationship-based network. It allows users to post reviews in addition to
rating. Users interact with each other by rating reviews and also by listing reviewers
they trust. The “web of trust” employs the service to present reviews from trusted
users first [13]. The architecture of the service provides information on authorship
of articles, trust/distrust information, and product ratings by users which can be
invaluable for any social network analysis model. For our experiment we captured
the data on this service fromJanuary 2001 toSeptember 2003. For evolutionarymodel
this information was split into buckets of quarters thereby providing 11 windows for
our analysis.

The data was processed to capture the information relevant to the relationship
between the users in the network. The users are represented as the nodes in our cor-
responding graph representationwith the edges symbolizing the relationship between
the users. We represent a strong edge from user A to user B, if user A lies in the
trust list of user B. An edge lies from user A to user B, if user B provides a positive
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Fig. 14 Growth rate versus threshold θ
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Fig. 15 # Influenced user versus threshold θ
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rating to A’s review. A negated edge lies if user B provides a negative rating to A’s
review. This approximate representation of the Epinion service resulted in 158,142
users and 5,053,088 edges.

Network Value Calculation: Epinion signifies trust-based influence information.
This information can be perceived to determine the influence level of an Epinion user.
Knowledge of trust/distrust count along with overall ratings and article counts is uti-
lized to determine the network value of the user. These characteristics are normalized
at the network level and combined with their corresponding weights.

Edge Weight Calculation: The edges provide a trust-based relation. Total ratings
plus the trust/distrust information are used in the calculation of the edge weight. An
edge representing a higher trust level is termed as must-link edge and one with higher
distrust level is termed as can-not link edge. Semi-supervised grouping exploits this
additional information.

Evolutionary model performs better than its comparative model in the total num-
ber of users influenced in different threshold levels as shown in Fig. 16. However,
the nonevolutionary group-based model also performs significantly better than the
greedy model. Approximately 97,000 and 85,000 more users are influenced by evo-
lutionary and nonevolutionary group-based model in contrast to the greedy model.
This huge difference between group- and nongroup-based model can be based on
two possible reasons: (1) The influential nodes being concentrated at one end of the
network thereby obstructing the opportunity to grow, (2) The graph being highly
disconnected thereby reducing the possibility to reach different parts of the network.
The group-based model works well against such cases. Figure17 demonstrates that
the total number of iterations used by evolutionary is higher as compared to the other
models in line with the earlier observations. Growth rate exhibits the same behavior

Fig. 16 # Influenced users
versus threshold θ
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Fig. 17 # Iterations versus
threshold θ

as FriendFeed for all the models as shown in Fig. 18. Figure19 represents the total
number of users influenced after each iteration. Likewise information on the early
saturation of the nonevolutionary-based model and step-based growth of the evolu-
tionary model can be inferred. However, another interesting aspect to capture here
is the large number of users initially influenced for the group-based model as com-
pared to the greedymodel. This is only possible if the network is highly disconnected,
which results in large number of groups and hence the large initial subset.

5 Related Work

The traditional marketing looks at customer as an individual and not as a part of the
society with an ability to influence others. Viral marketing uses the network value of
the users in the network in contrast to the customer value used by the direct marketing
concept [1]. Domingos and Richardson [14] described network value as the compo-
sition of the connectivity of the user in the network and the users ability to influence
other users in the network. The selection of the users can also be supported by the
concept of predictive rating. Domingos and Richardson [15] proposed probabilis-
tic approach similar to predictive rating determination. The model analyzes similar
users liking and actions to determine the feasibility of marketing to a particular user
in analogous to predict rating of the user from the analysis of similar users.

The virtual network for the viral marketing analysis can be represented by graph
with nodes representing the users and edges representing the relationship between
the users. Transaction logs and the event lists provide a large amount of data for
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Fig. 18 Growth rate versus threshold θ
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Fig. 19 # Influenced user versus threshold θ
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analyzing the relationship between the users. Aalst and Song [16] proposed the
concept of process mining in social network analysis to determine the relationship
between the users based on their interactions. The concept makes the use of a triplet
consisting of case, activity, and user. If an event (c1, a1, u1) followed by (c1, a2, u2)
represents an interaction between user u1 and u2 for the case c1. However, if there
is another user u3 who shares the same responsibility as u2 but there is no event of
u3 on the same case following u1’s activity then it depicts that u1 and u2 are closely
bonded in the network as compared to u1 and u3.

A user interacts with only a small subset of the users in the entire network. It is
necessary to identify the dense relationship between different subset of users in the
network. These dense relationships can be represented as a group in the network.
Leskovec et al. [17] analyzed that 77% of the recommendations comes from within
the group. The identification of such groups is necessary to select users from each
group to facilitate the flow of influence in viral marketing. Long et al. [18] proposed a
technique of identifying such groups in a network by addition of a virtual node. This
node represents group features identified from the empirical data. Using Gaussian
similarity, the users in the network that share those features are connected to those
virtual nodes forming a group. Chi et al. [19] proposed a concept for the group identi-
fication using community factorization method. They proposed the method on social
networks like blogosphere where the structural and temporal dynamics of the graph
is different than theWebwith short life time dens subgraph. The factorizationmethod
extracts the communities and their temporal behavior and assists in identifying the
long-term graph structure from a series of short-term graphs.

Previous analyses of the social network for marketing were based on static graphs
with data captured over a period of time. These analyses do not take into account the
temporal changes. Social relationships changewith time,with the addition or removal
of users from the network and change in the relationships between the users. These
changes affect the flow of influence in the network. Thus, integrating the temporal
nature of the graph is of prime importance. Evolutionary clustering proposed by
Chakraborti et al. [5] provided a new dimension for clustering in a dynamic graph.
The gist of this concept is that the clustering should be faithful to the current data and
should not deviate dramatically from the previous time step. The concept proposes the
computation of sequence of clusters in each time window. The cost of the clustering
is represented as the combination of the snapshot quality and the history cost. The
model considers the object feature similarity along with the time-series similarity
function. The model penalizes for the deviation in clustering with respect to the
history data but not with respect to the new data. The input for the model is the
matrix representing the relation between each pair of objects at each time step and
the output is the clustering with respect to the new matrix and history. Chakraborti
et al. [5] model is restricted to clustering which can be adapted for various dynamic
graph analyses like user selection for viral marketing in dynamic graph. Sharan and
Neville [20] worked on temporal relationships for predictive analysis in dynamic
graphs. They summarized the dynamic graph with the weighted static graphs and
then incorporated the weighted links in the Relational Bayes Classifier to moderate
the influence of the attributes. The model tries to exploit both the relational and
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temporal aspects in the domain of predictive data mining. It is based on the concept
of homophily in relational domains to mine inference about nature of relationship
with the recent ones conferring more homophily than earlier one.

It is necessary to efficiently predict the flow of the influence in a dynamic graph to
compare the states of the network at different time steps to conform to the evolutionary
concept. Kempe et al. [6] provided an approximation model to predict the flow of
influence in the network. They proposed two approaches viz. linear and probabilistic.
The linear approachmaintains a threshold value of influence for eachuser.An inactive
user (not influenced) gets influenced by an active user (influenced) if the summation
of the weights of direct active friends goes beyond the threshold value for that user.
Here the weight represents the ability of an active user to influence an inactive user.
The independent cascade model follows a probabilistic approach. This model allows
an active user to influence an inactive user in only one step. The probability of the
inactive user getting influenced because of the active user is based on empirical data.
If the inactive user does not get influenced in the following steps that active user does
not get another chance to influence that inactive user.

6 Conclusion and Future Work

We considered the problem of selection of the users in a dynamic network to maxi-
mize the flow of influence and proposed a threshold-based evolutionary framework.
This framework selects the users in a network by conforming to the evolutionary prin-
ciple and prolonging the flow of influence by dynamically adapting to the change
in the network. Experiments on HEP-Th, Friendfeed, and Epinion demonstrated the
superiority of this model in comparison to the nonevolutionary models. The pro-
posed model not only maximizes the influence flow but also dynamically adapts to
the change in the network, thereby maintaining the flow in the network.

The current framework was implemented with threshold-based models. It would
be interesting to study the implementation of probability-based models. The cal-
culation of the network values was based on quantitative parameters. This can be
extended to include subjective parameters. The framework can be extended to incor-
porate text mining on the data to provide more intuitive information for determining
the relationship between the users in the network.
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