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Preface

In the eighteenth century, the world was at a shifting point with new manufacturing
processes being introduced that allowed humans to perform mechanical work much
more efficiently than the preceding hand production methods. The steam engine,
patented in 1781 by Scottish engineer James Watt, is often considered to be one
of the key inventions of that time that triggered the industrial revolution. Due to
inventions such as the computer, the Internet, and other digital devices, we are
currently witnessing what can be referred to as the digital revolution, i.e., the shift
from an analog, mechanical, and electronic world to a digital one.

While the driving force behind the industrial age was to optimize the industrial
process using mechanical tools, today we aim to optimize work processes by
analyzing data that are created by digital devices. In fact, an increasing number of
companies rely on new technologies and services that produce, analyze, and access
this data in multiple forms. Consider, for example, an online fashion retailer that
assists us in selecting suitable clothing by analyzing our physical appearance and
current fashion trends, mobile apps that rely on real-time sensor data to help us to
successfully avoid traffic in big cities, or news content providers that assist in
comprehending the world around us by providing hierarchically structured news
overviews. Truly, the acquisition and analysis of data can be considered to be the
new oil that drives our economy.

We usually distinguish between two types of data, namely big data and small
data. A popular definition of big data is provided by IBM, which describes it in
terms of four dimensions: volume, variety, velocity, and veracity. Pollock argues in
his keynote address at the 2012 European Data Forum in Copenhagen that although
there is a big hype around the analysis of big data, the real challenges and
opportunities arise from the analysis of small data such as local household energy
expenditure or time schedules of local buses. A definition of small data is provided
by former McKinsey consultant Allen Bonde who argues at the 2013 Data Pulse
Summit in Boston that “small data connects people with timely, meaningful
insights (derived from big data and/or ‘local’ sources), organized and packaged—
often visually—to be accessible, understandable, and actionable for everyday
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tasks.” He also refers to it as “the last mile of big data,” i.e., the data users or
customers can interact with.

Key techniques for a data-centric optimization of work processes are
personalization, data mining, machine learning, knowledge discovery, and infor-
mation management approaches. In other words, context-aware algorithms are
required to understand, interpret, and react upon input data, and adapt their output
based on external input parameters. The English physicist Stephen Hawking even
argues that the ability to adapt to change is an indicator for intelligence. Following
this argument, algorithms that adapt to change can be seen as computationally
intelligent—or smart. Therefore, we refer to systems that rely on such computa-
tional intelligence as Smart Information Systems. As early as 2008, Marissa Mayer,
the current CEO of Yahoo! and former vice president of Search Products and
User Experience of Google Inc., predicted in an interview held at the LeWeb
conference in Paris that “in the future personalized search will be one of the traits
of leading search engines.” This statement reflects the increasing attention that
smart information systems draw from both Academia and Industry. With increasing
computational power, smart algorithms enable us to identify patterns, test research
hypotheses, or to create data models, hence shedding light on the potential usage of
this data.

However, although such techniques have matured over the past few years, there
seems to be an increasing gap between current research trends in the analysis of
data and the application of data analysis techniques in industry. NASA scientist Kiri
Wagstaff even argued during a plenary session of the largest machine learning
conference (ICML) in 2012 that “research has lost its connection to the problems of
importance for the larger world of science and society.” She criticizes that much
research is performed on evaluating novel algorithms using limited and artificial
datasets, hence breaking adrift from answering the question of what computational
analytics techniques can actually be used for.

In this book, we present smart information systems for the private and public
sectors. Further, an overview of research questions that can be studied by applying
computational intelligence is given, followed by a description of the algorithms,
tools, measures, and evaluations used to answer these research questions. Each
chapter can be seen as a guideline for transforming raw data into effective smart
information services.

Book Outline

This book illustrates potentials and challenges that arise from analyzing data for the
provision of smart information services. In each chapter, we discuss individual use
cases. All use cases cover real-world research challenges faced by parties as diverse
as leading SMEs, multinational manufacturers, service companies, and the public
sector, and are currently being funded (or have very recently been funded) from
national and international sources. The book is composed of three sections: In the first
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section, we present novel information aggregation services that illustrate how textual
data can be employed to generate smart information services. We focus on three
different domains, namely information aggregation services for individuals as well as
services for the public and private sectors. These use cases showcase how information
can be aggregated to provide easier access. In the second section, we outline per-
sonalization and recommendation systems that tailor information based on users’
individual preferences. Again, we showcase application scenarios under different
categories, such as the academic challenges of creating such services and provision of
services based on the analysis of data. In the final part, we focus on sensor-based
knowledge acquisition services, i.e., we concentrate on the analysis of sensor data that
can then be used to provide a clear picture of our world. We present four different
scenarios that showcase how computational intelligence allows communities, com-
panies, and individuals to better understand their own environment and products.

Meet the Marks Family

Although the individual use cases can be treated separately from each other, they all
have in common that they focus on the analysis of data to provide smart infor-
mation services that ease our everyday life. In order to illustrate this connection,

Clara, Suzanne, Steven, and Carl Marks. This and other graphical illustrations depicting scenes
from the use cases that are presented in this book at courtesy of Sebastian Preuße, Berlin.
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each chapter starts with a short episode from the lives of members of the Marks
Family.

The Marks—Steven and Suzanne and the two kids Clara and Carl—represent an
average family that lives in a suburb of a larger European city. Both parents go to
work, their son Carl still goes to high school, their daughter just graduated and is
now doing an internship before deciding what to do next with her life. Any
resemblance to real persons, living or dead, is purely coincidental. Each episode
outlines the need for a smart information system that would help them in typical
situations that we all might be facing on a daily basis.

Authors of the Book Chapters

The authors of the book chapters are members, project partners, or associates of the
Competence Center Information Retrieval and Machine Learning1 (CC IRML) of
DAI-Labor of Technische Universität Berlin. The lab focuses on the development
of intelligent systems and solutions, referred to as “smart services and smart
systems,” that support us in our everyday life. Key to the success of such systems is
the preceding analysis of data which is constantly created by these systems. The
authors collaborate closely with industrial partners on a daily basis. Consequently,
they have extensive experience in grasping the significant differences between
Academia and Industry and are able to communicate this in their chapters, thus
bridging the gap between both communities. Their expertise in computational
intelligence puts the authors in an ideal situation to provide a state-of-the-art
introduction to this field.

Berlin, September 2014 Frank Hopfgartner

1 http://www.dai-labor.de/en/irml/
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Part I
Smart Information Aggregation Services

Overview

Documents such as The Book of Kells, a manuscript written around 800 AD are
impressive examples that illustrate how much time and effort went into creating
early textual documents. Books were expensive to produce and, consequently,
owning large book collections was considered to be both a source of knowledge and
also a status symbol for great power and wealth. This changed significantly in the
fifteenth century when German blacksmith Johannes Gutenberg triggered the
printing revolution with his invention of mechanical movable type printing. Sud-
denly, distributing and owning text documents was no longer just a privilege of the
richer parts of society as his invention allowed for the mass production and spread
of printed documents. Undeniably, his invention is one of the most important events
in modern history since it laid the foundations for our knowledge-based society.
Two more recent inventions significantly changed the way we create, distribute, and
interact with textual documents even further. The introduction of the computer
allowed us to create documents in digital format, hence enabling us to create
multiple copies of the same textual document without any quality loss. The second
important invention was the Internet which allowed us to easily distribute these
digital documents. Given the widespread access to Internet that allows almost
everyone to create and share text, it is a logical consequence that we are facing an
ever-increasing amount of information in textual form. In fact, as of September
2014, more than one billion websites with even more webpages are available
online. This constant information input is often referred to as information overload
since the sheer amount of information that is created is impossible to be processed
by the average user. Therefore, approaches and methods need to be developed that
support us in finding the right information in this “data ocean.”

In the first part of this book, we present four use cases that center around helping
users to overcome the information overload that they are facing. We focus on three
different approaches: (1) analyzing textual documents to provide a summarized
view of the documents’ content, (2) providing semantically enriched access to
information, and (3) easing access to information by aggregating documents.



In Chap. 1, Ploch approaches the information overload challenge in the context
of online news. Nowadays, it is doubtful that there is any major newspaper that
does not maintain an online portal. Apart from saving costs that occur for printing
and distributing traditional newspapers, the main advantage of distributing news
online is that readers can be reached almost immediately. On one hand, the wide
range of news brings many benefits to readers; they can find comprehensive
information and capture news from different perspectives. On the other hand, the
increasing amount of news material complicates their handling, which requires
tools for facilitating consumption of news articles. In addition to reporting facts,
news articles also contain opinions which may be very important for helping
readers making decisions and for public figures to control their perception in the
media. Analyzing the large number of news articles manually is next to impossible.
Ploch presents how online readers of newspapers can be offered a structured
overview of news. Focusing on news published in the German language, she
illustrates how news articles can be categorized by topic and time of publication. In
addition, she illustrates means to track the development of news events over time
and to track opinions and resonance in the media about popular topics, persons, or
organizations.

Besides professionally edited content on news portals, various alternative
information sources exist on the web. Social networks and services like Twitter
offer a wealth of information as thousands of users publicly exchange information.
These so-called microblogs give voice to billions of people who often use this
technology to express their opinions about brands, products, and persons. Ana-
lyzing these opinions can be of high value for companies since knowing where a
brand is popular can be an important lead for the marketing strategy. Esiyok and
Albayrak discuss in Chap. 2 how tweets can be analyzed to identify users’ opinions
about brands and present an application that displays the popularity of brands in
specific locations on a map. This helps to identify trends and trendsetters and can
offer aid for marketing decisions.

Chapter 3 focuses on a specific type of information portal. Addressing the trend
that users more often use the internet for informing themselves about any types of
topics, healthcare providers and governments started setting up education cam-
paigns on the WWW. Although healthcare providers have specific interest in
providing health information services to all their clients, immigrants have been
identified as a vulnerable population cohort that benefits less from existing
healthcare systems since language and cultural barriers prevent them from using
existing prevention services. Plumbaum et al. present an online health assistant that
consists of three parts: (1) a multilingual health information assistant, (2) a cooking
assistant, and (3) a virtual trainer. These assistants present a comprehensive
approach to support people for healthier living by giving them information about
health topics, supporting healthier eating and getting enough exercise.

In Chap. 4, Gunadi and Albayrak address the information overload challenge in
the workspace environment. They argue that the bigger a company, the more
complex is their IT infrastructure and, consequently, more resources exist where
employees can store information. Examples include companies’ web server,
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internal file servers, but also the employees’ personal desktop computers. In their
chapter, they present an information aggregation system that eases employees’
information gathering task when accessing distributed information. They outline
challenges that distributed information cause and present different methods to
aggregate retrieval results coming from these different sources.
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Chapter 1
Intelligent News Aggregator for German
with Sentiment Analysis

Danuta Ploch

Abstract The comprehensive supply of information from different points of view,
e.g., from the thousands of news articles published online every day, is a tremen-
dous advantage of the digital era. However, the immense amount of news material
poses a significant challenge to interested readers: It is hardly possible to fully digest
this wealth of information, so that the need for systems supporting intelligent news
consumption arises. This chapter describes an approach to automatically mining
opinions from topically related news article clusters. We focus our work on the
extraction of quotations from German news articles and on analyzing the quota-
tions according to the sentiments they express. Our approach is realized as a news
aggregation system capable of handling real-world news streams. We describe the
architecture and interface of our news aggregator, and present a rule-based method
for quotation extraction as well as our supervised approach to sentiment analysis.
We evaluate the implemented models on two human-annotated datasets, which can
be made available upon request.

“As Many Heads, So Many Opinions” (Horace)

Since her 15th birthday Clara dreamed of becoming a journalist. She worked for the
school newspapers and was a member of the debating society. Now, after passing
the exams, Clara finally started living her dream. She remembered the day when she
received the good news that they had accepted her application for an internship at
the local newspaper. “That’s a great chance for you, don’t ruin it”, her father told her.
What a typical statement from her dad, she thought. Why would she ruin it? And
what is there to ruin in an internship anyway? In fact, her tasks so far seemed quite
forward. Even Dad would be able to do that, she thought with a grim on her face. At
the beginning her tasks were restricted to copying articles and typing e-mails, but her
boss quickly recognized her talent and assigned her an important research task for

D. Ploch (B)

Technische Universität Berlin, Berlin, Germany
e-mail: danuta.ploch@dai-labor.de

© Springer International Publishing Switzerland 2015
F. Hopfgartner (ed.), Smart Information Systems, Advances in Computer Vision
and Pattern Recognition, DOI 10.1007/978-3-319-14178-7_1
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6 D. Ploch

a special issue on “espionage amongst friends”, a topic that gained attention after the
revelations of the US-whistleblower Edward Snowden in 2013. In particular, Clara
and her internship friend Martha were supposed to analyze newspaper reports about
the behavior of US-president Barack Obama and the German Chancellor Angela
Merkel before and after the revelations. The interns should identify the politicians’
attitudes toward national security-related topics and if they possibly changed after
the publication of the secret documents by Snowden. How the politicians have com-
mented on the revelations and spying in general? Did they disagree on all points or
was there also agreement? Which statements about spying among allies were the
most controversial? The interns were also advised to work out whether Snowden’s
actions influenced Merkel’s positions to crucial election topics during her campaign
for the German federal election in 2013.

Clara and Martha split up their task into two parts. While Martha took over the
investigation concerning Barack Obama, Clara started to search for news articles
about Angela Merkel. She entered ‘Merkel Snowden 2013’ in the search field of her
search engine and immediately thousands of news articles were presented to her as a
never ending result list. “It will take days to go through all that news articles”, Clara
whined. But since Clara has always been a fighter, she sorted the news articles by date
and began with her research—news by news. Clara realized soon that sorting news
articles by date was not really helpful for detecting topics and positions. Although
she limited the date range and disabled displaying duplicates, the mass of news
articles was overwhelming and she had to face problems like off-topic news articles
concerning nonpolitical issues. During the coffee-break she met her friend Martha
and complained: “I’m feeling like Cinderella: ‘The good ones go into the pot, the bad
ones go into your crop’. “I thought journalism would be fun”, she added and couldn’t
hide her sense of frustration. “But it is!”, answered Martha, Haven’t you tried out
our in-house news archiving system? It does all the stressful preprocessing-work for
you. Depending on your search query the system clusters news articles to topics and
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identifies thematically connected topics. It even extracts quotations and their polarity
toward the contained opinion target”. Clara had already worked for 2 months for the
newspaper but had never heard of such a system. Fortunately, Martha told her now
because 10 min ago she was on the verge of discarding her evening plans and working
overtime instead of going to the cinema. She grabbed her coffee cup and returned to
the office with a smile on her face—her evening was saved.

1.1 Introduction

In times of Twitter, Facebook, and other social media services news is broadcast
around the world in no time at all. If something more or less newsworthy happens,
users immediately take their smartphones and post it. Today’s social media services
bring a lot of benefits. For example, it is not possible to imagine reporting without
Twitter from crisis regions. Still, since potentially everyone may distribute infor-
mation, the question of reliability arises. In 2013, the ambiguous Twitter hashtag
#nowthatchersdead confused a wide range of Twitter followers.1 Many users
interpreted the hashtag as “Now that Cher’s dead” and retweeted that the pop queen
Cher has died. In reality, the death of the former Prime Minister Margaret Thatcher
(“Now Thatcher’s dead”) was announced. This example shows how fast rumors may
come up and be spread around if no professional journalists are involved. Thus, edito-
rially written news articles still remain one of the most important information sources.

In comparison to user-generated reports on the Web, journalistic work of rep-
utable news agencies is considered reliable and credible. News articles are thor-
oughly researched and well formulated and they often report not only the piece of
news itself but also provide additional context and background information. Besides,
local newspapers or special issues on specific topics may cover topics not mentioned
in social media which still are important for a large number of readers. As with user-
generated content, the amount of editorially prepared news material is remarkable.
In general, print media publish their data also on the Web and in addition there are
numerous online news papers available.

The range of available news material allows users to stay informed about what
happened and to look at news from different points of view. At the same time the
considerable number of news articles complicates their handling and requires tools
for helping the users to search and browse them. News aggregation systems support
users in exploring news articles by analyzing and organizing news articles. To avoid
information overload, they first detect (nearly) duplicate news articles and hide them
from the reader. This is necessary because news articles published by well-known
press agencies like dpa2 (Deutsche Presse-Agentur GmbH) are redistributed by var-
ious news providers. Then, their main task is to identify news articles dealing with

1 http://news.msn.com/pop-culture/confused-by-thatcher-tweets-cher-fans-upset-by-numbernow
thatchersdead/.
2 http://www.dpa.de/.

http://news.msn.com/pop-culture/confused-by-thatcher-tweets-cher-fans-upset-by-numbernowthatchersdead/
http://news.msn.com/pop-culture/confused-by-thatcher-tweets-cher-fans-upset-by-numbernowthatchersdead/
http://www.dpa.de/


8 D. Ploch

the same news story or topic from a large stream of text messages. As news sto-
ries evolve over time, they continuously group and rank news articles in order to
constantly reveal relevant and hot topics and to enable their monitoring.

News texts do not only report facts about what has happened but also reflect opin-
ions of involved entities such as persons or organizations. They serve therefore as
a valuable source of opinions and help users making their decisions based on them.
Depending on the news type the opinions are directed toward a wide variety of topics
or other entities. For example, before political elections news articles echo the politi-
cians’ attitudes toward current election issues and influence the vote behavior. The
perception of products or services is a precious piece of information for companies
and often a key factor in a company’s decision-making process.

As with events and topics, news aggregation services facilitate the search for and
exploitation of opinionated text. Manually finding and evaluating opinion-relevant
parts may be infeasible for users. Therefore, the detection of subjective text parts
and the classification of text into different types of opinions are crucial tasks in news
processing systems.

In this chapter we focus on news aggregation services to organize and analyze
news articles. Section 1.2 describes approaches for grouping news articles depend-
ing on events and topics. We start by describing methods to detect and track short-
term events in news streams. Then, we discuss the clustering of events into more
abstract meta-topics. News articles often contain citations that underline reported
issues. Therefore, Sect. 1.3 concentrates on the extraction and evaluation of cita-
tions. Section 1.4 covers services to analyze news material with regard to expressed
opinions. We present a news aggregation system that incorporates all introduced
steps in Sect. 1.5 and conclude the chapter in Sect. 1.6.

1.2 News Aggregation Model

News aggregation systems like Google,3 Bing4 and Yahoo!5 organize and present
news articles from a large number of sources in order to offer users a comprehen-
sive supply of information. The enormous amount of news material published every
day requires a continuous and suitable preparation. In addition to the standard cat-
egorization of news article into the main columns such as “Politics”, “Economy”,
“Sports”, etc., and sorting the news items by date and/or language news aggregators
apply Topic Detection and Tracking (TDT) techniques to group news articles related
to the same events. Enhanced news aggregators offer additional services based on a
deep analysis of the news sources and material. For example, Google assesses the
sources and categorizes the content as opinionated, detailed or preferred by the user.
We introduce a system that not only focuses on a high-level classification of news

3 https://news.google.com/.
4 http://www.bing.com/news/.
5 http://news.yahoo.com/.

https://news.google.com/
http://www.bing.com/news/
http://news.yahoo.com/
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articles but also examines the content of the articles in order to grasp their meaning.
Besides TDT at topic-level, the proposed system recognizes more abstract topics and
performs quotation extraction and sentiment analysis based on the identified quota-
tions. The system is capable of offering deep insight into single events and topics
by highlighting named entities along with direct and indirect quotations. The users
may inform themselves about involved entities, compare their comments, and learn
about the perception of the entities and topics in the media landscape.

The proposed system was developed in close collaboration with Neofonie GmbH.6

It is modeled with a processing pipeline as the central component. The system’s
structure is schematically outlined in Fig. 1.1. When going through the processing
pipeline, the documents are enriched with more and more information. For each
crawled news article a linguistic preprocessing is performed. The news articles are
split into tokens and sentences and annotated with part-of-speech tags, named enti-
ties and lemmas (Sect. 1.2.1). Subsequently, the news articles are mined. On the

Preprocessing 

Opinion Mining 

Quotation Extraction

POS Tagging

Lemmatizing

Sentence Splitting

NER 

News Crawling News Deduplication 

Storage 

News Mining

Presentation 

Topic Detection & Tracking Dynamic Topic Hierarchy 

Tokenization 

Processing Pipeline  

Fig. 1.1 System overview

6 http://www.neofonie.de/.

http://www.neofonie.de/
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one hand the news texts are regarded as objective information sources reporting
facts. They are clustered according to events by the Neofonie GmbH (Sect. 1.2.2).
On the other hand the system aims at identifying subjective parts in the form of
quotations (Sect. 1.2.4) and at determining the sentiment polarity of the expressed
statements (Sect. 1.2.5). In parallel to the pipeline, the Neofonie GmbH assigns the
news articles to automatically identified abstract meta-topics, which connect themat-
ically related topics (Sect. 1.2.3). The graphical user interface is described in Sect. 1.5
where also screenshots of the system are presented.

1.2.1 Preprocessing

The initial step for the analysis of news articles is linguistic preprocessing. After
having crawled and deduplicated the news articles, we first split the text of each article
into tokens and sentences. This is an important prerequisite for various linguistic tasks
such as part-of-speech (POS) tagging, chunking, and also our quotation extraction
approach. The next step is lemmatizing all words of the text. Mapping words to their
canonical form allows looking them up in dictionaries in steps that follow. We find
verbs starting quotations in this way. The task of POS taggers is to assign each word
of a text its part of speech. We use the output of the POS tagger at several points in
our system. For instance, we make use of POS information to compile feature vectors
for our supervised sentiment analysis approach. The system exploits a lexicon-based
named entity recognition approach. We use the German version of Wikipedia7 for
identifying and linking named entities. The named entities contribute to the concept
vectors required for our topic detection and tracking approach (Sect. 1.2.2).

1.2.2 Topic Detection and Tracking

The Topic Detection and Tracking program defines an event as “something that hap-
pens at some specific time and place along with all necessary preconditions and
unavoidable consequences”. Topics (or stories) comprise a triggering event and all
directly related events and activities [17]. As news stories evolve over time, the task
of TDT approaches is to either identify news articles starting a topic or to assign news
articles to existing topics. In our system we employ an incremental agglomerative
clustering approach for TDT. We represent each news document as a vector of con-
cepts including named entities. Each cluster represents a topic and is specified by a
centroid vector with averaged concept weights of the covered news articles. Incom-
ing news documents are compared to the centroid vectors of all existing topics. If

7 http://de.wikipedia.org/.

http://de.wikipedia.org/
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the similarity to all existing centroids is lower than a predefined threshold then the
incoming news article starts a new topic. The similarity measure is a combination of
the cosine similarity between two vectors and a time-dependent penalty. Including a
time-dependent penalty favors the assignment of news articles to new topics and at
the same time avoids an infinite growth of existing topics [20].

1.2.3 Dynamic Topic Hierarchy

Classical news aggregators organize news articles, and the topic they belong to, in top-
level categories like “Politics”, “Economy”, or “Sports”. In order to better navigate
and track the development of related news stories, news stories may be organized in
a hierarchy. The arrangement of topics in a hierarchy links not directly related topics
and supports readers to recognize relationships between them. This is especially
helpful in the context of searching news archives and recommending related news
articles for further reading. Since news stories evolve over time and new events
happen continuously we do not sort the news articles in predefined hierarchies such
as the Metadata Taxonomies for News by the International Press Telecommunications
Council8 (IPTC) but propose the creation of a dynamic topic hierarchy arising from
the current news situation. Based on previously detected topics (Sect. 1.2.2) we build
thematically connected meta-topics and assign labels to them. We select the most
probable headline from the set of news articles belonging to the meta-topic.

1.2.4 Quotation Extraction

Quotations are a common stylistic device to clarify and strengthen a statement.
Basically, a distinction is made between direct and reported speech. Considering
quotations in news articles, they underline reported facts and may express positions
or views of the cited persons or organizations. By employing quotations at specific
points in an article the author highlights statements that are especially significant and
worth to be cited. In addition, quotations may be a suitable source for identifying
subjective passages of a news article. In our system we apply a rule-based approach
to quotation extraction. We address the extraction of direct and reported speech and
assign a speaker to each identified quotation. Our solution normalizes quotation
marks, makes use of linguistic annotations to detect reporting verbs or phrases that
introduce quotations, the boundaries of direct and reported quotation parts, and finally
the speaker, which we also call quotation holder in the following. We describe our
approach to quotation extraction in detail in Sect. 1.3.

8 http://www.iptc.org/site/NewsCodes/.

http://www.iptc.org/site/NewsCodes/
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1.2.5 Sentiment Analysis

Sentiment analysis aims to detect and assess opinionated text. Often the synonym
“opinion mining” is used to refer to the same task. Journalistic content such as news
articles is considered to be a reliable information source and may serve as a basis
for various natural processing (NLP) tasks. News articles are objective reports and
ideally, the authors do not express their attitudes. But this does not mean that news
articles cannot contain any opinionated text. Usually, news texts reflect opinions and
sentiments of newsworthy people, which are directed toward topics or toward other
entities. The identification of passages that echo subjective statements, attitudes, or
views and distinguishing them from the objective parts reporting facts is the first step
in many sentiment analysis approaches before analyzing the identified passages.
Exploiting quotations is one way to tackle the problem of mining opinions from
news articles. Quotations are a trustworthy form of mirroring what people or organi-
zations have said in an original and genuine manner. In addition, given a quotation, its
speaker is usually the opinion holder, the entity that expresses the opinion. We pro-
pose a supervised two-stage approach where we first identify subjective quotations
and, second, classify the subjective quotations in either positive or negative. All
remaining quotations are regarded as neutral (Sect. 1.4.3). We explore a range of
features established in sentiment analysis of other text genres (e.g., product reviews,
tweets) and examine to what extent they are suitable to separate subjective from
neutral and positive from negative quotations (Sect. 1.4.6).

1.3 Quotation Extraction

Quotations report what persons or organization have said. In news articles they are
often used to confirm claims made by the author and indicate the importance of the
transported information. Thus, they may be an important piece of news article for var-
ious text processing tasks such as sentiment analysis or news summarization. In this
section we present our approach to quotation extraction, which covers both the extrac-
tion of direct and indirect quotations as well as the assignment of a quotation speaker.

1.3.1 Introduction

Quotations repeat a speech, text, or statement expressed by a speaker and can be
distinguished into direct and reported speech. We refer to reported speech also as
indirect speech and to a speaker also as quotation holder in the following. Quotations
are composed of a reporting and a reported clause. Following Krestel et al. [24]
Fig. 1.2 shows an example of the structure of both, a direct and an indirect quotation.
The reporting clause introduces the quotation. Besides the quotation holder, it may
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Fig. 1.2 The structure of quotations. A quotation is composed of a reporting and a reported clause.
The reporting clause introduces the quotation. It includes the quotation speaker and an optional
reporting verb. The reported clause encompasses the quoted content/text

also contain a reporting verb such as “sagte” (said) or “berichtete” (reported) and
other circumstantial information such as the addressee or diverse other descriptive
text. The reported clause encompasses the actual content that has been said.

Direct speech repeats things that have been said by a speaker as they are without
any modifications. The repeated text is enclosed by quotation marks. In contrast to
direct speech, indirect speech reports statements by modifying them grammatically
or even rephrasing them. The grammatical change indicates that the expression was
not uttered by the author, but by the original speaker. Indirect speech is composed
of a main (reporting) and a subordinate (reported) clause. In German, the reported
clause of an indirect speech often is introduced by the conjunction “dass” and uses
the subjunctive mood for verbs. Quotations may consist of several reported clauses
and we define quotations as mixed if both, quoted and unquoted reported clauses
build the quotation.

Our Contribution. In our work we process German news articles and extract
direct and indirect quotations along with a quotation speaker. We propose a rule-
based approach that exploits linguistic information. Modeled as a processing pipeline
our quotation extraction component first enriches news articles with linguistic anno-
tations, which then are used to mine the complete quotation. We detect units of direct
quotes by applying a pattern that takes into consideration different types of quotation
marks. We exploit the presence of reporting verbs and other common phrases indi-
cating quotations to underpin direct quotation candidates found by our pattern and
to locate potential indirect quotations. In order to assign each quotation a speaker we
make use of the output generated by a named entity recognizer and a part-of-speech
tagger. We compile a list of candidate speakers and then apply rules that consider
the type of the candidates and the proximity to the reporting verb to determine the
quotation speaker. For evaluating our approach we manually created a quotation
corpus from a set of German news articles. The corpus provides for each quotation
its boundaries, the quotation speaker, a reporting verb or phrase, and the type of
the quotation (direct, indirect or mixed). The corpus is available upon request and
signing of an agreement.
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1.3.2 Related Work

In the past, numerous solutions for the task of quotation extraction from newspaper
material were proposed. The approaches differ in which technique they use, which
language they support, in whether they extract direct, mixed, or indirect quotations
(or all), and in how detailed they determine specific quotation units such as the
quotation holder and other circumstantial information.

The majority of previously published work detects reporting verbs in news articles
from a predefined or precompiled list and then extracts quotations based on rules
that are derived by experts. An exact analysis of the news material in advance and
the knowledge about the structure of quotations allow the identification of more or
less fine-grained patterns that may vary from language to language. Usually, the
patterns differ in the presence and position of lexical terms or syntactic information.
There is consensus that for each quote a speaker needs to be extracted, because the
information without the assignment of a speaker is of little use in most cases. Thus,
many researchers represent quotations as a triple consisting of the quoted text, the
quotation holder, and an optional reporting verb or a quotation introducing phrase.

The rule-based system presented by Pouliquen et al. [41] extracts around 2,600
direct quotations per day from a multilingual news stream. In order to keep the system
extensible to other languages, the approach does not rely on linguistic information
but on lexical patterns. The system recognizes quotation marks, reporting verbs, and
person names (along with further information such as temporal or spacial modifiers,
titles, and determiners) and applies three general and a couple of language-specific
rules to find quotations. A simple named entity disambiguation solution serves as the
accurate assignment of quotation holders. Still, the system misses quotations with
speakers referenced by pronouns, since it does not perform anaphora resolution.

Krestel et al. [24] assemble a set of six basic patterns to extract quotations from
news articles in English. They detect the most frequent reporting verbs using a finite
state transducer and implement the identified patterns as a regular grammar. Existing
GATE9 components provide additional circumstantial information required during
the quotation extraction process. In contrast to [41], that limit their approach to direct
quotations, the authors treat indirect quotations as well.

The great part of the effort on quotation extraction and attribution has been made
for English texts [24, 26, 35, 38]. Still, several publications focus their work on other
languages than English. In particular, quotation extraction for Portuguese [10, 39]
and French has been studied [11, 52].

Sarmento and Nunes [10] present a system that handles Portuguese news articles.
It finds direct and indirect quotations by applying 19 patterns and by exploiting a
list of 35 reporting verbs. The system does not implement anaphora resolution for
pronouns or noun phrases and therefore detects only speakers referenced by their
proper name. The authors evaluated their approach manually on 570 quotations
extracted by system.

9 https://gate.ac.uk/.

https://gate.ac.uk/
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De La Clergerie et al. [11] present an approach to quotation extraction from
French news articles. Their rule-based approach includes a comprehensive linguistic
processing chain with a deep parser. A postprocessing component constructs direct
and mixed quotations based on parsing results, 230 quotation verbs, and direct speech
parts signaled by quotation marks that were retrieved in previous processing steps.
As with [11], the authors in [52] focus their quotation extraction approach on French
news articles. Again, a rule-based approach is driven that exploits an automatically
created lexicon of reporting verbs. The authors recognize 16 patterns matching indi-
rect quotations and implement them as an unlexicalized grammar using an finite state
machine.

Besides the rule-based systems [1, 10, 11, 24, 26, 41, 45, 52] a range of super-
vised approaches has been presented for the task of quotation extraction [35, 38,
39]. Fernandes et al. [39] propose a supervised solution using an Entropy Guided
Transformation Learning (ETL) algorithm. They automatically generate rules instead
of manually designing them. The work regards quotation extraction as a two-task
problem. First, their system identifies quotations and, second, the quotations are asso-
ciated with a speaker. Recognized named entities and the output of a co-reference
component serve as a basis for the speaker assignment. To solve the subtasks different
sets of features (named entities, terms, co-references, part-of-speech tags, etc.) are
applied to the ETL algorithm. The developed system is capable of extracting direct
and mixed quotations from Portuguese news articles. In order to train their system,
the authors create the GloboQuotes corpus.

The approach to quotation extraction from English texts proposed by O’Keefe
et al. [35] makes use of supervised techniques as well. The authors solve the quo-
tation extraction part by using a regular expression looking for text between quo-
tation marks. Regarding quote attribution, which means finding the speaker of a
quote, they cast the problem to a sequence labeling task. Inspired by Elson and
McKeown [13], the authors encode news articles by replacing specific terms with
symbols and by removing unnecessary information. Then, a set of features is cal-
culated which includes distance, paragraph, nearby, quote, and sequence features,
again following Elson and McKeown [13]. In order to efficiently predict the target
speaker from a list of candidate speakers, the authors compare different types of
class models and sequence decoding. They examine the effects of creating feature
sets with and without gold standard labels. They conduct their experiments on three
different datasets and find that when leaving out gold labels for feature calculation
the performance drops significantly for classic literature but remains comparable
regarding news articles.

Pareti et al. [38] focus their work on the extraction of indirect and mixed quotations
from English-language news articles. The authors explore two supervised algorithms,
namely a Conditional Random Fields (CRF) and a Maximum Entropy (ME) clas-
sifier. The token-based CRF classifier predicts IOB labels (I-inside, O-outside or
B-beginning), marking the beginning and the end of a quotation, whereas the ME
classifier decides whether a phrase-structure parse node is or is not a quotation. The
classifiers largely rely on the same features but also incorporate classifier-dependent
features. Instead of using a predefined list of reporting verbs, the authors train a
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k-nearest neighbor (k-NN) classifier working with 20 feature types, that predicts
whether an identified verb group introduces a quotation or not. The authors conclude
that the token-based approach using a CRF classifier outperforms the rule-based
baseline as well as the constituent-based approach using the EM classifier for all
quotation types. Regarding quotation attribution, the authors transfer four methods
described in O’Keefe et al. [35] for direct quotation and find that they all are suitable
for indirect and mixed quotations.

There is few scientific work that aims the extraction of quotations exclusively from
German news articles. To the best of our knowledge only Pouliquen et al. and Akbik
and Schenck [1] deal with German language news articles. While Pouliquen et al.
include German into their multilingual system as one of many languages, Akbik and
Schenck present a system that automatically collects news from the main German
news sites and then extracts direct quotations from these news articles. Their approach
detects text between quotation marks as quote candidates and uses a named entity
recognizer to identify potential speakers. Then a set of heuristics is used to determine
the resulting quote-speaker tuples.

1.3.3 Approach

The proposed approach for extracting direct and reported speech from German news
articles is rule-based. For each quotation the system identifies a speaker, a report-
ing verb, or a preparative phrase (like “…, so Angela Merkel”.), and the quotation
text with all its parts. We divide the task into five subtasks and model our quotation
extraction approach as a processing pipeline where the news articles are annotated
in each step of the pipeline with further information. Figure 1.3 demonstrates the
included components and the working flow. Starting with a document preprocessing
component we perform linguistic analysis like part-of-speech tagging and lemmatiz-
ing that serve as a basis for further processing steps. The normalization of quotation
marks is important at this point as well. Detecting a reporting verb helps to identify
the reporting clauses and is also a strong indicator of indirect speech. We there-
fore search for them in the next step of our pipeline. Subsequently, we identify the
reporting clauses of direct and indirect quotations and determine the quotation parts
and exact boundaries of the entire quotation. Note that the boundaries of indirect or
mixed quotations may be ambiguous and in many cases difficult to recognize even
by humans. In the last step of our pipeline we attribute one or more quotation holders
to the previously identified quotations.

1.3.3.1 Document Preprocessing

Quotation marks normalization. News articles may contain malformed markup.
Especially in systems with automatic news harvesting from heterogeneous sources
the collected texts may be erroneous, e.g., in terms of incomplete articles, misplaced
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Fig. 1.3 The components of the quotation extraction pipeline

meta information or missing quotation marks. Regarding quotation extraction, texts
released by different publishers may also contain varying styles of quotation marks
like ��, “ ” or ‘ ’. Since quotation marks are crucial indicators for both direct speech
and quotation boundaries, the correction and normalization of quotation marks is
an important subtask in quotation extraction systems. In our system a document
preprocessing component corrects errors arising from inconsistent quotation marks.
It first replaces all quotation marks with uniform quotation marks and then counts
the number of quotation marks. The component does not patch texts with an odd
number of quotation marks, but adjusts quotations with different start and ending
quotation marks like quotations starting e.g., with “and ending with ‘.

Sentence Detection. Quotations may consist of several sentences or sentence
parts. For example, the quotation “Wir sind noch immer hier. Wir kämpfen noch
immer”, sagte Santorum. (“We are still here. We are still fighting”, Santorum said.)
is composed of two sentences. In such case the quotation extraction must recognize
both parts and determine correct quotation boundaries. A sentence detection is there-
fore an essential preprocessing step. Furthermore, other linguistic algorithms used in
news text analysis require sentences as a basis for their calculations. Our quotation
extraction pipeline uses the Apache OpenNLP10 Maximum Entropy sentence detec-

10 https://opennlp.apache.org/.

https://opennlp.apache.org/
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tor. The sentence detector uses a predefined model trained on Tiger corpus data [6]
for the German language together with a self-developed heuristic, i.e., we created
a set of likely (‘.’, ‘?’ and ‘!’) and unlikely (Fr., Hr., Prof. …) ends of a sentence
and check the output of the OpenNLP sentence detector. If a sentence chunk has
an ending that should never be an ending we merge again sentence parts that were
incorrectly split.

Lemmatization. Determining the lemma of a word is a necessary step for our
lexicon-based reporting verb finder described in (Sect. 1.3.3.2). In German the lemma
of a noun normally is the “nominative singular” and of a verb it is the “infinitive
present active” form. In our quotation extraction pipeline we make use of a mor-
phological lemmatizer that looks up the words of the news article in a lexicon. The
lexicon11 was generated with “Morphy”,12 a software tool for the morphological
analysis of German text [25].

Part-of-Speech Tagging. Part-of-speech tagging is the task of predicting the
grammatical category (noun, verb, adjective, …) of a word based on the word’s
definition and its surrounding context. In computer linguistics each word of a sentence
is assigned a label from a predefined set of part-of-speech labels. For German often
the “Stuttgart-Tübingen-Tagset” (STTS)13 is used for labeling [44]. The proposed
quotation extraction approach works with the Apache OpenNLP maximum entropy
part-of-speech tagger. Together with the predefined model trained on the Tiger corpus
the tagger predicts STTS labels for words of a given text.

Noun and Verb Chunking. The chunking component analyzes sentences and
determines verb and noun groups. The groups then serve as input for the recognition
of potential reporting verbs or quotation holders. For example, a speaker may be
referenced as “die deutsche Bundeskanzlerin” (the German chancellor) or a reporting
verb may be a compound of two words like “teilte mit” (informed). The phrases output
by the chunker help to determine the correct boundaries. Our processing pipeline
uses the Apache Open NLP maximum-entropy-based chunker. To recognize noun
chunks we use an out-of-the box model distributed by Gunnar Aastrand Grimnes.14

For the recognition of verb chunks we trained a model on the Tiger Corpus [6].
The Tiger Corpus contains 50,000 sentences in German taken from the “Frankfurter
Rundschau” which are POS-tagged and annotated with syntactic structure.

Named Entity Recognition. When citing persons or organizations a pronoun, a
noun phrase or the proper name of an entity can be used to reference the quotation
speaker. State-of-the-art named entity recognizers mainly detect top-level entities
like persons, organizations, and locations which may be a starting point for the
detection of quotation holders. We integrated the Stanford named entity recognizer
into our quotation extraction pipeline. The Stanford recognizer is implemented as a
Conditional Random Field classifier [16]. We use a pre-trained model for German
provided by [15] that labels tokens as person, organization, location, and miscel-

11 http://www.danielnaber.de/morphologie/.
12 http://www.wolfganglezius.de/doku.php?id=cl:morphy.
13 http://www.ims.uni-stuttgart.de/forschung/ressourcen/lexika/TagSets/stts-table.html.
14 http://gromgull.net/blog/category/machine-learning/nlp/.

http://www.danielnaber.de/morphologie/
http://www.wolfganglezius.de/doku.php?id=cl:morphy
http://www.ims.uni-stuttgart.de/forschung/ressourcen/lexika/TagSets/stts-table.html
http://gromgull.net/blog/category/machine-learning/nlp/
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Table 1.1 The list of
reporting verbs used for the
quotation extraction approach

German reporting verbs

Sagen Behaupten Aussprechen Abraten Teilen

Meinen Warnen Erwähnen Raten Klären

Fragen Betonen Bejahen Ausfragen Aufklären

Denken Loben Ermahnen Ausplaudern Mitteilen

äußern Zugeben Beichten Erklären Begründen

laneous. Since the Stanford classifier sometimes misses some named entities we
decided to augment the list of named entities returned by the Stanford classifier by
the named entities identified by the part-of-speech tagger described above. The type
of the entities recognized in this way is tagged asUNKNOWN since the tagger marks
the entities without providing a type.

1.3.3.2 Reporting Verb Detection

The detection of reporting verbs, that is verbs introducing quotations, is especially
important for the recognition of reported speech and a quotation holder. Our report-
ing verbs detection approach is lexicon-based. We manually assembled a list of
25 common reporting verbs. We started with a set of six seed reporting verbs and
extended the set by adding synonyms from Wortschatz Leipzig.15 The Wortschatz
Leipzig also outputs a frequency class that reports the relation of a word’s frequency
to the most frequent word in the corpus. We pruned the list by removing rare words
(high frequency class) and very ambiguous words. Table 1.1 gives an overview of
the common German reporting verbs that the reporting verb detector uses in our
quotation extraction approach. Analyzing a text the reporting verb detector checks
for each word’s lemma if it occurs in the list. The corresponding words are then
treated as reporting verb candidates for the quotations to extract.

1.3.3.3 Direct Quotation Extraction

All quotations within quotation marks are regarded as direct quotes (quoted speech).
The direct quote collector detects quotations employing pattern recognition and hand-
crafted rules. It first compiles a set of quotation candidates (text parts enclosed by
quotation marks) and then applies the set of handcrafted rules to them to construct
the final direct quote.

The applied pattern is composed of different combinations of left and right quota-
tion marks which must enclose at least one character. In order to avoid the detection
of single words or phrases that are emphasized with quotation marks, quotation can-
didates are discarded if they consist of less than four words. Furthermore, we check

15 http://wortschatz.uni-leipzig.de/.

http://wortschatz.uni-leipzig.de/
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whether the quotation candidates contain a verb. Our investigations have shown that
quoted phrases with less than four words and without a verb are in most cases simply
highlighted text parts such as proper names. A direct quote may be composed of
several quotation candidates. That is why the component examines each quotation
candidate and decides whether it is the beginning of a new quotation or the part of
a compound quotation. It searches the environment of the quotation candidate for
incomplete sentences (sentences not ending with a period, exclamation or question
mark) and reporting verbs. Incomplete preceding sentences are concatenated to the
quotation candidate. If the preceding sentence has been completed the component
checks whether it contains a reporting verb. Sentences with a reporting verb are
concatenated to the direct quotation candidate, because our experiments have shown
that these sentences often are reporting clauses that provide a quotation speaker.
Sentences following a quotation candidate are processed in a similar way. If a sen-
tence contains a reporting verb or is incomplete, it is concatenated to the quotation
candidate. Subsequent sentence parts containing the word “so” are also attached.
We cover in this way cases like “ ‘…’, so Angela Merkel”. Quotation candidates are
connected to each other if a quotation candidate directly succeeds a reporting clause
or a quotation candidate.

1.3.3.4 Indirect Quotation Extraction

Reported speech is not put in quotation marks. It is composed of a main (reporting)
and a subordinate (reported) clause. In German, the reported clause often is intro-
duced by the conjunction “dass” and uses the subjunctive mood for verbs. In order to
extract indirect quotations from a news article we apply a rule-based approach. The
indirect quote extraction depends on the output of the direct quote collector. There-
fore, the indirect quote collection must succeed the direct quote collection in our
processing pipeline. Our approach is to first identify a reporting and a reported clause
and then construct the final indirect quotation. The indirect quote collector exploits
the occurrence of reporting verbs. To avoid duplicate quotation extraction (identi-
fying quotations as direct and indirect) the collector exclusively regards reporting
verbs that have not been already assigned to a direct quotation. If a detected reporting
verb is not already part of a direct quotation, we assume that the verb indicates the
reporting clause of an indirect quotation. We build up an indirect quotation by analyz-
ing the surrounding sentences or sentence parts. A strong indicator for the reported
clause is the presence of the conjunction “dass” (that) together with the finite verbs
“sei, seien, habe, werde, würde, würden” that are usually used in reported clauses to
repeat what someone has said. The occurrence of “dass” and one of the verbs implies
a reported clause and we infer a quotation. The quotation encompasses the reporting
and the reported clause. Sentences containing a reporting verb in the reporting clause
but missing “dass” in the reported clause are treated in the same way, if they contain
the finite verbs mentioned above. We also detect indirect quote indicated by ‘, so’
(as) and ‘, hieß es’ (it was said).
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1.3.3.5 Quotation Holder Extraction

The aim of the quotation holder extraction is to attribute speakers to the identified
direct and indirect quote. Our approach is based on the observation that quotation
holders in most cases are named entities or references to named entities that are
mentioned nearest the reporting verb. For example, we choose the pronoun ‘er’ (he)
regarding the fragment ‘, sagte er dem Spiegel’ (, he said to ‘Der Spiegel’). To deter-
mine a quotation’s holder we first create a set of candidates. As candidates we consider
named entities, pronouns (only “er” (he) and “sie” (she)) and noun chunks from the
reporting clause. We exclude candidates originating from the reported clause. Then,
we sort the list by proximity to the reporting verb but prioritize named entities and
pronouns over noun chunks. Pronouns are still left in order with named entities, so
that passages like “, sagte er zu Angela Merkel” ( he said to Angela Merkel) do
not get assigned to the wrong holder. If no reporting verb has been assigned to the
quotation we search for the word “so” in the reporting clause and sort the candidates
according to how near they are placed to the word “so”. Concerning direct quota-
tions there also may be quotations without a reporting verb and the word “so”, since
they are detected with the aid of quotation marks. In this case we simply select the
candidate nearest to the reported clause. Our approach to quotation holder extraction
also includes a simple form of co-reference resolution. If we determine a person as
quotation holder we attempt to resolve its name to the longest form of it in the text.
If the assigned speaker is a pronoun then we choose the first named entity before the
quotation.

1.3.4 Corpus

We manually annotated a corpus of 714 news articles containing direct and reported
speech. The news articles are all in German and were published over a time period
of three months from February 23, 2012 to May 21, 2012. The corpus allows the
evaluation of determining quotation text boundaries and of recognizing reporting
verbs and quotation holders.

For the annotation process we had to assure a sufficient coverage of direct and
reported speech. That is why we preprocessed the news stream provided by Neofonie
GmbH and preselected some news documents before we started with the annotation
procedure. We automatically detected different types of quotation marks and a set of
predefined reporting verbs within the news articles. Thereafter we randomly sampled
1,000 news articles. We chose:

• 250 news articles containing at least one direct quotation (text passages identified
by the occurrence of quotation marks and that are longer than 24 characters)

• 250 news articles containing at least one of the following reporting verbs: “sagte”,
“berichtete”, “berichteten”, “gestand”, “erklärte”, “erklärten”

• 500 news articles without any restrictions.
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Fig. 1.4 The annotation tool used for the creation of the quotation extraction corpus

We asked the annotators to identify all quotations in a news article and advised
them to mark for each quotation the quoted text, the quotation holder, and a reporting
verb if available. A screenshot of the annotation tool is shown in Fig. 1.4. For quota-
tion holders not referenced by their proper name but by, e.g., a personal pronoun or
only by the last name, the annotators should assign the full proper name if possible.
If a quotation or a reporting verb was composed of several parts, the annotators were
asked to mark all parts (teilte der Sprecher mit, the spokesman said). They were also
advised to mark if a news article does not contain any quotes at all.

We succeeded in annotating 714 news articles. 339 of the news articles were
annotated twice, 27 three times, and 2 even four times. The remaining 347 news
articles were annotated by only one annotator. The annotators exactly agreed upon
the quotations in 287 news articles. At that point we speak of exact agreement if
the boundaries of the quotation holder, the reporting verb, and the quote text match
accurately comparing the annotated tokens. Finally, the resulting corpus of 287 news
articles contains 383 quotations, whereof 256 quotations are direct, 98 indirect, and 29
mixed (including at least a direct and indirect part) quotations. A news article contains
1.3 quotations in average. 87 % of the quotations are attributed with a reporting verb.
We succeeded in annotating a quotation holder for each quotation. For 202 quotation
holders we could resolve the reference and assign proper names.

1.3.5 Evaluation

We evaluate our quotation extraction approach using a human-annotated corpus of
287 news articles where at least two annotators exactly agreed upon the contained
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Table 1.2 Results for the quotation extraction

Reporting clause Reported clause

Holder Verb

P R F1 P R F1 P R F1

All quotations 0.801 0.649 0.717 0.932 0.728 0.817 0.862 0.821 0.841

Direct quotations 0.791 0.672 0.727 0.914 0.679 0.779 0.89 0.895 0.892

Indirect quotations 0.852 0.596 0.701 0.989 0.815 0.893 0.747 0.782 0.764

Mixed quotations 0.727 0.653 0.688 0.852 0.767 0.807 0.913 0.505 0.65

The direct quotation extraction performs best. Our component achieves an F1-score of 0.89 for the
extraction of the reported clause and an F1-score of 0.73 for assigning a speaker. The extraction of
indirect quotations is more difficult. Still, achieving an F1-score of 0.76 for the extraction of the
reported clause, it produces reasonable results

quotations. In order to measure the performance of our approach we make use of
standard information retrieval measures and compute a token-based recall, precision
and F1-score. We regard all overlapping tokens as true positives. All missing tokens
are regarded as false negatives and all unnecessarily annotated tokens as false pos-
itives. We then calculate the overall performance by summing up all intermediate
results and by calculating final micro-averaged results for the subtasks of holder,
verb, and reported clause extraction.

Table 1.2 summarizes the obtained results. The results meet our expectations. We
achieve the best micro-averaged F1-score of 0.89 for the extraction of direct quotation
parts. With an F1-score of 0.76 our approach for extracting reported speech performs
less effective but still reasonable. Considering quotation holders, the proposed algo-
rithm behaves comparably for all quotation types. It achieves an F1-score of 0.72.
The detection of reporting verbs or clauses introducing a quotation performs quite
well with an F1-score of 0.82. It is striking that the extraction of reported clauses
of mixed quotations is most challenging. Here, our algorithm does not exceed an
F1-score of 0.65.

In order to facilitate a manual evaluation of our extraction approach and also
for its further refinement and improvement, we developed a web demonstrator that
visualizes the results calculated by our component (Fig. 1.5). The upper field allows
to insert an arbitrary text16 which our quotation component analyzes subsequently.
The demonstrator shows the identified quotations in the preview window below.
The detected text spans are highlighted in specific colors. At a glance the user sees
whether the extraction was successful or whether the algorithm provides erroneous
annotations.

16 Note that our approach is calibrated on news articles and could produce insufficient markup for
text types other than news articles.



24 D. Ploch

Fig. 1.5 The web demonstrator for visualizing automatically extracted quotations. It allows to insert
arbitrary text into the upper field which is then analyzed by our quotation extraction component. The
results are highlighted in the area below. The users can choose which information the demonstrator
should display and which should be hidden

1.3.6 Conclusion

We presented an approach to quotation extraction that includes the extraction of
direct and indirect quotations and the assignment of a speaker to each quotation.
Our approach is rule-based and relies on a handcrafted list of reporting verbs. The
implemented rules are manually created as well. As valid speakers we allow text
spans covering pronouns (she and he), noun phrases, and named entities. We resolve
pronouns to appropriate named entities mentioned earlier in the text. The results
achieved with our unsupervised approach compare favorably with other approaches,
and do not rely on the availability of training data. Especially the extraction of
direct quotations and attributing them to a speaker already works very satisfactorily.
Regarding indirect quotations, finding the boundaries of the reported clause and the
correct quotation holder is more challenging, regarding mixed quotations even more.
Since our approach to indirect quotation extraction relies on a list of reporting verbs
and clues, potential results are limited to those parts near such predefined reporting
verbs or clues. Thus, our future work includes among others, the extension of our
approach by an automatic reporting verb recognizer [38]. We plan to detect previ-
ously unseen reporting verbs as well as the disambiguation of verbs. For example,
the ambiguous verb “to add” may lead to a mistake by regarding it as a reporting
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speech indicator in a wrong context. By automatically determining reporting verbs
and phrases we aim to improve the recall of indirect quotations. We also intend to
complement our co-reference resolution approach with a state-of-the-art component.
We want to determine co-reference chains and then choose the correct one as quo-
tation speaker [39]. In order to consolidate quotations uttered by one speaker across
different news documents, we plan to link speakers to Wikipedia entries by apply-
ing a named entity disambiguation approach. Our future work will also include the
incorporation of supervised approaches. On the one hand we plan to treat quotation
extraction as a sequence labeling task and on the other hand we plan to train a binary
classifier that predicts quotations at sentence level. Our goal is to identify appropriate
features for German-language texts and to let an ensemble combine the output of the
rule-based approach with the output of the new classifiers.

1.4 Sentiment Analysis

Publicly available texts such as product reviews, social media contributions, or news
articles discuss almost every thinkable entity and topic. Besides transporting facts,
the texts often cover opinions as well, and even more than facts, the expressed opin-
ions may influence readers. Regardless of whether someone wants to buy a new
camera or wants to find out which party to vote in the next election, people in general
read first what other people think and what experiences they have had before making
their own decisions. That is the reason why companies are interested in a positive
perception of their products and services in the media. Here, well-analyzed opinion-
ated texts may serve as a basis for a multitude of sentiment-related applications like
reputation monitoring or opinion summarization systems. Sentiment analysis may
also be performed to improve other natural language processing tasks that rely on
factual data. Separating opinionated text from objective text turned out to be bene-
ficial for information extraction [43]. In this section we show how opinions can be
extracted from news articles. We focus our work on news articles because they are
a reliable information source and mirror the opinions of newsworthy people, which
often serve as role models. We first introduce the term “sentiment analysis” and
“opinion mining” and then present our comprehension of “opinions”. The main part
describes our supervised approach to sentiment analysis. We limit our approach to
quotations because we assume that quotations are the most subjective parts of news
articles.

1.4.1 Introduction

Sentiment analysis aims at identifying subjective language in texts and determining
the orientation and strength of expressed opinions or sentiments toward the corre-
sponding targets. Often the term “opinion mining” denotes the same task and is
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used synonymously [36]. The task of sentiment analysis may be decomposed in
subjectivity detection and polarity (or orientation) classification. The goal of subjec-
tivity detection is to distinguish objective from opinion-oriented text. While objective
parts solely report facts without any personal assessment or evaluation, opinionated
text parts may contain any type of subjective expressions that reflect the private
state of a holder. This includes personal attitudes, views, statements, feelings, etc.,
expressed by the text’s author or by other people mentioned or cited in the text. Hav-
ing detected a subjective text part, the type and orientation of the expressed opinion
must be determined. The most common orientations are positive and negative. For
example, a literature critic may conclude that a reviewed book is excellent, which
can be regarded as a positive opinion toward the book. Other classification schemes
distinguish between supporting and opposing expressions. This variant of sentiment
classification allows to contrast different points of view toward topics or political
issues.

Our definition of opinion is driven by Liu and Zhang [28]. Following the authors,
we define opinion as a quintuple consisting of a

• target entity (e.g., a product, an individual, a topic)
• target aspect of the entity (e.g., product features, subtopic)
• orientation (e.g., positive/negative/neutral)
• holder (the entity holding the opinion)
• time (when the opinion was expressed)

In order to gain a valuable opinion information, not all parts of the quintuple
must necessarily be extracted. The perception of a movie in the media, e.g., can be
inferred without knowing when the review was submitted or by whom. However, the
extraction of a target entity and the valuation of the entity is essential. The opinion
target may be a mentioned (named) entity or concept with a concrete text-anchor, but
also an abstract topic that makes the identification of the opinion target especially
difficult. In contrast to concrete entities, abstract topics are nonlocal information that
have to be mined from the context. In our scenario, which is sentiment analysis based
on newspaper quotations, the structure of quotations already provides an opinion
holder. Knowing who uttered a quotation, we consider the quotation holder being
also the opinion holder.

Our Contribution. We present work that aims at determining opinion orientation
in German news articles. In contrast to many other sentiment analysis systems we
focus our approach on direct and reported speech identified previously in the news
articles. We assume that quotations are the most subjective parts of news articles
and that they transport the opinions of the cited speakers as they are. We cast the
task of sentiment classification to a three-class problem and label each quotation as
either negative, positive, or neutral. Objective quotations reflecting facts are marked
as neutral as well. We propose a supervised approach where we first search for
subjective quotations and, second, decide the polarity of the subjective quotations.
Both steps are separately solved by a Support Vector Machine classifier. As part of
our work we examine the effectiveness of diverse sentiment classification features
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to find the most suitable feature set for both the subjectivity detection and polarity
classification task. We train and evaluate our approach on a human-annotated corpus
of German quotations. The corpus consists of 742 neutral, 71 positive, and 38 negative
quotations. It can be made available for research purposes after signing an agreement.

1.4.2 Related Work

Related research on sentiment analysis varies from simple lexicon-based approaches
looking up words in opinion lexicons to supervised approaches exploiting linguistic
features and enhanced machine learning algorithms. The main part concentrates on
the classification of text as either positive, negative or neutral toward a specific
entity or topic explicitly mentioned in the text.

Sentiment analysis treats texts at different levels. There is work examining entire
document texts like entire reviews or news articles, attempting to predict the overall
sentiment of a document text [37, 49]. But there is also work that performs sentiment
analysis at statement level [5, 18, 46], sentence level [23, 33, 43, 54] or even phrase
level [49]. Often, sentiment analysis work on reviews also aims at extracting product
properties and the opinions toward these properties, which is called aspect-oriented
sentiment analysis [21].

Sentiment analysis has also been applied to different text types. A great part of
the work examines customer reviews, like product [21, 49] or movie [37] reviews.
Since reviews are meant to share experiences and report opinions, they contain many
subjective text parts and are therefore predestined for sentiment analysis. Yet, reviews
can also contain objective parts summarizing the properties of the reviewed entities.
Regarding movie reviews, one challenge is to separate plot information, which itself
may be characterized as positive or negative, from opinions toward the movie. All
work treating customer reviews must handle challenges arising from user-generated
content such as potential spelling mistakes and grammatical errors.

Early work in classifying product reviews used lexicon-based techniques together
with natural language processing algorithms in order to create opinion summariza-
tion. Hu and Liu [21] propose a three-stage approach to aspect-based opinion sum-
marization. They first search for product features in customer reviews by applying
association mining with some pruning. Then, the authors determine the polarity of
sentences mentioning the features. Whether a sentence has to be classified as posi-
tive or negative results from the orientation of the individual opinions words (adjec-
tives) in the sentence that is summed up to an overall orientation. The orientation of
opinion words is pre-calculated based on a list of seed adjectives and the applica-
tion of WordNet’s information on synonyms and antonyms. Similar to Hu and Liu,
Turney [49] categorizes product reviews in either ‘recommended’ or not ‘recom-
mended’ by calculating the average sentiment orientation of the review’s phrases.
Turney calculates the orientation of phrases containing adjectives and adverbs by
determining the mutual information between a phrase and the words “excellent” and
“poor” and subtracting both values to obtain a final sentiment orientation score.
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The so far discussed customer reviews are predominantly medium or long texts.
With the mass distribution and utilization of social media services like Twitter or
Facebook in the recent years, a part of the sentiment analysis work shifts toward the
analysis of short texts generated by users. Because of the language used in such texts,
new challenges arise for the task. Often, users write their texts colloquially and they
do not care about spelling and punctuation. In addition, the texts mostly are very
short and comprise phrases rather than complete sentences. Considering Twitter, a
short message must not exceed 140 characters.

As one of the first, Go et al. [18] classify English-language tweets according to a
query as either positive or negative. They adopt a supervised approach using diverse
classifiers including a Naive Bayes, a Maximum Entropy, and a Support Vector
Machine (SVM) classifier. In order to train the classifiers, the authors propose using
tweets containing positive or negative emoticons (mapped to ‘:(’ and ‘:)’) as noisy
labeled training data. The authors explore a range of standard text classification fea-
tures like word uni- and bigrams and part-of-speech tags for representing the tweets.
After having evaluated their approach on manually tagged tweets from different cat-
egories (177 negative and 182 positive tweets independent of emoticons), Go et al.
conclude that the automatically created training dataset is suitable for training the
examined algorithms, which solve the task reasonably. Using a combination of word
uni- and bigrams the Maximum Entropy classifier achieves an accuracy of 83 %. Yet,
there are no large differences between the classifiers and feature sets.

In comparison to customer reviews, news articles may express opinions less
explicitly. Since journalists (ought to) write objectively and avoid emotional language,
the identification of the implied opinions is especially challenging. In addition, the
opinion holder must be extracted. Different from customer reviews, it is not the
author’s opinion expressed in the news article but the opinion of other people and
organizations the article deals with. In 2006 Kim and Hovy [23] approached the
task of opinion mining in English news articles by proposing a four-stage system.
The authors extract opinions, determine the opinion topic, and assign an opinion
holder by applying semantic role labeling. The authors separate subjective from
objective sentences, perform semantic role labeling utilizing opinion-related frames
and frame elements from FrameNet,17 and choose the opinion target and holder out
of the semantic roles. Finally, the extracted opinion triples consisting of the holder,
topic, and opinion are stored in a database.

The work proposed by Nakagawa et. al [33] addresses sentiment classification
at sentence level. The authors use conditional random fields with hidden variables,
representing polarity of dependency sub-trees, to infer the polarity of the entire
subjective sentences. The approach was evaluated on English and Japanese opinion
texts and is promising. Among others, it was evaluated on Japanese news articles
with an accuracy of 83 %, which shows its effectiveness on this text type. However,
the work bases on subjective sentences and skips the task of subjectivity detection.

Strongly related to our work is the work of Balahur et al. [2–4]. The authors apply
sentiment analysis to news articles. Although the team mainly explores approaches

17 https://framenet.icsi.berkeley.edu/fndrupal/.

https://framenet.icsi.berkeley.edu/fndrupal/
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to classify English news quotations, it is an important requirement to develop
approaches that are applicable with as little effort to other languages, since the authors
incorporate their results into the Europe Media Monitor (EMM) news engine.18 EMM
collects and processes news articles from multilingual news sources. In [2] Balahur
and Steinberger present reflections on how sentiment analysis applied to news arti-
cles differs from sentiment analysis on highly subjective texts like online reviews.
The authors find that the task of sentiment analysis on news articles can be decom-
posed into three subtasks: determining the sentiment target, distinguishing between
“good and bad news content” and “good and bad sentiment expressed on the target”,
and classifying explicitly expressed sentiments on the sentiment target that does not
require any world knowledge or the interpretation by the reader. The inter-annotator
agreement increases if the task is clearly defined in advance. Finally, the authors work
out three possible perspectives on news articles: the author’s (news bias research), the
reader’s (interpretation by readers influenced by their backgrounds), and the text’s
view. Each view requires a different approach to sentiment analysis and the authors
limit their work to identifying sentiments concretely expressed in the text. In [3]
Balahur et al. provide a comparison of different sentiment resources and classifi-
cation strategies to categorize news quotations as positive, negative, and neutral. In
their studies, the authors also examine how a preceding subjectivity detection step
affects the classification results. They conclude that using large sentiment lexicon and
a previous subjectivity filtering improves the results considering vocabulary-based
methods. Straightforward bag-of-words approaches are limited and not effective
enough for sentiment analysis on news quotations. The authors also conclude that
exploiting sentiment annotations based on single topics are not suitable for the open-
domain sentiment analysis on news. Thus, they propose a topic-dependent sentiment
analysis with specialized models.

The work of Balahur et. al in [4] analyzes two aspects of sentiment analysis
for English-language quotations in news articles. First, the authors examine how
different word windows around an opinion target influence sentiment classification
accuracy. Second, they exclude sentiment-bearing words that are category-specific
words at the same time, in order to separate good or bad news content from positive
and negative sentiments toward the opinion targets. The sentiment score is calculated
by summing up the sentiment scores of all quotation words. As a result, the authors
argue that taking into account only a word window around the target entity instead
of including the entire quotation text yields better results. Considering the lexicons,
the authors find that there are large differences between their performances and that
combining them helps. However, the accuracy of the approach does not only depend
on a large lexicon.

Sentiment analysis on German-language texts has been applied in [27, 31, 46].
Momtazi presents a rule-based approach to classify sentiments toward celebrities
mentioned in short German social media texts. In order to label the short texts as
positive or negative and assign the strength of the sentiment, the author creates
and applies a sentiment dictionary and a list of booster and negation words. Mom-

18 http://emm.newsbrief.eu/overview.html.

http://emm.newsbrief.eu/overview.html
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tazi evaluates her approach on a hand-annotated dataset of 500 short texts about
celebrities. Her unsupervised polarity classification method outperforms standard
supervised classifiers on the given dataset. The main contribution of Li et al. [27] is
an annotation scheme for labeling sentiments in German political news articles and
a dataset manually annotated according to the presented scheme. Each annotation
frame consists of the text anchor (labeled as idiom, phrase, word or compound noun),
the target, the source, and auxiliary words that may be intensifiers, diminishers, or
negations. In addition, the opinion frames may be marked with the attitude’s polarity,
type (context-dependent or -independent), and intensity. With the aid of the relation
extraction tool DARE19 and the annotated relation examples, rules are automatically
learned to extract the opinion source, target, and polarity. In their first experiments the
authors achieved promising results. Another corpus for German sentiment analysis on
news articles is contributed by Scholz et al. [46]. The corpus consists of around 1,500
statements labeled with the viewpoint (corresponding to our “opinion target”), either
CDU20 or SPD,21 and the tonality of the statement (positive, neutral, negative). The
authors use parts of the dataset to generate sentiment dictionaries containing entries
scored with different measures. For the sake of media response analysis, the authors
evaluate news material and propose a supervised machine learning approach which
is similar to ours. Scholz et al. analyze the news in two stages. First, they detect
subjective statements and, second, they classify the subjective statements as either
positive or negative. In contrast to our findings, the subjectivity detection seems to
perform better on the dataset of Scholz et. al. than the polarity classification part.

Detailed surveys on opinion mining and sentiment analysis can be found in
[28, 36, 48].

1.4.3 Sentiment Classification

We solve the problem of quotation sentiment classification by employing a super-
vised two-stage approach. We first apply a subjectivity detection step where we mark
quotations as either neutral or subjective. We then classify all subjective quotations
according to their polarity in either positive or negative quotations. As a result of
our sentiment classification approach each processed quotation is labeled as either
neutral, positive, or negative. For both tasks, subjectivity and polarity classification,
we train separate Support Vector Machine (SVM) classifiers [8, 50] with a different
feature set and with different hyperparameters. We choose a radial basis kernel for
both SVMs and select the hyperparameters γ and C by performing tenfold cross-
validation on the dataset described in Sect. 1.4.5. We represent the quotations as
vectors of diverse features (Sect. 1.4.4). Among others we include the part-of-speech
tags and sentiment words as features that turned out to be essential for sentiment

19 http://dare.dfki.de/.
20 Christlich Demokratische Union Deutschlands (Christian Democratic Union (Germany)).
21 Sozialdemokratische Partei Deutschlands (Social Democratic Party of Germany).

http://dare.dfki.de/
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analysis. We weight the features by different weighting schemes ranging from simple
counts to enhanced weighting schemes like tf-idf and tf-delta-idf, a sentiment-based
tf-idf value, as proposed in [30].

Opinion Target Extraction. We also provide a supervised approach for the
extraction of opinion targets, which may be reasonably applicable as long as the
targets are explicitly mentioned within the quotations and can be localized by text
anchors. In our target extraction approach we first select a set of candidates and then
classify each candidate with a binary classifier to predict whether it is the wanted
target or not. The opinion target candidates are represented as feature vectors of POS
tags surrounding each candidate in a window of two words before and two words
after the candidate. We perform a multistage decision process to prefer specific can-
didates over other candidates if more than one candidate was classified as opinion
target. We check the environment nearby the candidate and accept only candidates
conforming specific predefined POS patterns.

1.4.4 Sentiment Features

Finding an appropriate representation of the data at hand is a crucial task since the
performance not only depends on the chosen machine learning algorithms but also
to a large extent on the selected features [12]. In this section we present the features
explored for our sentiment analysis approach. Besides primitive features we also
exploit derived lexical and linguistic features. Following [37] we include position
information for each feature. We encode whether the features were calculated based
on the beginning, the end, or the middle part of the text or whether the entire text
was considered.

Bag-of-Words. A standard representation of documents for natural language
processing tasks is the bag-of-words model [29]. It represents a document as a vector
of weighted terms from a dictionary. We built up a dictionary with uni- and bigrams
and calculated the idf and delta-idf based on German news articles from a time period
of three months of 2012, the same time period as used for creating the evaluation
corpus described in Sect. 1.4.5. The lexicons with both uni- and bigrams were limited
to 10,000 entries each. We included bigrams because they encode word order, which
adds meaningful sentence structure information to the feature vector representation.
Previous work shows that bigrams help in the task of sentiment analysis [51]. In
order to compile a feature vector for a document we remove stop words and lower-
case and stem each term using Apache’s German Analyzer.22 Then we weight each
term (uni- and bigram) using one of four different schemes: occurrence flag (0/1),
tf (term frequency), tf-idf (term frequency x inverse document frequency), tf-delta-idf
(term frequency x delta inverse document frequency).

22 https://lucene.apache.org/core/3_6_2/api/all/org/apache/lucene/analysis/de/GermanAnalyzer
.html.

https://lucene.apache.org/core/3_6_2/api/all/org/apache/lucene/analysis/de/GermanAnalyzer.html
https://lucene.apache.org/core/3_6_2/api/all/org/apache/lucene/analysis/de/GermanAnalyzer.html
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Parts-of-Speech. Part-of-speech tags (POS tags) serve as the basis for various
natural language processing tasks. Especially, in sentiment analysis the part of speech
information is widely exploited. The presence of certain parts of speech like adjec-
tives [19] and word phrases corresponding to certain part-of-speech patterns [49]
correlates with opinion-oriented language and is therefore a strong predictor of sub-
jectivity [36]. We assembled a dictionary of POS tag uni- and bigrams and calculated
the idf and delta-idf analogously to the dictionary of term uni-and bigrams. Based
on this dictionary we form the feature vector as a bag-of-pos-tags. Again, we assign
the following values to each items: occurrence flag, tf, tf-idf, tf-delta-idf.

Sentiment Words. Sentiment lexicons like SentiWordNet [14], WordNet-Affect
[47] or MicroWNOp [7] often are a central resource for many sentiment analysis
approaches [3]. Sentiment bearing words have been applied for lexicon-based solu-
tions [4] and as features for supervised classification approaches. For German the
SentimentWortschatz (SentiWS) has been well established [42]. SentiWS is a lexi-
con covering affective words along with weights for their polarity that range between
−1 (very negative) and +1 (very positive). In addition to the sentiment value, the
part of speech and a set of inflections is available for each entry. SentiWS contains
1,650 positive and 1,818 negative adjectives, adverbs, nouns, and verbs. We use Sen-
tiWS for compiling term and aggregated features. First, we represent a quotation
as a vector of SentiWS terms with either an occurrence flag, the term frequency, or
the term frequency multiplied with the polarity weight of the term in SentiWS. Sec-
ond, we aggregate features by grouping positive, negative, or all SentiWS words and
count and weight their occurrences. Given quotations like “Das ist nicht gut”, sagte
Angela Merkel. (“That’s not good”, Angela Merkel said.) we must consider negation
to avoid erroneous feature values. Simply regarding SentiWS word’s polarity value
as it is, we would assign a positive value to the term ‘gut’ and label the quotation
probably as positive although a negative sentiment is expressed. For a more precise
feature calculation we again make use of POS information and identify five POS tag
patterns starting with PTKNEG (negation particle ‘nicht’ (not)) or PIAT (attributive
indefinite pronoun without determiner ‘kein’ (no)), both inverting the polarity value
of the following word. Table 1.3 shows the set of five patterns capturing phrases
commonly used in German for negating adjectives, verbs, and nouns. We apply the

Table 1.3 The list of POS patterns used for shifting polarity weights of quotation terms

POS tag pattern Examples

PTKNEG ADJD Nicht richtig (not correct), nichtüberzeugend (not convincing)

PIAT NN Kein Gegner (no opponent), kein problem (no problem)

PTKNEG VVPP Nicht gelungen (not succeeded), nicht vorbestraft (not previously convicted)

PTKNEG VVINF Nicht tolerieren (not tolerating), nicht bessern (not becoming better)

PIAT ADJA Kein gutes (no good), kein unzumutbares (no unacceptable)

The examples are taken from our evaluation corpus described in Sect. 1.4.5
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patterns to the quotation’s text and augment our feature vector by adding a negated
form of the SentiWS term in form of NOT_SentiWS_term to the vector. We also
invert the SentiWS value for the negated term, if the weighting scheme requires this.
In the example above we add NOT_gut (not good) to our term vector and regard
the term as negative for calculating our aggregated features.

Valence Shifters. Valence shifters are words or phrases like “nicht” (not), “höchst”
(extremely), or “weniger” (less), that change the intensity or polarity of other lexical
items. We distinguish between three types of valence shifters: negations, diminishers
and intensifiers. Previous work examined the effect of valence shifters in sentiment
classification of movie reviews and concluded that incorporating valence shifters
slightly increases classification accuracy [22]. In order to create our features, we
exploit a list of around 100 valence shifters derived from the MLSA Corpus, a multi-
layered reference corpus for German-language sentiment analysis [9]. The corpus
consists of three layers with sentiment annotations at different granularity levels.
Layer 2 provides polarity related annotations for words and phrases. At phrase-level
the text spans are labeled as positive, negative, bipolar, and neutral. Words are labeled
in addition as diminishers, intensifiers, and shifters (negations). With the aid of these
annotations we compile feature vectors in the form of bag-of-valence-shifters and
derived features that accumulate the three types of valence shifters.

Discourse Markers. Discourse markers are words or phrases that connect sen-
tences or sentence parts and thereby express the semantic relations between them.
Examples are “weil, aber, abgesehen davon dass, sogar, dennoch…” (because, but,
apart from this, even, however…). The usage of discourse markers may influence
the orientation or intensity of sentiments like in the quotation “Wir sind zufrieden
mit dem Stand der Dinge, aber wir wollen mehr”, sagte Vettel. (“We are happy with
the situation, but we want more”, Vettel said.) In our approach we search quotations
for discourse markers from a predefined list. The list is derived from the online lex-
icon for German grammar23 of the “Institut für Deutsche Sprache”24(IDS, Institute
for German Language). It contains around 350 discourse markers of different types.
The resulting feature vector encompasses all discourse markers making no distinc-
tion between the types. We assign each marker a value (occurrence flag and term
frequency) and encode whether the quotation contains discourse markers and how
many.

All Features. Table 1.4 provides an overview of all feature groups that we use in
our sentiment analysis approach. A feature vector containing all feature combinations
consists of 160 K entries. If we include text position information into the feature
vector the number of entries rises to almost 650 K. The relative big dictionaries, in
comparison to the short quotations, result in very sparse feature vectors that we have
to deal with.

23 http://hypermedia.ids-mannheim.de/index.html.
24 http://www1.ids-mannheim.de/start/.

http://hypermedia.ids-mannheim.de/index.html
http://www1.ids-mannheim.de/start/
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Table 1.4 Overview of the sentiment analysis features and values

Feature Name Feature Value

Bow-of-Words (uni- and bigrams) Occurrence flag, tf, tf-idf, tf-delta-idf

Parts-of-Speech (uni- and bigrams) Occurrence flag, tf, tf-idf, tf-delta-idf

SentiWS words Occurrence flag, tf, tf x polarity-value

SentiWS pos/neg/all Occurrence, count, count x polarity-value

Valence shifters Occurrence flag, tf

Valence diminishers/intensifiers/shifters Occurrence, count

Discourse markers Occurrence flag, tf

1.4.5 Corpus

The corpus for evaluating our sentiment analysis approach consists of 851 quotations
extracted from a dataset of German news articles dated from February 23, 2012
to May 21, 2012. The manually annotated quotations of the quotation extraction
corpus described in Sect. 1.3.4 served as the basis for the sentiment corpus. We
asked four annotators to tag each quotation as either neutral, positive, negative,
or mixed and if possible to mark the opinion target.25 In order to obtain a consistent
corpus we defined a set of annotation rules, which we describe in detail below. In
general, personal attitudes of the annotators, their moral perceptions, or political
views must not influence the tagging. The task was to determine the opinion of the
quotation speakers. If a quotation appeared to be incomplete, the annotators also had
the possibility to tag a quotation as don’t know.

1.4.5.1 Neutral Quotations

A quotation should be regarded as neutral if the statement serves solely to transport
facts. Information, announcements, or intentions of the speaker without any personal
assessment by the speaker are considered to be neutral. It is not relevant whether the
fact itself is positive or negative from a moral, political, or any other point of view. In
the remainder of this section, we provide examples of different types of quotations.
The content of the quotation in Example 1.1 solely reports fact:

Example 1.1 Alisade berichtete, dass bald 500 weitere KFC-Filialen lan-
desweit eröffnen würden. (Alisade reported, that soon 500 more KFC-stores
would open countrywide.)

25 We do not use the annotated opinion targets yet, but describe them here for the sake of complete-
ness.
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The speaker announces an event without any personal assessment, so that the
quotations in Example 1.2 has to be marked as neutral as well:

Example 1.2 Es werde Sicherheitskontrollen an den Einlässen geben, sagte
ein Sprecher. (There will be security checks at the entries, a speaker said.)

1.4.5.2 Subjective Quotations

Subjective quotations could be marked as positive, negative, or mixed. To make
their decision the annotators should answer the question whether the speaker supports
or dislikes the topic or the expressed intention or announcement. In the following
quotation the speaker explicitly expresses a negative opinion by using the term
“Unverschämtheit” (impertinence). Annotators should rate it as negative:

Example 1.3 “Der Fakt alleine ist eine absolute Unverschämtheit gegenüber
dem Klub und dem Team”, sagte Horstmann. (“The fact alone is an absolute
impertinence toward the club and the team”, Horstmann said.)

The phrase “verdient gewonnen” (corresponds to “deserved to win”) indicates
a positive opinion of the speaker in the following quotation so that this quotation
should be classified as positive:

Example 1.4 Claus Finger war zufrieden: “Das Team hat schnell ins Spiel
gefunden und verdient gewonnen.” (Claus Finger was happy: “The team
quickly got into the game and deserved to win”.)

1.4.5.3 Corpus Overview

The final corpus exclusively contains quotations annotated by at least two annota-
tors. The gold standard answers were determined by majority voting. We discarded
quotations where the annotators predominantly disagreed or where the majority of
the annotators marked a quotation as don’t know. The inter-annotator agreement
amounts to 79 %. Figure 1.6 shows the distribution of neutral, positive,negative,
and mixed quotations. The majority of the quotations, namely 86 %, are neutral,
whereas only 8 % of the quotation are positive and only 5 % negative. Thus, we
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Fig. 1.6 The corpus for evaluating the sentiment analysis approach is highly unbalanced. It consists
of 742 neutral, 71 positive, 38 negative, and 10 mixed quotations

have to deal with a highly unbalanced corpus. We discard the 1 % mixed quotations,
because we do not aim at the classification of such quotations.

1.4.6 Evaluation

We conduct our experiments on a human-annotated corpus of 851 quotations tagged
as positive, negative, or neutral. We first evaluate each classifier of our two-
stage approach separately and then assess the performance of the overall sentiment
classification. In our experiments we first examine our sentiment features individu-
ally and then if combining them helps to solve the task of subjectivity and polarity
classification.26 We measure the effectiveness of our approach according to the pre-
cision, recall, and harmonic mean between precision and recall, the F1-score. We
consider all classes equally important, determine the evaluation scores for each class
separately, and then macro-average the scores across the classes. Our evaluation is
performed as tenfold cross-validation where 90 % of the data is used to train the
classifier and the remaining 10 % to test it in each evaluation run. Within the 10 folds
the distribution of quotations is pertained. We normalize the feature values to fit into
the interval of [0, 1]. In each run we perform a nested tenfold cross-validation to find

26 We skip the evaluation of our target extraction solution because of the lack of text anchors for
targets in our corpus. The corpus contains only a few target annotations because in most cases the
targets are abstract topics or expression of sentiments rather than entities or nouns and therefore the
annotators could not mark them within the quotation.
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Table 1.5 Results for the subjectivity classification part

Neutral Subjective Macro-averaged Accuracy

Pre Rec F1 Pre Rec F1 Pre Rec F1

NB baseline (all) 0.914 0.856 0.884 0.314 0.450 0.370 0.614 0.653 0.627 0.804

All 0.921 0.925 0.923 0.472 0.459 0.465 0.696 0.692 0.694 0.865

All-bow 0.918 0.923 0.921 0.457 0.440 0.449 0.688 0.682 0.685 0.861

All-postags 0.924 0.903 0.913 0.429 0.495 0.460 0.676 0.699 0.687 0.851

all-bow-postags 0.925 0.942 0.933 0.547 0.477 0.510 0.736 0.710 0.722 0.883

Bow 0.888 0.973 0.929 0.474 0.165 0.245 0.681 0.569 0.587 0.870

Discourse
markers

0.881 0.725 0.795 0.150 0.330 0.206 0.515 0.528 0.501 0.675

Postags 0.906 0.867 0.886 0.298 0.385 0.336 0.602 0.626 0.611 0.805

Sentiws 0.918 0.939 0.929 0.511 0.431 0.468 0.715 0.685 0.698 0.874

Valence shifters 0.874 0.795 0.833 0.136 0.220 0.168 0.505 0.508 0.501 0.722

Isolated, the SentiWS features are most suitable for subjectivity classification with a SVM. Our
approach outperforms the Naive Bayes baseline. The best performing feature set achieves an F1-
score of 0.72. It includes SentiWS terms, discourse marker and valence shifters

the best hyperparameter γ and C for our SVM by employing a grid search. As our
corpus is highly unbalanced we set the penalty for class subjective 7 times larger
than for class neutral and the penalty for class positive 2 times larger than for
class negative.

Subjectivity Classification. For the assessment of our subjectivity classifier we
make use of all 851 annotated quotations. We consider all quotations tagged as
positive or negative being subjective. By doing so we prepare a corpus of 109
subjective and 742 neutral quotations. The first experiments evaluate our sentiment
features individually to examine their impact on the subjectivity classification task.
Table 1.5 shows the results. Isolated, the SentiWS features achieve the best F1-score
of 0.698. We determine the best-performing feature set, containing the SentiWS
term, valence shifter, and discourse-marker-based features, by conducting a feature
ablation study. We leave out one feature type in each experiment that does not improve
or even worsens the classification result. Using the best-performing features we
achieve a macro-averaged F1-score of 0.72 and succeed in improving the F1-score by
0.095 over the Naive Bayes baseline and by 0.024 over the F1-score exploiting solely
the SentiWS features. Regarding the classes neutral and subjective retrieving
neutral quotations works notably better than the retrieval of subjective quotations.

Polarity Classification. We evaluate our polarity classification approach on the
109 subjective quotations of the entire sentiment corpus. As with subjectivity classi-
fication the most relevant features for polarity classification are the SentiWS features
(Table 1.6). Including only SentiWS features our approach already achieves an F1-
score of 0.82. We are able to improve our results by adding POS tags and discourse
markers as features. Together, the three feature types achieve a macro-averaged F1-
score of 0.86. The score is 0.062 higher than the F1-score that results by including
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all features into the set and 0.169 higher than the F1-score achieved by the Naive
Bayes baseline with all features. We find that polarity classification is more difficult
for the negative class.

Sentiment Classification. Our sentiment classification approach aims to solve
a three-class classification problem. We evaluate our overall approach by putting
together the results of our two SVM classifiers. Starting with the results of the
subjectivity classifier we pass all quotations classified as subjective to our polarity
classifier for further separation into positive and negative. The overall sentiment
classification results in a macro-average F1-score of 0.51. Remember, the dataset is
unbalanced and contains 86 % neutral citations. We also conduct experiments pro-
viding Gold Standard answers for one of the tasks in order to evaluate the impact
of the second classifier on the performance of the overall system. First, we simulate
the output of the subjectivity classifier by taking the Gold Standard answers as input
of the polarity classifier (Table 1.7, Gold Subjectivity Answers + Polarity Classi-
fication) and, second, assign Gold Standard answers to quotations marked as sub-
jective by the subjectivity classifier (Table 1.7, Subjectivity Classification + Gold
Polarity Answers). We then measure the effect of each classifier when integrated in
an optimal system. With Gold Subjectivity answers our overall system achieves a
F1-score of 0.86. Looking at it the other way round, using the subjectivity classi-
fier’s output and the Gold polarity answers, our system achieves a F1-score of 0.61,
which is around 0.1 higher than the overall system result but around 0.25 lower than
the system grounded on the Gold subjectivity answers. These results correlate with
the results obtained when testing the classifiers separately. The main error source is
the subjectivity classifier.

Table 1.6 Results for the polarity classification part

Positive Negative Macro-averaged Accuracy

Pre Rec F1 Pre Rec F1 Pre Rec F1

NB baseline (all) 0.763 0.859 0.808 0.655 0.500 0.567 0.709 0.680 0.688 0.734

All 0.825 0.930 0.874 0.828 0.632 0.716 0.826 0.781 0.795 0.826

All-bow 0.889 0.901 0.895 0.811 0.790 0.800 0.850 0.845 0.848 0.862

All-bow-valence 0.890 0.916 0.903 0.833 0.790 0.811 0.862 0.853 0.857 0.872

All-bow-
valence-postags

0.863 0.887 0.875 0.778 0.737 0.757 0.820 0.812 0.816 0.835

Bow 0.693 0.986 0.814 0.875 0.184 0.304 0.784 0.585 0.559 0.706

Discourse
markers

0.663 0.775 0.714 0.385 0.263 0.313 0.524 0.519 0.513 0.596

Postags 0.743 0.775 0.759 0.543 0.500 0.521 0.643 0.637 0.640 0.679

Sentiws 0.863 0.887 0.875 0.778 0.737 0.757 0.820 0.812 0.816 0.835

Valence shifters 0.711 0.831 0.766 0.539 0.368 0.438 0.625 0.600 0.602 0.670

Our polarity SVM classifier outperforms the Naive Bayes baseline with an F1-score of 0.86 achieved
on all 109 subjective quotations in our corpus. It uses a feature set consisting of SentiWS terms,
POS tags and discourse markers. As with subjectivity classification the most appropriate features
are the SentiWS features
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Table 1.7 Results for the overall sentiment classification

Gold subj. answers + Subj. classification + Subj. classification +
Pol. classification Gold pol. answers Pol. classification

P R F1 P R F1 P R F1

Positive 0.849 0.873 0.861 1.0 0.521 0.685 0.642 0.479 0.548

Negative 0.75 0.711 0.730 1.0 0.105 0.191 0.077 0.053 0.063

Neutral 1.0 1.0 1.0 0.916 1.0 0.956 0.912 0.949 0.93

Macro-avg 0.866 0.861 0.864 0.972 0.542 0.611 0.543 0.493 0.514

Accuracy 0.977 0.920 0.870

Our approach achieves a macro-averaged F1-score of 0.51. While the polarity classifier performs
reasonable, the subjectivity classifier introduces a large error. Many negative quotations are marked
as neutral and therefore are not further examined by the polarity classifier. Given correct subjectivity
labels the overall performance rises to an F1-score of 0.86

1.4.7 Conclusion

We solve the problem of sentiment classification of quotations in news articles by
employing a two-stage approach where we first separate subjective from neutral quo-
tations and, second, categorize the subjective quotations as either positive or negative.
Our approach performs the best for both tasks with only a subset of the presented
sentiment features. In either case SentiWS features strongly contribute to an efficient
sentiment classification. Leaving them out decreases the F1-score considerably. In
contrast to the SentiWS features, leaving out simple bag-of-word features (uni- and
bigrams) increases the classification quality so that we exclude them from the final
feature sets. The relatively low overall F1-score of 0.51 mainly results from the out-
put of the subjectivity classifier. The subjectivity classifier introduces a large error
in the first step. It misses many subjective quotations which the polarity classifier
would tag correctly. Particularly, the majority of negative quotations is filtered out by
the subjectivity classifier. Generally speaking, separating objective from subjective
quotations is especially challenging in our scenario. It is easier to classify quotations
as subjective if they are positive. If quotations are negative the algorithm classi-
fies them more often as neutral. The polarity classification quality for negative and
positive quotations is comparable. As Pang et al. [37] we find that incorporating posi-
tion information into the feature vectors hardly influences sentiment classification
effectiveness and therefore can be excluded from the feature vectors.

Inspired by Polanyi and Zaenen [40] we intend in our future work to imply more
contextual shifters and patterns for German to calculate contextual feature weights
instead of only encoding the presence and frequency of valence shifters. At the
same time we plan to consider discourse markers for feature weight calculation
following Mukherjee and Bhattacharyya [32]. In addition, appraisal groups may serve
as supplementary information for the feature vectors [53]. Considering sentiment
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targets our future work will include on the one hand the extension of our corpus by
more text-anchored sentiment targets and on the other hand we will shift our work
toward topic-oriented sentiment target detection that aims at determining supporting
or opposing statements [34].

To extract even more opinionated passages from news articles in the future work
we not only want to consider quotations but also include other news article parts.
Furthermore, a context-dependent sentiment analysis requiring world knowledge or
interpretation could retrieve additional subjective text [27].

1.5 Application

We present the results of our news aggregator to users via a web interface. The
home page of our news’d demonstrator provides an overview of the currently most
important events discussed in the news. In order to tackle the enormous amount
of news material, our interface implements various ranking scores. Besides sorting
news clusters by actuality or size, users may navigate news clusters ordered by
their “hotness”. The hotness measure combines different cluster characteristics. It
weights appropriately a cluster’s total growth since, its creation time, and its recent
growth in a sliding time window to calculate one score that indicates how “hot”
the news cluster is. Figure 1.7 shows the main page of our news’d demonstrator. As
in other commercial news portals our interface also allows browsing news events
by categories like “Politics”, “Economy”, etc. Each department page is organized

Fig. 1.7 The main page of the web application presenting the current top events
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analogously to the main page except that it filters the news clusters corresponding to
the category.

For a deeper, more structured insight into single events the interface organizes
the view for each news cluster by dividing the page into specific sections presenting
different types of information instead of simply listing all contained news articles.
A news cluster view starts with its leading article, followed by the most recent news
articles grouped by their age. On the right-hand side the users are provided with meta-
information like a visualization of the cluster’s development or the key concepts and
named entities the news cluster is dealing with.

An extra analysis page offers the search for quotations and sentiment tags. Users
have the possibility to specify whether to search for quotations or sentiment tags
and to select how to order the results. At this point our interface allows sorting by
relevance and actuality. The resulting quotations or sentiment tags, respectively, are
presented at the top of the page and the corresponding news articles thereunder.
Figures 1.8 and 1.9 show a preliminary presentation of the analysis search results.

The future work includes an extension of the analysis page by offering additional
statistical information on quotations and their opinions and the implementation of a
view that directly compares opinionated quotations according to a topic or a target
entity. The comparison view allows users to easily grasp, e.g., the most opposing or
the most frequent/important comments. We aim to create a service with full archive

Fig. 1.8 The analysis page of the web application presenting quotations by and about “Isabelle
Werth”
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Fig. 1.9 Sentiment tags evaluating the perception of “Telekom” in comparison to related items

support, both to research topics and newsworthy entities as well as their perception
in the press.

1.6 Conclusion

We presented a system for aggregating and analyzing German news articles collected
from a wide range of news sources. In addition to topic detection and tracking of
news stories, and building a dynamic topic hierarchy based on the current news
situation, the central component implements methods for quotation extraction and
sentiment analysis. As a stylistic means, quotations are used to underline significant
information and can be regarded as a trustworthy piece of information, because
they reflect statements of cited people and organizations in an original and genuine
manner. Our approach to quotation extraction is rule-based and exploits text parts
surrounded by quotation marks for retrieving direct quotations and the presence
of reporting verbs and phrases for detecting indirect quotations. Each quotation is
assigned a quotation speaker by applying a set of predefined rules and including a
crude form of co-reference resolution. Evaluated on a manually created dataset with
German-language quotations, the method yields convincing results, in particular for
direct quotations. We assume quotations being the most subjective parts of news
articles and base our sentiment analysis approach on quotations previously extracted
by our quotation extraction component. We decompose the task into subjectivity
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detection and polarity classification and train a separate SVM classifier for each
subtask. In order to find the most appropriate feature set for both tasks, we assess
a range of text classification features according to their applicability to sentiment
analysis. The results suggest that sentiment words are most suitable for both tasks
and that the classifiers perform best using a slightly different feature set. While
part-of-speech information positively effects polarity classification, incorporating
valence shifters and discourse markers improves subjectivity detection. Overall, the
subjectivity detection in news articles appears more challenging than the polarity
classification. To evaluate our work, we have created two corpora. The first corpora
aims to support developing and assessing methods for quotation extraction. It contains
direct and indirect quotations attributed with a quotation speaker and a reporting verb
or clue if available. The second corpus bases on our quotation corpus and provides
a sentiment label (positive, negative or neutral) for each quotation and an opinion
target, if it is explicitly mentioned in the quotation. Both corpora are freely available
for research purposes upon request.

In the future work, we plan to improve the recall of indirect quotations by auto-
matically detecting reporting verbs instead of using a predefined list. Concerning the
extraction of quotations speakers, we intend to incorporate a sophisticated approach
to co-reference resolution. The future work on our sentiment analysis approach will
include incorporating additional information during feature vector calculation to rep-
resent the text more precisely. We plan to shift our work toward topic-related and
context-dependent opinion retrieval and allow also other text parts than quotations
for sentiment analysis. In order to benefit from our results we plan to implement an
extended view on newspaper quotations. The users will be presented a direct compar-
ison of quotations expressed by different speakers according to a topic or entity, and
a timeline of opinions to facilitate monitoring developments and estimating trends.
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Chapter 2
Twitter Sentiment Tracking for Predicting
Marketing Trends

Cagdas Esiyok and Sahin Albayrak

Abstract We present a web-based Twitter sentiment tracking tool for brands. The
tweets about four companies, namely, Facebook, Twitter, Apple, and Microsoft are
collected by this system. The collection is implemented in an hourly basis in 17
Anglophone cities from which these tweets are sent. After collecting the tweets, the
systemclassifies themas positive or negative by using theNaïveBayes andMaximum
Entropy classification methods. Later on, the system determines the winner brand
of each city according to the percentage of positive tweets sent by users located in
the aforementioned cities. Lastly, the winner brands of the day can be monitored
on a web page using Google Maps. To increase the performance of classification
methods, the tweet texts are preprocessed, such as through converting all the letters
to lower case, both for training hand-classified dataset and for the collected tweets.
Furthermore, statistical tracking charts can be viewed via web page of the system.
A dataset is produced by collecting 362,529 tweets in 9 days via Twitter API for
the research, which is automatically classified by the system. Performance of the
Naïve Bayes and Maximum Entropy classification methods is also evaluated with
the hand-classified dataset.

Carl Marks Is an Intern

Finally, holidays had started—no school for a couple of weeks. “Once we have
holidays, I will do nothing but chill in the sun,” he promised himself only weeks
before the last day of school. His parents weren’t too happy about this attitude
though: “Carl, just one more year until you finish high school. I think you should
spend this summer holiday working as an intern somewhere”, his mom told him.
“Look at your sister. She didn’t do anything last year and now, she has to do an
internship to find out what she is interested in”, his dad added. “She is losing a whole
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year because of that. You go and find yourself an interesting internship now. It will
definitelymake it easier for you to decide next year what to do next.” Eventually, Carl
backed down. He actually already knew that he would like to become a computer
scientist, but he also understood that his parents wouldn’t let him enjoy his summer
holidays this year. It took him two days only until he had his first offer. “Being a
computer scientist is awesome”, he thought. “The companies are just waiting out
there to hire IT experts.”

Indeed, his internship turned out to be pretty interesting. He was in particular
pleased by the work environment that he found: Free soft drinks and the mandatory
Foosball table in the corner guaranteed a deluxe start-up experience. While his mind
was occupied with these thoughts, his project manager Sandra entered the room.

“Hello Carl, did you get a chance to have a look at my e-mail?” Sandra asked.
“Hi Sandra,” Carl said, smiling. “Which one do you m–”
“The last one,” Sandra said, cutting Carl off. “I have sent it just now,” she added,

smiling and blinking her eyes.
“Come on Sandra, how come I could get a chance to check it,” he said, laughing.

“I am not a superhero.”
“Yeah, that’s true,” she acknowledged, smiling. “Please let me summarize it

then . . .”
“Of course,” Carl agreed, “please!”
“To sum up, the main task is tracking positive and negative comments about our

company and the opponent companies in Twitter,” she said, taking a deep breath.
“Hmmm,” Carl pondered, “it seems that we need to develop a web-based tracking

system for Twitter, don’t we?” he asked.
“Absolutely right,” she acknowledged. “Actually, we could separate the main task

into sub tasks . . .” she added. “Firstly, the system is supposed to collect tweets about
companies from several cities.”
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“It sounds we are going to employ the Twitter API,” Carl mumbled.
“Yes, Carl, it seems that you are very familiar with Twitter due to daily online

activities.”
“So familiar!” he sighed, rolling her eyes.
“I remember Carl, you had told me that you wanted to work on different projects,”

she admitted. “But to be honest, I think you are one of the most competent interns
who could achieve this task on time owing to your experiences,” she asserted.

“Here I am,” Carl bragged, smiling.
“Then, please stop to whine and keep on listening,” she said, smiling. “The second

task is to classify the tweets that you collected in the first task as positive or negative.”
“Hmmmm, the second task is bipolar sentiment analysis,” he said.
“Yes, it is,” she told. “After sentiment analysis, for each city, your system should

detect the company that has the highest percentage of positive tweets as the third
task.”

“It sounds as if it is a kind of competition,” he said. “We are going to determine
the winner company of each city according to ratio of positive tweets received.”

“Kind of a competition,” she agreed. “We need to pre–”
“How will we . . .” Carl interrupted. “How will we present the results?” he asked,

“By means of a map or illustration . . .” he added.
“If you didn’t interrupt me, I was about to say,” Sandra said, smiling.
“Oops, sorry . . .” he said, looking up.
“As a last step, the winner brands of the day can be monitored on a web page

using the Google Maps”, she told.
“Let me conclude,” he said. “The first step is collecting the tweets, the second one

is applying bipolar sentiment analysis and the last step is developing an interface so
as to present the results,” he muttered.

“Good brief!” she told. “That’s what we are going to do.”
“Then, what is the main ambition of this project for our company?” he wondered.
“To detect any bad trend,” she replied.
“What do you mean by detecting any bad trend?” he asked.
“I mean, by means of this system, our company can intervene in any bad trend,”

she told, fingering her pendant.
“Would you please give me an example?” he asked.
“For example,” she answered, “reactions of users to a newproduct could be tracked

and analyzed automatically in order to learn whether users liked or disliked it.”
“That would be really nice for companies,” he said, smiling.
“Definitely,” she agreed. “Time is of the essence, I wish you luck Carl.”

2.1 Introduction

As described in Carl’s story, sentiments and opinions of customers might be very
important for companies in our times. Social and micro-blogging platforms are
mostly utilized to get this kind of information. Especially, Twitter, whose popularity
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is incrementally increasing day by day, is one of the latest trends in the recent era.
This 140-character-allowing micro-blogging social platform has a wide range of
users varying from people to organizations, such as politicians, celebrities, and com-
panies. According to Kwak et al. [16], the number of Twitter users was 40 million
in the world in July 2009, but in August 2014, it is revealed on Twitter’s official
web page1 that Twitter has 271 million monthly active users, although it is a young
company established in 2006. This drastic change in the number of users sheds clear
light on the growth of the company.

The recognition that such a growing company has a vital impact on everyday life
has become an integral element of encouragement for researchers to conduct studies
in regards to the reflections of tweets on the real world to make some predictions.
For example, Asur and Huberman [3] were able to forecast box-office revenues for
some movies by using the tweets. Another study showed that Twitter has a vital role
in elections if used effectively. Tumasjan et al. [31] discovered that messages in favor
of a candidate party can alter the election result. A similar study by Diakopoulos and
Shamma [10] also demonstrated that Twitter is one of the best ways to predict the
election results. In that study, the tweets, which were sent by the users during the
2008USApresidential debate, were tracked. It was found that the number of negative
tweets posted by the users was less than the number of negative tweets posted when
McCain spoke. Afterward, Obama won the election against McCain. Jansen et al.
[13] analyzed more than 150,000 micro-blog posts which contain brand comments,
sentiments, and opinions. They showed that micro-blogging is a kind of electronic
word-of-mouth of customers which are related to brands and products.

As it can be understood from the studies above, Twitter has become one of the
best ways of getting customers’ opinions and making predictions about the results
of elections and events. Considering all the predictions made in this way, several
precautions can be taken in case of an unfavorable outcome. For example, a company
can decrease the prices by tracking the sentiment of tweets about a particular product.
A negative trend on twitter can lead to a decrease in prices. In accordance with this
kind of purposes, in this chapter, a web-based system was created in order to extract
information from Twitter by tracking sentiment.

In this chapter, the primary objective is to present a web-based Twitter sentiment
tracking tool. This tool collects the tweets about four brands namely, Facebook,
Twitter, Apple, andMicrosoft, in an hourly basis in 17Anglophone cities fromwhere
these tweets were sent. The list of the cities used in this analysis can be observed
in Fig. 2.1. After collecting tweets, the system analyzes sentiments of tweets and
classifies them as positive or negative by using two classifier methods namely Naïve
Bayes and Maximum Entropy. Later on, the system determines the winner brand of
each city according to the percentage of positive tweets by using the information
coming from the users located in selected cities. At the end, the winner brands can
be seen using Google maps. For example, if the winner brand is Microsoft in New
York on a selected day, the system used in this chapter shows the Microsoft logo

1 https://about.twitter.com/company/.

https://about.twitter.com/company/
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Fig. 2.1 Screenshot of web interface

on New York in Google maps as it can be seen from the Fig. 2.1. Furthermore, the
statistical indicators can be viewed by the system as well.

It is demonstrated that the Naïve Bayes classification andMaximumEntropy clas-
sification methods can be effectively used to perform sentiment analysis on tweets.
To the best of our knowledge, this is the first geographic location-based sentiment
tracking system for Twitter, which allows one to monitor the brands in line with the
views of people in different cities.

Section2.2 starts with the concepts of blogging and microblogging. Afterward,
Twitter, Sentiment Analysis, Natural Language Processing, Maximum Entropy,
and Naive Bayes classification methods are briefly described. Section2.3 provides
an informative introduction to the technologies used while developing the web-
based project. Python and Natural Language Tool Kit (NLTK) are introduced, fol-
lowed by Twitter API, Google Maps API, and hand-classified dataset. Section2.3
also describes how the tracking sentiment for Twitter project was implemented.
Section2.4 covers the evaluation of the system. Section2.5, finally, summarizes the
chapter and gives a brief outlook for future studies.

2.2 Background

2.2.1 Blogging and Micro-Blogging

Blogging can be described as a platform where people can share their hobbies and
personal experiences on the World Wide Web. It has become one of the social
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phenomena with Web 2.0. Also known as Weblogs, blogs are updated in a
regular pattern in an attempt to incorporate most recent archived posts.

One of the most vital features of blogs is that a single author promotes and
maintains each of them with the newest shares appear at the top. In general, blog
posts include texts only; nevertheless, they may incorporate photos or some other
multimedia content. Most of the blogs provide hypertext links that allow users to go
to other websites just through a click, and many blogs make it possible for the users
to leave comments. Recently, advances in technology facilitated the development of
blogging and enhanced its accessibility. Blogs have been used intensively in the pop-
ular media; this has been evident with the intensive use of the blogging in political
campaigns, new organizations and businesses. Blogs that are specifically allocated
for politics, news, and the share of technological developments are the main blogs
and websites in general that receive a great number of visitors a day.

In such a diverse environment consisting of various types of blogs, Herring et al.
[12] categorized them under three types. The first one is the individually authored
personal journals. The second is entitled as “filters” as they select and share com-
mentary on information received from other websites. The last one is knowledge
blogs. A vast majority of their sample consists of the personal journal type, which is
responsible for 70.4% of their sample. In this type, authors post their experiences in
their lives and inner thoughts, opinions, and feelings.

One can define micro-blogging as the type of blogging that allows people to share
their opinions and actions at the time of writing as short messages. In other words,
it fills the gap between instant messaging and blogging. This relatively new type
of blogging makes it possible for individuals to post laconic text updates, using a
variety of communication channels ranging from text messages for mobile phones
and instant messaging to e-mail and the Web.

The main difference between the regular blogging and micro-blogging is the text
size restrictions appearing in the micro-blog posts. Micro-bloggers are permitted
and confined to present their post in a limited size of text message. This feature
enables micro-blogs to be amendable by sending text messages from mobile clients
such as mobile phones. Appearing as an easily accessible system via mobile clients,
micro-blogging has become very popular with the contributions of a wide range of
users composed of average persons, celebrities, and commercial organizations. For
distinct purposes, individual users such as politicians, actors, musicians, academics,
and students use this blogging type regularly. Businessmen, institutions, and activists
use this system intensively as well.

Micro-blogs may indicate what the micro-blogger is doing and thinking. Micro-
blogs may also provide information about the news, entertainment sector, and good
deals. The ones providing specific data, in general, provide reference to an external
resource owing to their limited size, which makes it hard to convey the news by
themselves. As broadcasting is briefly defined as spreading information over a large
range of audience, micro-blogs can be used as a source of broadcasting information
about anything the users want to learn about. There are various micro-blogging
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services ranging from Tumblr2 to Plurk,3 and the most popular of all, as indicated
above, is Twitter.4

2.2.2 Twitter

Twitter is a popular micro-blogging tool which has taken big steps since the date
of establishment in October 2006. As the popularity of micro-blogs grows among
Internet users, the interests of academics on micro-blogs grow accordingly. The high
number of micro-blog posts enables researchers to specialize and focus on different
research areas. Because micro-blogging is a new concept, the studies and research
on the matter is new as well.

In Twitter, posts, or in Twitter jargon “tweets,” are confined to 140 characters. The
posts can consist of plain texts, links, and keywords that possess a special meaning in
Twitter such as hashtags, mentions, and retweets. Hashtags are single word tokens,
which follow the hash symbol, ‘#’. They can appear anywhere in a tweet, and they are
used to tag a tweet, and a tweet can only be hash tagged by its author.Mentions, on the
other hand, are the user names used in Twitter, which go after an “at” symbol, ‘@’.
A user in Twitter can use the pattern ‘@<username>’ in order to address another
user. Retweets are used when a user wants to spread a tweet published by another
user. To underline that a tweet is a repeat (re-tweet) of another tweet, users write RT
in their tweets.

2.2.3 Natural Language Processing

Natural Language Processing (NLP) can be described as a subtitle of computer sci-
ence, which deals with languages and uses Machine Learning techniques to process
human language.

NLP incorporates many subfields and tasks some of which are automatic summa-
rization, discourse analysis, machine translation, relationship extraction, and answer-
ing questions. The improvement of these fields has positive repercussion on the
developments of many other areas in different fields.

The studies on NLP commenced as early as the 1940s. The very first application
of NLP could be observed as a Machine Translation application developed during
the World War II in order to break codes. In 1950, a criterion of intelligence was
suggested by Alan Turing, which in present time is referred as the “Turing test” [32].
With this criterion, computerswere rendered able to imitate a person in a conversation
with a human judge.

2 http://www.tumblr.com/.
3 http://www.plurk.com/.
4 http://www.twitter.com/.

http://www.tumblr.com/
http://www.plurk.com/
http://www.twitter.com/
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After the 1960s, NLP studies were enriched with Artificial Intelligence (AI).With
the impact of AI, NLP studies focused on world knowledge and tried to get better in
the construction and manipulation of meaning representations. The first vital work
shaped byAI was Green et al. [11] BASEBALL question-answering system. Starting
in 1961, the system was working on the problems of addressing and constructing
data and knowledge.

In 1966, the report published by the Automatic Language Processing Advisor
Committee (ALPAC) asserted that the 10-year-long research could not satisfy expec-
tations. In the light of the report, the research on NLP diminished considerably in
international sphere.

Starting from the late 1980s, the inclusion of ML approaches to NLP paved the
way for the resurrection of the studies. In that regard, the work of Rosenschein and
Shieber [25] is of great importance. Their research handled a scheme for syntax-
directed translation, reflecting upon compositional model-theoretic semantics.

The advances in computer science considerably paid off in making the 1990s the
expansion period for NLP. Distinct approaches have become a source of examina-
tion with the contributions of improved computerized methods. A valuable study
in the 1990s is the study of Berger et al. [5]. With an efficient implementation of
the approach, their study provided a maximum-likelihood approach for automatic
construction of maximum entropy models.

Joachims [14] studied on the text classifiers learning, using the Support Vector
Machine (SVM). The work of Joachims is very crucial since examining certain
features of learning with text data proved the suitability of SVM. Not only did
it provide theoretical but it also created empirical evidence during the process of
examination.

Another success story in this field comes from the study of Soderland [30]. In his
research, Soderland presented a system, which was designed to cope with different
text styles. The system strives to handle different sets of rules requirement problem
of Information Extraction (IE) systems, by grasping the rules of text extraction auto-
matically. It also targets to deal with various text styles in a wide range including
high structured ones and free texts.

Starting from the early twenty-first century, NLP has turned out to be a rooted area
incorporating distinct branches related to many areas. Numerous studies are carried
out today owing to the contributions provided by NLP techniques.

2.2.4 Sentiment Analysis of Text

Boiy et al. [6] define sentiments as “emotions, or as judgments, opinions or ideas
prompted or colored by emotions.”

Determining the attitudes, feelings, and opinions of awriter or speaker, which is in
a text or video related to a topic, would be the definition of sentiment analysis. Pang
and Lee [22] express this process as the computational examination of an opinion,
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sentiment, and attitude. The combination of the work done for this sake is described
in the literature as opinion mining, sentiment analysis, and/or subjectivity analysis.

Determining the attitude of a speaker or a writer is of great importance for the
sentiment analysis as it is the main purpose of it. However, this can be very difficult at
times. In Li andWu’s [17] own words: “The attitude can be any forms of judgment or
evaluation, the emotional state of the author when writing, or the intended emotional
communication.”

In sentiment analysis, two primary approaches are used, namely, linguistic and
machine learning. In linguistic approaches, studies are conducted by creating a set of
rules, and thenby comparing themwith the analyzed text.Anexample of the linguistic
approach could be the study of Benamara et al. [4] who proposed a sentiment analysis
technique based on adverb–adjective combinations (AAC). The technique utilizes a
linguistic analysis of adverbs of degree.

Devitt and Ahmad [9] put forward that sentiment analysis in computational lin-
guistics has closely observed how textual features, such as lexical, syntactic, and
punctuation, alter the emotional content of the text. Furthermore, the sentiment analy-
sis considerably contributes to the automatic detection of these features so as to gather
a sentiment metric for a word, sentence, or the whole text.

On the other hand, in machine learning approaches, methods rely on statisti-
cal evaluations and analyzes such as frequency of positive and negative entities in
any text.

The reason behind the growing interest in this field stems from the benefits it can
provide. The main advantages of this research area are observed in stock market.
Predicting stock market behavior based on the sentiment results of Twitter posts,
according to Bollen et al. [7], can result in favorable outcomes. Moreover, O’Conner
et al. [21] underscore measuring public opinion poll in regards to presidential elec-
tions from blog data. Pang and Lee [22] mention the advantages of using the sen-
timent analysis in dealing with business intelligence tasks with respect to customer
feedback.

2.2.5 Text Classification

Text classification can be defined as assigning predefined category labels to docu-
ments such as e-mails to detect whether they are spam or nonspam, or web pages to
detect whether they are in English, German, or Turkish.

In this chapter, a supervised learning method was used, which is to say, first a
set of training documents were labeled, and then a machine learning algorithm was
applied to the document for classification.

Chen et al. [8] clearly state the increasing importance text classification. They
argue that the enhanced availability of digital texts and incremental increase in the
need to access them rendered text classification as a vital task. For a long time until
recently, various methods based on machine learning and statistical theory have been
implemented in text classification.
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Themethods implemented in this chapter areNaïveBayes andMaximumEntropy.
These methods have been efficiently applied to text classification studies in the lit-
erature. There are many successful examples in the literature about Bayesian Prob-
abilistic classifiers [1, 15, 28, 33] and Maximum Entropy classifiers [2, 18, 23].

2.2.5.1 Naïve Bayes Method

TheBinary IndependenceModelwas developed byYu andSalton [34] andRobertson
and Jones [24] in the 1970s. Themodel held the status of being one of the first models
utilized in probabilistic information retrieval. TheNaïveBayesMethod can be briefly
reviewed as follows:

Let −→x be a vector to be classified, and ck be a possible class. The information
to be known is the probability that the vector −→x belongs to the class ck . First, the
probability P(ck |−→x ) is transformed using Bayes’ rule.

P(ck |−→x ) = P(ck) × P(
−→x |ck)

P(
−→x )

(2.1)

P(ck), i.e., the class probability can be estimated from training data. Due to the
sparsity of training data, in most cases direct estimation of P(ck |−→x ) is impossible.
P(

−→x |ck) is decomposed below,

P(
−→x |ck) =

d∏

j=1

P(x j |ck) (2.2)

where x j is the j th element of vector −→x . So P(ck |−→x ) becomes as follows:

P(ck |−→x ) = P(ck) ×
∏d

j=1 P(x j |ck)

P(
−→x )

(2.3)

By using this equation, P(ck |−→x ) can be calculated and −→x can be classified with
the highest P(ck |−→x ).

2.2.5.2 Maximum Entropy Method

Nigam et al. [20] defined maximum entropy as a technique for estimating probability
distributions using data. The most important rule in maximum entropy is that when
nothing is known, the distribution should be kept uniform; in otherwords, distribution
should have maximal entropy. In order to gather a set of constraints for the model,
which describe class-specific expectations for the distribution, labeled training data
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is utilized. The constraints are signified as expected values of “features,” any
real-valued function of an example.

It is noteworthy of highlighting that there is no conditional independence assump-
tion between features, as the Naïve Bayes classifier does. Importantly, it makes no
conditional independence assumption between features, as the Naïve Bayes classi-
fier does.

2.3 Implementation

2.3.1 Technologies Used

2.3.1.1 Python

Python can be described as a programming language, which allows one to work fast
and integrate the user systems efficiently. The gains in productivity and decrease in
maintenance costs can be observed in the short-run once starting to use Python.

Sanner [27] defines python as “an interpreted, interactive, object-oriented pro-
gramming language . . . [which] provides high-level data structures such as list and
associative arrays (called dictionaries), dynamic typing and dynamic binding, mod-
ules, classes, exceptions, automatic memory management, etc.” He adds that despite
having a quite simple yet elegant syntax, it is a powerful programming purpose for
general purpose. The language was developed in 1990 by Guido van Rossum. It is
free as in the case of other scripting languages, including for commercial purposes.
Another vital feature of the language is that it can be used in any modern computer.

Sanner also declared that an important resource for Python, apart from the avail-
able books, is the Python website.5 The website generates access to code, documen-
tation, articles, mailing lists, and packages.

The system described in this chapter mainly uses Python for collecting the tweets
via Twitter API, making preprocesses on collected tweets, and writing, reading data-
base.

2.3.1.2 Natural Language Toolkit

Natural Language Toolkit (NLTK) is one of the best ways for studying natural lan-
guage processing using Python. It is an open source toolkit and can be run on all
platforms, which are supported by Python such as Linux, Windows, and Unix.

What NLTK means is clarified in detail on the website of the NLTK.6 It is stated
thatNLTK is a platform inwhich Python programs are developed toworkwith human

5 http://www.python.org/.
6 http://www.nltk.org/.

http://www.python.org/
http://www.nltk.org/
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language data. The system offers interfaces that are not difficult to use to more than
50 corpora and lexical resources including WordNet. Moreover, the system also
provides a set of text processing libraries for classification, tokenization, stemming,
tagging, parsing, and semantic reasoning.

Regarding further benefits of the system, Loper and Bird [19] stated that NLTK
leads to a simple, extensible, and even framework for projects and assignments. They
declared that NLTK is well documented, easy to understand how it works, and simple
to use.

In this chapter, NLTK is used to classify the tweets by using the Naïve Bayes and
Maximum Entropy classifier methods.

2.3.1.3 Twitter API

Twitter API is described, by Sharifi et al. [29], as an API based completely on HTTP,
and it is provided by Twitter. With Twitter API, users can accomplish nearly any
task that can be achieved through Twitter’s web interface. As for the nonwhite listed
users, Twitter Rest API allocates 150 requests per hour to a user.

Fortunately, Twitter Search API, which is used in this chapter, does not have this
kind of a restriction for developers. But frequency and complexity of requests is
important to avoid being in blacklisted users.

Certain points are found crucial to be grasped before using the Search API. For
example, the Search API is an index composed of the most recent tweets, not an
index demonstrating all tweets. Currently, the index incorporates tweets of 6–9 days.
Furthermore, the Search API cannot be used to search for tweets that are older than a
week. Queries are subject to restrictions owing to complexity. In this case, the Search
API will report an error as a response. All queries are made without identification
to be provided; in other words, search does not require authentication. The search
pays attention to relevance, not to completeness. This may result in some tweets and
users’ being missed from the search results. The Search API cannot use the near
operator, so the geo-code parameter should be used. Queries are restricted to 1,000
characters, including any operators. During the process of geo-based searches with a
radius, 1,000 different sub-regions will be taken into consideration when evaluating
and processing the query.

In this chapter, Twitter Search API is used to collect tweets.

2.3.1.4 Google Maps API

The Google Maps API, which is a free service provided by Google, allows devel-
opers to embed high-resolution maps into their web pages by using the JavaScript
technology.

Furthermore, the API provides various functions that enable manipulation of the
maps as well as making it possible to make additions to the content of the map via
lots of services. Using this API, the users are enabled to design and create strong
maps applications on their websites.
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As stated in the study of Rousseaux and Lhoste [26], satellite views in high
resolution are provided for certain zones as well. Apart from this, the street view that
covers 360o panoramic street level views of plenty of cities is offered as well. In this
chapter, Google Maps API is used to show the tracking results on the web page.

2.3.2 Hand-Classified Dataset

We use a hand-annotated dataset for training and testing the Twitter sentiment analy-
sis algorithms purposes, it is composed of 1,035 hand-classified tweets as positive
and negative.

In order to preprocess the raw tweets, Python script was written. This script
mainly reads all tweets from our dataset and preprocesses all of them as can be seen
in Fig. 2.2. Then, it writes these preprocessed tweets into a new dataset.

2.3.3 Background Processes

2.3.3.1 Tweet Collecting

APython script written for this chapter collects all tweets about the four brands based
on 17 cities where the tweets are sent. Figure2.3 shows the flowchart of this script.

Fig. 2.2 Flowchart of preprocess steps for dataset
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Fig. 2.3 Flowchart of tweet collecting steps

Relevant tweets that match a query are returned in the JavaScript Object Nota-
tion (JSON) format by the Twitter API. As described on JSON web page,7 JSON’s
properties, which make JSON an ideal data-interchange language, are listed as the
followings: a very lightweight data-interchange format, easy for humans to read and
write as well as easy for machines to parse and generate based on a subset of the
JavaScript Programming Language, JSON is a text format that is not dependent upon
language at all, but it uses conventions that are well-known to programmers of the
C-family of languages.

2.3.3.2 Sentiment Analysis

In this chapter, the Naïve Bayes classification method and Maximum Entropy clas-
sification methods are used to make the sentiment analysis. A Python script was
written in order to classify the tweets collected. Basically, this script first trains the
Maximum Entropy classifier and the Naïve Bayes classifier with training-modified

7 http://www.json.org/.

http://www.json.org/
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Fig. 2.4 Flowchart of classifier Python script

datasets which are presented in the subsection of the hand-classified data set and then
read the given tweets. Second, script preprocesses these tweets, and then, the tweets
are classified as positive or negative (Fig. 2.4).

Step by Step Training Process

Step 1 To automatically classify a tweet, first the classifier needs to be trained. To do
that, a list of hand-classified tweets is required. 512 hand-classified tweets are used to
train the Maximum Entropy classifier. 1,035 hand-classified tweets are used to train
the Naïve Bayes Classifier. The reason of using the 512 hand-classified tweets rather
than 1,035 forMaximumEntropy classifier is to avoid the slow training process. Even
when 512 tweets are used, the training process with 40 iterations takes unfeasible
duration for an online system.

Step 2 A feature vector needs to be created. The feature vector is the most crucial
item in employing a classifier. A good feature vector can foresee how successful the
results of the classifier will be.

Step 3 After creating the feature vector, a sequenced feature list is produced. The
most frequently used word is the first member of the feature list array. The feature
list is used to train classifiers.
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Fig. 2.5 Flowchart of training process

Step 4After producing the feature list, the next step is extracting features. In a sample
tweet such as “He has changed in his bag,” the feature words to be extracted are
“changed’, “bag,” “has,” and “he.” Then, these feature words are examined whether
they are included in the feature list words in order to extract features.

Step 5 Features are applied to the classifier. To sum up, a flowchart of the training
process is set as it can be observed from Fig. 2.5.

2.3.3.3 Automated Tweet Collecting and Classification

The tweet collector script presented in the subsection of tweet collecting and the
classifier script presented in the subsection of sentiment analysis above are combined
as a new Python script to produce an automated tweet collecting and classification
system. First, the script trains the Maximum Entropy classifier and Naïve Bayes
classifier with the training-modified datasets. Second, the system collects tweets
about the four companies from the users located in several cities, and lastly, the
script classifies tweets as positive or negative, and then it stores them into database.
This script is converted into an executable file format to run it hourly as a background
process on web server. Another reason why we converted it into the executable file
format is to be able to run it without requiring a Python compiler installation. Below,
Fig. 2.6 shows the flowchart of this executable file.
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Fig. 2.6 Flowchart of tweet collecting and classification executable file

2.3.4 Web Interface

One of the main objectives of this chapter is to create a web-based sentiment tracking
system for Twitter. This section briefly presents web interface of our tracking system.

2.3.4.1 Main Page

The main page of web interface shows the winner brand of the day on Google Maps.
In order to monitor the result, Google API and JavaScript are employed. Screen
shots of the main page can be seen from Figs. 2.1 and 2.7. On the left side, users
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Fig. 2.7 Screen shot of the main page after selecting the city of Sydney

Fig. 2.8 Screen shot of the main page after clicking on a brand logo

can select the cities in order to monitor the winner brand. Users can also choose the
classification method, brand matching, and the day on the right side of the web page.

If user clicks on the brand logo, a bubble appears as it can be seen from the Fig. 2.8.
By following the link, the user can monitor the statistical charts related to cities and
brands.
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2.3.4.2 Chart Page

The aim of this page is to show the line charts of statistical data of brands according
to days. If a user clicks on the “Please click for statistical data” link which can be
seen from Fig. 2.8, the chart page is opened and shows the data as can be seen from
the Fig. 2.9. First, it connects to database to collect the last 9 days results and then
retrieves the following data to draw the charts.

• Percentage of positive tweets about Twitter classified by the Naïve Bayes method.
• Percentage of positive tweets about Facebook classified by the Naïve Bayes
method.

• Percentage of positive tweets about Twitter classified by the Maximum Entropy
method.

• Percentage of positive tweets about Facebook classified by the Maximum Entropy
method.

2.3.4.3 Trigger Page

The aim of this page is to run scheduled tasks using only ASP.NET without setting a
Windows web service. By means of a Trigger page, the web interface of our system
could be run on every web server which supports ASP.NET hosting. Trigger page is
called hourly to do scheduled tasks which can be listed as follows. First, it calls the
executable filewhich is responsible for tweet collecting and classification—described
in detail in the sub section of automated tweet collecting and classification—so as to
collect and classify the last tweets sent. Then, it connects to the database in order to
draw the last count of positive and negative tweets, such as last count of tweets about
Twitter by users located in London on a given date. Third, it amends the database
after getting the last count of positive and negative tweets. Lastly, it deletes duplicate
records because it is possible that Twitter API might collect the same tweets as
collected in the previous call.

To sum up the whole system, Fig. 2.10 shows the flowchart of the Web Interface.

2.4 Evaluation

2.4.1 Performance of Classification Methods by Number of
Data

In this section, the performance of the Naïve Bayes and Maximum Entropy clas-
sification methods of the NLTK are evaluated according to the number of training
data. In order to do this task, training datasets are produced based on hand-classified
dataset which is described in Sect. 2.3. For all of the evaluations, the same testing
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Fig. 2.9 Charts produced by system
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Fig. 2.10 Flowchart of the web interface

dataset is used, and the number of data in the training set is increased continuously.
Figure2.11 shows the accuracy and the precision of classification methods.

As it can be observed from the Fig. 2.11, the precision of the Maximum Entropy
reaches its optimum level at the point where the number of training data indicates
650. It reveals almost no change from 550 training data to 100 training data.

On the other hand, the accuracy level of the Maximum Entropy does not demon-
strate a considerable change. It reaches its peak level at 700 training data point.
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Fig. 2.11 Accuracy and precision of classification methods through number of training data

The accuracy of the Naïve Bayes pursues nearly a straight line from 850 to 600
training data. It reaches its maximum level at 520 training data, and then follows a
slow decrease.

The precision level of the Naïve Bayes increases from 850 to 520 training data,
and reaches its optimum level at 520. Afterward, it demonstrates a decreasing trend.

2.4.2 Performance of Maximum Entropy by Iteration Number

In this section, how theMaximumEntropy classificationmethod of NLTK is affected
by the change in the number of iterations is demonstrated. The number of iterations
is set as 10 at first, and then increased by 5 until 75. The training dataset and the
testing dataset are not changed, the only altered element is the iteration number of the
Maximum Entropy method. The Fig. 2.12 shows the accuracy and precision values
of the Maximum Entropy method.

As one can spot from the figure, the accuracy value of the Maximum Entropy
demonstrates an increasing pattern until the point where the iteration number reaches
25, and then it goes through a slight decrease; however, it increases until the point
where the iteration number indicates 45 where the accuracy value reaches its peak
level. After the peak, the value pursues a slowly decreasing path. After the iteration
number shows 50, the accuracy value of the Maximum Entropy does not change
almost at all regardless of the increase in the number of iterations.

The precision value of theMaximumEntropy demonstrates a steady increase until
the point where the number of iteration reaches 65 although its pace decreases for
some time. It shows discontinuation for a short period of time between the iteration
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Fig. 2.12 Accuracy and precision of Maximum Entropy

number levels 65 and 70, and then it follows an increasing trend. Considering this,
it can be concluded that an increase in the number of iteration affects the precision
value positively.

2.4.3 Sentiment Mining on Tracking Results

A database is produced and classified by our Twitter sentiment tracking system. It
has 362,529 automatically classified tweets collected by tracking in 9 days via the
Twitter API.

The tracking process that commenced on August 20 was finalized on August 28.
Throughout the 9 days period, recent news that might have an impact on the views of
Twitter users on the four tracked brands (Facebook, Twitter, Apple, and Microsoft)
are screened.

During this time frame, Microsoft announced on August 23, 2012 that it renewed
its 25-year-old logo. A lot of tweets with regard to the new logo were collected.
With the spread of the news, it was observed that in 11 cities among 17 cities, the
percentage of positive tweets of Microsoft increased on August 24.

Particularly, the increase in four cities was remarkable. The increase in one of the
cities, Miami, can be observed from Fig. 2.13.

2.4.4 Constancy of Tracking Results

When the tracking result charts are monitored, it is seen that, in general, there are
no big jumps or declines in the percentage of positive tweets. This stability case
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Fig. 2.13 Increase of percentage of positive tweets of Miami on 23 August
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Fig. 2.14 Percentage of positive tweets of London

can be better observed particularly in the cities where a higher number of tweets
are collected such as London and New York. As it can be seen from Fig. 2.14, even
though the classification method changes, the percentage of positive tweets does not
change much.

As a result, the increase of data; in other words, the increase in the number of
collected tweets, renders the results produced by the system more reliable. In this
way, the system can generate more stable results.
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2.5 Conclusion and Future Works

2.5.1 Conclusion

Twitter is one of the most popular micro-blogging and social networking services.
It allows visitors to read and post short messages limited to 140 characters. With
its increasing popularity as a micro-blogging system, Twitter has become one of
the best ways of monitoring the views of the users regarding certain products or
things, in general. What is more, the enhanced use of the system and sharing of the
users’ views about specific matters before the actual date of their appearance as a
concrete happening make it possible to make predictions by analyzing the current
tweets. Twitter helps to identify the negative and positive opinions about a brand or
a product. In order to manage the analysis of the users’ posts about certain issues
or things, a web-based tracking sentiment system for Twitter is developed which is
able to satisfy the requirements of Carl described in the use case section.

In Sect. 2.2, first, blogging and micro-blogging are described. Afterward, Twitter
and statistical data about Twitter are presented. Then, a short story of the Natural
Language Processing is provided. The concept of sentiment analysis is also deeply
analyzed and the Naïve Bayes and Maximum Entropy classification methods are
briefly explained.

The technologies used in this chapter are laconically introduced in Sect. 2.3.
First, Python and Natural Language Tool Kit are introduced. Afterward, the prop-
erties of Twitter and the Twitter API are elaborated, followed by Google API. The
implementation section also covers the subsections: hand-classified dataset, back-
ground processes, and web interface. The hand-classified dataset includes 1,035
hand-classified tweets as positive and negative. To enhance the performance of our
classification methods, tweet texts in the training dataset and the tweets collected via
Twitter API are preprocessed. How our Python script collects and classifies tweets is
represented in the subsection of background processes. In this section, basic proper-
ties of our Web Interface are described. How our system performs scheduled tasks,
such as hourly tweet collection, is also expressed in this section.

Some evaluations are made in Sect. 2.4 to test and increase the performance of the
Naïve Bayes andMaximum Entropy classifiers. For example, the performance of the
Naïve Bayes andMaximum Entropy classification methods are evaluated by altering
the number of training data. How the Maximum Entropy classification method is
affected by the change in the number of iteration is shown as well.

It is also demonstrated that the Naïve Bayes classification and the Maximum
Entropy classification methods can be used to conduct the sentiment analysis, but
Maximum Entropy method is quite slow during the training process in comparison
to the Naïve Bayes. Furthermore, 362,529 tweets are collected and automatically
classified, which is described in Sect. 2.3. While collecting the tweets about the four
companies in 9 days, we noticed that current news about brands have an impact on
the views of Twitter users. During tracking, on August 23 Microsoft announced that
the brand logowas changed. A lot of tweets were collected about that news and it was
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observed that in 11 out of 17 cities, the percentage of positive tweets on Microsoft
increased on August 24.

2.5.2 Future Works

As future works, the number of training dataset could be increased. This will pave
the way for performance-enhancing results, particularly for the Naïve Bayes classi-
fication. The preprocessing step can be further developed. To illustrate, emoticons
can be used for sentiment analysis. For example, an emoticon for smiling could be
placed with SMILE or “hahaha” can be altered to LAUGH. On the other hand, the
Support Vector Machine method might be another method in addition to the Naïve
Bayes and Maximum Entropy classifier methods. Furthermore, the tracking process
may not be confined to in days. With a longer tracking period, a better and more
effective data mining can be implemented. This system can be also modified in order
to monitor the views of the electors on the candidates in the elections in each city.
Or, how a person, institution, or opinion is perceived in different parts of the world
can be tracked with a modified version of the system.
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Chapter 3
Health Assistance for Immigrants

Till Plumbaum, Funda Klein-Ellinghaus, Anna Reeske,
Kristin Pelz and Frank Hopfgartner

Abstract Our personal health should be one of ourmain concerns, but unfortunately,
due to modern lifestyle, far too many people ignore their own well-being. Conse-
quently, methodologies need to be developed that assist us in living a healthier life. In
this chapter, we present a health assistance system for immigrants. The system con-
sists of two parts: A health information system that allows users to search for health
information using natural language queries composed of multiple languages and a
prevention service that assists users in their cooking routine and motivates them to
perform frequent physical exercises. The information system uses NLP techniques to
understand the user query, matches it to a health ontology we developed, and offers
the user a comprehensive answer. The prevention service is embedded in a smart
home environment. We present the technical details of both systems and show a user
study to demonstrate that the system works well in providing highly relevant health
information.

Toward a Healthy Life

There were two things that Steven liked a lot about his work: Free coffee and the
view from the kitchen window. The office kitchen was in the thirteenth floor, the
coffee machine right next to the window. Indeed, it happened quite a few times that
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he caught himself just gazing outside, observing the tiny looking people passing by
in their tiny little cars. “We really live in a world of constant motion…”, he thought
while he waited for this Latte Macchiato to come out of the coffee machine. “Good
afternoon, Mr. Marks.” Steven turned away his eyes from the street outside to check
who just welcomed him. It was Selma, the young new employee from Turkey. Steven
turned around and straightened up. “İyi günler, Selma. Nasılsın?”—Good morning.
How are you? These were pretty much the only few words he could say in Turkish.
“Teşekkürler, iyiyim. Sen?”, Selma returned his greeting. “I am sorry, Selma, but I
am way behind with my Turkish lessons. I am fine, if that’s what you have asked
me?”, he responded, switching to English. Selma smirked. “Yes, I was asking how
you are these days.” Steven “Okay, that’s an important sentence to know. I will try
to remember it.” But you know, I am not the youngest any longer, picking up new
languages is very hard.”

Of course Selma knew how hard it is to learn new languages. After all, it was
only months ago that she and her husband decided to leave their beloved home in
Ankara to start a new life in Germany. Although she enjoyed living in Ankara, the job
offer that she received from here was just too good to reject. Working as a research
engineer for a car manufacturer. Developing the cars of tomorrow. When they saw
the job advertisement, both her husband and Selma were hooked. Cars had been their
passion for a very long time. In fact, they first met each other at a motor show. And
when they eventually got the job offer—both of them—there was no holding back
anymore. In record time, they said good-bye to sunny Turkey andmoved to Germany.

The first problems started shortly after though. Only a few weeks after settling in
her new home, Selma started to feel sick in the morning and hence decided to see a
medical doctor. His diagnosis was a little shock for them. Selma was pregnant! Her
husband and she had tried for quite a while now to become pregnant but the idea
of conceiving a child in a foreign country scared her. So many questions popped
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up in her mind: Would she have to change her lifestyle to ensure that the baby can
develop properly? Would she have to give up her job now or would she be able to
get financial aid from the state? After all, she didn’t know anything about Germany
and its healthcare system.

In fact, it was Steven Marks who managed to reduce her panic level significantly.
Being the deputymanager of the research department, hewas one of the first people at
work that she informed about her pregnancy. “Don’t worry Selma”, he said back then.
“You can get paid maternity leave and have a guaranteed right to return to work after
that. There should also be courses and information services that your health insurance
provider provides.” Indeed, only a few days after she reported her pregnancy to her
health insurance provider, they send her a brochure about their online health care
information system. According to their brochure, the systemwas designed to provide
information in different languages and should help her in answeringmost pregnancy-
related questions that would arise in the next few months. She tried out the system
on the same day. Being able to query in Turkish, German, or English, the system
provided her a lot of information about pregnancy in general and information about
services she could participate in. Given that all information is provided in her mother
tongue Turkish, Selma grew in confidence that they would manage their new life as
young parents in this unfamiliar country.

Selma smiled. “Yes, I know very well, Mr. Marks”, she responded and reached
for a bottle of water from the fridge…

3.1 Introduction

Nowadays, more and more people suffer from so-called “Western diseases,” i.e.,
health conditions that are caused by lack of exercise, poor eating habits, and unhealthy
lifestyles [32]. While these diseases of affluence are a serious threat to our personal
well-being, they are even more critical for pregnant women who are not only respon-
sible for their own health, but also for the health of their unborn children. Addressing
the need for healthier living, large education campaigns and seminars have been
funded to promote healthier lifestyles, advertising low-fat diets, weight manage-
ment, or physical exercises. With the increasing availability of the Internet, health-
care providers and governments extended the education campaign to the WWW,
offering health information portals for multiple topics online. Two conclusions can
be drawn from this provision of information. First of all, it is of high importance
to provide accurate information, i.e., the content should be created by professionals
and evaluated for accuracy [10, 20]. Secondly, such information sources should not
be used for self-diagnosis; their only purpose should be to allow patients to better
understand their physician’s diagnosis. Although healthcare providers intend to pro-
vide health information services to all their clients, immigrants have been identified
as vulnerable population [7] that benefit less from existing healthcare systems since
language and cultural barriers prevent them from using existing prevention services.
This is a problem especially for countries with significant numbers of immigrants
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such asGermany,where roughly 20%of the populationhas an immigrant background
[5, 38] and consequently, a potentially large group of citizens may not able to under-
stand the main language of the host nation.

Apart fromprovidingusers easy access to health-related content, an equally impor-
tant approach to support people in living a healthier life is to actively educate them.
In the context of food consumption, this is done via nutrition facts labels that are
legally required on most packaged food. Although different regulations exists in
individual countries on what has to be written on these labels, they serve as guide-
lines on different targets for nutrients such as energy, protein, or fat. A study on the
effects of these nutrition fact claims on consumer product evaluation is presented by
Keller et al. [19]. Although providing overviews of ingredients helps raising aware-
ness about individual eating habits, the share of people who cook their own food is
declining. At the same time, we can observe a significant growth of the ready-meals
market. Van der Horst et al. [42] study the association between overweight, cook-
ing skills, and ready meal consumptions. Their study illustrates the importance to
actively promote healthy food preparation.

The third important aspect of healthy living is frequent physical exercises. Various
studies (e.g., [44]) report a direct connection between physical activities and personal
well-being. Regular physical activity is a resource for body and soul [39]. On the one
hand, a physically active lifestyle can contribute to reduce the risk of cardiovascular
diseases, obesity, and complaints of the muscular and skeletal system [1]. On the
other hand, regular physical exercise can reinforce the mental well-being. TheWorld
Health Organization describes lack of exercise as the fourth important risk factor for
mortality [46]. They recommend adults a medium intense activity of 2, 5h/week. As
mentioned before though, lack of physical activity is one of the main consequences
of a sedentary lifestyle.

In order to address the issues mentioned above, we introduce a health assistant
for immigrants [30] that consists of two subsystems, namely a multilingual health
information service and a prevention service. Figure3.1 illustrates the connection
between these individual components. Combined, the services are a comprehensive
approach to support people for healthier living by giving them information about
health topics, supporting healthier eating, and getting enough exercises.

The multilingual health information service [29] guarantees personalized access
to professionally created healthcare content. The system, in the remainder of this
chapter referred to as GID, enables immigrants to inform themselves about med-
ical conditions and preventive health services. By providing them with avail-
able information in the language of their choice, GID helps those people who
have language-related difficulties in understanding their physicians. Information is
adapted based on users’ personal context such as pre-existing medical conditions
and their location.

The prevention service, referred to as PS, consists of a cooking assistant and a
virtual trainer. The cooking assistant provides the user a wide range of different
recipes and nutrition information about different meals. There is also a possibility to
personalize the recipe search with the aid of different criteria. The trainer supports
the physical activity of the user with three different activity sessions.
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Fig. 3.1 System overview of the health assistant and its parts

This chapter is structured as follows. In Sect. 3.2, we discuss the health services
and survey existing work that is related to our system. In Sect. 3.3, we introduce
the system infrastructure of the health information system and outline the scientific
challenges that it addresses. We then present in Sect. 3.4 an initial evaluation of the
system. Following that, we present in Sect. 3.5 the prevention service. A discussion
and conclusion is given in Sect. 3.6.

3.2 Related Work

This work touches upon various research areas, including the use of online health
information services, knowledge bases, the identification of user context, semantic
information management, healthy nutrition, and physical activity. In the remainder
of this section, we discuss related work on these research aspects.
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3.2.1 Online Health Information Services

With the growing importance of the Internet, one could also witness the growth of
online health-oriented information platforms such as PubMed1 and Scopus,2 which
enable researchers and professionals to check up on latest research results on bio-
medical topics [8]. While these databases provide detailed access to state-of-the-art
research results, they are less suitable for the general public who would like to check
up on symptoms that they are experiencing. According to Morahan-Martin, up to
4.5% of all Internet searches are about health-related topics [25], indicating the sig-
nificance of this topic in our life. An overview of different resources in the Web that
can be used for this information gathering task is provided by Johnson et al. [18].
Generally, three types of services can be identified: (a) Professionally maintained
health advice and information services where users can check their symptoms in a
constantly updated database (e.g., the NHS Direct3 service maintained by the Eng-
lish National Health Service) or check up on public service announcements (e.g.,
by the World Health Organization), (b) unsupervised sources such as Wikipedia and
(c) discussions of similar cases in online forums, blog posts, or biased advertise-
ments for specific products that can be retrieved by standard Web search engines.
From a medical point of view, relying on such sources is not recommended and the
consultation of a professional is highly advised. Therefore, the American Medical
Library Association recommends to “trust your physician, not a chat room” [9].
Morahan-Martin suggests to approach this unconsidered information handling by
asking physicians to point their patients to reliable health portals and to work on
improving such sites, e.g., by improving search and retrieval techniques. Our works
builds on her suggestion.

3.2.2 Computer-Supported Knowledge Bases

In the healthcare domain, an exact and unambiguous definition of diseases, symp-
toms, etc., is indispensable. Onlywhen it is clearwhat the problem (disease) is, physi-
cians can say how to treat it. Given the complex nature of this topic, physicians have
to rely on an extensive knowledge base. Traditionally, this knowledge base has been
maintained in books and journals but since the introductionof computer-basedknowl-
edge systems, methods have been developed that support physicians in the anamnesis
process. A promisingmethod that allows for a structured processing of data is the use
of ontologies. Ontologies define “the concepts, relationships, and other distinctions
that are relevant for modeling a domain” [11]. Ontologies, in the context of computer
and information sciences, are also machine-readable and sharable. Thus, ontologies

1 http://www.ncbi.nlm.nih.gov/pubmed/.
2 http://www.scopus.com/.
3 http://www.nhsdirect.nhs.uk/.

http://www.ncbi.nlm.nih.gov/pubmed/
http://www.scopus.com/
http://www.nhsdirect.nhs.uk/
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represent an ideal basis for an intelligent healthcare information system. In the
following,wepresent some approaches to create a unifiedmodel in the health domain.

One of the biggest computer-supported biomedical knowledge bases is theUnified
Medical Language System (UMLS),4 a platform that provides a unified vocabulary
for biomedical and health terms. UMLS is maintained by the US National Library of
Medicine and updated on a frequent basis. The knowledge base of UMLS consists of
three components: (a) Biomedical terms from various controlled vocabularies (such
as SNOMED-CT5) are defined in a Metathesaurus as semantic concepts. (b) The
semantic relationship between these concepts are defined in a Semantic Network and
the concepts are categorized into broad categories (semantic types). (c) Syntactical,
orthographic, andmorphological information about the biometric terms are defined in
a lexicon. UMLS has a strong focus on the US health market, and hence, multilingual
aspects are not fully supported, making it difficult to apply it to the scenario that is
outlined in this chapter.

Other health-related ontologies include MEDCIN and SNOMED-CT, two classi-
fication systems used to store patient health records. The International Health Termi-
nology Standards Development Organisation (IHTSDO) promotes SMOMED-CT as
a standard for health records. The aforementioned approaches define common vocab-
ularies and their relation to each other for the medical domain, but they define the
terms in a proprietary format that is not machine-readable and shareable. These con-
strains make reusing and sharing of data complicated though. OpenGALEN [33, 37]
is a medical ontology developed in the European GALEN project. OpenGalen offers
a comprehensive knowledge base of medical terms and relations. It provides three
types of ontologies: A high-level ontology, defining general structures, a common
reference model defining the reusable parts intended to be shared between ontolo-
gies, and extensions for subdomains and specific use cases. The GALEN ontology
is available under an open source license.

The presented approaches all contribute to the goal of a common, shareable, and
reusable notion of the medical domain for building health-related applications. Nev-
ertheless, none of these approaches fulfill the requirements to serve as the basis for
a multilingual health information system. In particular, they lack modeling of multi-
lingual descriptions and a connection to related health information is not available.

3.2.3 Identification of User Context

An important feature of online information systems is to adapt information based on
users’ individual requirements [17]. Requirements can depend on different factors
such as the users’ demands and context. In the health domain, contexts such as
health condition of the user and their location plays an important role. For instance,
recommendations for a healthy diet for a person with Type 2 diabetes and a pregnant

4 http://umlsinfo.nlm.nih.gov/.
5 http://www.ihtsdo.org/snomed-ct/.

http://umlsinfo.nlm.nih.gov/
http://www.ihtsdo.org/snomed-ct/
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person differ significantly and thus should be reflected in the information that is
tailored to the users’ needs.

Tailoring information based on these user contexts requires storage of user-centric
information. In order to easily connect this information with ontology-based knowl-
edge bases, i.e., for providing a personalized healthcare system, a promising approach
is to model information using user-centric (semantic) ontologies. Semantic-based
user ontologies are for instance:

• FOAF:TheFriend-of-a-Friendmodel is anRDF-basedusermodelmainlydesigned
for the web. It defines demographic data such as name, age, and friendship rela-
tions. Common applications of FOAF are social networks services [3].

• SWUM: The Semantic Web User Model defines a comprehensive user model
designed for the needs of the modern social semantic web. It models information
about the users’ demographics, friendship, etc. [31].

• GUMO: The General User Modelling Ontology tries to provide a user model
covering all aspects of life. GUMO models health related information such as
blood pressure or temperature [15].

In this work, we introduce an approach to map users’ demands (as expressed by
the search query) with the computer-based knowledge basis under consideration of
the context that is stored within a semantic-based user ontology, thus presenting a
healthcare information system that can provide answers based on context.

3.2.4 Multilingual Semantic Information Management

As argued above, onemain challenge in the described scenario is to dealwith different
languages that might be relevant to provide health-oriented information, e.g., the
difference between the patients’ mother tongue (Language A) and the language used
by the physician (Language B). Multilingual information management has been
studied extensively in the literature. A straightforward approach to cross-lingual
informationmanagement is either a direct translation approach [27] or using an inter-
lingual mapping like EuroWordNet [43], which have been shown to work well at the
CLIR task [6]. Imprecise translations are acceptable for the retrieval performance,
as the document search itself is more important than disambiguation of individual
translated terms [16]. Other approaches map individual documents into a higher
dimension semantic feature space that is uniform for different languages. Thus, it
is possible to map similar documents to nearby points in the feature space, even
if they do not share a language. Sorg and Cimiano [34] have exploited the explicit
links between related Wikipedia articles of different languages to map documents
to a Wikipedia feature space in which documents are considered similar when they
are semantically similar to the same set of articles. A similar approach is to map
documents to multilingual ontology concepts, which can be represented as points in
a feature vector space [12]. In this work, we employ such ontology mapping method
to link concepts expressed in different languages.
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3.2.5 Graph-Based Search

The advantage of ontology-based knowledge bases is that they can be exploited to
identify related concepts. A common approach to identify these related concepts
is to apply graph-based search algorithms. These algorithms infer links between
ontology nodes that are not explicitly stored in the ontology (e.g., [36]). Most graph
search algorithms (e.g., [40, 41]) are based on breadth-first search or depth-bounded
depth-first search. These algorithms find related nodes by calculating a relatedness
score to the input nodes. A high relatedness means that the nodes can be reached by
several parallel short paths [22]. The scoring function should consider the specific
properties of the ontology domain, taking into account edge weights and semantics
while computing the path weights. The nodes with the highest relatedness score are
considered to be most similar to the input nodes. Within this work, we apply graph-
based search to retrieve relevant health information based on the users’ search query
and their personal context.

3.2.6 Healthy Nutrition

Unhealthy nutrition is one of the main reasons for diseases of affluence and, con-
sequently, there is a grand need to convince people to choose healthy food rather
than convenience food. Unfortunately, people are constantly facing advertisement
campaigns whose main purpose is not to sell healthy products [13]. Active measures
against this situation are information campaigns. This includes approaches such as
the traffic light rating system, i.e., the regulation that food producers and providers
have to clearly state on their product how healthy their product is. Other approaches
include marketing campaigns which are often financed by the government or health
insurance companies. While these are considered to be rather passive information
campaign, another approach is to actively assist the people to prepare their food. This
can be done in the form of cooking classes where exclusively healthy food options
are taught [4], but also in the form of software systems (e.g., [14]) that take over
the task of the chef instructor. In this work, we introduce a software-based nutrition
assistant that assists users in preparing healthy food.

3.2.7 Physical Activities

Various studies suggest that personal achievement is one of the main driving forces
behind sports activities. Nicholls [26] argues, for example, that one of the main rea-
sons for the success of competitive sports such as running, tennis, or swimming is
the possibility to directly compare one’s physical abilities with others. Another moti-
vation is to experience (and to extend) physical limitations. This can in particular be
observed in extreme sports such as bungee jumping, base diving, or other dangerous
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sports. He refers in this context to task-oriented and ego-oriented sports. In both
cases, individual achievement, either by outperforming others or by reaching new
limits, is the main reason to perform sports. Hence, in order to motivate people to get
more physically active, personal aims need to be identified and targeted. Members
of the Quantified Self movement rely on the power of numbers to measure personal
achievements. By recording their physical activities using step counters, accelerom-
eters, or other wearable sensors, people can directly measure how far they are from
reaching their personal aims (e.g., [35]). A promising method to help people in deter-
mining what to achieve is to rely on badges, points, or leaderboards, i.e., principles
that have shown to be very successful in games (e.g., [24, 45]). The use of these
principles in a non-gaming environment is commonly referred to as gamification.6

Within this work, we aim to motivate people to get physically active by providing a
virtual trainer. This trainer teaches the user how to perform various exercises. When-
ever a user successfully repeats an activity, they receive points as an indication of
personal achievement. Moreover, a personal activity list is created, thus allowing
users to compare their achievements with other users of the system.

3.3 Semantic Health Information System

The following sections describe the main components of the multilingual health
information system. The system builds on semantic technologies to perform the task
ofmultilingual information supply.We introduce the underlying ontology that allows
us to generate a semantic knowledge base of health information. Furthermore, we
introduce the data acquisition and management tasks, the user modeling technique,
supported querying modes, and introduce the user interface.

3.3.1 The Health Ontology

In order to provide a knowledge base that can easily be maintained by a computer
system, we define a simple health ontology (HO) that defines basic health con-
cepts and their relations. Figure3.2 provides an overview of the ontology, detailed
descriptions of the concepts and relations are listed in Tables3.1 and3.2. The con-
cepts in the Health Ontology are enriched with multilingual labels, e.g., the concept
pregnancy is labeled with the Turkish term “gebelik” and the German expression
“Schwangerschaft.” Besides, relevant documents are attached to the concept nodes.
In a healthcare scenario, information quality is of crucial importance. False informa-
tion not only leads to a loss of trust but also may lead to serious harms. Therefore,
information in theHO should bemaintained by a group of experts. In theGID project,
physicians maintained information in the ontology.

6 A detailed overview of gamification is provided in Chap. 9.

http://dx.doi.org/10.1007/978-3-319-14178-7_9
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Fig. 3.2 The GID health ontology

3.3.2 User Model

As explained above, personalization services rely on the creation of user models
to store personal information in a user profile. User profiles are then exploited to
adapt information accordingly. In the health scenario, the most important factors are
the users’ demographic details (i.e., age, sex) and their personal context (e.g., their
hometown, language knowledge and pre-existing medical conditions). In order to
receive personalized health information, users of the GID system are required to
provide the above information.

3.3.3 Multilingual Semantic Search

As explained above, concepts in the health ontology are enriched with multilingual
labels. When a user enters a search query, we process the entered text by lowercas-
ing it and pruning unusual characters. The search terms are then used as a query
to retrieve matching concept labels contained in the Health Ontology. We do not
perform language-specific stemming or remove stop-words of the search input since
this enables us to easily extend the GID system with additional languages without
requiring any changes to program code. Rather, we use a fuzzy search based on the
open-source information retrieval system Lucene7 to cover slight alterations in term
surface forms. Taking the multilingual search query “Hamilelikte hangi besinleri
yememeliyim?” (Translation: “Which food must I not eat when I am pregnant?”)

7 http://lucene.apache.org/.

http://lucene.apache.org/
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Table 3.1 Concepts of the health ontology

Concept Description

Context This concept describes a composite information node composed of
property nodes and state nodes. A context concept for instance can describe
that certain therapies are only applicable for pregnant women

Property Is connected to a context node and specifies the context, for instance a
certain pregnancy week

Therapy/Procedure This node describes possible therapies to cure a disease

Cause Cause nodes describe the reason for a medical condition, e.g., obesity is a
cause for diabetes

ClinicalDiagnostics Describes an approach to make a diagnosis. For instance to take an x-ray of
somebody

Region Part of the human body plus psych. Indicates where a disease or injury is
situated

Prophylaxis This node describes prevention procedures, e.g., regular teeth-brushing
helps preventing cavities

Information The information node is the node that is displayed to the user with
information about the node it is connected too. This can be information
about diabetes, sport, pregnancy, or others. Information nodes can be a text
or website, a video or picture

State State is the general node to describe a condition of the body. Sub-nodes are
injury or disease

Injury Injury is a sub-node from State. It is splitted in inner and exterior injuries

InteriorInjury Internal Bleeding is an example for an InteriorInjury node

ExteriorInjury An abrasion is an example for exterior injuries

Symptom Symptom nodes define possible clinical signs that indicate a State

Disease Disease is a sub-node from State and is split into mental and physical
disease

MentalDisease This node comprises all diseases connected to a humans psych. For
example, depression is a MentalDisease

PhysicalDisease The PhysicalDisease node describes all body related diseases

Synonym The synonym node is important for all multilingual aspects of the described
system. It is explained later in Section Multilingual Semantic Search

as an example, the language-independent concepts Pregnancy and Malformation are
identified, since they have been labelled using the keyword “pregnant.” Furthermore,
the concepts Nutrition and Alcohol are identified by the label “besinleri.”

Using the retrieved query-relevant ontology concept nodes, we employ a graph-
search to find conceptually related information nodes. Different concepts from ontol-
ogy classes like diseases, diagnostics, and treatments are semantically linked with
weighted edges in our HO. Our algorithm performs a full graph search along these
edges, bounded in-depth. Information nodes found during this traversal are ranked
based on the proportion to the edge-weights of the path of the originating concept and
anti-proportional to that path’s length. Information nodes found via multiple paths
receive the sum of the relevance values of all of those paths. Using the example query
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Table 3.2 Relations of the health ontology

Relation Description

isTheReasonFor Connects Cause and State nodes. For example, obesity is caused by bad eating
habits

determines Connects ClinicalDiagnostics and State. Application: Obesity is determined by
measuring the BMI

Affects The affects edge defines effects that one State has on anther. For example,
Obesity affects Diabetes

Prevents The prevents edge connects the Prophylaxis and State node. A healthy diet
prevents obesity

refersTo refersTo connects Symptom nodes and State nodes, e.g., breathing problems
indicate obesity

treats The influences edge connects the context node with the Region, Prophylaxis,
Therapy/Procedure, Cause and ClinicalDiagnostics node

influences This node describes prevention procedures, e.g., regular teeth-brushing helps
preventing cavities

isAffectedBy Connects Region node with State node, such as Psyche is affected by
depression

Describes The describes edge connects information with the Property, Context,
Prophylaxis, Therapy, State node. Thereby, we can add information (pdfs,
websites, etc.) to a node

influencesCause Connects Therapy/Procedure with Cause nodes. E.g., the treatment of
respiratory distress is dependent on whether the cause is asthma or bronchitis

Has has connects Context and Property nodes. This allows defining a special
context. For example, the state pregnant can be constrained with the Property
9th month, to indicate that a treatment is only allowed in the 9th month

isRelatedTo Connects context with state. See example above

Symptom Symptom nodes define possible clinical signs that indicate a State

notationOf Connects Synonyms with all type of nodes to add multilingual information

above, we find among others an information node concerning Alcohol Consumption
during Pregnancy. The information node is ranked highest because it is linked very
closely to all of the three health concepts found for our keywords. As mentioned
above, information nodes in the HO have documents attached to them, which are
used as search results. These documents can be of any language, and have a lan-
guage tag attached. Direct translations of documents are marked as copies. In order
to gather search results for visualization, we collect the documents attached to the
most relevant found information nodes during the graph search step and rank the list
of documents depending on their relevance values combinedwith the user’s language
preferences. Depending on these values, it is possible for users to find documents
in a different language near the top of the list, if the document is not available in
the preferred language but is highly relevant. Thus, users will always see a list of
results balanced by relevance and their language preferences. The results on this list
are independent of the language of the search query, since the results were found via
a mapping to language-independent ontology concepts.
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In above example, multiple documents of Turkish and German languages are
attached to the information nodeAlcohol Consumption during Pregnancy. Assuming
the user specified a Turkish language preference, the first search result presented to
them would be the document “Gebelikte alkol kullanımı” (Translation: “Alcohol
consumption during pregnancy”).

3.3.4 Graphical User Interface

In addition to the search result list, the GID Web User Interface provides several
supportive UI elements that help serve the users’ information need and let them
adjust the search. A screenshot is shown in Fig. 3.3. In the remainder of this section,
we introduce different features of this interface.

Entering the website, the user can log in to receive context-based search results.
On top of the interface, the user can type in a search query. Since GIDmatches search
terms with concepts in the health ontology, the search query can be formulated in
different languages. In the screenshot, the user Selma has logged in and typed in the
search query used in the example above: “Hamilelikte hangi besinleri yememeliyim?”
(Translation: “Which food must I not eat when I am pregnant?”) Under the search
box, the interface lists the concepts that GID extracted from the search query. In the

Fig. 3.3 Screenshot of the GID search interface
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example screenshot, the following concepts have been detected from the search
query: malformation (Biçimsizlik), pregnancy (Gebelik), non-alcoholic fatty liver
disease (non-alkolik yağlı karaciğer hastalığı), and gout (Gut) in the context of nutri-
tion (beslenme) and pregnancy (gebelik). Furthermore, the following context has
been extracted from Selma’s profile that will be considered when ranking search
results: home town (Berlin) and pre-existing medical conditions (Diyabet Tip II,
Type II Diabetes). Under this visualization, the interface provides a topic box con-
taining professionally edited information for the identified concepts. Under this topic
box, the search results are displayed in descending order of relevance. The user can
adjust their language setting by dragging a slider seamlessly between two languages.
This sets a gradual preference of one language over the other and can exclude a
language completely if dragged to the very end of the other language. Changing this
setting immediately affects the search results and re-sorts the result list to reflect
different language preferences. The user can seamlessly observe how search results
are rearranged based on their language settings.

Each search result offers a button that when clicked shows a view of the paths
of the Health Ontology that were traversed to find this search result. A screenshot
is shown in Fig. 3.4. The semantic graph allows the user to understand why this
search result is relevant to their search query. It also makes transparent the under-
lying workings of the ontology. Additionally, the interface enables users to visually

Fig. 3.4 Graph search explanation
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browse through the ontology concepts by expanding concept nodes and traversing
semantic edges between concepts, and also finding documents attached to a concept’s
information nodes.

3.4 Evaluation

In order to assess immigrants’ expectations and needs for a personalized health
information assistant, we conducted a demand analysis among Turkish migrants
in a mid-sized town in Germany. In addition, we evaluated the development and
implementation of the health assistant. Applying a qualitative research approach,
we recruited a small study cohort from the local Turkish community as well as a
German control group. In the second phase of the evaluation, they were asked to
interact with the system in a supervised scenario and were further asked to assess
the assistant with respect to its technical implementation, relevance of the presented
content, usability in daily life, and its potential to present health information in a
structured manner. In particular, we focused on the following research questions:
(a) How do the participants assess the adaptation of search results based on personal
context? (b) How do they evaluate the system’s handling of cultural differences?
(c) How do they evaluate the usability of the graphical user interface (especially the
ability to change language settings)? In the remainder of this section, we outline the
setup of the user evaluation.

3.4.1 Participants and Recruitment

Building on experiences from former migrant studies [47], we applied a cultural-
sensitive recruitment concept using key persons from existing social networks (fam-
ily and youth centers) in order to establish the access to our study population. We
recruited nine families with a Turkish migrant background and four German families
as a control group. As suggested by Lamnek [21] and Pelz et al. [28], we invited
a homogeneous focus group of six participants with similar socioeconomic back-
grounds from two different districts to participate in the user evaluation.

3.4.2 System Interaction

During the user-centric evaluation of the system, the study group was separated into
a German-speaking group and a Turkish-speaking group due to limited knowledge
of the German language of some participants. Both groups interactively tested the
health assistant prototype in a supervised user-scenario. During the test, they were
asked several questions concerning the design, usability, and cultural sensitivity.
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The moderated focus group discussion was held in Turkish language. First, the
participants had the opportunity to summarize their impressions on the health assis-
tant. Second, the discussion was moderated according to our interview guideline and
focused mainly on the usability and the potential for the implementation and use in
daily life. We compiled the main messages in a mind map during the focus group
discussion for discussion structuring and subsequent data analysis.

3.4.3 Evaluation Outcome

For data analysis, the bilingual interviews and the focus group discussion records
were transcribed and translated. The data were analyzed using the method of content
analysis by Mayring [23]. A summary of the group discussion is summarized in the
remainder of this section.

How Do the Participants Assess the Adaptation of Search Results Based on
Personal Context?

Participants found the search results to be appropriate and clearly presented. It
was suggested by some members of the group that the detailed answer box should
contain specific advice on actions to be taken. Most participants found the adaptation
of search results based on the context of a personal user profile useful and found that
this feature helped in making an individualized search experience. However, some
users were reluctant in providing certain pieces of profile information and wished to
know specifically how they would be used.

How Do They Evaluate the System’s Handling of Cultural Differences?

Users wished for specific information about the Turkish governmental health
system, especially compared to the German system.

How Do They Evaluate the Usability of the Graphical User Interface (Especially
the Ability to Change Language Settings)?

Performing semantic search was found to be intuitive by a large majority of users
in the study. Many users entered full health-related questions, as intended, without
needing any instructions. The feature to enter mixed-language queries was found
to be very useful by all participants, and was considered to be of high importance
for everyday use by the group. However, most users needed to be made aware of
functionality, since it was not readily apparent from the interface itself.
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Language preference settings were found to be especially helpful by people with
little proficiency in theGerman language. At first however, the difference in function-
ality between the language preference slider and the language selection dropdown-
box was not intuitive to some participants and needed to be explained.

Additional Comments

Asking the participants for advice on how to improve the system further, they
suggested that GID should also enrich their results with pictures and videos. They
remarked that reading a lot of text makes interaction with GID unappealing. Addi-
tionally, we noted that the ontology graph helped younger users to understand how
their search results were found, but did not help older users that much.

3.5 Prevention Service

The second service of the health assistant is the prevention service, referred to as PS.
This service consists of two subsystems focusing on nutrition and activity support
for people: a cooking assistant and an activity assistant. In this section, we first
introduce the cooking assistant that uses structured knowledge about food, healthy
eating habits, and user information to build a personalized cooking and eating plan
for a single user or a group of users. Additional services such as a food-shopping
assistant complete a service that allows creating healthy eating behaviors. Then, we
present the virtual trainer which uses 3D-camera techniques to track users doing
exercises at home. To motivate users doing their sports, the trainer combines serious
games to make it more fun with motivational parts such as the combination with the
cooking assistant. If a user makes more sports, the cooking assistant gives positive
feedback by allowing the user to choose “unhealthier” menus.

3.5.1 Nutrition Assistant

The nutrition assistant, shown in Fig. 3.5, helps users eat in a healthy way. Users
can get a list of cooking recipes that are tailored to their physical activity, medical
conditions, and cultural background. For example, if the user has diabetes, recipes
with high sugar content are avoided. Besides, the interface provides an overview on
how healthy their current lifestyle is with respect to physical activities and nutrition
habits. This helps users to learn about the food they eat.

The assistant provides the user with different cooking sessions. The user can
select their meal from a range of different recipes. For the selection they can choose
different health criteria, their country, the level of difficulty, and the category of
the dishes. In the category they can decide if they want a dessert, a main meal, or
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Fig. 3.5 Screenshot of the nutrition assistant

a vegetarian meal. Furthermore, they can select if they eat alone or with another
family member. Therefore, they have the possibility to preset the likes and dislikes
or diseases of the persons. When connected to a smart home, the system can also be
used to control the domestic appliances such as the stove or the microwave. After the
step-by-step cooking sessions the dinner will be ready. In some cases the cooking
sessions are video-tailored. Furthermore, the cooking assistant gives an overview of
all ingredients needed for the meal. So the user has the possibility to create their
own shopping list and can send it to one of the family members. The user also gets
nutrition information about their meal so that they have an overview of the calories,
protein, carbohydrates, sugar, fat, and fibers.

3.5.2 Activity Assistant

The activity assistant intends to defeat one’s weaker self. By using game mechanics
and rewards, people are motivated to do physical exercises at home [2]. As shown
in Fig. 3.6, users see a digital trainer who demonstrates an exercise (e.g., Jumping
Jacks) that should be imitated by them. The user has the possibility to select his
trainer of three different figures—women, man, or ogre. The trainer offers the user
three different activity sessions. Users’ motions are tracked using a XBOX Kinect
3D camera and compared to the instructed movements. During the training sessions
the virtual trainer is giving a feedback, if the exercises are performed correct or not.
For each activity, the users can earn activity points. The more exercises the users
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Fig. 3.6 Activity assistant: The user, shown in the upper right corner, is captured by the XBOX
Kinect 3D camera and should follow the exercises of the trainer (left)

perform, the more activity points they earn. These points are directly fed into the
nutrition assistant, i.e., the food suggestion depends on the users’ individual energy
expenditure.

3.6 Conclusion and Discussion

In this chapter, we presented a health assistant that addresses the specific needs of
immigrants. The system consists of two parts: A health information system and a
prevention service. The health information system provides a search facility on a
semantic database to assist people in finding health-oriented information such as
details about services provided by the health insurance provider answers for specific
health-oriented questions. The system is mainly designed to assist immigrants with
limited knowledge of the national language used in their host country in finding rel-
evant information. Therefore, the system allows users to formulate search queries in
their mother tongue, the host’s language, and in a mix of both languages. Addressing
the specific immigration situation in Germany, we focused on the implementation
of German and Turkish languages. Due to the structured data processing method
that is introduced in this chapter, other languages can easily be incorporated. Search
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results can be adapted based on the users’ preferred language and other personal
contexts such as the users’ location or pre-existing medical conditions. The under-
lying technology of this system is a health ontology that has been introduced in this
chapter. Relevant information is retrieved by exploiting semantic relations between
different concepts in this ontology. In order to evaluate the usability of this system,
we followed a qualitative analysis scheme. Discussions in a focus group following
this evaluation indicate that the system can be employed to assist immigrants to find
information in their own and in the host nations’ language.

The second part of the system, the prevention service, consists of two parts.
The first part is a cooking assistant that, based on users’ profiles, assists the users in
selecting healthy food as well as in preparing themeal. Apart from providing detailed
information about the ingredients of various dishes, the system recommends meals
on the users’ individual requirements. The system provides a step-by-step guide
on how to prepare the meal and allows the user to control the home appliances
needed for cooking. Moreover, the prevention service offers an activity assistant that
motivates users to perform exercises in a fun setting. Choosing from different virtual
trainers, users have to repeat physical exercises. Users can earn points by accurately
performing these exercises.
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Chapter 4
Information Aggregation in an Enterprise

Erwin Gunadi and Sahin Albayrak

Abstract In this chapter we discuss the application of a distributed information
retrieval system in an enterprise environment. Focusing on the characteristics of
information in enterprises such as the heterogeneity of available information, secu-
rity policies, and the distributed nature of available data repositories we investigate
how state-of-the-art distributed information retrieval approaches can be applied to
build a distributed information retrieval system. Introducing a case study, we present
an application of these techniques in an office environment that allows employees to
find the most relevant documents across different data repositories without neglect-
ing access rights. The application illustrates the advantages of using a multi-agent
software infrastructure where individual components of such retrieval engine are
realized by specific software agents.

Berry Picking…

To whom it may concern.

I am the owner and inhabitant of the old windmill at Newgarden Avenue. As you are aware,
the building has recently been placed under a preservation order and is now considered to be
a historic monument. Due to the historic structural condition of the building, various home
remodeling tasks are now inevitable. For example, the windows need to be replaced since
they do not protect from the wind any longer. Also, thermal insulation needs to be applied to
reduce heat loss. I understand that specific regulations must be considered when renovating
historic landmarks. Could you please let me know which regulations are relevant for me?
Also, please let me know which forms I need to fill in to receive a permit to start with the
conversation of the building. Furthermore, please point me to the appropriate funds that I
can apply for…
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Suzanne sighed and stopped reading. Her current job as a responsible official in
her city’s administration office was her dream job: It was challenging enough to com-
pensate for the often quite tough times that she went throughwhile studying part time
for her Master’s degree. At the same time, the standard 9-to-5 work hours allowed
her to plan her day appropriately, leaving her sufficient time for her family. And most
of all, having a tenure as civil servant camewith its own undeniable advantages. Nev-
ertheless, it were requests like this one that made her moan and wallow in self-pity.

Responding to such letters usually meant digging into the administration’s
intranet, browsing through all kinds of legal applications from citizens that were
scanned and saved on different file servers, reading information that was outlined
in the administration’s badly maintained Wiki, finding old emails that referred to
similar cases, and so on. Her colleague Barbara had a term for it: “Berry picking”,
as they had to go from source to source to pick up the information they required.
Just like they used to do as kids when they picked berries from different bushes on
their way to school. “Berry picking season once again!” she muttered and started to
concentrate.

The citizen was right. If he wanted to renovate his property, he had to consider
specific regulations to preserve the building for future generations. Suzanne remem-
bered that she had read a memo a few months ago where they were informed about
new regulations that would come into effect soon. She went back to her email client
program and started to search in her inbox…There it was! An email from…, oh
wow! …from over a year ago where they mentioned these new regulations. Suzanne
mugged. “Call me old, but at least my memory is still intact.” She read through the
email. They mentioned that they intended to build a task force with experts from the
environmental, building, and monument protection authorities who should work out
the details to implement the regulations. Unfortunately, they did not mention any
contact persons, which made Suzanne frown. Over the years, she experienced that
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finding out the corresponding contact persons on her own was a very challenging
task. The faster method to find the information she was looking for was to search for
the information herself in the intranet.

“Berry picking indeed,” she thought. Her city’s intranet was rather large and find-
ing the right informationwas quite time-consuming.Being a rather conservativework
environment, they did not possess a fancy content management system that allowed
for a structured organization of divisions or projects. Instead, their IT infrastructure
had grown over the years, resulting in multiple file servers where information was
stored rather uncoordinated. Each division in the administration had implemented
their own internal guidelines on how to store and share their data in the intranet.
Suzanne knew her own department’s guidelines well enough to find the information
she needed in a relatively short time. But searching on other departments’ network
drives sometimes appeared to be “Mission Impossible.” To make things even worse,
task forces consisting of employees from different authorities followed their own
agenda when storing their files. If only there was a central system that would assist
her in finding her way in this file server jungle…

4.1 Introduction

Enterprise environments such as the one described in the preceding scenario are very
common. In almost every company, data are created, processed, and accessed on
a daily basis. With the introduction of the computer in the workspace, the amount
of digital documents increases even further. These digital documents come in many
different formats. It can be textual documents (e.g., word or pdf documents), emails,
images, graphics, or many other proprietary formats.

In most companies, the data can be stored in many different locations or repos-
itories such as file servers, web pages, databases, email servers, and many others.
Given this distributed file storage and given the heterogeneous nature of the informa-
tion, finding the right information, also referred to as the information gathering task,
can be challenging. In the preceding scenario, Suzanne has to use many different
native search facilities such as the search function of her email client or the search
mask of the department’s internal Wiki to find the information she is looking for.
This approach of manually querying each repository is only possible though when
the user knows about the actual existence of the resource. The more resources and
repositories are available, the more likely it is that users might not be able to find the
right documents.

According to Hawking et al. [15], different approaches can be used to realize
an enterprise search system. The approaches differ in how data gathering for the
indexing process is achieved. The choice of these approaches depends on different
factors, such as network bandwidth, geographical locations, and/or repository sizes.
These approaches considerably influence how search queries are processed in an
enterprise search system. One approach is to introduce a search engine that includes
all available repositories that can be found within an enterprise. Using this approach,
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enterprise search engines can be designed to provide access to all resources via one
shared interface. The main requirement for setting up such system is to crawl and
index each of the repositories in separated indices.

Another important aspect is data protection. The presence of multiple document
repositories, or collections, in an enterprise that are not necessarily regulated by a
single point of administration pose a unique structure of the data collections. Com-
panies are well advised to restrict access to certain information such as blueprints
of their prototypes, customer data, email correspondence, or other sensitive data,
hence protecting their assets from potential data theft [12, 14]. While some data are
available for the whole enterprise (e.g., a company directory service or the com-
pany’s web pages), various restrictions are applied. For example, data access could
be restricted based on hierarchical boundaries, such as a department boundary. This
means that data belonging to one department may not be shareable with employees
of other departments. Hence, data protection is an important aspect in enterprise
environments.

File distribution, heterogeneity, and access restriction play a key role in the appli-
cation of enterprise search systems that aim to assist employees in their daily infor-
mation gathering tasks. In this chapter, we introduce an enterprise search systemwith
distributed indices that addresses the data accumulation task of enterprise search sys-
tems. The framework incorporates the idea of data mining agents, a technique, which
has been successfully employed to create data warehouses [19]. We use autonomous
agents for every task in the data accumulation and indexing activity, i.e., each agent
provides core services that cover a specific part in the back-end. Complex tasks such
as crawling and indexing a file server is achieved by combining the corresponding
agents, i.e., the autonomous agents form a community to provide a joint service
in creating search engine capabilities. When multiple data repositories (collections)
need to be indexed we use these agent communities to build a distributed search
engine. Search requests are handled by broker agents that verify users’ identity and
their access rights using the enterprise’s directory access constraints that are defined
using Lightweight Directory Access Protocol (LDAP).

The chapter is structured as follows. Section4.2 introduces related work in the
fields of desktop and enterprise search. Section4.3 introduces technical challenges
that need to be considered when building a distributed search engine in an enter-
prise environment. A comparison of different search result aggregation approaches
is presented in Sect. 4.4. An exemplary implementation of such system is described
in Sect. 4.5. Section4.6 concludes this book chapter.

4.2 Related Work

This work builds upon prior work from different research domains, including
enterprise search, distributed information retrieval, and multi-agent systems. In the
remainder of this section, we present these domains and highlight state-of-the-art
research approaches.
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4.2.1 Enterprise Search

In recent years, various studies has been performed that focus on recognizing the
characteristics and challenges of enterprise search (e.g., [12, 14, 25]). A key develop-
ment in the study of enterprise search was the organization of the Enterprise Track as
part of TREC 2005–2008 (see [7] for an overview of the first instance of this track).
The provision of common data corpora within TREC enabled the study of impor-
tant research challenges such as the development of better ranking methods, a better
understanding of the users, and research on the creation of relevance assessments.
A side effect of this focus on existing datasets was the limited attention to other
important issues of desktop and enterprise systems, e.g., the crawling and indexing
of data from distributed sources. Mukherjee and Mao [25] refer to this constant data
accumulation process as a key task of an enterprise search system. They define an
enterprise as an environment with the following characteristics:

• Heterogeneous document types: Data can be held in many types of documents,
such as web pages, wiki, pdfs, emails, word documents, etc.

• Multiple document repositories: Documents are normally not held in a single file
server or system. Depending on the importance and how critical these documents
are, documents can be saved on dedicated servers, such as file servers or web
servers. Users may have to mount multiple file servers in order to get various
documents.

• Access restriction: Enterprise environments consist of hierarchy and roles. There-
fore, each document has its own access list. An enterprise search system must be
able to retain these rules and apply it into their search result.

• Data generation process: The pace and frequency of document creation and update
also pose challenges on how tomanage index updates since new documents should
be searchable within a reasonable amount of time.

They argue that apart from the need to handle diverse data types (e.g., html pages,
emails, database entries, and other documents), detailed information is required about
the location of these datasets in the intranet of the enterprise and the access rights to
these repositories.

According to Hawking [15] existing enterprise search systems can be classified
into two categories: (1) systems that create one centralized index and (2) systems that
depend on distributed independent indices. A centralized index can be used when
it is possible to crawl all of the relevant data sources into a single index structure.
However, since in most cases information is stored at different locations and due to
physical constraints such as geographical location, low bandwidth connections and
administration restrictions, gathering data in one search index is not always feasible
[15]. Because of the advantages distributed indices can offer we decided to choose
this option during the implementation of our enterprise search system.

Another important requirement of an enterprise search system is that it has to
be able to handle security and rights management issues [14, 25]. Addressing this
requirement Bailey et al. [4] introduce different architectures for the application
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of document level security in enterprise search systems. In contrast to collection
level security, document level security, or DLS, enforces document-level restriction
according to the user’s permission. In their paper [4], the authors outline two possible
architectures on how user credentials can be used to filter the search results: (1)
security is handled by the repositories itself or (2) the search engine takes care of
which documents the user can find. In the first architecture the repositories act as
interfaces that control which documents are readable for the respective user and
thus filter the results from the search engine. As the second architecture type the
search engine is responsible for checking user credential and which access rights the
user has. The search engine also holds the access list for each document either on
crawling/indexing time or during query preparation in order to filter the appropriate
search results. With this information the search engine should then deliver the search
results containing appropriate documents.

Currently there are some commercial enterprise search products available, such
as Microsoft’s SharePoint,1 Oracle’s SES2 (sales of standalone version discontinued
in 2014) and Google’s GSA (Google Search Appliance).3 All of the commercial
solutions provide a flexible extension mechanism to add new file types for indexing.
Regarding desktop search these products offer a various degree of integration. The
Oracle’s SES (Secure Enterprise Search), for example, has no native desktop search
but can access GDfE (Google Desktop for Enterprise) for search results from local
desktop.

4.2.2 Distributed Information Retrieval

Distributed information retrieval has been researched and improved for more than
two decades [5, 10, 30, 34, 37, 39]. Distributed information retrieval investigates
search algorithms on distributed indices without the need to completely build a large
centralized index of multiple collections. Shokouhi et al. [8, 30] describe which
advancements have been achieved in this research area. Federated search is our
primary base in implementing our system such that multiple distributed indices are
built to cover information needs for different divisions in an enterprise environment.
In a federated search system there are two main types of settings: (1) cooperative
environments and (2) uncooperative environments [31]. A cooperative environment
is a settingwhere the distributed collections provide the brokerwith extra information
about themselves, which can be useful in collection selection and result merging. On
the other hand, in uncooperative environments, a broker can only receive search
results as a response to search queries. Regardless of the environment types there are
always three steps that a federated search system should handle [6, 30]:

1 http://www.microsoft.com/enterprisesearch/.
2 http://www.oracle.com/technetwork/search/oses/overview/index.html.
3 http://www.google.com/enterprise/search/.

http://www.microsoft.com/enterprisesearch/
http://www.oracle.com/technetwork/search/oses/overview/index.html
http://www.google.com/enterprise/search/
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• Collection Representation: In this step, collections are evaluated. The evaluation
results are used to determine the relevance of the collection with respect to the
search query. In uncooperative environments, collection representation is built by
sending random queries to get samples of each collection. This process is called
Query by Sampling (QBS) [29, 30]. This sampled data is then used for estimating
relevance of the represented collection for an incoming query.

• Collection Selection: In this step, relevant collections are selected and queried.
Prior works for collection selection can be categorized into three categories [9,
30]: (1) large document-based collection selection [6, 36], (2) small document-
based collection selection [28, 34] and (3) classification-based collection selection
[2].

• Result Merging: In this step, documents retrieved from different collections are
merged to a single result list. This includes score normalization, whichmakes these
documents comparable and thus rankable as a single result list [6, 22, 32, 33].

In the context of the application of distributed information retrieval in an enterprise
environments the various aspects, such as heterogeneous document types, access
restriction, etc., characterized in the previous section should be considered. We
describe in the following sections how the characteristics of the enterprise envi-
ronment are handled in our distributed search system.

4.2.3 Multi-Agent System

In a multi-agent system, agent interact with each other to provide different function-
alities to the users [35]. Concerning the concept of agent-oriented software develop-
ment, Jennings et al. [18] provide an extensive description of how agent’s paradigm
can be compared with other software engineering paradigms. One of the advantages
of using software agents is that we can model each agent to handle different unique
tasks, such as crawling, searching, and management tasks. An example of agent
concept usage in information retrieval field is shown in [1]. In this paper, agent tech-
nology is used to personalize search results based on the users’ profile, i.e., contents
is filtered based on the user’s information need. In our prototype systemwe use JIAC
Release V [21] as the framework for implementing our multi-agent-system back-
end. It provides robust and established functionalities for implementing distributed
agent-system communication.

Multiple works are available on the application of multi-agent systems in the
context of information retrieval [19, 27, 38, 40]. A similar approach of using amulti-
agent-system for implementing enterprise search was introduced by Zhou et al. [40],
who, however, relies on ontologies to model user access. Our system is more flexible
since its user access is managed automatically by exploiting the existing access rights
saved in LDAP.
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4.3 Technical Challenges

As mentioned in Sect. 4.2.1, there are two approaches in realizing search systems for
enterprise users. One possibility is to create a single index that contains documents
from various repositories. However, restrictions such as physical locations, different
administration policies, and bandwidth limitation make the data crawling process
difficult to perform efficiently [15]. Therefore, the creation of various distributed
indices is more feasible as it eliminates the need to transfer large amount of data
for creating a centralized index. In this section, we outline various conditions and
requirements for creation of a distributed search engine in an enterprise environment.
The main focus of the section is on presenting technical issues that occur when such
search system is set up. Section4.3.1 first describes the types of data collections that
often occur in enterprise environments. Section4.3.2 then outlines the required steps
for building multiple indices. The querying process of a distributed search engine is
illustrated in Sect. 4.3.3.

4.3.1 Typical Data Repositories

Enterprise is an organizational entity with a defined structure and boundaries and
involving many parties with common interest. Through the defined structure and
boundaries, information available within an enterprise environment can typically be
categorized based on their content and their respective access rights.

The first type of information is publicly available and hence can be accessed by
both employees as well as other parties who show interest in the company. A typical
example is the company’s webpage that can be accessed from anywhere in the world.
These types of repositories can be freely searched regardless of user’s permission.

The second type of repository contains information that can only be accessed
internally within the company’s physical network. We can further divide this type
into two categories: (1) repositories that do not need authentication and (2) repos-
itories that require authentication. Intranet webpages, wiki pages, and similar data
repositories that can be found in the company’s intranet fall under the first category.
As long as users are using the company’s ip-ranges they can freely open and access
the information. The second category represents repositories which contain protected
data, i.e., some sort of authentication is required before they can be accessed. This
means accessing through company’s physical address alone is not enough, users
should validate their credential by logging in. Typical examples of such repositories
are file servers. Each file in these servers inherits explicit read and write rights for
individuals, as well as defined groups. By logging in, users will be authenticated and
through this authentication users’ rights including information about group member-
ships can be obtained. This credential information predefines and limits which data
or files a user can access. Obviously, a search engine that accesses these repositories
has to consider these permissions to avoid security leakage.
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The last type of repositories are the employees’ own workstations. Only the
employee working on this workstation has direct access to these local files on
their machines. These files can hold valuable and important information and are not
replaceable with data from other repositories as they can contain work-in-progress
files and work-related notes.

Without an enterprise search engine, users have to rely on system-native search
interfaces to access the individual repositories. This means, however, that users have
to repeat their search query multiple times, i.e., for each of the repositories, until
they find the information they were looking for. This also means that without the
availability of single sign-on, user needs to re-verify itself to each repositories. The
more repositories are available within an enterprise, the longer this information gath-
ering task can take. By applying distributed search techniques on these repositories,
a single user interface in which all of these repositories will be queried, can be pro-
vided. This means that the user only needs to process a single result list that contains
relevant entries that have been aggregated from relevant repositories.

4.3.2 Crawling and Indexing

In order to access documents using an information retrieval system, they need to be
crawled and indexed first. As outlined above, the specific nature of the repositories in
an enterprise calls for a distributed search infrastructurewithmultiple disjoint indices
that need to be created separately. In this section, we discuss important aspects that
need to be considered to prepare these indices.

It is important that the crawling task is properly adapted to the system’s resources.
Not all systems have the same amount of memory and processor power. The differ-
ences are particularly evident between dedicated file servers and desktop computers.
Crawling processes on desktop computers must run unobtrusively in the background
and only consume primary memory when no or little activities are currently active.
On the other hand, file servers are capable of running many background tasks and
have little constraints on the size of the memory.

According to [12, 15], one of themost important properties of data in an enterprise
environment is the varying degree of the structure of the documents. Documents on
file servers are mainly unstructured data with mostly no explicit references to other
documents. This poses a challenge on how to create a good index structure during
the crawling process. Creating a reliable structure from these unstructured data can
be of benefit to users if they want to categorize their search results. Regarding the
document level security we decided to use the second architecture type proposed by
Bailey et al. [4]. In this type the search engine controls which documents for which
users can be included in the search results. During indexing we also gathered all
access list for the crawled files and include as part of the files’ metadata. We need to
emphasize that in order to keep the most actual access list for every indexed files a
proper re-crawling interval should be configured for the crawling process.
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As explained in Sects. 4.2.1 and 4.2.2, we create multiple indices for each of
the repositories we want to search. An interesting challenge is how to access these
indices. [5, 37] propose to use software brokers as a centralized component that can
communicate with these indexes. In order to implement this communication model
we realize our distributed search system as a multi-agent system. We model the
multiple indices to be handled by search agents. These search agents are brokered
by a broker agent as a centralized component. By using a broker agent we are able to
process a search query without direct communication with every search agent. The
broker agent is also responsible for verifying users’ credentials. After successful user
verification the broker agent collects user reading rights and group membership from
the LDAP server through a LDAP agent and forwards this information to the search
agents. The search agents then match the users’ rights with the access list acquired
from the crawling process. This means that users can only receive documents as
search results for which they have access rights.

4.3.3 Retrieval

In contrast to an information retrieval system with one single index, distributed
information retrieval systems rely on multiple indices that are usually created inde-
pendently from each other [10, 30]. When users trigger a retrieval by formulating a
search query, related documents are retrieved within each index and then returned as
a result list. Although not every index will necessarily contain relevant documents, it
is more than likely that documents will be found in more than one index, i.e., multi-
ple ranked lists are created. An interesting research challenge is to merge these lists,
hence presenting all search results in one larger result list. We compare in Sect. 4.4
the performance of different state-of-the-art unsupervised result merging algorithms
using the FedWeb 2012 dataset [26].

When the broker agent receives answers from all search agents the broker agent
normalizes these results and re-ranks them as a single search result list. As long as
all of these repositories are reachable by one broker, only this broker is required to
access all indices. However, there are cases when repositories cannot be reached by
a broker, e.g., due to physical network boundaries. A typical example is the local
desktop of a user. Local desktop computers can usually access file servers, but not
vice versa. In this case, multiple brokers need to be considered. Each of these brokers
is responsible for a specific group of indices in the network.

4.4 Evaluation of Result Merging Algorithms

One of the tasks in distributed information retrieval (see Sect. 4.2.2) is result merging.
Its purpose is to merge multiple result lists to a single re-ranked list. For this task,
the broker needs to normalize every document’s score from each result list from
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different collections and re-rank them as a new single list. In this section we compare
different state-of-the-art unsupervised merging algorithms on experiments using the
FedWeb 2012 dataset [26].We first introduce in Sect. 4.4.1 the four different merging
algorithms used in our experiments. Then, we present the results of these experiments
by calculating information retrieval metrics (precision, recall, normalized discounted
cumulative gain) resulted from these approaches with different retrieval setting in
Sect. 4.4.2.

4.4.1 Algorithms

In previous years, various algorithms were introduced that merged result lists from
different indices. In the remainder of this section, we introduce the most common
techniques for unsupervised merging algorithms, namely CORI, WeightedMinMax,
and round robin. We also introduce and compare our result merging algorithm, naive
merger, with these algorithms.

4.4.1.1 CORI

CORI was introduced by Callan et al. [6], who suggested to calculate the relevance
of a collection as weight and to use this as a parameter value to recalculate each
document score. It is important to note that CORI can also be used to rank collections
that we do not do in our study. Let R be the notation for collection (from which a
document is retrieved), d be a retrieved document, and q be defined as notation for
an incoming query, then CORI re-rank calculation is defined as:

snorm(d|q) = 1 + 0.4.sMinMax(R|q)

1.4
· sMinMax(d|q) (4.1)

The value 0.4 is proposed by the authors as the default value to define how important
the collection weight should be. CORI is considered to be a state-of-the-art algorithm
since experiments indicate that it is a robust unsupervised linear score normalization
method.

4.4.1.2 Weighted MinMax

Markov et al. [22] proposed a modification of the CORI algorithm, referred to as
weighted MinMax. In this paper the authors replace the constant 0.4, which repre-
sents the importance of a collection, with variable Lambda. The authors investigated
how result merging performance for CORI is influenced by varying the Lambda-
parameter. The authors concluded that by setting the Lambda-parameter to infin-
ity (λ → ∞) they can outperform other unsupervised linear score normalization
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algorithms including the original CORI method itself. By eliminating this parameter
the document score normalization is resulted from direct weight with the collec-
tion score:

snorm(d|q) = sMinMax(R|q) · sMinMax(d|q) (4.2)

4.4.1.3 Round Robin

The simplest approach tomerge result lists that use different scored is the round-robin
method. This algorithm does not have any score normalizing process. By applying
round robin, the documents’ positions of different collections are alternated. The
algorithm takes from each incoming collection for each round every nth document
and re-positions it in as a new list. Algorithm 1 lists the interleaving technique using
pseudo code.

Algorithm 1 Round robin algorithm for result merging
Input Search results from n-collections
OutputMerged search results
1: List<Document> mergedList
2: Set<Collection> processedCollection
3: n ← 0
4: while processedCollection.length < collection.length do
5: for each c in collection do
6: if n < c.document.length then
7: mergedList.add(c.document[n])
8: else
9: processedCollection.add(c)
10: end if
11: end for
12: n ← n + 1
13: end while

4.4.1.4 Naive Merger

Naivemerger is our novel result merging algorithm. This score normalizationmethod
consists of two steps. In the first step we calculate the weight of each collection using
Formula 4.3. A collection’s weight value is defined by the proportion of its document
numberwith the total document number fromall collections ( |Ri |∑n

i=1 |Ri | ),multiplied by

the maximum number of relevant documents that can be returned by the collections
for the given search query (Rq ).

W (d|q) = |Ri |∑n
i=1 |Ri | · Rq (4.3)
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The second processing step, shown in Formula 4.4 is then used to normalize the
score for each of the document by multiplying the document’s original score with its
collection weighted value. By using this strategy the more important a collection for
the given search query the more boost the returned documents from this collection
will get.

D′ = W (d|q) · D (4.4)

4.4.2 Merging Effects

In order to illustrate the effect that different merging methods can have on the perfor-
mance of the search results merging, we performed an experiment using the FedWeb
2012 dataset [26]. This dataset consists of documents from 108 different sources
that are divided into 12 categories. Table4.1 lists the complete subjects and exam-
ples of the used search engines. This dataset includes 50 TREC queries with human
relevance judgments for documents retrieved from each search engine.

In order to evaluate the result merging performance, we executed experiments
using 50 queries delivered with this dataset and measured these metrics: precision,
recall, and Normalized Discounted Cumulative Gain [17]. We further differentiate
these metrics in different length cut @5 and @10. To gain insight about the per-
formance changes we executed an experiment round multiple times with different
selected collection numbers as environment setting. In our result presentation we
present the three metrics mentioned above using collection numbers from three, six,
and twelve categories, respectively.

Figures4.1 and 4.2 show the results for precision@5 and precision@10, respec-
tively. Recall measurements, r@5 and r@10, are shown in Figs. 4.3 and 4.4.

Table 4.1 Overview of the categorization in FedWeb 2012 dataset

Category Count Examples

General Web Search 10 Google, Yahoo, AOL, Bing, Baidu

Multimedia 21 Hulu, Youtube, Photobucket

Q & A 2 Yahoo Answers, Answers.com

Jobs 7 LinkedIn Jobs, Simply Hired

Academic 16 Nature, CiteSeerX, SpringerLink

News 8 Google News, ESPN

Shopping 6 Amazon, eBay, Discovery Channel Store

Encyclopedia/Dict 6 Wikipedia, Encyclopedia Britannica

Books and libraries 3 Google Books, Columbus Library

Social and social sharing 7 Facebook, MySpace, Tumblr, Twitter

Blogs 5 Google Blogs, WordPress

Other 17 OER Commons, MSDN, Starbucks
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Fig. 4.1 Results precision@5
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Fig. 4.2 Results precision@10

The measurement results for Normalized Discounted Cumulative Gain, or ndcg,
are illustrated in Fig. 4.5 for ndcg@5 and Fig. 4.6 for ndcg@10.

The results suggest that the naivemerger algorithm performs equally or better than
theWeightedMinMax, themodifiedCORI algorithmproposedbyMarkov et al. [22].
In most cases however, naive merger maintains a higher score when more collections
are selected for result merging. We also see that by selecting more collections in
the result merging process the overall performance of all algorithms decreases. We
conclude that this method can be used to merge search results from different sources.
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Fig. 4.3 Results recall@5
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Fig. 4.4 Results recall@10

4.5 System Overview

In the previous sections we introduced the challenges of enterprise search and
how distributed search techniques can be used to solve the enterprise search prob-
lem. In this section we discuss the structure of an exemplary distributed enterprise
search system, PIA Enterprise [13], which is currently trialed at the administration
offices of the city of Berlin, Germany. The enterprise search system is built as a
multi-agent system (MAS). Our MAS-framework choice is JIAC release V [21],
an open source MAS-framework. By implementing our system as a MAS-system
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Fig. 4.6 Results ndcg@10

with JIAC V (see Sect. 4.2.3) we can concentrate on the core functions without
reimplementing the communication structures between distributed components.
In this section, we present the multi-agent system implementation of the back-
end system as well as the implementation of the web application on the clients.
The communication between backend agents and client-interface is realized using
Web-API and the HTTP protocol. This allows easy integration with other third-party
applications.
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Fig. 4.7 The setting of the distributed enterprise search platform applied in the pilot project with
three different broker agents contacted by the client

Figure4.7 visualizes an employee in their working environment. When trigger-
ing a search, the search client on the employee’s desktop communicates with three
different so-called broker agents. Each broker agent represents different repositories
that the employee has access to. See Sect. 4.3.1 for details about these reposito-
ries. Each broker agent is responsible for a group of multiple repositories contain-
ing disjoint indices. Before accessing the indices of the individual repositories, the
employee’s credentials are submitted to guarantee access in accordance to the com-
pany’s requirements. In the remainder of this section, we introduce the separated
network areas in detail. Section4.5.1 describes how the city administration’s meta
directory and internal websites are indexed and made available for all employees of
the city. Section4.5.2 describes how the system is used to access files and information
that are stored in the internal repositories of individual government branches. Index-
ing and retrieval of local files, i.e., files that are stored on the employee’s desktop
computer is presented in Sect. 4.5.3. The graphical user interface of the system is
described in Sect. 4.5.4.
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4.5.1 Main Enterprise Network

The main enterprise network contains all information that is easily accessible. In our
pilot project most of this includes the city’s web pages where information about the
city itself is presented to the general public. In addition, there are also intranet pages
beingmaintained to help employees in their dailywork. For example, a list of contacts
and their work division is published on the website. These lists are very important
for the employees, e.g., when they want to arrange a meeting with a colleague for a
particular purpose. Summarizing, web pages both in internet and intranet represent
a common platform to represent the city of Berlin either externally or internally.
Consequently, these are valuable resources that should always be accessible for the
employees. Accessing this information usually requires no additional authentica-
tion since both extranet as well as intranet are usually accessible for anyone whose
computer is located in the main enterprise network.

In order to provide access to theweb and intranet pages for anyonewithin themain
enterprise network, we deploy multiple crawling ensembles, consisting of crawling
and search agents. Therefore, we utilize open source tools Nutch4 and Solr5 and
integrate them with our implemented software agents. This enables us to customize
and automate the crawling and indexing process for vast amounts of data. In theBerlin
administration office, employees’ general information (i.e., their names, departments,
email addresses, and telephone numbers), i.e., the administration’s meta directory,
is maintained using an LDAP server. For crawling such lightweight data we rely on
Lucene.6

All of these crawling processes run independently, creating different disjoint
indices in the process. A search agent is responsible for one of these indices. Search
requests are forwarded from the broker agent to these search agents. The broker agent
is also responsible to merge the search results into a single result list. This result list
is then presented to the user using the graphical user interface.

4.5.2 Department Network

The bigger the size of an enterprise, the more complex its hierarchical structure will
be. It is not unusual that companies are split into different divisions or branches.
From an IT infrastructure point of view, these subdivisions often have their own
subdomains within the main domain of the company or administrative division.
Since these subdivisions may, to some extent, work independently of each other, it
is not unusual that each has its own data administration and access policy. Besides,
each subdivision usually maintains its own file servers that should exclusively be
accessed by the employees of this particular division only.

4 http://nutch.apache.org/.
5 http://lucene.apache.org/solr/.
6 http://lucene.apache.org/.

http://nutch.apache.org/
http://lucene.apache.org/solr/
http://lucene.apache.org/
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In our pilot project we need to include some city districts and departments in our
enterprise search system. Each city district is treated as a single exclusive department
network that is administered by their internal system administrators. The adminis-
trators are responsible for their own data management and manage their own subdo-
mains within the main domain of the city of Berlin. They also maintain the employed
users’ credential and access rights. One of the unique aspects in our use case is that
when an employee is in a department network, they can access the main enterprise
network but not the opposite. Another additional requirement is that a user must first
be logged in with a department account. After successful login a user is verified as
an authorized user and is able to access files on the file servers. We deploy a broker
agent for each district or department participating in the pilot project. These broker
agents are required to verify users’ credentials using the respective department’s
LDAP server information.

Similar to the crawling processes in the main enterprise network (Sect. 4.5.1), we
deploy agent ensembles, consisting of crawler agents and search agents, to create
multiple indices from files and data saved in the department network. In this case,
the crawler agent reads and indexes these data including their access list information.
This access list will be used during the processing of search queries. The broker agent
first checks the user’s reading rights and groups that they belong to and forwards this
information to the search agents. The search agents use this authentication to filter
out the relevant documents. Finally, the broker agent of the department network is
responsible for merging the results coming from the individual search agents to a
single search result list.

4.5.3 Local Desktop Search

The third important repository that employees access on a daily basis is their own
personal desktop. The desktop computer is themain placewhere an employee creates
their files, reads their emails, and saves exchanged data fromother employees.During
the completion of their daily tasks, an employee may need to retrieve these data.

In order to incorporate this repository, we implemented a specialized broker agent
that runs as low-priority background process on the employee’s desktop computer. To
maintain data security, the local broker agent only processes search requests coming
from the desktop computer itself. Moreover, we provide a desktop agent and mail
agent that index local files and local mail archives. These three agents are packed
as a single local service package that should be installed on a single user computer.
Upon receiving search requests the local broker agent forwards the queries to the
desktop and mail agents and the search results coming from these agents are then
re-ranked and merged to a single result list by the local broker agent.
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4.5.4 Web Client

In order to give a complete user experience we have implemented a web client. The
web client is a client-side javascript single-page application implemented using dojo
toolkit.7 Thedifferent result lists, coming fromdifferent broker agents, are aggregated
in the client by sorting the documents according to the normalized score calculated
by the respective broker-agent. Users can also explicitly filter the search results
according to the origin of the network area (main enterprise network, department
network, or local desktop).

Figure4.8 depicts a screenshot of the graphical user interface of the demo system
that has been deployed in the network of the Berlin administration offices. The
screenshot shows the result list for the search query pia technical documentation
that has been provided by the broker agents of the main enterprise network. On the
left-hand side of the interface, the user can filter the results based on the different
sources. Without logging in, the user will have no access to the department network
and the filter icon for the department network search gives a hint that the user should
first log in.

After successful login, the user is then able to search the department network. By
logging in, the user credential is forwarded from the department network’s broker
agent to the search agents in the network area. This credential is used by the search
agents to identify the search results that are relevant for the search query. Together
with the search results from other broker agents the client will then sort these search
results as a single result list. The sorting is based on the normalized score calculated
by each broker agent based on the multiple repositories (Sect. 4.4).

4.5.5 Summary

In this chapter we described how our secured distributed enterprise search system is
built and deployed in our pilot project. The network environment in our pilot project
consists not only amain network but alsomany different department networks. Over-
all we have to consider the following type of network areas with different security
requirements: (1) The main enterprise network is the area where information is avail-
able to all employees as long as these employees are located in the physical network
of the enterprise; (2) the department network is an area where employees must be
authenticated in order to access documents. This authentication is also used to filter
out the relevant documents so that employees only get search results in accordance to
their own access rights; (3) the local desktop is a special area that is only accessible
by the desktop owner. Each of these areas has their own dedicated broker agent. By
using theweb client the employees input their search queries. To receive search results
from department network area the employees must be logged in. Upon receiving a
search request, the contacted broker-agent verifies the user’s credential (if required)

7 http://dojotoolkit.org/.

http://dojotoolkit.org/
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Fig. 4.8 Our web-client showing search results from the main department network, local desktop,
and department network

and forwards this information to the search agents. The search agents process in turn
the search query along with the user’s credential in order to filter out the relevant
documents. This process allows the search system to return search results containing
only documents accessible to the user.

4.6 Conclusion and Outlook

In this chapterwe discussed the application of secure distributed information retrieval
in enterprise environments. Focusing on the example of Suzanne and her workplace
environment, we illustrated the challenges employees face in an enterprise envi-
ronment. Data repositories like email accounts, file server, or web pages provide
the employees with important information needed to complete their daily tasks. An
employee should decide which repositories are important and must search these
repositories to find the relevant files for information gathering task.

Based on this example we first described the distinctive characteristics of enter-
prise environments. These characteristics, such as the heterogeneity of the available
data, security policy, and the distributed nature of the available data repositories,
should be addressed to create an enterprise search system. Enterprise search sys-
tem can be implemented in two forms: (1) by relying on a single centralized index
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and (2) by using distributed information retrieval on multiple disjoint indices. The
choice of which form is ideal depends on many factors such as geophysical limi-
tation and/or network capacity. Distributed information retrieval is a research area
with open research questions inwell-defined processing steps. These steps are collec-
tion representation, collection selection, and result merging. Distributed information
retrieval addresses the challenge of managing multiple indices by using a broker.
Another research topic that we discussed is multi-agent systems. In a multi-agent
system, multiple agents interact with each other in a distributed manner. This feature
provides us an approach for the implementation of distributed information retrieval
engine. In our case, we encapsulate functionalities such as crawling, retrieving, bro-
kering, user profile management in specialized agents. Search agents are contacted
by a broker agent, thus facilitating the result merging between different collections.

We introduce our distributed enterprise search system that is deployed in a pilot
project with the administration offices of the city of Berlin. In this pilot project we
emphasized howdifferent network areas, eachwithmultiple repositories, are handled
with our implementation using JIAC V as multi-agent framework. The separation
between each of the city districts as an independent department requires deployment
of multiple broker agents. Each network area has its own characteristics regarding
user authentication. In our implementation we decided that the enforcement of doc-
ument level security should be managed by the search engine. This is solved by
adding available access lists to every file we crawled and by saving this information
during the indexing process. When processing a search request, every contacted bro-
ker agent verifies the user’s credential and forwards this information to the search
agents. The search agents process the search query along with the user’s credential to
filter the relevant documents. This process allows the search engine to return search
results containing only documents accessible to the user.

For future works we want to improve the merging of search results. In order to
have a better merged result we need to learn to prioritize relevant data collections.
Collection selection is a step in distributed information retrieval that has not yet
been properly explored in our enterprise setting. In normal environments, collection
selection can rely only on relevance for the search queries. However, in enterprise
environments, we also have to consider the security aspect before retrieving results.
For example, even though a repository is relevant, it is possible that most of the
documents in this repository are not accessible for the current user. This means that it
could limit the results a user can retrieve andmay reduce the recall valuewhen another
relevant repository is not selected.Addressing this issue,we currently investigate how
to gather the right evidences [3, 11, 20] in selecting the right collections considering
the security aspect of enterprise environment. In addition, we aim to incorporate
multimedia content into our system, which requires further processing [16]. Finally,
we intend to improve user interaction, e.g., by introducing gamification elements
into the system that incentivize users to interact with the system. Preliminary studies
[23, 24] in this direction are promising.

Acknowledgments We would like to thank ITDZ Berlin for their support and cooperation in
realizing the pilot project.
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Part II
Personalization and Recommendation

Services

Overview

Differing from the use cases that are presented in the first part of the book, where
textual documents are enriched and aggregated to ease users’ access, another
approach to address the information overload challenge is to rely on recommen-
dation services. The main principle of recommender systems is to proactively
provide information to users that they might be interested in. For instance, online
retailers such as Amazon.com recommend other products that their customers might
be interested in. Recommender systems hence can inform users about things they
might not be aware of and have not been actively searching for. Two paradigms
dominate the recommender systems’ domain: content-based recommender systems
and collaborative filtering systems. Content-based recommender systems assume
that systems can successfully discover users’ preferences from their liked items’
contents. They provide suggestions by determining content similarities. Collabo-
rative filtering systems aim to exploit the opinion of people with similar tastes.
Thus, items are recommended when similar users of the recommender system
showed interest in them. Thereby, collaborative filtering systems are able to rec-
ommend any kind of item disregarding their contents. In addition, recommender
systems may combine both paradigms, obtaining hybrid approaches. In this part of
the book, we present five use cases where different recommendation techniques are
employed.

The first recommendation scenario focuses on video recommendation. The
movie industry is a multi-billion dollar business with thousands of new movies
released every year, e.g., by large Hollywood and Bollywood studios, but also by
independent film makers. Given this large number of movies, finding new content
that matches individual preferences is a challenging task. Lommatzsch presents in
Chap. 5 a semantic movie recommender system which takes into account semantic
similarity of movies. He argues that movies are semantically similar when they
share specific aspects such as the same directors, actors, or belong to the same
genre. He first discusses the challenges in creating such recommender system, then
argues for the exploitation of a graph-based knowledge to provide recommenda-
tions and finally analyzes the advantages of semantic recommender systems.

http://dx.doi.org/10.1007/978-3-319-14178-7_5


Although a multitude of new movies are released every year, the frequency of
these releases is far lower than it is in other domains. In Chap. 6, Kille et al. present
the use case of online news recommendation that differs significantly from the
movie scenario. In the news domain publishers constantly provide new news
articles, resulting in vast amounts of items and a constantly changing dataset.
Besides, freshness is an important aspect in news recommendations. While users
may appreciate movie recommender systems suggesting movies from decades ago,
they will most likely not be interested in receiving yesterday’s news as a recom-
mendation. Moreover, news publishers often have very limited knowledge about
their readers, i.e., recommendation algorithms have to deal with incomprehensible
as well as inconsistent user profiles.

Focusing on a hybrid recommendation technique, Plumbaum and Lommatzsch
showcase in Chap. 7 how knowledge about individual users can be exploited to
provide recommendations. Focusing on the news domain, they outline a system that
provides news from the entertainment field that match users’ preferences. In order
to capture these preferences, they introduce an ontology-based user behavior model
and present an evaluation that showcases the benefits of using such approach.
Recommendation services have successfully entered online retailing businesses.
Online retailers rely on their ability to direct users to products they will enjoy. In
Chap. 8, Plumbaum and Kille investigate specificities of recommending fashion to
men. Use cases mentioned before target consumable products. Users watch movies
and read news articles. In contrast, systems recommending fashion articles are
subject to further restrictions. Recommended products not only have to appeal to
users but also match to pre-existing items in their wardrobe. In their chapter, the
authors introduce strategies to deal with these additional requirements.
In the last chapter of this part, Chap. 9, Meder et al. illustrate how gamification can
be applied to motivate users to provide manual recommendations. Gamification
refers to the use of principles borrowed from computer gaming to increase user
engagement. They embed their scenario in an office workspace environment where
various IT systems exist that are designed to share knowledge between employees.
They argue that such systems are often not used by employees and suggest to
gamify these systems, hence providing the means to increase users’ activities.
Furthermore, they propose a methodology to identify different types of employees,
referred to as player types, which allows them to adapt the use of gamification
elements based on the preferences of these player types.
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Chapter 5
Semantic Movie Recommendations

Andreas Lommatzsch

Abstract The overwhelming amount of video and audio content makes it difficult
for users to find new high-quality content matching the individual preferences. Rec-
ommender systems are built to suggest potentially interesting items by computing the
similarity between users and items. The big challenges while creating recommender
systems are the sparsity of data (the knowledge about users and items is often limited)
and the popularity bias (most recommender algorithms tend to recommend popular
items already known to the user). Semantic techniques supporting the graph-based
representation of knowledge and the integration of heterogeneous datasets allow us
to overcome these problems. The aggregation of knowledge from several different
sources enables us to take into account many different aspects while computing
recommendations. In addition, semantic recommender systems can provide expla-
nations for suggested items helping the user to understand why an unknown item
matches the individual user preferences. In this chapter we discuss the challenges in
creating recommender systems and explain semantic approaches for the recommen-
dation domain. We discuss the steps for building a semantic recommender system
and present a semantic movie recommender system in detail. The advantages of
semantic recommender systems compared to traditional recommender approaches
are analyzed.

Having a Wonderful Video Evening

It is a cold and dark December late afternoon. Carl, Clara, and Steven have enjoyed
thewonderfulwinterweather having several snowball fightswith some school friends
in the park. But now a strong wind comes up and Carl, Clara, and Steven return home
hungry. In the comfortable well-heated living room they sit around the old round oak
table. Suzanne serves hot chocolate for the kids and ginger tea with lemon and honey
for Steven. On the table, there are fresh cookies made based on the secret recipe she
learned from her great-grandmother. Since outside the whether become very windy,
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they close the roller blinds and enjoy the cookies. The gramophone plays film music
from Hans Zimmer.

Exhausted from the outdoor actives and thinking about the nice day the children
make plans for spending the evening. Carl suggests playing bridge. Clara who never
has luck in card games is not happy about this idea. She prefers watching TV. She
takes the newspaper and reads the suggestions. None of the current programs seems
interesting to her. Listing to the music, she gets an idea: They could test the new
Semantic-Movie recommender and watch the suggested movie using a streaming
service. So, she says happily: “Let’s test the semantic movie recommender andwatch
a movie with music composed by Hans Zimmer.” Clara likes the idea of watching
a movie, but it must be an action movie. She says: “Yes. Let’s watch a funny action
movie!” Suzanne is afraid that her children (Carl and Clara) will choose a movie not
well-suited for kids. But she wants to give the new semantic movie recommender,
because she has heard that the Semantic-Movie recommender application considers
different types of preferences and has a special function for filtering outmovies based
on the movie’s age classification. The father loves fantasy movies. Since everyone
has specific preferences but they all would like to spend the evening together as
family they hope that there is a movie matching all the preferences. The mother
has bad experiences with recommender system, providing in a suggestion based on
mysterious algorithm nobody understands. She would like to understand why the
suggested movies are really matching their aggregated preferences.

5.1 Introduction

The situation that the family is facing is commonly referred to as information over-
load. The overwhelming availability of products, movies, and booksmakes it difficult
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to find items matching the individual preferences of users. Recommender systems
address this problem by analyzing a huge amount of data taking into account several
different criteria. Items (potentially unknown yet to the user) are ranked based on
the user’s (implicitly and explicitly) defined taste. In order to compute high quality
recommendations comprehensive knowledge is required that covers all the aspects
important for computing the relevance of items.

Recommender system are used in a wide variety of domains, such as online
shops (e.g., fashion), news articles, restaurants, travelling, and entertainment (music,
movies, books). Based on limited (sparse) knowledge about the user recommender
systems suggest items potentially unknown, but helpful to the user. Due to the
complexity of the recommendation task, recommender systems apply sophisticated
machine learning approaches enabling the systems aggregating different types of
data and to extract knowledge useful for computing highly relevant suggestions. In
this chapter we explain semantic recommendation algorithms and show at a concrete
example how the approach can be used for building a personalized semantic movie
recommender system.

The chapter is structured as follows. First, we discuss traditional recommender
approaches and explain the challenges (Sect. 5.2). Subsequently, we analyze seman-
tic approaches formanaging and processing knowledge. Semantic techniques help us
to overcome the problem of sparse data and allow us the aggregation of comprehen-
sive knowledge collections while computing recommendations. Semantic resources,
datasets as well as mapping and scaling models are needed for representing knowl-
edge in an efficient way. These strategies are discussed in Sect. 5.3. Then, we explain
how semantic approaches can be applied for building a semanticmovie recommender
system (Sect. 5.4). In Sect. 5.5, we present our implemented Semantic Movie Rec-
ommender system and discuss the evaluation results. Finally a conclusion and an
outlook are given.

5.2 Challenges in Recommender Approaches

Traditional recommender approaches are usually classified as collaborative or
content-based [1]. Collaborative recommenders analyze the user’s rating behav-
ior [15] whereas content-based recommender approaches focus on analyzing the
content-based features of items [22]. Although these recommender algorithms are
widely used, traditional recommenders show several weaknesses and shortcomings.

The new user problem: In order to provide recommendations meeting the indi-
vidual user preferences the recommender system needs detailed information about
the user. When a new user registers at a recommender system the user must create
a profile describing liked and disliked items. Since most users start with a small
initial profile that does not give complete information about the user’s preferences,
the recommendation quality for new users is limited.

The new item problem: Recommender system using Collaborative filtering
algorithm compute the relevance of items based on the ratings of users. Items not
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rated yet by an adequate number of users cannot be recommended by Collaborative
Filtering algorithms. That is the reason why new items (might highly relevant to the
user) are not recommended. To tackle this problem, the recommender system should
apply content-based recommender algorithms, since content-based knowledge does
not depend on user ratings.

The system’s cold-start problem: When setting up a new recommender system,
the number of users and items is limited. Since Collaborative Filtering is based on
the idea of computing the similarity between users and items, the quality of the
recommendations depends on the number of similar-minded users to the current
user. If the number of users in a system is low, the probability is high that no similar
users can be found. This results in reduced recommendation accuracy.

The popularity bias: Recommender algorithms should assist users in finding
potentially relevant items. Items already known to the user are not good recommen-
dations because they do not mean useful information. Since Collaborative Filtering
algorithm tend to recommend items positively rated by many users, collaborative
filtering algorithms have a strong bias toward popular items. Recommender systems
must be aware of this fact and ensure that at most of the recommendations are new
and useful to the user.

Missing support for multi-lingual data: Natural language descriptions of con-
tent are a big challenge in the recommendation domain. One the one hand, content-
based description (e.g., movie reviews) are typically available in several different
languages. If a recommender system supports only content in one language, a big
amount of relevant data cannot be processed resulting in sparse data and a low recom-
mendation quality. One the other hand, natural language texts are often ambiguous
requiring detailed linguistic knowledge for resolving ambiguous terms. In order to
overcome the problemofmulti-lingual natural language texts, a recommender system
should be able to represent knowledge in a language independent way. In addition,
the system should support the aggregation of knowledge from different languages
ensuring a rich, dense knowledge base. Knowledge extracted from texts in differ-
ent languages as well as from content-based and collaborative knowledge sources
should be represented in a unified data format allowing the efficient management of
heterogeneous knowledge.

One approach for representing knowledge in a universal, natural-language inde-
pendent way is the use of semantic techniques and graph-based approaches. That is
the motivation for us to discuss these approaches in the next section in detail.

5.3 Semantic Approaches and Knowledge Resources

The challenges of missing data, the use of different languages, the need of integrat-
ing different types of knowledge, and the lack of explanations can be solved using
semantic techniques for managing knowledge and for computing recommendations.
The semantic representation of knowledge aims to overcome the problem of tra-
ditionally proprietary data formats tailored to one specific scenario. Semantic data
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formats abstract from concrete domains and represent different types of knowledge
in a unified graph aggregating heterogeneous data sources and knowledge types.

5.3.1 Semantic Data Formats

Semantic techniques for representing knowledge are based on ontologies and graphs.
Ontologies are designed to store various types of knowledge in a unified machine
readableway. This enablesmachines to understand themeaning of data and simplifies
the sharing and reuse of data in different scenarios [14].

The semantic knowledge representation is based on ontologies defining the rel-
evant aspects of the modeled domain. Ontologies define the concepts and the rele-
vant relationships between the concepts. In addition, ontologies may contain rules
enabling deriving implicit knowledge as well as checking the consistency of knowl-
edge. Ontologies describe the structure of the domain and define the basic concepts.

Knowledge about the entities and the relationship between entities is represented
based on graphs consisting of nodes and edges. The nodes describe concepts and
instances, the edges the relations between the nodes. In general, the edges are labeled
allowing a fine-grained description of the relations. In order to store graphs in a flat
way, graphs can be decomposed into a set of triplets consisting of subject, predicate,
and object.

The most popular data formats used for storing semantic knowledge are the Web
Ontology Language (OWL) [11] and the Resource Description Framework (RDF)
[3, 4]. Both data formats are endorsed by the W3C and enable the efficient repre-
sentation of semantic knowledge. RDF focusses on the representation of knowledge
as triples, OWL supports additionally semantic relations (e.g., sameAs) and log-
ical predicate logic (reasoning). Using RDF and OWL, comprehensive knowledge
resources can be built providing a valuable knowledge base for a wide variety of
scenarios.

5.3.2 Semantic Resources

Knowledge resources providing semantically represented knowledge exists for many
domains [6]. The most popular knowledge resources are visualized in the Linked-
Open-Data Cloud (see Fig. 5.1).

The central node of the linked open data cloud is the DBpedia [2]. DBpedia
contains data extracted from Wikipedia in a semantic data format (RDF). DBpedia
provides knowledge for a wide variety of domains and acts as the most important
hub for connecting the different sources in the Linked Open Data cloud.
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Fig. 5.1 The figure visualizes the Linked Open Data cloud. The semantic sources are grouped by
domain. The central node of the LOD cloud is DBpedia being best connected with the other data
sources

The sources in the Linked Open Data cloud are grouped by the application
domains. Popular sources providing data for the entertainment domain are IMDb,1

Freebase
2 and DBtropes.3

Freebase: Freebase is a large semantic, collaboratively created knowledge
source [8]. Freebase aggregates knowledge harvested from many sources, such
as various wikis and portals and databases. Freebase’s mission is to create a global
knowledge base allowing people and machines to access common information effec-
tively. Freebase data are freely available for commercial and non-commercial use
under a Creative Commons Attribution License [10], and an open API allowing
the efficient and easy access to the knowledge base. In contrast to other knowledge
sources Freebase provides images and links to external resources in addition to the
semantic facts.

IMDb: The Internet Movie Database is a popular online database of information
related to films and TV programs. It provides detailed information about actors,
production crews, fictional characters, biographies, plot summaries, trivia, and many

1 http://www.imdb.com/.
2 http://www.freebase.com/.
3 http://dbtropes.org/.

http://www.imdb.com/
http://www.freebase.com/
http://dbtropes.org/
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more aspects. In addition to content-based information, IMDb also contains ratings
and reviews. Most of the IMDb’s data are available as RDF triples ensuring the
efficient automatic processing of the information.

Discussion: Semantic knowledge resources are valuable sources for recommender
systems because these resources provide different types of knowledge ranging from
fine-grained descriptions of entities (e.g., movies and actors) to ratings and to user
created reviews.Althoughmost resources are not perfectly tailored to a recommender
scenario, themachine readable representation of knowledgemakes it easy to use these
data in a recommender system. The comprehensive collection of data allows semantic
recommender systems to overcome the cold-start problem and to consider a greater
number of aspects than traditional recommender systems. In addition, the graph-
based representation of knowledge and the separation of structure (nodes and edges)
from natural language labels (“node names” might available in different languages)
simplifies the creation of explanations for computed recommendations.

The use of semantic approaches has many advantages; but there are also several
challenges arising from the complexity and the heterogeneity of semantic datasets.
The use of semantically represented data in recommender systems leads to sev-
eral new research questions. Most traditional recommender systems using semantic
datasets focus on datasets having only two node types avoiding problems with the
heterogeneity of edge semantics.

The aggregation of heterogeneous data into one big dataset requires a deep analy-
sis of the different sub-datasets focusing on the meaning of the respective entities
and relationships. In addition, optimized scaling as well as weighting models and
domain-specific edge algebras should be defined reflecting the semantics of the spe-
cific datasets [19]. Last but not least, the computational complexity of processing
huge graphs must be taken into account when defining a recommender approach for
semantic datasets.

In the next sections we discuss the challenges in detail and present an approach
for learning a universal semantic recommender.

5.3.3 A Dataset for a Semantic Movie Recommender

In order to implement a semantic movie recommender system, we have to find
semantic data sources providing detailed knowledge about movies and all aspects
potentially relevant for computing recommendations. In addition, training data for
optimizing the recommender models are needed. In this section we describe our
semantic movie dataset and discuss the characteristics of the dataset. Subsequently,
we explain step-by-step how to build a powerful semantic recommender based on
the dataset.

The Internet Movie Database (IMDb) is an online database containing informa-
tion related to movies, actors, directors, and production data. IMDb is one of the
most popular online entertainment websites with over 160 million visits each month
[12, 28].Most of themovie data are freely available as LinkedOpenData simplifying
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Actors    Genres Tags Locations Countries

Users

Movies

Directors

Fig. 5.2 Our semantic movie dataset consists of six bipartite relationship set providing knowledge
about movies. The Movie–User relationship set describes the user preferences

the integration and the processing of these data. Unfortunately, the freely available
IMDb data lack personalized rating and usage information.

We obtain personalized movie preferences from the MovieLens dataset [13].
MovieLens is a recommender system and virtual community website that allows
users to create profiles and subsequently obtain movie recommendations. The
MovieLens dataset provides rating data including timestamps. Since the Movie-

Lens and the IMDb dataset have a large overlap in the set of considered movies, the
two datasets can be combined aggregating encyclopedic and rating-based knowledge.
The mapping is performed by computing concordant properties (e.g., title, elapsed
time, genres). A frequently used dataset combining data fromMovieLens and IMDb

is theHetRec dataset. The dataset has been created for the InternationalWorkshop on
Information Heterogeneity and Fusion in Recommender Systems (HetRec 2011)4

and can be retrieved from GroupLens.5

We use the aggregation of the IMDb and the MovieLens dataset for creating
a semantic movie recommender system. The structure of the dataset is shown in
Fig. 5.2. The central entity type is Movie. The entity movie is directly connected
with the entitiy types Actors, Directors, Genres, Tags, Locations, and
Countries. In general, the dataset can be seen as a multi-graph, supporting several
different edges between two nodes of the graph.

In addition to the content-based movie descriptions, the relationship Movies–
Users provides user ratings for movies. The user ratings are used for optimizing
and benchmarking the learned recommender strategies. For the evaluation of our
approach, we split the user profiles (obtained from MovieLens) based on a global
timestamp into a training set and a test set. We filter out user profiles having less
than ten entries in the training set or the test set. We handle the dataset as a collection
of bipartite relationship sets each consisting of undirected, equally weighted edges.
The size of the entity sets and edge sets used in the evaluation is shown in Table5.1.

4 http://ir.ii.uam.es/hetrec2011/.
5 http://www.grouplens.org/node/462/.

http://ir.ii.uam.es/hetrec2011/
http://www.grouplens.org/node/462/
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Table 5.1 The table shows the size of the entity and relationship sets of our movie dataset

Entity type Number Relationship Number of edges Graph density

of entities movies ↔
Actors 95,321 Actors 231,742 1.80E-05

Directors 4,060 Directors 10,155 4.24E-06

Genres 20 Genres 20,809 9.80E-06

Tags 5,297 Tags 51,795 2.09E-05

Locations 187 Locations 49,167 2.30E-05

Countries 72 Countries 10,197 4.80E-06

Users 760 Users (train) 525,318 2.42E-04

Movies 65,133 Users (test) 330,280 1.52E-04

Discussion: In this section we explained our semantic datasets for the movie
recommendation domain. We presented the dataset we use for learning a semantic
movie recommender and discussed the properties of the dataset. The dataset com-
prises encyclopedic knowledge as well as rating knowledge describing the user’s
preferences. Data collected from different sources are combined in one large graph
and stored in a uniform semantic data format. All nodes (entities) in the created
graph are identified by unique uniform resource identifiers (URIs). The dataset sta-
tistic (Table5.1) shows, that the properties of the entity sets and the relationships
sets highly differ (according to number of elements and according to the density of
the relationships sets). Thus, the dataset allows us to analyze how our approach can
handle the heterogeneity in large semantic datasets.

5.3.4 Challenges and Requirements for Learning
Recommenders

Having created one large semantic knowledge graph that aggregates data from het-
erogeneous sources, we define an approach for learning a recommendation strategy.
The challenges of creating a powerful semantic recommender are: (1) The hetero-
geneity of the aggregated sub-graphs according to the number of nodes and edges,
(2) the sparsity of sub-graphs, and (3) the diversity of noise in the aggregated sub-
datasets. In addition, the sub-graphs may use different edge types and schemes for
assigning edge labels requiring a domain-specific model reflecting the heterogeneity
of the aggregated graphs. In the following paragraphs we discuss the challenges in
detail and explain approaches for the processing of heterogeneous semantic data.
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5.3.4.1 The Graph-Based Knowledge Representation

We represent knowledge in a large graph consisting of nodes and edges. For ensuring
that all knowledge of the graph can be taken into account and for simplifying the
processing, we make sure that the graph is connected. Disconnected components
might be connectedwith themain component by adding edgeswith a very lowweight
(e.g., in a music genre graph each nodemay be connected with a general genre node).
Entitieswith the same semanticmeaning retrieved fromdifferent sources should have
the same URI. If the considered sources use different URIs for semantically identical
entities, we unify the URIs using “mapping” edges, such as owl:sameAs.

5.3.4.2 Mapping Edge Labels to Similarity Scores

Recommender systems usually compute recommendations based on the estimated
relatedness between users and items [9, 16]. For ensuring that knowledge from
different sources can be combined, we model the relatedness between entities with
numerical similarity values. Thus,wemap the labels of edges that indicate a similarity
(such as liked or user has bought an item) to numerical values (e.g., on a scale [0, 1]).
The resulting distributions of similarity scores must be analyzed when computing the
recommendations. That is why we discuss scaling and weighting models adapting
the similarity scores for the needs of the applied recommender algorithms in the next
section.

5.3.4.3 Scaling Models

We define the relatedness of two entities in a graph based on the edges connecting
these entities. Initially, we assign for each semantic edge connecting the nodes ni and
n j (having an influence on the relatedness of two nodes) a similarity score wi j = 1;
if two nodes ni and n j are not connected by a semantic edge, we assign the weight
wi j = 0. Thus, we get an adjacency matrix containing only the values 0 and 1. Due
to the fact that most graphs are sparse, we suggest using sparse matrixes for storing
the graphs, keeping only the nonzero weighted edges.

Since different semantic edge typesmay have a different impact on the relatedness
of two nodes, we define the scaling factor for each semantic edge type. We compute
the adapted similarity score by multiplying the initial score with a scaling factor. The
scaling factor is defined based on expert knowledge. For example, the semantic edge
“user u has bought item i” usually implies a higher relatedness than “user u has read
the description of item i”.

The node degree (the number of nodes directly connectedwith the respective node)
is another import aspect that should be considered when computing the relatedness
score of two nodes. Entities, highly connected, often represent popular entities (liked
by almost everyone). Edges connecting popular item nodes with user nodes often
do not contain much information about individual user preferences. Thus, dependent
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from the respective scenario, the node degree should be taken into account while
assigning the relatedness scores to semantic edges.

For figuring out adequate scaling models, the analysis of the node degree distrib-
ution usually is a good starting point for defining a dataset specific scaling strategy.
Typical scaling models for social network data are based on power law probability
distributions. The scaling is done using logarithmic or polynomial scaling functions.
Adequate parameters should be learned based on training data. In the experiments
conducted in our evaluations we found that the applied scaling models have a strong
impact on the recommendation quality [21]. Inadequate scaling models or missing
scaling models cannot be repaired in the later steps.

5.3.4.4 Path-Based Relatedness Models

Semantic datasets represent knowledge as a large graph consisting of nodes and
edges. In order to compute recommendations, a measure is needed for calculating the
relatedness between all node pairs taking into account the edges between the nodes.
In the previous sections, we explained how to assign relatedness scores to directly
connected nodes. In this section we focus on edge algebras allowing us to assign
relatedness scores also for node pairs connected by complex paths (characterized by
parallel edges and long edge sequences).

First, we define criteria according to which the score for complex path should be
computed [21]:

• If two nodes are directly connected by exactly one edge, the relatedness of the
nodes is defined based on the edge weight.

• Two nodes are the more semantically related the more parallel paths between the
nodes exist.

• Two nodes are the less semantically related the longer the path between the nodes.

We analyze three different approaches for combining the edge weights. Our
approaches are based on the distance between nodes.We define the distance between
two nodes as the reciprocal of the relatedness score. Thus, great distance value result

Table 5.2 The table shows the formulas for calculating the path weights for (a) parallel edges and
(b) for a sequence of edges

Weighted path Resistance distance Shortest path

(a) w0
w1

wn

...

w =
n∑

i=0
wi

w = 1∑n
i=0 wi

w = n
min
i=0

wi

(b) w0 w1 wn... w = γ n
n∏

i=0
wi w =

n∑
i=0

wi w =
n∑

i=0
wi

The discount factor γ ensures that short paths get a higher weighting than long paths
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in small relatedness scores. If two nodes are not directly connected by an edge, we
assign a relatedness score of 0, resulting in a distance of infinity. The basic rules
for calculating the distance between two nodes in a semantic graph are visualized in
Table5.2. The characteristics of the different edge algebras are discussed in the next
paragraphs.

Shortest Path: We define the distance of two nodes in the graph based on the
shortest path between two nodes. The shortest path edge algebra assigns the minimal
distance of all paths between two nodes if several parallel paths exist. The distance
values are summed up for a sequence of edges.
The shortest path distance has the advantage that it can be efficiently implemented
(e.g., based on depth-bounded search). Additionally, the shortest path principle is
well-understood by many users and widely accepted. Unfortunately, the shortest
path approach does not take into account the number of parallel paths between two
nodes. Thus, this algebra should not be used if the number of parallel paths is the
dominant criteria for computing the relatedness of two nodes.

The Resistance Distance: In contrast to the shortest path algebra, the resis-
tance distance [29] considers all parallel paths between two nodes. The resistance
distance can be computed based on the Moore-Penrose pseudo-inverse of the
Laplacian matrix of the graph. The Resistance Distance is more complex than the
shortest path algebra, but it fits well with the proposed criteria. In many application
scenarios the resistance distance is computable with an acceptable effort. Unfortu-
nately, the resistance distance is difficult to understand for most users, making it hard
to generate good explanations.

The Weighted Path Algebra: The weighted path algebra defines an very efficient
approach for computing the similarity of two nodes. The algebra is induced by a
standard dot product of the adjacency matrix of a graph. It assumes that the edge
scores are between 0 and 1 ensuring that the score for a long path is lower than the
score of each edge in the path. The advantage of this algebra is, that the underlying
assumptions are well-understood by most users. Additionally, it can be efficiently
computed based on matrixes. A disadvantage is that the weight of a complex path
can be above the upper bound of 1.

5.3.4.5 Complexity and Noise

Real-world datasets are often huge, sparse and noisy. Since Linked-Open-Data is
often generated by volunteers in their spare time and not by professional experts,
Linked-Open datasets might contain inconsistencies and errors [7]. In user-generated
entertainment datasets, the amount of information might differ from domain to
domain. User-generated descriptionsmight contain spellingmistakes or invalid char-
acters. Thus a recommender component should be aware of these challenges and
provide robust algorithms able to cope with noisy, heterogeneous data.

The dataset complexity as well as the differences in sparsity and in the noise
between the aggregated datasets must be taken into account by the recommender
framework. The recommender system should provide strategies for reducing the
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dataset complexity (resulting in a reduced sparsity) and for extracting the most rel-
evant information (resulting in a reduced level of noise). Clustering approaches as
well as dimensionality reduction methods can be applied to detect irrelevant data
allowing us to reduce the complexity and the sparsity of the dataset [5].

Discussion: In this sectionwediscussed how to create andoptimize a unifiedgraph
based on data retrieved from several different sources. We presented approaches for
the domain-specific scaling of edge weights and models for aggregating the edge
weights of a complex path. Based on the optimized semantic graphs, recommender
models can be computed. In the next section we analyze algorithms for computing
recommendations considering the computational complexity, the recommendation
accuracy, and the ability for providing explanations.

5.4 Semantic Recommender Approaches

Having defined a unified graph with numerical edge weights, we analyze methods
for computing recommendations. In the following sections we discuss the differ-
ent recommender approaches and analyze the respective strengths and weaknesses.
In our analysis we focus on (1) Memory-based recommenders, (2) Model-based
recommenders, and (3) ensemble-based approaches.

5.4.1 Memory-Based Recommender

Approaches for graph-based recommenders can be classified according to the
data structures internally used. Memory-based recommenders compute suggestions
directly on the graph. This simplifies the adding and removing of data due to the
fact that there is no internal model that must be adapted to new data. Memory-based
recommenders for semantic graphs compute suggestions directly on the graph using
graph-search algorithms, such as Branch and Bound [24]. Since the run-time
complexity of these algorithms grows exponentially with the considered path length,
memory-based approaches usually consider only entities reachable by relatively short
paths. It is assumed that the relevant entities can be found in the near environment
around the input entities.

Memory-based approaches have the advantage that updates in the semantic graph
immediately affect the computed recommendations. Consequently, no additional
resources for model updates are needed. Moreover, memory-based recommenders
can provide human readable explanations, visualizing the nodes and edges considered
while computing the recommendations. In most scenarios the path length is limited
so that the explanations are not too complex ensuring that the explanations are under-
standable for the users. A visualization of an explanation generated by a memory-
based music recommender is shown in Fig. 5.3. The example explanation visualizes
how starting from an input node (e.g., from the user profile), a recommendation is
computed. Starting from the movie node King Kong (2005), the recommender
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considered eight nodes having the type Actor. All these nodes have a direct edge
to the Actor node The Hobbit (2012). In addition, paths via the relationship
sets Misc, Producers, Writers, and Directors are taken into account. Edge
weights and edge labels are not shown in the explanation graph in order to keep the
explanation simple.

The disadvantages of memory-based recommenders are that these recommenders
do not provide strategies for handling inconsistencies and noise. Due to the run-
time complexity of memory-based recommenders only short paths can be taken into
account.

In a nutshell, memory-based recommender approaches should be used, if the data
change frequently, the data do not require a model-based cleanup, and if human-
readable explanations should be provided.

5.4.2 Model-Based Recommender

Real-world datasets are often huge, noisy, and sparse [26, 27]. Thus, adequatemodels
are needed to extract the relevant information and to remove irrelevant data (e.g.,
noise).

The computation of the low-rank approximation of the graph’s adjacency matrix
is a popular technique for extracting the dominant information from a graph [17]. The
approximation can be implemented by calculating the singular value decomposition
(SVD) of the adjacency matrix A of the graph G. In order to focus on the most
dominant information, the first k latent dimensions are taken into account.
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Fig. 5.3 The figure visualizes the explanation for a path-based recommendation (used in our movie
recommendation web application). The graph shows the nodes and the edges taken into account
when suggesting The Hobbit (2012) for the user input King Kong (2005)
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The adjacency matrix A is decomposed into a diagonal matrix S, containing the
singular values of A in descending order. The matrices U and V consist of the left-
singular and right-singular vectors for S. The low rank approximation of A considers
only the largest k singular values of A and the respective singular vectors (Uk , V T

k ).
The SVD-based approach allows us an efficient reduction of the adjacency

matrix A. It has been shown that the low rank approximation is a goodmodel for large
sparse matrices [18]. The low-rank approximation of the adjacency matrix allows us
to consider long paths in the graph (by computing the powers of the matrix A).

The disadvantages of the SVD-based low-rank approximation is that the approach
is resource-demanding and highly depends on the applied scaling approach for the
matrix A. In general, dataset updates require a re-calculation of the model. More-
over, the SVD-based approaches use nonreversible projections making it difficult to
provide human-understandable explanations.

Cluster-based Models: Clustering is an alternative approach for reducing the
dataset complexity. It is based on the assumption that similar entities should be
aggregated in order to reduce the number of distinct entities. The clusters focus
on the characteristic properties the objects (aggregated in a cluster) have in com-
mon and abstract from noise. Clustering is a very flexible approach since the sim-
ilarity measures can be chosen in a wide variety of distance functions. Dependent
from the respective dataset different clustering algorithms (e.g.,K-Means-Clustering,
Hierarchical clustering [30]) can be applied. The concept of clustering is well under-
stood by many users. This enables the generation of human readable explanations
based on clusters.

In summary, clustering is a flexible, well-accepted approach for reducing the com-
plexity of a dataset. Depended on the clustering algorithms and the similarity mea-
sures the degree of aggregating the entities can be controlled. In general, the definition
of adequate clustering strategies and similarity measures requires expert knowledge
in order to match the specific characteristics of the recommendation scenario.

Models for Text-based Recommenders: Semantic recommender approaches
focus on entities explicitly connected by labeled edges. In many real-world scenarios
comprehensive textual meta-data for entities exist. For example, in themovie domain
plot descriptions and reviews are available. The textual descriptions can be used
as an additional knowledge source when analyzing the semantic relation between
entities. The similarity between two texts can be computed based on the number of
common words or by counting the number of common entities (using Named Entity
Recognition and Named Entity Disambiguation algorithms [20]).

Since textual descriptions do not only contain keywords, but also grammatical
structures (such as articles and conjunctions) having only a very small impact on the
content, texts should be preprocessed before computing the relatedness between two
texts. Techniques used for preprocessing natural language texts are stopword removal
and stemming that efficiently reduce the vector space spanned by the words of a set
of given texts. In addition, these techniques improve the quality of the similarity
computation due to the fact, that the words having no semantic meaning are ignored.
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5.4.3 Ensemble-Based Recommender Approaches

Insteadof creatingoneuniversal recommender for one largegraph,weconsider learn-
ing several different recommenders for sub-graphs and combining them in an ensem-
ble. Ensembles have the advantage that the recommenders in the ensemble have a
lower complexity and recommenders can be incrementally updated. In addition, new
algorithms can be integrated in order to cover new aspects. For example, results from
recommenders optimized for encyclopedic knowledge and recommenders trained
on personalized ratings can be combined in an ensemble. The strength of ensemble
approaches is that different algorithms can be combined considering the heterogene-
ity within the graph.

The disadvantage of ensembles consists in the overhead for managing different
algorithms in the ensemble and in the additional effort for combining the suggestions
from different algorithms.

In summary, ensemble approaches allow us the flexible combination of optimized
recommender algorithms. Ensemble approaches often enable improving the recom-
mendation quality as well as the trust in the system [23].

5.5 A Semantic Movie Recommender

We evaluate the developed approach in a web-based movie-recommender applica-
tion. The system has been created based on our semantic movie dataset aggregating
data from MovieLens, Freebase, and IMDb. The recommender system suggests
users interesting movies based on user-defined lists of favorite movies. The recom-
mendations are computed using agent ensembles combining the suggestions from
different semantic graphs.

In this section we explain the system architecture, present the graphical user
interface, and discuss the advantages for the users.

5.5.1 The System Architecture

We implement the movie recommendation system as an open, extensible web appli-
cation. The user interface is implemented usingGrails6 [25] running on anApache
Tomcat

7 web server.
The system architecture is visualized in Fig. 5.4. Each semantic relationship

set is wrapped by one agent allowing us updating and adding semantic relation-
ship. The recommender agents are optimized according to the specific proper-
ties of the wrapped semantic relationship sets. In order to provide personalized

6 https://grails.org/.
7 http://tomcat.apache.org/.

https://grails.org/
http://tomcat.apache.org/
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Fig. 5.4 Themovie recommender system is implemented as an agent-based system. Each semantic
relationship set is wrapped by one recommender agent tailored to the specific properties of the
respective semantic dataset. The suggestions from the recommender agents are aggregated taking
into account the individual user preferences

recommendations, there is one agent for each user managing the individual user
profile and the selection of the recommender agents for each request.

Incoming user requests are handled by the web server. When a user requests
recommendations, the web server delegates the task to the personal agent. This agent
sends the request to all recommender agents relevant for the current user. The results
from the recommender agents are collected and aggregated into a final result list.
Finally, the aggregated list (might be filtered by user-defined criteria, such as motion
picture rating or popularity) annotated with additional information is presented to
the user. For each suggested movie the system provides an explanation describing
the semantic relations between the suggested movie and the user’s favorite movies
(explicitly defined by the user).

5.5.2 The Graphical User Interface

Due to the fact that the developed recommender system is based on a semantic graph,
users must define the preferences by selecting preferred entities (graph nodes). Our
system handles the problem by suggesting users the entities matching best the user
input. This approach efficiently supports the users in finding the preferred entities and
avoids problems with ambiguous entities. Figure5.5 shows an example for the auto-
completion, suggestingmoviesmatching theuser input basedon the textual similarity.

Based on the defined query the system calculates the recommendations con-
sidering several different semantic relationship sets. Thus, it computes the entities
most strongly related according to the semantic relationship sets. Our movie recom-
mender system aggregates nine semantic relationship sets: Actors, Directors,
Misc (e.g., stuntman, location scouts, and caterer), Composers, Producers,
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Fig. 5.5 The figure shows the auto-completion function suggesting the user entities matching the
user string input. This avoids problems with ambiguous queries and allows the system to compute
recommendations directly on the semantic graph

Authors, Genres, Keywords, and Plot Descriptions. The recommen-
dations computed based on the different semantic relationship sets are combined into
one mixed list. The combination takes into account individual user preferences by
giving a higher weight to recommender agents that provided recommendations the
user liked in the past.

Browsing the results: Our recommender system computes relevant movies based
several semantic relationship sets and combines the results in one list. Thus, on
the first view the user finds a list of recommended entities aggregated according
to the individual preferences. Due to the fact, that most of the suggested entities
might unknown to the user, the system provides for each recommended movie a
trailer (a YouTube video), a movie description (retrieved from Freebase), and a
detailed list of actors, directors, producers (retrieved from IMDb). In addition, the
system provides an explanation, visualizing how the recommended movie is related
to the user query (or user profile entries). Figure5.6 shows a screenshot of our web
application illustrating the generated explanations.

Advanced users interested in the details might browse the recommendations from
each recommender agent (semantic relationship) in detail. This feature allows the
user to get different points of view on the recommendations. Users can adapt the
weights for the different recommender agents (controlling the influence of each rec-
ommender agent on the mixture) and explore how new weights change the sugges-
tions. In addition, users can define detailed filter options, such as movie popularity,
average movie rating and age rating. In our evaluation, the popularity filter has been
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Fig. 5.6 A screenshot of ourmovie recommender. The system provides detailed explanations based
on the semantic dataset in order to improve the confidence in the suggestions

shown as very useful since this filter allows users sorting out movies almost everyone
knows and exploring less popular movies (probably unknown to the user). Figure5.7
shows the options for tuning the requests.

Fig. 5.7 The screenshot shows the options for tuning the request. Users might assign specific
weights to each recommender agents or define preferences according to rating and popularity
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5.5.3 User Study

In order to evaluate our recommender system we conducted a user study (with stu-
dents from our university). We analyzed the user behavior logged by the web-server
and observed the user’s interactions with the system. In discussions with participants,
we recognized that a difficult problem in recommender systems is how to cope with
movies unknown to the user. On the one hand, users expect unknown, “serendipitous”
items (following the idea that a recommender should provide new suggestions); on
the other hand, users cannot rate the recommendation quality of the system, if all
recommended items are unknown. To handle this problem, the meta-recommender
(aggregating the results from the “simple” recommender agents) should provide a
diverse set of recommendations ensuring that the result set contains popular aswell as
less popular entities: Relevant popular entities (probably known to the user) improve
the trust in the system. Less popular entities (probably unknown to the user) cover the
requirement of providing serendipitousmovies.Moreover, the system should provide
human understandable explanations describing why a suggested movie matches the
individual user preferences.Good explanations encourage the user to accept unknown
movies as useful recommendations. Explanations generated based on semantic data
are helpful, since they describe the aspects in which a recommendation is relevant to
the user (even though the recommendation is not obvious). Additional information,
such as movie trailers or detailed movie descriptions or movie posters, is often useful
to the user giving a first impression on the suggested items. The user preferences dif-
fer from one another. The personalized combination of different recommender agents
has been seen as an adequate approach to consider individual preference schemes
based on encyclopedic semantic recommenders.

In general, most users liked the developed approach of facetted recommendation
giving the user many new ideas about potentially interesting movies. The visual-
ization of the recommendations encourages users exploring new facets they have
not been aware of before. Users can explore new movies relevant according to the
individual preferences. The explanations help users to understand why an unknown
movie is a relevant recommendation according to the personal profile.

5.6 Conclusion

We presented a semantic movie recommender system that overcomes the problem
of traditional recommender systems. The developed semantic recommender sys-
tem is able to aggregate different types of knowledge (rating/collaborative-based
and content-based knowledge) from heterogeneous sources. The wide variety of
integrated knowledge prevents the cold-start problem and improves the quality of
the provided suggestions. In addition, the system is extensible allowing the system
provider integrating additional knowledge resources. Since the knowledge of the
semantic recommender system is represented as one big graph (consisting of nodes
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and edges), there are no problems arising from the processing of natural language
text (such as handling of spelling mistakes and ambiguous queries). In addition, the
developed semantic system provides human readable explanations for suggestions
based on the sub-graph consider while computing the relevance of items.

The creation of a semantic recommender system is a complex process that
reveals several challenges: Starting from selecting and integrating appropriate knowl-
edge sources to aggregating heterogeneous data in a unified graph to learning
scenario-optimized recommender models able to cope with the complexity of data
and ensuring a fast response time. In this section we discussed different approaches
and showed that a semantic movie recommender system can be successfully learned
using the developed approach. Since semantic systems represent knowledge based on
graphs, the knowledge processing is independent from natural language descriptions.
This allows system designers separating natural language methods from the process-
ing of facts. Furthermore, the support for additional languages can be added by
integrating labels for new languages to the existing nodes.

Coming back to the initial scenario, the presented semantic movie recommender
system provides a powerful solution for the problems that Marc and Clara see in
traditional recommender systems. The semantic movie recommender system inte-
grates ratings and content-based knowledge provided by huge knowledge stores.
This allows the recommender system to consider fine-grained preferences about
favorite composers, actors, and producers. In addition, the recommender system can
suggest high-quality movies, still not known to everyone. By considering the age
classification of movies (retrieved from knowledge basis for the movie domain), the
parent’s concerns are encountered that the recommended movies are suitable for the
children.

Summing up, the presented semantic recommender system allows us to overcome
the shortcomings of traditional recommender systems. The graph-based represen-
tation of knowledge enables the aggregation of different types of knowledge and
the integration of knowledge from many heterogeneous sources. Based on compre-
hensive knowledge graphs better recommendations can be computed considering
several different facets. This ensures highly useful, serendipitous recommendations.
Explanations computed based on the knowledge graph improve the transparency
of the recommendation process and the user’s acceptance of the recommender
system.
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Chapter 6
News Recommendation in Real-Time

Benjamin Kille, Andreas Lommatzsch and Torben Brodt

Abstract Recommender systems support users facing information overload
situations. Typically, such situations arise as users have to choose between an
immense number of alternatives. Examples include deciding what songs to listen
to, what movies to watch, and what news article to read. In this chapter, we outline
the case of suggesting news articles. This task entails a number of challenges. First,
news collections do not remain relevant unlike movies or songs. Users continue to
request novel contents. Second, users avoid creating consistent profiles thus reject
login procedures. Third, requests arrive in enormous streams. Having short consump-
tion times, users quickly request the next article to read. Handling these challenges
requires adaptations to existing recommendation strategies as well as developing
novel ones.

Coffee Time

Suzanne shiveredwhile looking out of thewindow. It was one of these coldDecember
afternoons where you just want to stay at home, enjoy a cup of hot coffee, and relax
next to the fireplace in the living room. “I hope Laura and Linda will make it on
time today” she thought, a little worried about the safety of her friends. It was not
the first time for them that they’d miss their little get-together—or “gossip club,”
as her husband Steve used to call it. She always complained when he said that, but
actually, she secretly had to admit that he wasn’t too far from the truth in the analysis
of her circle of friends. They really were gossip! Especially Laura seemed to know
everything about everyone in the neighborhood andwasmore thanmotivated to share
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her knowledge with anyone who couldn’t run away on time. Finally, she saw Laura’s
car coming around the corner, Linda sitting right next to her. Quickly, Suzanne rushed
to the door to welcome her two friends.

“Suzanne, Iwanted to ask you…,” startedLaurawhile they enjoyed their first piece
of cheesecake. “I heard that you no longer get your newspaper delivered?” Suzanne
had to smile. That’s Laura at her best! Always well informed about almost anything.
“Yeah, that’s true,” she replied. “We realized that we readmost of the news that we are
interested in online anyway. So by the time we can read it in the newspaper, we could
have read it online already.” “What about local news?”, Linda asked getting curious.
“Can you get even those online?” “Sure, there are plenty of websites dedicated to all
varieties of news. I have even found a website providing news about gardening. You
know how much I like to rearrange my garden”, Suzanne replied and pointed out of
the window. “How do you find articles that are relevant within the masses of contents
published online though?”, Laura asked. Suzanne kept silent for a while. “That is
actually a hard task. Usually, I just browse the home page of a selection of news
portals until something catches my attention.” Laura raised her hand, indicating that
she wanted to say something after swallowing the piece of the cheesecake which she
had just lifted from her plate. “I prefer the old-fashioned newspaper,” she said after
her throat was empty again. “You get a piece of all categories of importance. You
do not miss any substantial story.” Linda nodded her head. “That may be true”, she
added, “but I could certainly relinquish reading all those sport and business related
articles.” “Think of all the trees that had been logged for nothing!” Suzanne argued,
causing her friends to roll their eyes in amusement. “I do prefer to have a newspaper
in my hands which I can flip myself” Laura mentioned. “With the current generation
of tablet computers you can almost get the same feeling. And you do consume less
paper.” Suzanne argued. “And you can actually search for terms and thus avoid to
parse the text manually.”

At this moment, the deafening noise of the teapot whistle interrupted their little
chat. Suzanne went to the kitchen and returned with three cups of tea. Laura was
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the first to continue talking. “How are Carl and Carla doing?” she asked Suzanne.
“Well, Carla just started her internship at that newspaper office. She is doing great.
On the other hand, we are a bit worried about Carl. He seems to have a hard time in
school.” “I am sorry to hear that,” Linda intervened. “I have read that the government
is planning to revise the lessons plan. Perhaps, the lectures will become less difficult
in the next term.” she added. “Where did you read that?” Laura was getting curious.
“Actually, I read that online.While Iwas browsingmy favorite newsportal, I stumbled
upon a section named suggested readings. There I found the article” Linda replied.
Suzanne’s curiosity began to stir. “How exactly does this work? I mean, how does the
news portal select articles that it deems relevant for you?” she asked Linda. “I have
no idea.” Linda answered. “There were also four or five other suggestions which I
found quite uninteresting” she added. “I think, I have seen this type of suggestions
on different news portals.” Laura told the other two. “I could not find any article of
interest though” she noted. The three started to think about occasions where they
had seen similar services. Suzanne was the first to notice that her favorite online
shop did offer a list of recommended items. The women agreed that this service had
been in place for a couple of years at least. Conversely, suggested reading on news
portals appeared to them as comparably new features. “It has to be much harder to
suggest news compared to products in an online shop” Laura claimed. “Why is that?”
Linda asked. “You have to consider that the online shop knows who you are after you
bought something. As you log in you identify yourself. Conversely, the news portal
does not know much about you, does it?” Laura explained. “You are right” Linda
agreed. The three women started to discuss how they would suggest articles to one
another. “You cannot go wrong suggesting Linda articles about animals” Suzanne
claimed. All three started to laugh cheerfully. “I would suggest all articles about
the latest gardening trends to you, Suzanne” Linda returned her joke. The women
realized that they knew each other well after all these years.

6.1 Introduction

News reading behavior is considerably shifting toward online consumption. More
andmore users appreciate the advantages of reading news online. Users enjoy instan-
taneous access to breaking news. Conversely, old-fashioned newspapers delay access
to breaking news due to the printing and distributing process. In addition, newspa-
pers dictate the selection, quantity, and source of news which they comprise. Editors
decide about which events to include, their articles’ position in the layout, and what
space they may cover. However, anxiously editors prepare their newspapers, users’
preferences vary too extensively to consider the result a perfect fit for them. Users
may request more information about certain events that exceed the available space.
Further, users may enjoy reading articles enlighting events from different perspec-
tives. Newspapers rarely publish several articles about an individual event. Addition-
ally, users may prefer the writing styles, content focus, or presentation of different
journalists and newspapers. For instance, users may prefer reading local news from
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a residential news source. Mainstream news sources may not cover their local events
at all. Simultaneously, users may read sports-related news rather from mainstream
news sources as they can afford journalists to travel to these events. Hence, users
require services which online news portals provide in contrast to their analogous
counterparts.

As a consequence thereof, users increasingly face the information overload
problem. Recommender systems have established as the suited means to overcome
information overload. They filter available items thus reduce the decision problem
significantly. Users avoid to browse large sets of items. Instead, recommender sys-
tems provide a small fraction of items which they deem most relevant to the user at
hand. Research has focused on recommender systems in terms of preference elici-
tation methods [55]. In the context of news, users have rather preferences for latent
concepts than actual items. Recommendations of products such as movies, songs,
or books differ from news article suggestions in this aspect. In the following, we
present a recommendation method that allows dealing with requirements inherent
to news recommendations. These requirements include dynamic item collections,
incomplete user profiles, and differences between individual news portals.

Dynamic item collections refer to the rates at which items either enter or exit the
systems. Editors add novel news items as they emerge to provide readers with infor-
mation about recent events. On the other hand, news articles decrease in relevance
over time as more and more users become aware of them. News collections exhibit
much higher addition/deletion rates compared to collections of movies or songs.
Users may want to reconsume their favorite movies or songs. Contrarily, readers will
seldom read old news articles again.

Recommender systems’ quality depends on how well their models reflect user
preferences. Typically, system operators require users to create explicit profiles by
design. Thus, they are able to feed preference directly linked to a specific user.
Contrarily, news portals do rarely require explicit profiles to be created. Supposedly,
readers are unwilling to spend time creating profiles. Privacy concerns represent
another reason keeping users from providing their personal information. News portal
operators tend to identify their users with session identifiers. However carefully they
monitor session identifiers, user profiles may contain errors. We mention three kinds
of such errors. First, readers may use several devices to consume news items. For
instance, they may read news on their tablets as well as their desktop computers.
News portal operators will struggle as they seek to merge these profiles based on
session keys. Second, readers may share their computers with other. For instance, a
couple which lives together might use the same computer for browsing news. Thus, a
profile emerges which captures not one but two preferences. Third, users may block
the session monitoring due to privacy concerns. Thus, the system operators monitor
various users which they cannot differentiate.

Having spent time and resources to build a user profile, users expect to benefit
of adequate recommendations. Conversely, users may consider continuing using the
system and not abort. On the other hand, news readers behave differently. Users
may choose to frequent several news portals. Consequently, users’ profiles scatter
over various domains. Incomplete profiles impede creating suggestions. The less
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information is available about the user at hand, the harder it becomes to select relevant
readings.

A set of challenges arises to news recommender systems based on the specific
characteristics of news. What news item reflects a certain latent interest best? We
discuss strategies to deal with the dynamics of news.How to link interactions to users
profiles split over a variety of news portals?Wepresentways to construct user profiles
representing preferences that allow to provide relevant suggested readings. How to
handle the velocity, veracity, variety, and volume of large streams of interactions of
popular news portals?Weelaborate on techniques to copewith big data requirements
in the context of news recommendation.

This chapter is structured as follows. Section6.2 introduces previous research on
news article recommendations. Subsequently, we present specifics of our use case
in Sect. 6.3. These characteristics include technicalities and requirements as well as
system particularities. In Sect. 6.4, we show results of observing how users consume
news online. We cover essential aspects including sparsity, popularity bias, as well
as contextual factors. Section6.5 illustrates recommendation algorithms which have
been applied to a variety of recommendation problems. We discuss how individual
methods suit news recommendation. Likewise, we highlight aspects impeding the
application of certain methods. Section6.6 details design choices faced as we seek to
evaluate the performance of recommendation algorithms. Finally, we conclude and
give an outlook to future research directions in Sect. 6.7.

6.2 Related Work

News portals have evidentially changed the way we consume news. This section
presents related research dedicated to support users consuming news. Billsus and
Pazzani [8] refer to four types of systems which have developed to support us con-
sumingnews. First, they introduce systemswhich enable personalized access to news.
The personalization manifests as news portals present varying news items depend-
ing on individual preferences. News recommender systems rank among this kind of
systems. Second, Billsus and Pazzani list adaptive news navigation systems. These
systems control how news stories link together. Ideally, they reduce users’ efforts to
turn back to home pages before continuing reading. Third, Billsus and Pazzani men-
tion contextualized news systems. These systems present their contents depending on
users’ current contexts. Context includes aspects such as location, time, and current
interests. Finally, they introduce news aggregation systems. These systems take col-
lections of news articles and automatically extract the very essential information.We
focus particularly on systems recommending news articles. These systems became
invaluable supportive to online news readers as more and more news became avail-
able. This growth induced an information overload problem. Recommender systems
represent a specific kind of information filter. Information retrieval systems filter
information contained in document collections having received a query [39]. In con-
trast, recommender systems attempt to learn preferences from previous interactions
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to avoid explicit querying. This feature becomes particularly helpful in situations
where users lack a defined information need. Instead, users require systems to pro-
vide information that will likely be of interest to them.

Researchers have proposed a variety of ideas to carry out the selection process.
The ideas range from rather simplistic approaches to highly sophisticated meth-
ods carrying a plethora of parameters with them. Trivial methods include randomly
recommending items as well as suggesting items based on their popularity. Two par-
adigms cover a large fraction of the more advanced methods: collaborative filtering
and content-based filtering. The former builds on the idea of leveraging other users’
preferences to provide recommendations. The latter strives to discover items whose
contents share similarities with items users have liked in the past. A comprehensive
discussion of both exceeds our scope. Still, we present a selection of ideas tailored
for the news domain. We refer readers interested in recommender systems in general
to [1, 43, 52].

Proposed news recommendation approaches either utilize other users’ interactions
with news portals, (possibly enriched) news contents, or both. Thus, we recover both
paradigms of regular recommender systems.

Liu et al. [40] introduce a Bayesian framework to allow hybrid recommendations
of news articles to users in a personalized fashion. They showed that considering
content features increased news consumption compared to a collaborative filtering
baseline. Li et al. [38] model news recommendation as a contextual-bandit problem.
They show that replaying recorded interactions enables researchers to consistently
evaluate their recommendation methods. They provide the theoretical foundations
for the unbiasedness of such a methodology. De Francisci et al. [21] make use of
three kind of inputs to their news recommendation system. First, they consider inter-
actions in terms of clicks. Second, they extract contents from micro-blogs. Finally,
they consider the social relation between the micro-blogging service’s users. They
represent the problem as learning to rank task. The proposed method considers all
three factors to adjust the ranking of news articles for target users. Son et al. [57] pro-
pose to consider users’ current locations to improve the news item selection process.
Additionally, the authors utilize semantic data to enrich the representations of users’
interests and locations’ relevant concepts. Capelle et al. [14] investigate whether
semantic similarities between named entities in news articles can be leveraged to
improve recommendation quality. The method requires name entity recognition as
a preprocessing step. Bogers and van den Bosch [9] propose a probabilistic frame-
work to provide better news suggestions. Their work looks at the problem from
an information retrieval perspective. They analyze the impact of the selected rele-
vance model on the recommendation quality. Li et al. [37] propose a personalized
news recommendation framework. Their work emphasizes the issues arising due
to the dynamics inherent in item collections. Consequently, they propose to rep-
resent the recommendation task as a contextual bandit problem. Li and Li [35]
propose to leverage co-occurring interactions to improve news recommendations.
Their method models relations between concepts in news texts as hypergraphs. The
approach considers both user behaviors and contents. Garcin et al. [25] investigate
whether context trees enable news recommender systems to provide relevant news
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items to anonymous users. Their method builds context trees based on observed
user behaviors. The authors pay particular attention toward recommending novel
and diverse items. Cantador et al. [12, 13] leverage two kinds of data to select more
relevant news items. On the one hand, they derive semantic concepts from an exist-
ing ontology. This represents a content-based approach. On the other hand, they use
contextual features to better account for recent trends. Das et al. [17] present insights
from a large-scale news recommendation system operated by Google. Their work
emphasizes the requirements which operating recommender systems face. They dis-
cuss how algorithms including MinHash and probabilistic latent semantic indexing
enable news recommender systems to apply the collaborative filtering paradigm in
large-scale settings. Montes-Garcia et al. [46] propose a news recommender system
tailored specifically towards the needs of journalists. Their approach pays particular
attention toward personal preferences as well as contextual factors. Gao et al. [24]
analyze how well micro-blogs support news recommendation by indicating trends
in an early stage. They investigate the trade-off between popular news and personal
tastes. Phelan et al. [47] present a socially-driven news recommendation service
which extracts data from micro-blogging services as well as RSS feeds. The authors
compare whether RSS contents, micro-blog contents, or a combination of both lets
news recommendation services select the most relevant news items. Kompan and
Bielikova [32] present a news recommender system based on content similarities.
The authors discuss the importance of low computational complexity induced by
short response times. Lv et al. [44] propose a method utilizing a variety of factors to
estimate articles’ relatedness. These factors include relevance, novelty, connectivity,
and transition smoothness. For a detailed survey on personalized news recommen-
dation algorithms, we refer the reader to Li et al. [36].

Evaluating recommendation algorithms depends on a variety of factors. First, we
have to define the recommendation algorithm’s objective. This entails specifying
the notion of a good recommendation. At first, this may appear trivial. Researchers
have come up with several different specifications. Recommender systems attained
increased attention with the “Netflix Prize” challenge [7]. This competitions seeked
to reduce the error rate when predicting users’ preferences for movies. The organiz-
ers decided to use the root mean squared error to compensate for larger deviations.
Subsequently, researchers continued to optimize rating prediction scenarios [18, 29,
33, 50, 53, 58]. In addition, researchers started to define recommender systems as
ranking mechanisms. They argued that recommender systems ought to rank items
according the user preferences. Accurately estimated preferences yield such rank-
ings. Still, they do not constitute an essential input as long as algorithms keep the
pairwise order of preferences. Optimizing metrics including normalized discounted
cumulative gain (nDCG) and mean reciprocal rank (MRR) provide such rankings
[41, 51, 56, 60]. Some researchers argue that users refute to consider all available
items. Instead, users limit their attention toward few most relevant items. We find
evaluation criteria accounting for these desires in the field of information retrieval.
Hereby, systems cut rankings at a pre-defined position.Wemeasure recommendation
quality in terms of precision, recall, or a combination thereof [4, 16, 19, 30, 49, 61].
In addition, evaluations may consider further factors determining systems’ qualities.
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These factors include diversity [34], novelty [60], stability [3], and scalability
[5, 54, 58]. Having decidedwhich criteria to optimize,we face another design choice:
Do we rely on recorded data or do we aim to interactively conduct experiments with
users [27, 55]? Both alternatives have advantages. Offline experiments entail little
costs. Additionally, other researchers can reproduce results as the data used for eval-
uation is fixed. Conversely, conducting experiments with actual users may better
reflect the actual use-case. User studies as well as deploying novel algorithms into
existing recommender systems represent two alternatives for online experimentation.

Related work covers a wide spectrum of news recommendation’s aspects. Most
recent works focus on two of these aspects. First, researchers seek to improve recom-
mendation quality by using additional data sources. These sources provide textual
descriptions, interaction with users, and social relations. We still cannot satisfy-
ingly tell how to determine additional data’s value in advance. Second, research
investigates potentials to algorithmically improve recommendations. Due to inher-
ent requirements, we struggle to transport established, sophisticated methods to the
news domain. Besides these two major aspects, researchers seek to discover better
evaluation protocols along with means to deal with the real-time character of news
recommendation.

6.3 The Plista Case

We introduced recommending news articles as a challenge for science and industry
in Sect. 6.1. Subsequently, we outlined methods enabling news portals to suggest
news articles in Sect. 6.2. Both occurred on a rather abstract level. In this section,
we present an actual news recommendation scenario. The scenario focuses on the
plista GmbH. Plista runs a content and advertisement recommendation service on
thousands of premium websites. These websites include portals dedicated to news
and entertainment among other topics. Having a large customer base, plista processes
millions of user visits on a daily basis. Each visit has to be handled in real-time asweb
portals attempt to instantly deliver their contents. Portals include recommendations
by means of a widget.

The quality of their recommendations represents a major asset to plista. Users
accepting recommendations do not only provide revenues. Evidence for increased
visitor satisfaction facilitates acquiring new portals to serve with recommenda-
tions. Consequently, plista continuously seeks to improve their recommendation
algorithms. Similarly, Netflix seeked to improve their movie recommendations thus
releasing a large rating data set in 2006. The Netflix Prize competition has shown that
combinations of recommendation algorithms provide better recommendations [6].
Combinations of algorithms have shown to better reflect contextual factors [2].
Hence, plista seeks to acquire new algorithms thus improving their system’s rec-
ommendation quality.
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Acquiring novel algorithms represents an endeavor to plista. In contrast to Netflix,
plista’s item collections are subject to continuous changes (see Sect. 6.4). Thus, an
algorithmwhich performs well on news of twomonths ago could provide inadequate
suggestions today. We cannot guarantee that an algorithm will achieve similar per-
formance on novel items. As a result, plista created a platform providing researchers
and practitioners with access to actual interactions. The platform was first released
in 2010 as the “Open Recommendation Platform” (ORP) for internal usage. ORP
allowed plista’s recommendation engineers to conveniently add novel recommenda-
tion algorithms to their eco-system. Three years later, plista opened the platform for
interested researchers and other third parties to evaluate their recommendation algo-
rithms. Moreover, the platform supported plista to stay connected with the research
community and actively exchange ideas. ORP ought to provide a representative
selection of news portals. Otherwise, evaluations may include biases toward certain
aspects. Thus, plista directly included two large-scale general news portals along
with a selection of minor, rather topic-specific clients. ORP enables participants to
interact with real users in a real-time setting. Interaction takes place in a two-stage
process. First, news portals visitors load a news page initiating a request for recom-
mendations. Second, the participants’ server receives the requests and returns a list
of suggested news items. The news portal embeds the list in the news page shown
to the visitor. This setup reflects a genuine use-case. Methodologically, we refer to
such settings as “living labs”. This is due to the unpredictability of future interac-
tions. Note that ORP represents a subset of all news portals served by plista. Having
the idea of ORP in mind, plista contacted publishers with whom they had long-term
relationships. Insightful discussion covered both advantages and disadvantages of
data sharing with and contributions by researchers. Plista managed to include a rep-
resentative group of publishers into ORP. The group of publishers comprises minor,
medium, and large scale news portals. Furthermore, the news topics cover general
selections as well as news portals providing news for specific subjects. The selection
contains some news portals which operate on a similar regional level allowing evalu-
ating recommendation methods which exchange information between domains. The
included publishers use different types of widgets. Thus, ORP allows us to eliminate
biases due to graphical user interfaces to a certain degree. These biases include posi-
tion relative to the news article and the number of recommendations among others.
We describe major components as well as vital aspects of ORP in the following
subsections.

6.3.1 Involved Parties

News recommender systems concern different interest groups. These groups include
news portal operators, content providers, advertising companies, recommendation
providers, and visitors amongst others. We outline the individual perspective of each
group.
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6.3.1.1 Visitors

Visitors represent the target group of news recommendations. They require
recommender systems to filter relevant items from large collection which they cannot
review themselves. Hence, recommender systems provide them value in terms of the
returned items’ relevancy. Systems may determine how relevant visitors perceive
suggested news articles with different means. We may conduct surveys asking visi-
tors about the relevancy of their recommendations. This entails high costs. Therefore,
we may restrict surveys to rather small proportions of visitors. Alternatively, we may
evaluate visitors’ dwelling times, return frequencies, or click rates.

6.3.1.2 Content Providers

We refer to content providers as editors in the context of news. Editors create and/or
select the contents to be distributed through news portals. They require recommender
systems to reasonably link news articles. Recommender systems ought not to confuse
readers with misleading suggestions but provide relevant resources. This reflects
the newspapers paradigm of structuring contents by grouping them in categories.
Visitors may expect to receive suggestion conforming to their previous interactions.
We may gauge recommendation algorithms quality in terms of representativeness
from editors’ perspective. How well does a recommendation represent the previous
interactions? Alternatively, we may consider assessing how quickly visitors find
desired contents. For instance,wemay count howoften visitors immediately abandon
contents.

6.3.1.3 Advertisers

Advertisers strive to attract visitors. They want them to pay attention to their adver-
tisements and ideally buy their products or services. Typically, advertisers pay per
click. Although the click-through-rate fails to reflect their interests. Conversely,
advertisers prefer few clicks coinciding with a high conversion rate. Conversion
refers to visitors turning to customers. In our use case, we restrict our focus on click
rates. ORP does not provide access to data about visitors converting to customers.

6.3.1.4 Operators

News publishers pursue two main objectives. On the one hand, they try to distribute
informative and/or entertaining news to readers. On the other hand, they seek tomax-
imize their rentability. This causes them to align the targets of users and advertisers.
Users have learned to ignore adverts on webpages [11]. Prompting users to continue
reading news increases the chances that they will notice adverts. Enlarged dwelling
times ought to lead to higher conversion rates. Consequently, news portals’ earnings
will increase and improve their cost-effectiveness.
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6.3.1.5 Recommendation Providers

Recommendation providers capitalize on their algorithms. Typically, portal operators
pay them by click. Hence, recommendation providers seek tomaximize the probabil-
ity of visitors clicking on their recommendations. Hereby, they face a dilemmawhich
we refer to as “exploration exploitation trade-off”. Recommendation providers prefer
to use the methods most likely to maximize click rates. However, even if individ-
ual methods have performed successfully in some scenarios, it stays unclear, which
method suits the current context best. Consequently, they have to evaluate different
methods which in turn may perform worse.

6.3.2 Technical Requirements

Plista have an eco-system at their disposal tailored precisely to news recommen-
dation. In contrast, researchers using ORP may have rather limited resources. A
selection of technical challenges impedes applying highly sophisticated recom-
mendation methods. Real-time response times represent such a challenge. ORP
sets the maximum response time to 100ms. This affects both computational com-
plexity and model updates. News portal operators require ORP to provide rec-
ommendations within a predefined time slot. Exceeding this time slot, they can-
not include the recommendation into the displayed web page. Simultaneously,
real-time responses require recommendation models to be available at all times.
On the other hand, recommendation models ought to include recent news since
visitors are likely interested in what currently happens. Thus, operators have to
find ways to update their models while concurrently continue to provide recom-
mendations. Thereby, update frequency constitutes a significant parameter. Plista’s
observations indicate that decreasing update frequencies negatively affects the click-
through rate. Evaluating recommendation algorithms on recorded data (cf. the
“Netflix Prize” challenge [7]) cannot cover this time-related aspects. Plista simul-
taneously runs a variety of recommendation algorithms to account for differ-
ent factors determining recommendation quality. The system continues updating
algorithms as news items appear, new interactions occur, and articles get updated.
The frequency with which the system updates algorithms depends on the method.
We report findings which plista observed for certain types of algorithms. Recom-
menders based on content perform well even when updated in low-frequency. In
contrast, collaborative filtering methods require high update frequencies as users’
interests shift. Additionally, collaborative filtering struggles to recommend items
which have not obtained interactions. Further, recommendation algorithms sug-
gesting popular news articles performed best when updated with high frequen-
cies. ORP’s users will also have to deal with the technical requirements listed
above.
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6.3.3 System Communication

ORPoperates on an event-driven interactionmodel. Events includevisitors requesting
recommendations, visitors responding to recommendations by clicking, and news
articles added to the collection or updated thereafter. Events occur in predefined con-
texts. ORP represents context as feature vectors. These vectors comprise information
such as publisher, article, categories, and more. Events trigger messages containing
the contextual information. For instance, as a user visits a news article, all of ORP’s
participants will receive a message. Participants may use this information to build
their recommendation models. Although, ORP will randomly select an individual
recommendation provider to serve this very request. ORP provides participants with
an application programming interface (API). The API allows participants to connect
their recommendation servers with plista’s eco-system. The API uses JSON for data
encoding. ORP uses HTTP POST messages to exchange requests including item
updates, event notification, and recommendation requests. The contextual data in the
ORP is represented through vectors. The system represents such vectors as values
mapped to IDs. IDs are represented as integers. They refer to certain types of context.
Vectors comprise individual IDs or lists of them. Thus, vectors allow describing an
object by layering attributes. ORP distinguishes two types of vectors. One type clas-
sifies input vectors while the other refers to output vectors. Input vectors describe the
context of events and messages and may be used by the participants for contextual
optimization. Input vectors are static and cannot bemodified. Output vectors are used
to convey information about calculations. During transmission, vectors are grouped
together by their type and packaged in a map where the key is the vector’s ID and
the value related to an instance (depending on its type). The vectors group maps
are again grouped together depending on their class. Internally, ORP adapts a multi-
armed bandit component. Multi-armed bandit models enable systems to balance the
exploration-exploitation trade-off [45]. This trade-off implies that the system fails to
accurately estimate recommendation algorithms’ performance beforehand. There-
fore, the system has to occasionally select seemingly suboptimal strategies to verify
that it continues to apply the best strategy. ORP randomly selects recommendation
algorithms among active participants. The system disables participating algorithms
in case they continuously fail to provide recommendations. Having fixed technical
issues, participants can re-establish the communication with ORP and again receive
requests. This approach guarantees simple exploration, minimal pre-testing, and low
risks of recommenders crashing. Additionally, the system contains a fallback recom-
mender which it activates as participating servers continue to fail.

Figure6.1 depicts the system’s structure and its components. Publishers inte-
grate recommendations as static javascript. The javascript loads recommendations
by asynchronously querying ORP. ORP returns a widget box captioned “You might
also be interested in…”, “Recommended articles:”, or similar texts. Frequently, ORP
includes small pictures next to recommendations. Recommendations consist of a
headline and the initial phrases up to 256 words of the recommended articles.
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Fig. 6.1 Integration overview. Visiting a news portal initiates a circular, event-driven sequence
of messages. Publishers pass the request for recommendations to the platform. Subsequently, the
platform issues the request to recommendation servers. These reply with lists of recommended
items. A bandit component blends these lists and forwards the resulting selection via platform and
publisher to the visitor

6.3.4 Graphical User Interface

ORP supports participantswith a graphical user interface displaying their algorithms’
performances. We identify three performance affecting factors: impressions, clicks,
and click-through rate (CTR). ORP shows all of them on a daily basis. Impressions

Fig. 6.2 Illustration of the graphical user interface (GUI) of ORP. The header section offers a
sequence of tabs to access different sections. The figure shows the statistic section. ORP displays
trajectories of the number of requests, clicks, and their relation. Additionally, ORP provides a table
with absolute values for each variable
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refer to requests participants received. Clicks represent recommendations which
users followed by clicking. CTR describes the ratio of clicks to impressions. ORP’s
goal is to discover recommendation algorithms which maximize the CTR. Figure6.2
shows an exemplary dashboard illustrating the clicks, impressions, and CTR
graphically and as table. Additionally, ORP provides a leaderboard where partic-
ipants can compare their performance to others.

6.3.5 Participation

There are plenty of reasons for both researchers and practitioners to contribute to
ORP. There are hardly any opportunities to get access to actual interactions between
users and items. Thus, ORP provides a unique way to evaluate recommendation
algorithms. Existing implementations of application programming interfaces facili-
tate getting started. Plista as well as members of different research institutions have
contributed implementations in Java,1 PHP,2 python,3 and Node.js.4 In addition, we
have organized a variety of workshops and competition where researchers along
with practitioners published results obtained through ORP. These events include the
“International News Recommendation Workshop and Challenge”5 [59], the “Work-
shop on Benchmarking Adaptive Retrieval and Recommender Systems”6 [15], and
CLEF NEWSREEL, the “News Recommendation Evaluation Lab”7 [10, 28, 31].

The Open Recommendation Platform provides a unique chance for researchers to
evaluate recommendation algorithms with actual user feedback. We have seen which
technical requirements it entails. Systems have to reply to requestwithin 100ms. This
prevents plista’s performance from dropping below a level where customers suffer
substantial losses. ORP commits to open standards with respect to data interchange
and interfaces. Researchers and practitioners have already contributed implementa-
tions in a variety of programming languages. We encourage researchers to start or
continue contributing recommendation algorithms to discover new ways to support
users struggling to find relevant news.

1 https://github.com/plista/kornakapi/, https://github.com/plista/orp-sdk-java/.
2 https://github.com/plista/orp-sdk-php.
3 https://github.com/plista/contest-py/.
4 https://github.com/plista/contest-js/.
5 http://recsys.acm.org/recsys13/nrs/.
6 http://www.bars-workshop.org/.
7 http://www.clef-newsreel.org/.

https://github.com/plista/kornakapi/
https://github.com/plista/orp-sdk-java/
https://github.com/plista/orp-sdk-php
https://github.com/plista/contest-py/
https://github.com/plista/contest-js/
http://recsys.acm.org/recsys13/nrs/
http://www.bars-workshop.org/
http://www.clef-newsreel.org/
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6.4 News Consumption Phenomena

This section introduces a variety of phenomena which we observed as users interact
with online news portals. These phenomena distinguish the case of recommending
news fromother subjects such asmovies, songs, or books.Wededicate a subsection to
the aspects sparsity (6.4.1), popularity (6.4.2), dynamics (6.4.3), and context (6.4.4).

Recommender systems have established in a variety of use-cases. They support
users’ decision making. Typical use cases include deciding which movie to watch,
which song to listen to, and which product to buy. Recommender systems have
proofed to bevaluable in those scenarios. In contrast, suggesting news entails a variety
of challenges. We discuss sparsity, popularity biases, dynamic item collections, and
contextual factors. These aspects represent the major challenges for operators of
news portals running recommender systems.

6.4.1 Sparsity

Weobserve users interactingwith items. Interactions cover a range of actions depend-
ing on the items. For instance, usersmay buy products, listen tomusic, watchmovies,
or read news articles.We can quantify interactions by the cardinalities of the involved
sets of users and items. Let u ∈ U and i ∈ I denote users and items. Further, let
card(·) = | · | denote the function returning the number of elements contained in
a set. Equation6.1 defines sparsity. Sparsity reflects the fraction of interactions we
actually observed by the number of possible interactions. Note that I(u, i) represents
the indicator function returning 1 if u interacted with i and 0 otherwise (see Eq.6.2).

sparsity = 1 −
∑

u∈U
∑

i∈I I(u, i)

|U ||I| (6.1)

I(u, i) =
{
1 : if we observe an interaction between u and i

0 : otherwise
(6.2)

Recommender systems operate on domains with high sparsity. Recommending
items with almost complete profiles represents a rather trivial problem. The lack of
such comprehensive information induces the need for intelligent suggestion mecha-
nisms. Table6.1 displays sparsity levels of a selection of datasets. We observe that
most datasets include less than 3% of potential interactions. We determine potential
interactions by multiplying the numbers of users and items. Additionally, Table6.1
shows the relation of observed interactions to potential interactions. For instance, the
Netflix data set exhibits 1 in 86.4 potential interactions. In contrast, we recorded data
from two news portals where we observe 1 in 66622.8 potential interactions. This
illustrates the difficulty to select appropriate news articles as recommendations.
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Table 6.1 Levels of sparsity for a selection of well-known data sets

Data set Sparsity Proportion of interactions References

Netflix prize challenge 0.98842593 86.4 [7]

Book-crossings 0.99998546 68796.6 [62]

Movielens 100k 0.95840128 15.9 [26]

Movielens 1M 0.98691797 23.9 [26]

Movielens 10M 0.98827612 76.4 [26]

EachMovie 0.97631161 42.2 [58]

Jester 0.43662440 1.8 [58]

Y!Music 0.99915117 1178.8 [20]

News Portal 1 0.99998499 66622.8

News Portal 2 0.99996663 2996.8

6.4.2 Popularity

We encounter popularity as some items comprise a considerably larger fraction of
interactions compared to others. Previous work has documented the occurrence of a
popularity bias in a variety of domains. These domains include movies, songs, and
books. We have grown accustomed to call popular items with specialized names.
“Blockbuster”, “hit”, and “bestseller” refer to such popularmovies, songs, and books.
Recommender systems consider these type of items as adequate suggestions. We
expect visitors to accept suggestions of popular items. The acceptance holds as users’
tastes do not deviate from the majority of users. On the other hand, users may already
be aware of the items. In such cases, the suggestion lacks serendipity. We discover
popularity biases as we analyze the distribution of interactions over items. Popularity
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Fig. 6.3 Popularity distribution for a news portal (left) and the Movielens (right) data set
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frequently induces a power-law distribution of interactions. A power-law distribution
manifests as few items comprise a relatively large fraction of interactions.Conversely,
a large fraction of items comprises only relatively few interactions. Popularity has
been found to affect establishing users’ trust into the recommender system [48].
Recommender systems which suggested popular items had a better chance to engage
users to interact with them. Figure6.3 shows the popularity distribution of a news
portal’s articles along with the Movielens movie rating data set. We observe that
both exhibit similar shapes. Few individual items comprise a majority of interaction.
Conversely, the majority of items comprises only few interactions.

6.4.3 Item Collection Dynamics

Continuously adding new items to existing collections represents a major reason for
the information overload. Additions incur as film studios create new movies, music
labels release new albums, or editors publish new books. Some of the novel items
may become popular ones attracting plenty interactions. Others may remain barely
known. The frequencywithwhich items enter collections depends on the type of item.
According to [22], European publishers released about 535,000 books in 2013. In
contrast, news articles represent amuchmore high-frequency type of item. Individual
news portals account for hundreds of thousands articles published per year.

News consumption differs from other domains. On the one hand, movies, songs,
and books attract users throughout longer periods. For instance, we consider the
rating data from theMovielens data set. Each interaction conveys a timestamp. Thus,
we compute the duration in between the last and first interaction for each movie.
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Fig. 6.4 Number of items entering and exiting the news portals over time. On the left-hand side,
the figure shows how many items we observed whom users interact with for the first time. On the
right-hand side, the figure illustrates how many items we observe no future interactions with
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We observe the durations’ median at 2,254 days. On average, news articles obtain
more than half of their interaction within 24h after their publication. The proportion
of interactions concentrated on the first 24h even increases for more popular news
articles. This illustrates that users as a group consumenewsmore rapidly thanmovies.
On the other hand, users occasionally re-consume books andmore frequently movies
and songs. Users may willingly trigger the re-consumption as they choose to listen to
their favorite songs or watch their favorite movie again. Additionally, broadcasters
and television stations tend to re-air popular songs and movies. We have found
no evidence that users frequently re-consume news articles. Figure6.4 displays the
evolution of news article collections with respect to user interactions. The data span
a time of roughly eight months for a large-size news portal. On the left-hand side,
we observe the number of items whom users start to interact with. Note that in the
very beginning, there may be previous interactions which our data disregard. On
the right-hand side, we observe the number of items for which we do not observe
any future interactions. Notice that in the rightmost part, there may occur additional
interaction which our data disregard. We observe a down-peak for both entries that
exist during Christmas time.
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Fig. 6.5 Relative frequencies of interactions by daytime, weekday, and device. We observe that
visitors tend to use their desktop computers in the typical working times (Monday to Friday, between
8 a.m. and 5 p.m.). Conversely, tablets account for relatively more interaction at the evenings as well
as on the weekends. Smartphones lack such a clear tendency. All device types have comparably few
interaction in the nights
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6.4.4 Contextual Factors

Newsconsumption is subject to a variety of contextual factors.Our news consumption
differs with respect to the time of day, day of week, location, device, mood, and
more. Determining the current context represents a difficult problem. In particular,
confounding contextual factors impede recognizing situations correctly. Contexts
manifest as combinations of contextual factors. For instance, users reading news
on a weekday at noon on their desktop in good mood represent a specific context.
Altering an individual factor may provide a context requiring a different kind of
suggestions. For instance, users reading news on a weekday at noon in a good mood
but on their tablet devices may dislike reading comprehensive articles due to their
limited screen sizes. Figure6.5 shows the relative frequencies of interactions grouped
by daytime, weekday, and device. The majority of interactions recorded for desktop
computers concentrates on the working times. Contrarily, phones as well as tablets
account for larger proportions of interactions during evenings as well as weekends.
Generally, we observe neglectable proportions of interactions during the night times
for all device types. Suppose we ought to select a recommendation algorithm for
a particular request. Context represents an important aspect we need to consider.
Requests are more likely to arise from mobile devices on the weekend. Mobile
devices provide less space to display recommendations on. Thus, we should consult
the recommendation method which performs best under these circumstances.

We have seen that sparsity, popularity, dynamics, and context represent major
impeding factors for news recommendation. Sparsity hampers establishing valuable
user and itemprofiles. Sparsity represents a particular challenge for newly addedusers
and items. This is due to the system having almost no knowledge about preference
relation with the entity. The system struggles to determine what items a new user
will like. Conversely, it cannot reliably select potential consumers. Popularity skews
consumption distributions as few items concentrate large amounts of interactions.
Contrarily, unpopular items see hardly any interactions. Dynamics refer to the system
characteristic of fluctuating item collections. In established domains songs, movies,
and books remain recommendable items. Conversely, news’ relevance fades with
time. Finally, systems have to consider users’ current context to select enjoyable
articles. Users may dislike reading comprehensive articles on mobile devices. In
Sect. 6.5, we discuss a selection of algorithms and their abilities to deal with these
specificities.

6.5 Recommendation Algorithms for News

Recommendation algorithms are subject to a vigorous research community.
Researchers continuously propose and evaluate novel methods or extend existing
ones. Methods differ with respect to complexity, applicability, and the underlying
ideas. In the following, we introduce and discuss four kinds of such underlying ideas
and their implementations:
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Table 6.2 Notation used
in the algorithmic
descriptions

Symbol Meaning

I Set of items

U Set of users

I(u, i) Interaction indicator function

R Interaction matrix

top(k, c, X) Function returning the k largest values
with respect to criteria c of a collection X

• simple methods with low complexity
• collaborative filtering
• content-based filtering
• ensembles of the former 3 notions.

In addition, we highlight the applicability of various implementations for news
recommendations. News recommendation entails specific requirements due to their
characteristics (see Sect. 6.4). Table6.2 introduces basic notation which we use in
the algorithmic descriptions.

6.5.1 Simple Methods

Researchers introduce simple methods as baselines to elucidate the improvements
which their novel method provides. Nevertheless, simple methods carry some
advantages with them. Typically, simple methods can be easily implemented and
exhibit low complexity. Frequently, simple methods target specific factors. In other
words, simple methods follow a single idea. For instance, always recommend the
most popular item the requesting user has not yet interacted with. We call this sim-
ple method the “most popular” recommender. We will elaborate on this method and
introduce two additional ones.

6.5.1.1 Most Popular

The most popular recommender suggests items according to their popularity. This
follows the notion that items comprising interactions with a majority of users will
be relevant for other users as well. This resembles lead articles in newspapers—the
analogous counterparts of digital news portals. Lead articles obtain more attention
than articles situated in latter parts of newspapers. Algorithm 1 describes the pro-
cedure to build a model based on the most popular recommender. The algorithm
requires a matrix of interactions, the set of items, and the number of items to recom-
mend as input. Subsequently, the method iteratively evaluates the popularity of each
item. Items enter the list of recommendations as they are amongst the kmost popular
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items. The algorithm can be altered to consider different timeframes by restricting
the interactions which it receives (see Sect. 6.4.2).

Algorithm 1 Most Popular Recommender
Input matrix of interactions R, set of items I, number of items to recommend k
Output list of k items sorted by popularity
1: for all i ∈ I do
2: popularity(i) ← ∑

u∈U I(i,u)

3: end for
4: recommendations ← top(k, popularity, I)

6.5.1.2 Most Recent

The most recent recommender builds upon the notion of recency. As Algorithm 2
illustrates, most recent recommendation ranks items according to their appearance in
the collections. The algorithm takes the set of items, their creation time, the current
time, and a specification of how many items to recommend as input. Subsequently,
we obtain an items age subtracting the date of creation from the current time. The
method determines which items to recommend by cutting the list of items ordered
by their ages at position k. As new items enter the collection, they move on top of
the list replacing the former top-ranked ones. Thus, the method keeps the items to
recommend up to date (see Sect. 6.4.3).

Algorithm 2 Most Recent Recommender
Input set of items I, timestamps of item creation τ(i), current time T , number of items to recom-
mend k
Output list of k items sorted by date of creation
1: for all i ∈ I do
2: t(i) ← T − τ(i)
3: end for
4: recs ← top(k,−t, I)

6.5.1.3 Random

Recommending random items represents another simple method. Randomly picking
items yields the risk of suggesting irrelevant items. On the other hand, it could
provide access to items which are neither popular nor recent and thus would not have
been found by users. Algorithm 3 depicts the random recommendation procedure.
It randomly adds items to the list of recommendations until the list has the desired
capacity. Items may not be redundant.
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Algorithm 3 Random Recommender
Input set of items I, number of items to recommend k
Output list of k items to recommend
1: while |recommendations| < k do
2: i ← rand(I)

3: if i /∈ recommendations then
4: recommendations ← recommendations ∪ i
5: end if
6: end while

6.5.2 Collaborative Filtering

Collaborative filtering (CF) adapts the notion of taste similarity continuity. In
other words, if two users exhibit similar tastes in the past, collaborative filter-
ing assumes that they will continue to prefer similar items. Previous research
provides an abundance of algorithms for collaborative filtering. Adomavicius and
Tuzhilin [1] distinguish memory-based and model-based collaborative filtering
algorithms. Memory-based CF uses all available data for recommendation. In con-
trast, model-based CF generalizes patterns apparent in interactions and provides
recommendations based on thesemodels.Matrix factorization techniques have estab-
lished among the most successful model-based CF methods.

Algorithm4 illustratesmemory-based recommendation from the user perspective.
The method requires the sets of users and items, a similarity function, the number of
neighbors to consider, along with the length of the recommendation lists to produce.
The algorithm iterates first the set of users to determine whose taste resembles the
target user’s taste. Subsequently, themethod predicts the preferences for each item the
target user is unaware of. The algorithm returns the k items with the highest scores.

Algorithm 5 shows memory-based recommendation from the item perspective.
In contrast to Algorithm 4, the method compute similarities between items in terms
of their interactions. This is advantageous in cases where |I| � |U | since we skip
the computational more expensive loops over the larger user dimension.

Matrix factorization has established as one of the most successful type of collabo-
rative filtering. These algorithms reduce the dimensionality of a M by N interaction
matrix R to a lower rank approximation. Projecting user and item profiles in this
lower space enables recommender systems to compute similarities between them.
We present two methods to learn these low rank approximations. Algorithm 6 learns
low rank approximationswith an alternating least squares procedure. Hereby, we ran-
domly initialize two factor matrices. These matrices’ dimension follows the number
of users, items, and the desired latent factors. Subsequently, the algorithm iteratively
optimizes a target function. This target function measures how close the predicted
interactions match the observed interactions. Root mean squared error (RMSE) rep-
resents a popular choice for such a function. The algorithm keeps one feature matrix
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Algorithm 4 User-based K-nearest Neighbor CF
Input set of users U , set of items I, similarity function σ(·, ·), number of neighbors l, number of
item to recommend k
Output list of k recommended items
1: u � target user
2: N ← ∅ � set of neighbors
3: recommendations ← ∅ � list of recommendations
4: for all v ∈ U \ u do
5: s ← σ(u, v)

6: if s ≥ σ(u, Nl ) then
7: N ← N ∪ (v, s)
8: end if
9: end for
10: for all i ∈ I \ Iu do � (Iu refers to items which u already knows)
11: for all n ∈ N do
12: if I(n, i) = 1 then
13: r̂n ← snr(n, i)
14: end if
15: end for
16: r̂ ← ∑

I(n,i)=1 r̂n
17: if r̂ > sort(recommendationsk) then
18: add(i)
19: if |recommendations| > k then
20: remove(recommendationsk+1)

21: end if
22: end if
23: end for

Algorithm 5 Item-based K-nearest Neighbor CF
Input set of users U , set of items I, similarity function σ(·, ·), number of items to recommend k
Output list of k recommended items
1: u � target user
2: S � |I| × |I| similarity matrix for all combinations of items
3: N ← ∅ � set of neighbors
4: recommendations ← ∅ � list of recommendations
5: for all i ∈ I do
6: for all j ∈ I \ i do
7: Si, j ← σ(i, j)
8: end for
9: end for
10: for all i ∈ Ic

u do � Ic
u refers to all items the target user u did not interact with

11: r̂i ← u ⊗ Si � u refers to items a user has interacted with
12: recommendations ← top(k, r̂ , Ic

u)

13: end for
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fixed while determining the gradient with respect to the remaining matrix. The algo-
rithm switches matrices in the next iterative step. As soon as a stopping criterion
is matches, the procedure terminates providing the low rank approximation. Stop-
ping criteria include thresholds as well as maximum iterations. Thresholds define a
limit for the improvement between iterations. As we observe less improvement than
defined, we terminate the procedure. Conversely, a maximum number of iterations
aborts disregarding improvements. Both approaches have advantages. Thresholds
guarantee convergence to the desired quality. Unfortunately, this may lead to long
running times. In contrast, maximum iterations assure limited running. Still, the algo-
rithm may provide only sub-optimal solutions. We obtain recommendations as we
map user and item profiles onto the low ranked subspace.

Algorithm 6 Alternating Least Squares Matrix Factorization CF
Input interaction matrix Ru,i , number of latent factors to consider k, termination condition ε,
optimization function q(·, ·)
Output predicted interactions
1: P ← rand(|U |, k) � randomly initialize latent user factors
2: Q ← rand(k, |I|) � randomly initialize latent item factors
3: while ε = false do
4: P ← argmaxP q(R, P Qᵀ) � Optimize P keeping Q fixed
5: Q ← argmaxQ q(R, P Qᵀ) � Optimize Q keeping P fixed
6: end while
7: recommendations ← top(k, 〈Pu, Qi 〉, R)

Algorithm 7 illustrates an alternative way to obtain low rank approximations.
Instead of iteratively optimizing user or item factors, the algorithm randomly picks
interactions. Subsequently, we compute the gradients for both users and item factors
and adjust the factor matrices accordingly. Identical stopping criteria apply to this
setting.

Algorithm 7 Stochastic Gradient Descent Matrix Factorization CF
Input interaction matrix Ru,i , number of latent factors to consider k, termination condition ε,
optimization function q(·, ·), learning rate ν

Output predicted interactions
1: P ← rand(|U |, k) � randomly initialize latent user factors
2: Q ← rand(k, |I|) � randomly initialize latent item factors
3: while ε = false do
4: (u, i) ← rand(R) � pick random interactions
5: e ← q(R(u, i), PuQᵀ

i ) � determine prediction quality
6: P ← P · ν∇e P � update user factors
7: Q ← Q · ν∇e Q � update item factors
8: end while
9: recommendations ← top(k, 〈Pu, Qi 〉, R)
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6.5.3 Content-Based Filtering

Content-based Filtering (CBF) supposes that users will continue to interact with
items that share similar contents. For instance, users interact with songs. The system
observes that a user frequents a certain artist. As a consequence, the system suggests
other items related to the artist. Algorithm 8 shows the content-based recommen-
dation algorithm. The system requires the set of items, its features, a user profile,
along with a similarity function. The algorithm computes the similarities between
any combinations of items. Finally, we project the user profile onto the similarity
matrix. As a result, we obtain a score for each item. The system recommends the
top k items excluding items the users is already familiar with. This approach directs
the major efforts towards the choice of similarity metrics as well as the decision on
which features to use.

Algorithm 8 Content-based Filtering
Input set of items I, item feature matrix F , user profile U , similarity function similarity(X, Y ),
number of recommendations k
Output similar items
1: S ← ∅ � Initialize similarity matrix S
2: for all doi ∈ I
3: for all do j ∈ I \ i
4: Si, j ← similarity(Fi , Fj )

5: end for
6: end for
7: recommendations ← top(k, 〈U, S, 〉, I \ U )

6.5.4 Ensembles

So far,we have introduced a variety of recommendation algorithms. These algorithms
entail different ideas and require varying data. Machine learning research has shown
that combining various algorithms yields potential improvements [23].

In the context of news recommendation, we may combine individual algorithms
using different methods. Multi-armed bandits represent such a method [37]. Multi-
armed bandits target the problem of uncertainty with respect to the choice of
algorithm, parameter, or data. Uncertainty arises as the system cannot determine
which algorithm, parameter, or data will perform best. We refer to this problem
as “exploration–exploitation” dilemma. The problem manifests as systems try to
avoid selecting sub-optimal algorithms, parameter, or data. Conversely, system can-
not judge the performance differences between different algorithms, parameter, or
data unless they continuously evaluate them against each other.Wemay definemulti-
armed bandits in different forms. First, we use them to switch different methods. For
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Table 6.3 Computational complexity of recommendation algorithms for news

Algorithm Complexity

Most popular O(M N )

Most recent O(N )

Random O(N )

User-based CF O(M(M − 1)N )

Item-based CF O(M N 2)

ALS CF O(M Nk2)

SGD CF O(S)

Content-based filtering O(M N 2)

M refers to the number of users while N refers to the number of items. S represents an unknown
variable which depends on the configuration with which (user, item) pairs are selected

instance, the system switches between implementations of collaborative filtering,
content-based filtering, and othermethods. Second, wemay keep the algorithmfixed.
The multi-armed bandit switches parameters in this scenario. For instance, we select
item-based collaborative filtering. This algorithm expects inputs including similarity
function. Pearson’s correlation coefficient and cosine similarity represent examples
of such similarity functions. The multi-armed bandit may then switch these. Finally,
we may limit the data we use to learn a model representing interaction patterns.
For instance, we may argue that with time passing the relevancy of news dimin-
ishes. Thus, we may consider various time frames. For instance, we may learn a
model based on interactions which occurred up to 3h, up to 6h, and up to a day ago.
The multi-armed bandit may switch which data to use. Lommatzsch [42] describes
a sophisticated way to allay negative effects induced by exploration. The proposed
method evaluates all configurations in a slightly delayed time. In other words, instead
of averaging performances over time, the method re-issues every request to all con-
figurations. Thus, the system assesses performancesmore reliably. Consequently, the
system learns to select the most promising configuration more quickly. Results show
that algorithms performances strongly depend on contextual factors. As a result,
individual algorithms cannot dominate other algorithms consistently.

6.5.5 Scalability

Asdiscussed in Sect. 6.4, recommending news articles entails technical requirements.
In particular, systemsmust deal with a large volume of requests arriving in high rates.
Consequently, recommendation algorithms have to scale at such conditions.

Table6.3 refers each algorithms to an estimated complexity. Note that intelligent
ways of situating data and similar toolsmay decrease the actual complexity. The table
ought to illustrate differences between individual methods. For instance, random and
most recent methods operate independent from the user dimension. The complexity
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of the more sophisticated methods including ALS and SGD collaborative filtering
depends on the stopping criterion. These methods either stop as the optimization
target surpasses a threshold or after a predefined number of iterations.

Besides algorithmic optimization, a selection of frameworks enables systems to
parallelize their computation thus achieving considerable speed-ups. These frame-
works include hadoop,8 spark,9 and storm10 amongst others. Additionally, news
recommender system operators may consider to pre-compute recommendations as
soon as possible. For instance, they may estimate the probability that a novel article
will become popular. If the probability estimate is sufficiently high, the system could
start recommending it more often.

6.6 Evaluation Criteria

This section treats aspects related to news recommender systems’ evaluation proto-
cols. Section6.2 discussed aspects which we need to consider when evaluating news
recommender systems. First, we have to define quality criteria. These criteria relate
to the use-case introduced in Sect. 6.3. We aim to assess how visitors, advertisers, as
well as operators benefit of having the recommender system in place. ORP does not
reveal information about earnings or users converted to customers. Hence, we rely on
the interactions which we observe. These interaction represent implicit preference
indicators. In contrast, users may explicitly rate items on a pre-defined scale. Lacking
such graded feedback, we dismiss error-based metrics—e.g., RMSE, MAE—as we
disregard ranking-based criteria including normalized discounted cumulative gain
(nDCG) and mean reciprocal rank (MRR). Measures used in information retrieval
dispense with numerical preferences. Recall and precision require knowing whether
or not a certain item is relevant to a user. Our observations fail to provide such
information for all (user, item)-pairs. We may infer relevancy as users select news
articles. Still, articles remain ambiguous until we observe interactions with users.
Have users missed to see the article? Have users seen the article and decided not to
read them? We can evaluate search engine as we predefine each document’s rele-
vance given a query. Unfortunately, we have no analogous concept for recommender
systems. This is due to individual users’ varying preferences. We cannot tell whether
a specific news article interests a user unless the user reads it. Thus, we adhere to the
notion of click-through-rates (CTR). CTR relates the number of clicks to the number
of requests which the recommender system received.

ORP supports evaluating recommendation algorithms by means of live interac-
tions with users. Additionally, we may record such interactions. Subsequently, we
can use these records to replay the stream of interactions. We can apply various rec-
ommendationsmethods and assess their qualities having future click events recorded.

8 http://hadoop.apache.org/.
9 https://spark.apache.org/.
10 https://storm.incubator.apache.org/.

http://hadoop.apache.org/
https://spark.apache.org/
https://storm.incubator.apache.org/
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Li et al. [38] showed that this methodology yields unbiased results as long as we dis-
regard recommendations which have not been shown to users. We cause the offline
evaluation to fine-tune our methods and obtain better strategies for exploration.

6.7 Discussion

In this section, we summarize our findings and provide an outlook to future research
directions. Suggesting relevant news articles to visitors represents a major challenge
to online news portals. In particular, as systems typically have to dealwith insufficient
information about users preferences. Most users refrain from interacting with plenty
news articles but focus their attention on smaller subsets. In addition, a stream of new
articles continuously enters the portals’ collections. This blurs relations between vis-
itors and articles. Established recommendation algorithms generally assume rather
static preferences. Thus, news portals had to come up with novel methods to support
visitors as they seek for relevant news. Portals use to implement various recom-
mendation algorithms in order to cover plenty of aspects reflecting different facets
of relevancy. Combinations of these algorithms serve visitors with recommended
readings. They consider factors including context, popularity, recency, and more.
Barriers between academia and research impede further improving the algorithmic
performance. Companies avoid publishing data. On the one hand, they may fear
privacy issues. On the other hand, they consider their data as asset to their com-
pany which they seek to preserve. Conversely, academia generates ideas on how to
provide better suggestions. Although, they struggle to evaluate their approaches due
to lacking data. Recently, the company plista constructed the “Open Recommenda-
tion Platform” (ORP). The platform provides researches access to an actual news
recommendation system. Plista expects to improve their recommendation quality.
Researchers get the chance to evaluate their ideas with the feedback of actual users.
Simultaneously, research faces the technical requirements of a large-scale content
provider. A large volume of requests has to be handled at high rates. The system
grants as much as 100ms to send the list of recommended items. Researchers who
manage to overcome these restrictions have the unique opportunity to evaluate on
a large scale. Millions of users request news article recommendation through ORP.
Evaluation concentrates on the click-through-rate (CTR). Other evaluation criteria
require graded feedback. For instance, root mean squared error (RMSE; evaluation
criteria of the Netflix Prize) requires numerically expressed preferences. Users read-
ing news online tend to express their preferences by selection at most.

We identify various directions for future research. We admit that the CTR might
not fully capture user preferences. Users may accidentally click on recommenda-
tions. Other may immediately abandon the recommended item. Conversely, users
may not click on recommendations as they did not perceive them. For instance, rec-
ommendations placed on the bottom of the web page require users to scroll down
to be seen. Future research may enrich evaluation with additional factors such as
dwelling times. Detecting hidden patterns in interactions represents another future
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research topic. User profiles are typically sparse as they interact with few items. We
may consider recommending not for individual users but for groups of similar users.
This idea reflects the notion of certain users sharing similar preferences. For instance,
some users may focus on sports-related news. Hence, news recommender systems
could recommend articles to the group of these users rather than to each individual.
Discovering similarities in highly sparse data represents a major scientific challenge.
Finally, we consider early trend detection as a means to further improve recom-
mendation quality. Imagine that a novel item enters the collection of news articles.
Systems ought to estimate how likely it will attract a lot of interest. If the system
manages to accurately estimate the probability, it will be able to boost interesting
items early. Thus, the system will collect a larger amount of clicks than continuing
to recommend items which users disregard.

Acknowledgments Thisworkwas funded by the FederalMinistry of EconomicAffairs andEnergy
(BMWi) under funding reference number KF2392313KM2.
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Chapter 7
Personalized Information Access
Using Semantic Knowledge

Till Plumbaum and Andreas Lommatzsch

Abstract Handling the amount of information on the Web, known as the information
overload problem, requires tremendous effort. One approach that relieves the user
from this burden is offering personalized information access. Systems that adopt to
users’ preferences are called adaptive systems. Based on a user profile containing
details about the users’ preferences, the system adapts its content or the user interface
to the user. In this chapter, we present a personalized news information system,
providing users with entertainment news tailored to their needs. Using semantic
technologies, the time to learn user preferences is reduced to a few interactions. We
present the system in detail, and present an evaluation showing the benefits coming
with the semantic approach.

Show Me What You Like

Hanging out on the schoolyard during a break, Carl and his friends are reading and
discussing some news about their favorite music artists. One of Carl’s friends starts
a discussion about the new Pop band coming next week to play a concert. While
everybody agreed that the music is pretty cool, opinions are deeply divided about
the origins of the different band members.

To settle the problem, all friends including Carl pull out their cell phones and
start searching the Internet and Wikipedia for more information. Carl uses a new app
he just downloaded because of a recommendation from his sister Clara. SERUM,
which is the name of the app, is an information system for news using semantic
knowledge to provide more information than only showing news and event dates. Carl
quickly asks SERUM for information about the band, and after a few clicks through
the information graph he can easily provide information about the different band
members. His friends are impressed and immediately start asking more questions,
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which Carl can easily answer. One fact all of them notice is the information quality.
Carl had just started using SERUM, but the app already provides him with relevant
information regarding his information need. Other apps need far more interaction
for that.

A few days later, all friends have downloaded the app, SERUM causes the next
round of discussions on the schoolyard. By using SERUM, almost everyone now
gets news about their favorite band. But SERUM shows more than pure news. It also
gives information about related content, such as bands similar to the one currently in
the news. As a result, everybody finds some new bands, which are in their personal
opinion better than the others. This leads to endless discussions before, during, and
after school among Carl’s friends. Carl stays out of all these discussions; he is still a
fan of the band starting all that fuzz and he cannot wait to go to their concert tomorrow.

7.1 Introduction

The flood of available information and products offered by Web applications like
online retailers and news portals overwhelms today’s users. To handle this informa-
tion overload, applications typically offer some kind of personalization techniques,
in most cases, in the form of personalized filtering or personalized recommendations
[3, 36]. However, personalized recommendations that adapt to the users’ individual
taste are a major challenge [1]. On the one hand, personalized recommendations
improve user satisfaction and can motivate users to return. Bad recommendations,
on the other hand, may cause users to turn their back on those applications. A com-
mon recommendation approach is Collaborative Filtering (CF). CF utilizes histori-
cal user information, like ratings or interactions, to compute recommendations [37].
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Personalized recommendations also help users to discover interesting information
and products based on their preferences and tastes. One challenge is to gather data
about the users’ preferences. One way is simply asking the user. This is an obtrusive
way and may lead to losing users who are not willing to put time and effort in training
such an algorithm. Another way is to learn preferences by tracking user interaction.

Finding relevant news on the Internet is becoming increasingly difficult as the
number of news published everyday is exploding. A search on Google News1 for the
term “Ukraine” returned 61,500 results retrieved in one day. To master this infor-
mation overload, several personalized filtering approaches have been proposed. One
of the first projects was the 1992 started GroupLens project [16] that recommended
Usenet news based on collected ratings from other readers. With our web-based appli-
cation SERUM (Semantic Recommendations based on large unstructured datasets),
we support users in finding interesting and up-to-date news about their favorite top-
ics, currently focusing on entertainment news. Therefore, we utilize a broad range
of semantic technologies to further enhance the personalization and recommenda-
tion quality. While other work focus on only one aspect of semantic personalization
support (e.g., [12, 39]), we build a holistic semantic approach, including frontend
and backend solutions, to better learn a user’s interest and thus to better recommend
news matching these interests. We incorporate semantic information on the client-
side, using RDFa2 in the user interface and a user-tracking component that is able
to track this RDFa information [31]. In the backend, we have a semantic knowledge
base that includes information from semantic encyclopedic datasets and semantic
technologies that model the users’ interest using ontologies to link and enrich them
with semantic information.

In this chapter, we answer the following question: How can semantic tracking and
data management technologies be leveraged for personalization and recommendation
services? In order to address this question, we present SERUM (Semantic Recom-
mendations based on large unstructured datasets), a news recommendation system
that utilizes semantic technologies to collect implicit user behavior and to build
semantic user models. These models, combined with large-scale semantic datasets,
are then used to compute personalized news recommendations using graph-based
algorithms. We introduce the building blocks of SERUM for semantic data man-
agement, personalization, and recommendation, with the main focus on the implicit
user behavior collection. SERUM uses RDFa annotations and a RDFa tracker [28]
to collect meaningful user behavior and the User Behavior Ontology (UBO) [29],
described in Sect. 7.3, to build semantic user behavior models. In the following sec-
tions, we first introduce the idea and goal of the SERUM project, followed by an
introduction of the SERUM system. Then, we present the use cases that the semantic
web usage mining approach covers and showcase an example based on the SERUM
system. Finally, we present an evaluation computing on recommendations with a
focus on new users that have not interacted much with the system.

1 http://news.google.com/, search conducted on September 19th, 2014.
2 RDFa (or Resource Description Framework—in—attributes) is a W3C Recommendation that
allows to embed rich metadata within Web documents.

http://news.google.com/
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7.2 The SERUM Architecture

The SERUM architecture consists of four building blocks:

• the news crawler,
• the named-entity recognition and disambiguation component (NER/NED),
• the user modeling component, and
• the semantic recommender.

The news crawler component, provided by Neofonie GmbH,3 collects around
60,000 news articles from German and English news sites everyday. The NER/NED
component [25] identifies and extracts named entities from these news texts and links
them to a dataset collected from Freebase.4 Freebase is a semantic encyclopedic
data collection, comparable to DBpedia.5 The dataset consists of ≈400,000 artists,
≈1,700,000 tracks and albums, and ≈2,000 genres, connected by ≈1,9 million edges.
These data are interlinked with the news corpus through the entities detected in news
articles using the NER/NED component. The NER/NED associates a Freebase entry
to every entity found in an article by linking a Freebase URL to the entity. The news
corpus currently contains over 7,200,000 news articles, growing daily by the newly
crawled articles, and builds together with the Freebase data the knowledge base
for the recommender. The recommendation algorithm itself is explained in detail in
Sect. 7.4 and in [22].

The user modeling component implicitly collects the users’ reading behavior to
build a user model containing the users’ interest in topics or entities. Figure 7.1
shows the user interface of SERUM with the personalized news stream. Under each
news article, all entities are displayed, which are detected in the article. Each user
interaction with an article or an entity is tracked and incorporated in the user model.
In the current system, we focus on four user interactions that can be tracked (Fig. 7.2):

• User clicks on an article: The news and all related entities are marked as interesting.
• User clicks on an article in a list: The clicked article and all related entities are

marked as interesting for the user, while all other surrounding articles are marked
as less interesting.

• User clicks on recognized entities in an article and
• Triggered mouse-over events: Entities clicked by the user or marked by the mouse

pointer are given a higher interest rating.

This user feedback is collected using the semantic user behavior tracker described
in [26], which is part of the web application. The data are stored on the server-side
in an RDF store using the User Behavior Ontology (UBO), described in Fig. 7.7. We
build on the idea presented in [35] to use a distinct behavior model but use a more
comprehensive model to not only track events but also to track semantic relations
between entities on a webpage as presented in [31]. The UBO describes all events

3 http://www.neofonie.de/.
4 http://freebase.com/.
5 http://dbpedia.org/.

http://www.neofonie.de/
http://freebase.com/
http://dbpedia.org/
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Fig. 7.1 SERUM interface showing recommended news articles and recognized entities

relevant for modeling the user behavior such as user clicks or mouse-over events.
Events, triggered by the user (e.g., clicks), are linked to news articles and named
entities (e.g., artists in the news article) the user interacted with.

Based on a statistical interaction analysis the user behavior events are aggregated
to identify named entities (e.g., topics, musicians, and genres) the user is interested
in. The analysis includes the last n sessions of the user (in our current system n is set
to five) where the interaction of a user is analyzed and the entities are ranked accord-
ing to the interaction frequency. The analysis also includes a time aspect where an
interaction has a higher weight if the session is a current one. Furthermore, we deploy
semantic data (from Freebase) to extend the knowledge about identified named enti-
ties to produce a richer user model. Thus, musicians recognized to be interesting to
the user are expanded with data about produced albums and collaborating artists. For
example, if the user only stated interest in “Madonna,” we can add genre information
(e.g., pop) and information about collaborations with other artists. These enriched
user profiles are used as the input for our graph-based recommender. The more
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information in the user profile, the more likely it is to find related news for a user.
The news recommendation strategy is based on the recentness of the news as well as
the correlation of computed interests and their occurrence in the news. Based on the
defined architecture and introduced trackable user interactions, we demonstrate the
SERUM system in the next section.

7.2.1 SERUM Use Case—User Behavior Collection

In order to explain the interaction of the semantic tracking component with the news
recommendation system, we walk through the first and fourth trackable user inter-
action outlined in the previous section, and detail the resulting user model and the
recommendations. As mentioned in Sect. 7.2, SERUM is a personalized news rec-
ommender where the user profile is created by tracking and analyzing user behavior.
Initially, after the first login, the user profile and the personalized news stream is
empty as depicted in Fig. 7.3. The picture shows the empty user profile on the left
and the empty personalized news stream. To create the user profile, the user has to
interact with SERUM, to read news or to search for artists.

When the user starts reading, their first interaction is with a list of news articles
where they can choose what to read. The SERUM news list shows the article, an

Fig. 7.2 Visualization of the SERUM user tracking use cases
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Fig. 7.3 SERUM personalization news: After the first login, no news is recommended (right side)
because no profile exists (left side)

Fig. 7.4 SERUM news list and article with the artists that are part of the article

abstract, and a list of entities (artists) that are found within the text. Figure 7.4 shows
the news list overview on the left-hand side and a detailed view of the selected article
on the right-hand side.

When the user clicks on an article, that article, the position of the article, and the
surrounding articles are tracked and sent back to the server. This tracked information
allows to start building a user profile as the read article, and the connected artists, are
getting a positive weight. The articles, and connected entities, surrounding the read
article getting a negative weight, as they were in the user’s viewport but were not as
interesting as the read article.

Apart from the tracked article information, information about the user and the
used device is also tracked and sent back to the server to assign the data to one user.
While the users are reading the article, SERUM also tracks the mouse movement and
if users hover over an artist. This is also sent back to the system as it may indicate
that this artist is of special interest [10]. A direct click on an artist, which leads to an
extra info site about the artist, is also tracked and treated with much higher weight
for the user profile creation.

This information, tracked by our tracking system builds the base for the creation
of a user interest profile. The used profile creation mechanism follows the presented
use cases, e.g., clicks on an article mark all artists as interesting for a user while
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Fig. 7.5 SERUM: The user profile after reading some articles

artists from article surrounding the clicked one are marked as less interesting. The
resulting user profile is shown in Fig. 7.5.

The created profile is used to create the personalized news stream, shown in
Fig. 7.6. The news is based on the user profile, which is a weighted profile and the
in Sect. 7.4 presented graph-based algorithm to enrich user profiles.

7.3 The User Behavior Model

After introducing our semantic tracking approach in the previous section and con-
cluding that for a fully semantic tracking approach also a semantic backend is needed,
in this section we introduce a new ontology-based model for the collection and man-
agement of user behavior data, the User Behavior Ontology (UBO) [27]. UBO serves
two main goals:

1. Defining a common data model, an ontology, to manage user behavior information
as described in the previous section: With UBO, data about user behavior can be
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Fig. 7.6 SERUM: Personalized news

collected using a common data model and thus can be shared and reused across
systems. UBO defines a common schema for the semantic collection of user
behavior, where the raw interaction, as well as semantic information about the user
intention, context, etc., can be stored. Previous work mostly focuses on domain-
specific modeling [33]. The data management is application independent, which
means that when sharing UBO data, other applications can use the data to run their
own data analysis approaches and use this for personalizing recommendations or
the adaptation of the User Interface (UI) [41].

2. Linking user behavior data with external knowledge following the Linked Open
Data process: Due to the creation of an ontology as a common data model, UBO
should also allow to link behavior with external resources. This means that col-
lected behavior can be connected to other ontologies, adding extra knowledge,
for example, about a user’s intention behind a click, or information processed
by an applied machine learning approach. This, for instance, allows to model
information about what an application assumes the user is interested in, which is
valuable input for other applications when data are shared.
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UBO has the clear goal to serve as a general model for interaction with an appli-
cation, a semantic form of the server log files. It is not intended to be part of a general
model for all possible types of behavior. The field theory of Lewin [20] proposes that
human behavior is the function of both the person and the environment. With UBO,
the focus is set on the environment, what type of application the user is interacting
with, what elements are visible to the user, etc. The user itself, their current emotions,
and needs are not part of UBO. This must be incorporated by other models.

As outlined in the previous section, the main goal of user behavior collection, the
web usage mining process, is to get detailed information about how users interact with
an application to understand what people want in order to offer better personalization
or recommendation. This has to be part of the UBO, too. The challenge is to build
a model that allows to manage explicit information such as a click event, and to
manage the implicit information that is also tracked with our tracking system.

7.3.1 Conception of UBO

UBO orients itself on standard log file formats. As stated above, its purpose is to
provide a semantic model for user behavior that can be extended with additional
meta-information. Existing work on general user behavior ontologies is scarce. The
work of Schmidt et al. [35] proposes a set of different models to capture all relevant
data for website personalization. The used models cover the website structure (Web
Portal Ontology), website content (Content Ontology), user profiles (User Ontol-
ogy), and website usage data as well as knowledge about the adaptation process
itself (Adaptation Ontology). The most important ontology is the adaption ontology,
which is used to decide if an adaptation should take place and how to do that. The
adaption decisions are based on predefined rules. The ontology most related to the
UBO is the Behavior Ontology [35]. This ontology captures atomic events, such
as mouse related or keyboard events, and when an event started and ended. UBO
centers around the Element a user is interacting with. With UBO, the interaction
with that of a website element is tracked, how the user interacted with the element,
and also what other elements were visible and semantically connected. UBO allows
collecting more information than the pure Behavior Ontology presented in [35]. The
combination of the Web Portal and the Behavior Ontology allows at least connecting
an event to the page structure, but still the possibility to track underlying semantic
connections on a webpage is not given. It is also not explained how the Web Portal
Ontology copes with partial reloads of the website. This change in the website struc-
ture is trackable with our semantic tracking solution and can be captured using UBO.
Ngoc et al. [24] present an approach for generalized ontologies for user preferences,
the Spatio-Temporal Ontology of User Preference (STOUP), and behavior routine,
the Spatio-Temporal Ontology of User Routine (STOUR). STOUR covers part of the
intended UBO functionality as it allows to model reoccurring activities in a Routine
Element connected with time and system information. This is a higher aggregation
of the UBO Event Element but already processed to meta-knowledge. The goal of
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UBO is to be able to model and track atomic events and allow the processing of such
meta-knowledge using atomic facts.

7.3.1.1 Model Description of UBO

UBO is a collection of different linked entities that give a complete picture of the
user behavior during a session and longer periods of time. It covers the users’ actual
behavior as well as implicit knowledge. A complete overview of UBO is given in
Fig. 7.7. UBO is divided into different parts covering all aspects of the behavior life-
cycle, application-dependent aspects, user aspects, and interaction aspects. In the
remainder of this section, we describe the most important entities, their functions,
properties, and their intended usage.

Application Aspect: The application aspects cover all information about the appli-
cation required that the user is interacting with. What type of application i is, what
different views (e.g., different webpages) belong to it, and what is modeled/displayed
on the page.

Application: The OWL class Application defines the name and an ID for the appli-
cation that is used to identify the application. It allows links to the ubo:Domain to
determine the scope of the application and to the different ubo:Views the applica-
tion has. An Application can consist of multiple views but must define at least one.
An application can cover several domains, e.g., a news website. In such case, the
different ubo:Views should define a specific domain, e.g., sport.

View: The OWL class View defines a single view (e.g., webpage) of a ubo:Application.
It can define a ubo:Domain (which can be different from the general applica-
tion domains) and link to different ubo:Elements. A View can contain several

Fig. 7.7 The User Behavior Ontology with all classes and relations
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ubo:Elements. Those ubo:Element objects can describe an entity, e.g., an artist,
that is covered in an article or define a link to a different View.

Element: The OWL class Element marks parts of the website as relevant. An Element
can be an artist on a news page or a link to another ubo:View or external page.
Elements can also refer to each other in one ubo:View to define that Elements are
related. With the ubo:elementRank property, rankings can be defined, e.g., the rank
of the element in a search result list. This is be helpful when computing an interest
model as Elements above the element the user interacted with my not be interesting.

Domain: The Domain defines the topic of a ubo:View or ubo:Application. It allows
us to define a name for it, which can be in the form of a textual description. More
important is the property ubo:domainURL which defines the domain by giving it a
unique URI, which is a commonly agreed description for the topic. It is recommended
to use URLs from large encyclopedic resources such as Wikipedia or its semantic
equivalent DBpedia. This approach, which follows the Linked Data Principles (see [6,
7]), allows other applications to understand what the application or view is about.

User Aspects: User aspects include all information about the user, the device that is
used to access an application and session information. This information allows to
identify a user and to distinguish between different devices that they may use. This can
help to identify contexts, e.g., mobile or at home, and give better recommendations
based on the context. The session information helps to narrow down the context, as
it allows the unambiguous differentiation when the user did what. This allows us to
create context-related information, such as at work, during lunch, etc.

User: The User entity in UBO allows to identify a user. As mentioned in Sect. 7.3,
UBO is not focusing on the user itself, but has the goal to collect data about the user
interaction and the context, the environment, of the interaction to have sophisticated
data that allows for inferring interests and intention of a user. Therefore, the User
entity only allows to set a login name, which can be a user name or ID, and to link
it to a Session.

Device: The Device entity describes all relevant properties of a device, mobile, PC,
etc., that helps to later distinguish between different devices of a user. That could be
a notebook and PC which both run the same OS but with different screen resolutions,
or a mobile device. This could be used to adapt UI elements or to determine a context,
office, home, or on the road.

Session Context: The OWL class SessionContext describes a time frame when a user
interacted with an application or multiple applications without a longer pause in
between. It defines a start and end time and sets the used devices. A SessionContext
belongs always to one ubo:User.

Interaction Aspects: The interaction aspects cover all entities that help to manage
the actual behavior. Information about what the user did on a webpage (e.g., reading
an article, clicking on a link or hovering over a picture, etc.) is important for later
personalization and recommendation purposes. While the application aspects give
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us insights into how the application is structured and thus allows us to draw implicit
conclusions from the way the user interacted with it, the interaction gives us explicit
feedback. The click on a recommended item indicates that it matches the users’
interests; to what extent depends on the further interaction. If the user, for instance,
buys an item on a website, this action is a strong indicator for a positive perception,
while a quick return to the recommendation lists indicates that the recommended
item probably did not match the users’ interests.

Event: The OWL class Event describes the type of event (click, mouse over, etc.) and
the Element or View the user interacted with. An event always occurs on an Element
or View. With the type of the Event, also the time when the event happened is tracked.
This allows to later identify chains of actions and create higher order events. For
example, a click event on an element, followed by a mouse move, followed by a
click release event on a different element could be a Drag-and-Drop event where an
item is dropped into a basket.

7.4 The Enrichment Approach

In this section we present a semantic recommendation approach using the previously
described semantic technologies. We explain the approach in detail and conduct a
comprehensive evaluation to examine how the enrichment influences recommen-
dation quality. Results show that our approach improves recommendation results,
especially for users with uncommon interests.

The general idea of our enrichment approach is visualized in Fig. 7.8 with an
example of a music recommendation system: The figure shows three user profiles
consisting of only a few items without any overlap with the other profiles. In this
case, collaborative filtering (CF) cannot be used. Our profile enrichment process adds
several new items (strongly related to the already present items), so that later, the
user profiles have an overlap and CF can be applied. If a user profile (middle row)
initially contains user interests about ‘Björk’ and ‘Moby,’ our enrichment algorithm
takes both entities as input and starts to traverse the semantic dataset which is a graph
where all information is connected. The first entity that is added to the user profile
is the genre entity “electronic,” as both artists are directly connected to it. Then, the
algorithm adds additional artists like “Morcheeba” as the band is also connected to
“electronic.” This enriched user profile is then used for CF.

In this section, we focus on music data to illustrate and evaluate our approach. The
approach itself presented in this section is designed to work on any kind of data as
long as it is presented as a graph. Figure 7.9 shows the general data structure needed
for our approach. The dataset needs a user node that is connected with a like/rated
relation to a set of entities, which can be connected by any kind of relation. The
rate/like relation indicates a positive relation to the linked entity. Negative relations
are currently not considered. The entity nodes can be music information, as in our
scenario, or books, movies, etc.
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Fig. 7.8 Simplified visualization of the initial cold start problem. a Before the enrichment, there
is no overlap between the different user profiles and collaborative filtering is not possible. b After
enrichment, the user profiles overlap and collaborative filtering is possible
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Fig. 7.9 The semantic dataset with generic information and user profiles linked to it
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7.4.1 Enriching User Profiles Based on Semantic Data

Our motivation is to cope with the cold start problem. Therefore, we use semantic
encyclopedic knowledge to extend small user profiles. Studies on Wikipedia,6 as
an example for online encyclopedias, showed that the quality and the accuracy of
Wikipedia articles is on a high standard and hence a reliable information source [15].
Therefore, we follow the idea that semantic encyclopedic data is a good and “neutral”
source for enriching user profiles with knowledge not influenced by subjective opin-
ions or tastes. Enriching user profiles with items strongly related to the items already
present in the user profile, adds “synonyms” for the existing entities. A synonym in
this context means that we add interests to the user profile that are similar to already
expressed user tastes, e.g., adding an additional artist that is related to an artist in
the user profile. This is done to increase the overlap of the enriched user profile with
other profiles. Thus, it improves the similarity calculation, but does not change the
taste of the user.

7.4.1.1 Finding Related Items Based on Encyclopedic Data

Our approach for solving the complex problem of computing entities to enrich the
user profile uses link prediction methods on a semantic dataset to find important
related items to a given input set of items (e.g., a user profile). The link prediction
task describes the problem of inferring missing links in an observed graph that are
likely to exist [32, 38]. In our approach, we apply link prediction for the task of
finding edges between items in the semantic dataset and a set of given entities of a
user profile.

To compute related entities for a given set of input items, we determine the entities
best connected to the input entities already present in a user profile. In our scenario,
best connected from a set of input entities describes the items that can be reached by
several parallel paths each consisting of a small number of edges. The computation
of the related entities can be performed directly on the semantic dataset (“memory-
based”) or based on a simplified network model (“model-based”). The semantic
dataset is modeled as a network consisting of nodes representing the entities and
edges describing the relationship between the entities (see Table 7.1). For computing
entities closely related to a given user profile, we take all existing entries in the user
profile as a starting point and traverse the semantic network (“path based breadth-first
search”). Since an extensive search may require too many resources (CPU, RAM),
we introduce a parameter to control the search depth of our approach. In this work,
we use a maximum search depth of four, meaning that starting from the user profile
all nodes are considered that can be reached with four steps or less. All entities that
can be reached from entities in the user profile are weighted by the number of parallel
paths and by the number of edges for each path. The formulas for calculating the
path weights are shown in Fig. 7.10. An entity is the more relevant the more parallel

6 http://www.wikipedia.org/.

http://www.wikipedia.org/


196 T. Plumbaum and A. Lommatzsch

w0

w1

wn

... ww = ∑ i
i=0

n

w0 w1 wn... n ww = γ Π  i
i=0

n

(a)

(b)

Fig. 7.10 The figure shows the formulas for calculating the path weights for a parallel edges and
b for a sequence of edges. The discount factor γ ensures that short paths get higher weighting than
long paths

paths from the user profile exist and the shorter (based on the number of edges) the
paths are. Also, the type of edge is taken into account. We evaluate for different path
lengths how the profile enhancement influences the CF performance.

To give an impression of how the system computes related entities, Figs. 7.11
and 7.12 show example computations using only artist and genre nodes and edges
connecting the nodes. Figure 7.11 shows a possible enrichment based on a user profile
containing “Lady Gaga” as an interest. The path length is set to two; this means that
only entities that are not more than two steps away are taken into account. In this
example, “Madonna” would be used to enrich the user profile. Figure 7.12 shows the
enrichment going to a depth of four. This means that entities that are not more than
four steps away are taken into account. Input is the same user profile, with “Lady
Gaga” as an interest.

7.4.1.2 Memory-Based Link Prediction

We apply a path-based approach for computing predictions. Starting from several
input entities (e.g., the entities in the user profile), we traverse the semantic network.
The entities reachable from the input entities are ordered according to a semantic
similarity rating. This rating is calculated based on the edge weights of the respective

Fig. 7.11 Path Length 2: Explanation of path-based enrichments over the Artist-Genre edge set.
The user can see the different nodes that were used for enrichment with Madonna
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Fig. 7.12 Path Length 4: Explanation of path-based enrichments over the Artist-Genre edge set.
The user can see the different nodes that were used for enrichment with Björk

path. Currently, the weight of the edge, which can be considered as the importance
of the edge, has to be set manually or by using normalization strategies. One strategy
is to weigh edges based on their significance to connect a node in the dataset. If
the edge is the only one connecting a node, determined by the degree of a node, it
is considered as more important than edges that connect a node with several other
edges. For parallel edges/paths the ratings are summed up. For a sequence of edges
the weights are multiplied and weighted by a discount factor (depending on the path
length). In our system, we implemented the path-based approach using a breadth-first
search algorithm with a limited search depth [34]. The search depth limit is set to
make sure that the computed results are relevant for the input items and not only
loosely connected. With the depth limit, no items are taken into account where the
path length to the most relevant item is longer than the defined search limit.

Another advantage of path-based approach is that no additional effort is needed
for building a model. Thus, updates in the dataset immediately affect the computed
results.

7.4.1.3 Model-Based Predictions

Real-world datasets are often sparse and noisy. In order to cope with these problems
we reduce the complexity of the dataset by aggregating similar entities into clusters.
To assure that users still understand computed recommendations, we use Hierarchical
Agglomerative Clustering [42] that combines entities with similar features in one
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cluster. The computed clusters are treated as nodes. Thus, path-based search strategies
can be used for searching relevant entities.

The advantages of model-based recommenders are that the complexity of the
dataset can be effectively reduced to speed-up the computation of relevant entities.
Furthermore, the reduction of noise in large datasets often improves the result quality.
The algorithm applied for reducing the graph complexity highly depends on the
domain. We decided to focus on Hierarchical Agglomerative Clustering since it
enabled us to choose similarity measures and clustering parameters optimized for
each relationship set. Moreover, for recommendations computed based on clustered
entity sets, path-based explanation can be provided. The disadvantages of model-
based recommenders are that additional effort is needed for calculating and updating
the model. A prediction based on clustering is presented in Fig. 7.13. As the results
of the cluster algorithm are most of the time only loosely related to the input node,
the results from the clustering are not considered in the evaluation.

7.5 Evaluation

The goal of evaluation is to research the impact of an enriched user profile on the
cold start problem for CF. We therefore consider two evaluation scenarios:

New user and new application

The first scenario covers the cold start problem for a new music recommendation
application with few users. In this scenario, we want to analyze the effect of the
enriched user profiles for a new music recommendation application that has a small
number of users and how recommendation quality is affected for new users.

Fig. 7.13 Cluster-based prediction: Explanation of cluster-based enrichments using automatically
generated genre cluster
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New user and large application

The second scenario is focused on a new user that joins a well-established recom-
mendation service, such as LastFM or Facebook. We want to see how the enrichment
approach works for new users in a big recommendation application which already
has a lot of users.

7.5.1 Datasets

Evaluation is performed using two datasets from Facebook and the LastFM collected
between January and September 2010. We extracted data from around 60,000 users
and kept the profiles that contain data about interests in music. For evaluation we
used all user profiles containing at least two music interests. Users from the Face-
book dataset expressed their interests by ‘liking’ an artist. Users in the LastFM dataset
showed their interests by listening to music, which is implicitly tracked information
from LastFM, and by actively ‘favoring’ artists. The resulting Facebook dataset con-
sists of 3,011 users and 14,516 liked music items. The LastFM set consists of 7,743
users and 11,333 favored music items. We only crawled user profile information, no
other data from Facebook, e.g., Facebook Open Graph7 information, or data from
LastFM about similar artists is part of the user profile data. The user profiles only
contain the user name, the artist name, or music album name, and in the LastFM set
also the MusicBrainz ID.8

The semantic information that is needed for our approach is retrieved from Free-
base. In our scenario, we make use of data from the music domain consisting of four
music entity types, namely Artists, Albums, Tracks, and Genres relations between
them. The relationship between artist and genres describes the genre in which an
artist works; the relationship between album and artists describes which artist can
be found on an album release, and finally the relationship between album and genre
defines a genre assignment for each album. The created dataset is schematically visu-
alized in Fig. 7.14. Table 7.1 shows the number of edges and entities contained in the
dataset.

In order to analyze how semantic encyclopedic data can improve CF, we inter-
linked the semantic dataset retrieved from Freebase with LastFM and Facebook as
explained in Sect. 7.5.2.

7.5.2 Interlinking User Profiles

The extracted Facebook and LastFM profiles are initially isolated, meaning that
there is no connection to the Freebase dataset. However, our approach requires

7 http://developers.facebook.com/docs/opengraph/.
8 http://musicbrainz.org/.

http://developers.facebook.com/docs/opengraph/
http://musicbrainz.org/
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Artist and Band

User

Genre

Album

Track

Album Release

liked/rate

Genre Relation

Album Tracks

Musical Career

e.g. Facebook or LastFM

Encyclopedic Data

Fig. 7.14 The semantic dataset with music information and user profiles linked to it

Table 7.1 Music information contained in the Freebase dataset

Entities Number of entities Number of edges

Musicians Genre Albums Tracks

Musicians 417,217 – 79,543 374,445 –

Genre 3,082 79,543 – 90,444 –

Albums 438,180 37,445 90,444 – 1,048,565

Tracks 1,048,576 – – 1,048,565 –

a graph containing the user profiles and the Freebase data interlinked. The linkage
is needed as our enrichment algorithm is a graph-based method. Without connected
data, the profile enrichment cannot be computed. Thus, it is necessary to know that an
entity such as ‘Facebook#The_Beatles’ in a user profile is similar to the entity ‘Free-
base#Beatles’ in the Freebase dataset and to create a link between them. Figure 7.15
shows the situation before and after the linkage. Linkage is done using a set of rules
that connect the profiles. First, we check if we have a MusicBrainz ID (which is the
case if we got the user data from LastFM). If we have the MusicBrainz ID the linkage
is easy as this information is also part of the meta-information that Freebase provides
about the artists. If no MusicBrainz ID is available we try to link entities based on the
artist name in different spellings and languages offered by Freebase. If more than one
Freebase node matches the rules and we cannot disambiguate the correct node this
entity is disregarded. While we assume that this method minimizes the number of
false positive linked entities, there still may be incorrectly linked entities that might
lead to a reduced recommendation quality.

Having connected the user profile with the Freebase dataset, the derived semantic
network can be used for enriching user profiles.
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Fig. 7.15 To compute the enriched profiles we first need to find edges between the user profiles
and the semantic dataset
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7.5.3 Selection of ‘New Users’ and Evaluation Algorithms

The selection of users who represent the new users joining a recommendation service
was done by creating a subset with all users who have rated exactly 15 items. All
test users must have the same number of items in the profile, to be able to compare
the results of the different evaluation runs in the different scenarios. The number
15 was chosen because it gives a large enough user profile for evaluation (train and
test split) and also enough users with 15 items to have statistically enough test data.
From these 15 items we use a set of 10 items as our test set and for training we
arbitrarily choose 1–5 of a user’s remaining items for the initial user profile (training
set) to simulate the cold start problem. The process is visualized in Fig. 7.16. We
conduct several test runs, starting with a user profile containing only one item, and
then iteratively increase the number of items up to five. The training set is enriched
with an additional five–nine items, depending on the initial size of the training set, so
that it always contains ten items. Results are averaged over 200 evaluation runs for
each user profile size (one–five items) using the following forms of CF algorithms:

• CF with standard profiles: The Baseline. A standard CF algorithm using the
Tanimoto coefficient [21] to compute user similarity.

• CF with enriched profiles: The standard CF algorithm using the enriched user
profiles instead of the standard profiles.

• Most Popular Recommender: A simple algorithm recommending the top n items
of the dataset.

• CF + enriched profiles: A combined method of the first two CF methods. If the
standard CF does not find a recommendation, CF with the enriched profiles is
used. This approach avoids the recommendation depending mostly on the items
used to enrich the profile.

• CF + Most Popular recommendations: An approach using most popular rec-
ommendations if the standard CF find no results.

• Random Recommender: Recommending randomly chosen items.

Fig. 7.16 Example of a user profile with 15 items. First, a training test split is done with ten test
items and five items in the training set. Then we enrich the user profile with five additional items.
This enriched set is then used for CF
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7.5.4 Evaluation of the ‘New User and New
Application’ Scenario

The application is created by randomly selecting 5,000 users from our crawled data.
These users represent users who already use the application. The test users, which are
different from the 5,000 users, are also chosen from the user dataset containing only
users with an interest in jazz or swing music. This was done to augment the cold start
problem as most users in our dataset have a “Pop” taste. The initial user profiles are
enriched using data from Freebase. Figure 7.17 presents the results for the different
algorithms described in Sect. 7.5.3. The results show that the enrichment has a huge
positive impact on the recommendation quality. Both approaches using the enriched
profiles (CF using only enriched profiles and CF with standard profiles combined
with CF with enriched profiles) clearly outperform the standard CF and CF + Most
Popular for user profiles of size 1–4. For users with a user profile size of five,
the CF with enriched profiles is slightly inferior than the standard CF. Most Popular
and Random recommendation have no impact at all. Using only the Most Popular
recommendations does not work as the selected test users were only interested in
swing and jazz music as the common taste in the randomly selected dataset is on pop
music. Thus, the list of Most Popular recommendations consists of pop artist and
does not contain any swing or jazz artists.

Figure 7.18 shows the change in recommendation quality on a percentage basis
compared to the CF with standard profiles. The usage of our enrichment approach

Fig. 7.17 Cluster-based prediction: Explanation of cluster-based enrichments using automatically
generated genre cluster
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Fig. 7.18 Cluster-based prediction: Explanation of cluster-based enrichments using automatically
generated genre cluster

improves the recommendation quality by over 90 % for very small profiles (sizes 1
and 2) and over 40 % for the bigger profiles (size 4 and 5).

7.5.5 Evaluation of Facebook and LastFM

The evaluation for the second scenario, the ‘New user and large application’ scenario,
is done separately for Facebook and LastFM to compare if there are differences in
a Social Network and a distinguished music recommendation service like LastFM.
The evaluation covers three different user subsets:

1. Recommendations based on the complete dataset.
2. Recommendations for users who have an uncommon taste. This is similar to the

swing and jazz user sets used in evaluation in Sect. 7.5.4.
3. Recommendations for users who mostly like popular artists.

The split between users with an unusual taste and users with a common popular
taste is done based on the average deviation of popular artists in a user’s profile.
The popularity of an artist is computed based on the distribution in the Facebook and
LastFM datasets. The initial user profiles (with one–five items) are enriched with five
additional items from Freebase, so that the user profiles given to the collaborative
filtering recommender have a size of six–ten items.

Figures 7.19 and 7.20 show the evaluation results on both datasets. Results on
the Facebook dataset show that CF with enriched user profiles does not improve the
recommendation quality compared to the standard CF. The enrichment even leads
to a reduced precision.

This is expected as our enrichment approach adds mostly ‘popular’ entities from
Freebase to the user profile, meaning that the enrichment can blur the user profile
and make the user profile less personal. As explained, the enrichment algorithm
takes the degree of a node in the Freebase graph into account. Thus, mostly popular
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(1a) (1b)

(2a) (2b)

(3a) (3b)

Fig. 7.19 Results of the evaluation using the Facebook (first column) and LastFM (second column)
datasets. a Shows the results for users with an unusual music taste, b shows the results for users
with popular music taste, c shows results over the complete dataset

artist and genres are used for enrichment. This is a shortcoming of the encyclopedic
Freebase dataset as there are no other indicators than distance to the user profile
and degree of a node that could be used. Also, the standard CF benefits from the
fact that it is more likely to find similar users in a common taste scenario, hence
recommended items base on the original, not blurred, user profile and the CF can
make use of more neighbors (similar users). On the other hand, a more detailed
look on the results reveals that a combination of the standard and enriched CF can
improve the quality. The reason is that in cases where standard CF cannot find
appropriate items because no similar users can be found, enrichment helps to find
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(1a) (1b)

(2a) (2b)

(3a) (3b)

Fig. 7.20 Results for Evaluation on the Facebook (first column) and LastFM (second column)
datasets. a Shows the results for users with an unusual music taste, b shows the results for users
with popular music taste, c shows results over complete dataset

other users based on the enriched profile and hence items to recommend. This effect
becomes even more visible in scenarios where recommendations for users with an
uncommon taste are computed. In these scenarios the strategy CF + enriched profiles
outperforms all other approaches. As CF depends on a sufficient amount of neighbors
to compute recommendations and finding similar users for users with an uncommon
taste is more difficult, enrichment helps to overcome this problem. The results for
the LastFM user profiles (Fig. 7.19) confirm the findings on the Facebook dataset.
On the LastFM dataset, we used a more restrict threshold to distinguish between
users with common and uncommon taste. The evaluation results show that for users
with a uncommon taste CF + Most Popular recommendations perform bad while
the CF + enriched profiles recommender really improves recommendation quality.
For common taste users and all users, the CF + Most Popular recommender performs
best. Both combined strategies outperform the standard CF recommender.
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7.5.6 Related Work

The Social and Semantic Web has attracted a large number of researchers from
different research fields to find solutions to the cold start problem. So far, different
approaches have been proposed. Approaches range from manipulating the CF process
or manipulating the user model before the CF calculation. In the following section
we present selected works on state-of-the-art CF systems that cope with the cold-
start-problem and present the recent work on user profile enrichment.

7.5.6.1 Collaborative Filtering

In [2] the authors present an approach that uses existing ontologies, e.g., a movie
ontology, and integrate derived item information with existing user ratings. While
standard CF algorithms assume that all items are distinct, the authors propose an
extended CF algorithm that considers item information as well based on the item
similarity, e.g., the same director. Item similarity is computed by taking into account
similarity between item attributes. To compute the attribute similarities, for each
attribute a similarity function must be defined and an aggregation function that com-
bines the different attribute similarities. This way, it is possible to find similar users
even if they did not rate the same, but similar movies. The approach has the disad-
vantage that it needs effort to build a similarity function for each attribute and it is
also limited to one domain. With our approach we overcome both limitations of this
work. Different weights for different relations/attributes can be learned automati-
cally based on the number of occurrences in the graph, for example, and the domain
limitation is dropped because of our semantic approach where it is easily possible to
bridge different domains.

In a different approach, Middleton et al. [23] build ontological profiles for users
to recommend research articles. The user profile creation is done using a topic hier-
archy. To overcome the cold-start problem, the authors also attempt to use exter-
nally available information based on personnel records and user publications. The
limitation is that the existence of such additional knowledge cannot be generally
assumed. In some cases, like the presented research community example, public
information is available, but especially on the social web, this information is locked
in the different social networks. Thus, instead of requiring personal information from
external sources, our approach leverages public knowledge sources like Freebase (or
DBpedia).

7.5.6.2 User Profile Enrichment

Different strategies have been proposed to expand the knowledge about users ranging
from the aggregation of user information distributed over different applications to
solutions adding semantic and linguistic knowledge to user profiles [14, 17, 26].
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Aggregation of personal information from several applications [30, 40] and using it
for recommendations has been demonstrated in experimental setups [4]. However,
this approach is not easily adoptable as most applications keep their data in ‘walled
gardens’ where the application provider does not allow to get any user information
out of the system, e.g., no API is offered. Thus, it is not easy to get data for one user
from different applications [4, 5]. In addition, privacy and security issues may occur
and users may not be willing to share passwords to allow the aggregation of data from
different accounts. Other works add meta-knowledge from sources like WordNet to
user profiles to describe similar items, e.g., items from the same domain [13, 19]. Of
course, with the aggregation of user information from different applications a user
could help to build a holistic view of the user, but as the data are hard to get, we
have chosen a more applicable way by using free encyclopedic data as the source for
profile enrichment.

7.6 Discussion and Conclusion

This study shows that with a combination of the semantic tracking system and the
UBO, creation of user interests’ profiles becomes simple and effective. With no
visible intervention on the website, detailed tracking of user actions is possible. This
is the main requirement of our tracking system. Of course, beneath the surface the
website structure has to be extended with semantic information using micro-formats
or RDFa. But, relying on the semantic tracking solution, with only a few read articles,
the user profile already reflects general interests of the user and allows us to offer a
personalized news stream filtering the huge amount of articles. While the presented
scenario in Sect. 7.2.1 only showed the tracking of mouse events, the SERUM system
also tracks searches for artists and uses this information for profile creation. As a
search is an explicit action, the artists the user searches for received higher weightage
in the user profile. This complex tracking is unobtrusive and transparent for the user,
which was another requirement of our tracking solution. The management of tracked
information using the UBO allows the usage of this data for future personalization
in different applications. If a user registers for a new application, his previously
collected behavior data can be used to adapt the UI to personal preferences or to
compute recommendations.

We also presented a new semantic recommendation approach using enriched user
profiles with data retrieved from semantic encyclopedic datasets. Our evaluation
shows that depending on the scenario the profile enrichment improves the recommen-
dation quality. Especially in scenarios where the given user profile is very small and
the interests of the user differ from the mean taste of the other users (see Sect. 7.5.4).
However, evaluation also showed some shortcomings of the presented approach.
Enrichment works very well for users with an unusual taste and in scenarios where
the number of users of an application is low; in these scenarios the enriched pro-
files heighten the recommendation quality. By contrast, enrichment is not helpful for
users with large profiles or a popular music taste. In these cases enrichment blurs the
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user profile and the therein-specified user taste, because the Freebase data contains
general domain information, and for users with a common taste more or less uni-
versal knowledge is added. Adding the artist “Madonna” does not make sense for
user profiles already containing a lot of pop artists; it only leads to more general pro-
files less tailored to individual user preferences. Different strategies to overcome this
problem are conceivable. On the one hand, our approach needs to weight the edge
types in a more user-centric way. A user may like an artist because of a certain song
but does not like the complete discography; or a user might like the artist because of
the social engagement of that artist and not because of the music. Therefore, more
contextual information about users is needed, enabling a context-sensitive weight-
ing of the information used for the profile enrichment. The increasing popularity of
Social Semantic Web approaches and standards like FOAF9 can be one important
step in this direction [8, 9]. On the other hand, semantic datasets themselves have
to be enriched with more meta-information about the data. General quality and sig-
nificance information like prominence nodes and weighted relations can improve
semantic algorithms to better compute the importance of paths between nodes. An
artist that made hundreds of bad albums may have a high number of links to, e.g.,
a genre node, but is not an important artist for this genre while another artist made
only one or two albums but defined a genre. In this case, a significant weightage for
the artists can improve the quality and performance of semantic algorithms.

Future steps are the evaluation of a focused enrichment, e.g., only using artist
or genres information, based on the context of the user. Another direction is to
implement an advanced weighting model (e.g., based on prominence, context, user
groups or interaction time (e.g., [11])) as an overlay for the Freebase dataset, and to
implement alternative network models (e.g., based on a low-rank approximation for
the adjacency matrix of a relationship set [18]).

Acknowledgments This work was funded by the Federal Ministry of Economic Affairs and Energy
(BMWi) under funding reference number KF2392305KM0.

References

1. G. Adomavicius, A. Tuzhilin, Toward the next generation of recommender systems: a survey
of the state-of-the-art and possible extensions. Trans. Knowl. Data Eng. 17, 734–749 (2005)

2. S.S. Anand, P. Kearney, M. Shapcott, Generating semantically enriched user profiles for
webpersonalization. ACM Trans. Internet Technol. 7, 26 (2007)

3. S.S. Anand, B. Mobasher, Introduction to intelligent techniques for web personalization. ACM
Trans. Internet Technol. 7, 4 (2007)

4. S. Berkovsky, T. Kuflik, F. Ricci, Mediation of user models for enhanced personalization in
recommender systems. User Model. User-Adapt. Interact. 18(3), 245–286 (2008)

5. S. Berkovsky, T. Kuflik, F. Ricci, Cross-representation mediation of user models. User Model.
User-Adapt. Interact. 19(1–2), 35–63 (2009)

6. C. Bizer, T. Heath, T. Berners-Lee, Linked data—the story so far. Int. J. Semant. Web Inf. Syst.
5(3), 1–22 (2009)

9 http://www.foaf-project.org/.

http://www.foaf-project.org/


210 T. Plumbaum and A. Lommatzsch

7. C. Bizer, T. Heath, K. Idehen, T. Berners-Lee, Linked data on the web (lDOW2008), in Pro-
ceedings of the 17th International Conference on World Wide Web, WWW’08 (ACM, New
York, 2008), pp. 1265–1266

8. U. Bojars, A. Passant, J.G. Breslin, S. Decker, Data portability with Sioc and Foaf, in XTech
(2008), http://www.slideshare.net/CaptSolo/data-portability-with-sioc-and-foaf

9. U. Bojars, A. Passant, J.G. Breslin, S. Decker, Social network and data portability using seman-
tic web technologies, in BIS 2008 Workshops Proceedings: Social Aspects of the Web (SAW
2008), Advances in Accessing Deep Web (ADW 2008), E-Learning for Business Needs, CEUR
Workshop Proceedings, CEUR-WS.org, vol. 333, pp. 5–19 (2008)

10. M.C. Chen, J.R. Anderson, M.H. Sohn, What can a mouse cursor tell us more?: correlation of
eye/mouse movements on web browsing, in CHI’01 Extended Abstracts on Human Factors in
Computing Systems, CHI EA’01 (ACM, New York, 2001), pp. 281–282

11. F. Hopfgartner, D. Hannah, N. Gildea, J.M. Jose, Capturing multiple interests in news video
retrieval by incorporating the ostensive model, in Second International Workshop on Personal-
ized Access, Profile Management, and Context Awareness in Databases, PersDB’08, Auckland,
New Zealand, (VLDB Endowment 08). pp. 48–55 (2008)

12. F. Hopfgartner, J.M. Jose, Semantic user modelling for personal news video retrieval,
in 16th International Conference on Multimedia Modeling, MMM’10, Chongqing, China,
vol. 1 (Springer, New York, 2010) pp. 336–349

13. F. Hopfgartner, J.M. Jose, Semantic user profiling techniques for personalised multimedia
recommendation. ACM/Springer Multimed. Syst. 16(4), 255–274 (2010)

14. F. Hopfgartner, J.M. Jose, An experimental evaluation of ontology-based user profiles. Mul-
timed. Tools Appl. 1–23 (2012)

15. I. Huvila, Where does the information come from? Information source use patterns in
Wikipedia. Inf. Res. 15(3) (2010)

16. J.A. Konstan, B.N. Miller, D. Maltz, J.L. Herlocker, L.R. Gordon, J. Riedl, H. Volume, Grou-
plens: applying collaborative filtering to usenet news. Commun. ACM 40, 77–87 (1997)

17. T. Kuflik, Semantically-enhanced user models mediation: research agenda, in 5th International
Workshop on Ubiquitous User Modeling (UbiqUM 2008) (2008)

18. J. Kunegis, A. Lommatzsch, Learning spectral graph transformations for link prediction, in
Proceedings of the 26th Annual International Conference on Machine Learning, ICML ’09
(ACM, New York, 2009) pp. 1–8

19. E. Leonardi, F. Abel, D. Heckmann, E. Herder, J. Hidders, G.-J. Houben, A flexible rule-
based method for interlinking, integrating, and enriching user data, in Proceedings of the 10th
International Conference on Web Engineering. Lecture Notes in Computer Science, vol. 6189
ed. by B. Benatallah, F. Casati, G. Kappel, G. Rossi (Springer, Vienna, 2010), pp. 322–337

20. K. Lewin, Principles of Topological Psychology (Mcgraw-Hill Book Company Inc., New York,
1936)

21. A.H. Lipkus, A proof of the triangle inequality for the Tanimoto distance. J. Math. Chem.
26(1–3), 263–265 (1999)

22. A. Lommatzsch, T. Plumbaum, S. Albayrak, An architecture for smart semantic recommender
applications, in 11th International Conference on Innovative Internet Community Systems.
LNI, vol. P-186 (LNI, Berlin, 2011) pp. 105–114

23. S.E. Middleton, N.R. Shadbolt, D.C. De Roure, Ontological user profiling in recommender
systems. ACM Trans. Inf. Syst. 22, 54–88 (2004)

24. K. Ngoc, Y.-K. Lee, S.-Y. Lee, Owl-based user preference and behavior routine ontology
for ubiquitous system, in On the Move to Meaningful Internet Systems 2005: CoopIS, DOA,
and ODBASE. Lecture Notes in Computer Science, vol. 3761, ed. by R. Meersman, Z. Tari
(Springer, Berlin, 2005), pp. 1615–1622

25. D. Ploch, L. Hennig, A. Duka, E.W. De Luca, S. Albayrak, Gerned: a German corpus for named
entity disambiguation, in proceedings of the Eight International Conference on Language
Resources and Evaluation (LREC’12), ed. by N. Calzolari (Conference Chair), K. Choukri,
T. Declerck, M.U. Dogan, B. Maegaard, J. Mariani, J. Odijk, S. Piperidis (European Language
Resources Association (ELRA), Istanbul, Turkey 2012)

http://www.slideshare.net/CaptSolo/data-portability-with-sioc-and-foaf


7 Personalized Information Access Using Semantic Knowledge 211

26. T. Plumbaum, Semantically-enhanced ubiquitous user modeling, in UMAP. Lecture Notes in
Computer Science, vol. 6075 ed. by P. De Bra, A. Kobsa, D.N. Chin (Springer, New York,
2010)

27. T. Plumbaum, User behavior ontology. (2011) http://ubo-ontology.org/
28. T. Plumbaum, A. Lommatzsch, E.W. De Luca, S. Albayrak, Serum: collecting semantic user

behavior for improved news recommendations, in UMAP 2011, Poster and Demo Session;
Girona, Spain (2011)

29. T. Plumbaum, A. Lommatzsch, E.W. Luca, S. Albayrak, Serum: collecting semantic user behav-
ior for improved news recommendations, in Advances in User Modeling. Lecture Notes in
Computer Science, vol. 7138 ed. by L. Ardissono, T. Kuflik (Springer, Berlin, 2012), pp.
402–405

30. T. Plumbaum, K. Schulz, M. Kurze, S. Albayrak, My personal user interface: a semantic user-
centric approach to manage and share user information, in HCI International (2011)

31. T. Plumbaum, T. Stelter, A. Korth. Semantic web usage mining: using semantics to under-
stand user intentions, in Proceedings of the 17th International Conference on User Modeling,
Adaptation, and Personalization, UMAP ’09 (Springer, Berlin, 2009) pp. 391–396

32. A. Popescul, L.H. Ungar, Statistical relational learning for link prediction, in Proceedings of
the Workshop on Learning Statistical Models from Relational Data (2003)

33. L. Razmerita, An ontology-based framework for modeling user behavior 2014; a case study in
knowledge management. IEEE Trans. Syst., Man Cybern. Part A: Syst. Hum. 41(4), 772–783
(2011)

34. S.J. Russell, P. Norvig, Artificial Intelligence: A Modern Approach, 2nd edn. (Pearson Educa-
tion, Upper Saddle River, 2003)

35. K.-U. Schmidt, L. Stojanovic, N. Stojanovic, S. Thomas, On enriching Ajax with semantics:
the web personalization use case, in 4th European Semantic Web Conference (2007)

36. Richard A. Spreng, Robert D. Mackoy, An empirical examination of a model of perceived
service quality and satisfaction. J. Retail. 72(2), 201–214 (1996)

37. X. Su, T.M. Khoshgoftaar, A survey of collaborative filtering techniques. Adv. Artif. Intell.
2009, 4:2–4:2 (2009)

38. B. Taskar, M.-F. Wong, P. Abbeel, D. Koller Link prediction in relational data, in Proceedings
of Neural Information Processing Systems (2004)

39. I. Torre, Adaptive systems in the era of the semantic and social web, a survey. User Model.
User-Adapt. Interact. 19, 433–486 (2009)

40. K. van der Sluijs, G.-J. Houben, A generic component for exchanging user models between
web-based systems. Int. J. Contin. Educ. Liflong Learn. 16(1/2), 64–76 (2006)

41. D.S. Weld, C. Anderson, P. Domingos, O. Etzioni, K. Gajos, T. Lau, S. Wolfman, Automatically
personalizing user interfaces, in IJCAI, vol. 3, pp. 1613–1619 (2003)

42. Y Zhao, G. Karypis, Evaluation of hierarchical clustering algorithms for document datasets.
in Proceedings of the Eleventh International Conference on Information and Knowledge Man-
agement, CIKM’02, (ACM, New York, 2002), pp. 515–524

http://ubo-ontology.org/


Chapter 8
Personalized Fashion Advice

Till Plumbaum and Benjamin Kille

Abstract Shopping online for clothes is becoming very popular recently.But finding
good clothes remains a difficult task. We face a wealth of clothes on offer, and with-
out the possibility to fit or feel the product, making decisions is not easy. In this
chapter, we present a use case of an online retailer that aims to improve the shopping
experience of men. Differing from conventional online shops where the customers
browse through various products and eventually add items to their shopping basket,
this shopping service relies on the expertise of fashion advisers who, after getting
in contact with the costumers, arrange a combination of different clothes and ship
them to the customers. We present a case-based recommendation approach using
the available user information entered explicitly, such as price constraints and pre-
ferred colors, and also learn a user model based on purchase histories. We evaluate
and compare our case-based approach with standard recommendation approaches.
The evaluation shows that even with little knowledge, a suitable user model can be
learned and used for computing recommendations. The evaluation bases on real data
of customers of an online shop. Based on the results, using a case-based recommen-
dation approach could help to solve cold-start problems. But for computing good
recommendations for all users, more information about explicit user preferences is
needed, which is currently not available.

Steven Marks Goes Shopping

It was a cold and stormy night in November. Steven was sitting at the big kitchen
table, a refurbished heirloom from his great grandmother’s house, drinking a cup of
black, fair trade coffee. Finally some alone-time for him. Suzanne and the kids were
visiting Suzanne’s family at the coast, not returning till end of next week. Steven was
on his own for the next few days. “So Steven, what will you do today?”, he said to

T. Plumbaum (B) · B. Kille
Technische Universität Berlin, Berlin, Germany
e-mail: till.plumbaum@dai-labor.de

B. Kille
e-mail: benjamin.kille@dai-labor.de

© Springer International Publishing Switzerland 2015
F. Hopfgartner (ed.), Smart Information Systems, Advances in Computer Vision
and Pattern Recognition, DOI 10.1007/978-3-319-14178-7_8

213



214 T. Plumbaum and B. Kille

himself, wondering what to do during this rare moment of spare time. Slightly bored,
he reached for the local newspaper. Are there any events in town this week? “Hey,
that’s interesting,” he thought when he stumbled upon an article about the furniture
store downtown. Their senior partner is retiring and they celebrate this with an Open
Day. Might be interesting to visit their store and check for some bargains. He kept
reading…

“Ohmygod!” Steven almost jumped to his feet. Retirement?He completely forgot
about his boss’ retirement party which was supposed to be at the end of this week!
Being his successor, Steven was supposed to give a short laudatio at the event. He
wrote the laudation quite a while ago, also giving a speech in front of an audience is
no problem for him…but he forgot to get a formal suit for that night. “This is usually
Suzanne’s job, she is the one with a sense for style and good taste,” he thought.
His selection always tends to be a bit parrot-fashion. Steven feverishly tried to think
about a way out of this situation. “What are my options now?”. Calling Suzanne was
out of the question. She had buzzed him so many times that he should join her to go
shopping for formal suits since he had “outgrown” his clothes a bit. And each time,
he had come up with another explanation on why he cannot come this time. “No, she
is out of this!” He definitely was not keen to experience yet another “I told you so”
moment. Who was left? His male friends’ sense of style was not much better than
his, rather worse. Asking the neighbor was probably not a good idea either after the
“accident” last year, even so she definitely had an unarguably good sense of style.

Almost automatically, he opened up his laptop and started his web browser. “Let’s
hope the Internet can help me,” he thought. After a bit of searching, he found the
website of an online fashion store that also specialized on online style consulting.
“Ah, brilliant, exactly what I need now.” Steven started playing the video on their
website where they explained their service. It seemed quite straight forward. He
first had to fill in a questionnaire about his personal lifestyle, what kind of goods he
usually buys, and so on. Then, one of their fashion advisors would call him to inquire
further details about the occasion where he wants to wear the outfit and to discuss
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his general fashion style with him. Once they have all information that they need,
they will prepare a package for him and send it to his address to try it on.

“So far so good,” Steven thought. “It’s worth giving them a try. After all, their
fashion advisors are experts and they should know which clothes match.” He typed
in his details in the online form and waited for the call to discuss his fashion needs
further. He did not have to wait for long until he received a call from his personal
advisorwho introduced himself asKasimir. Steven described his precarious situation,
and in-between,Kasimir asked somequestions to find out his attitude towards specific
fashion styles. Finally, they agreed on two trousers, one beige and one gray, both
with a noticeable crease. Amicrochecked brown shirt, and a striped blue cotton shirt.
Moreover, a dark and a beige jacket which, according toKasimir, should complement
the shirts perfectly. To complete the package, Kasimir also recommended him two
different ties and a pair of brown shoes.

Before hanging up, Kasimir promised that the package will be delivered within
the next 48h. “If that’s true, you have a new best friend,” Steven joked before hanging
up the phone himself. Steven was satisfied that this sudden problem has already been
sorted. “So Steven, what will you do with the rest of the day then?”, he wondered.

8.1 Introduction

What should I wear? Most of us know this question, and there is no easy answer
to it. What we wear reflects who we are, what we think, and what our taste is.
It also has a social impact as clothes are a big factor how we are perceived by
others [3, 16, 28, 46]. When we shop, all of the aforementioned aspects have to be
considered. In the good old days, when we shopped offline, the shopping experience
was accompanied by a relative, a friend and/or a shopping assistant to get some social
feedback and the number of available articles was limited by the store size. With the
ever growing amount of online shopping possibilities, people tend to shop more and
more online.1 With the growth of people shopping online and an increasing amount
of purchasable items, we face two challenges:

• With the increasing amount of purchasable items, and variants of those items, the
customer’s ability to survey all items is just not sufficient enough. This situation is
usually referred to as an Information Overload [25, 33, 42]. Especially shopping
fashion (i.e., clothes and accessories) online is a challenge as fashion has a lot of
attributes like color, cut, style, material, size, fabric, thickness, texture, brand, and
many others. Not being able to directly see and touch the products, assessing the
products based on these features is a major drawback when shopping for clothes
online [50]. Besides, studies have shown that online shoppers often do not exactly
knowwhat theywant [37], increasing the challengeof online shopping even further.

1 The Nielsen report from 2012 shows that online shopping has become the most preferred shop-
ping method http://www.nielsen.com/us/en/newswire/2012/shopper-sentiment-how-consumers-
feel-about-shopping-in-store-online-and-via-mobile.html, Last visited September, 24th, 2014.

http://www.nielsen.com/us/en/newswire/2012/shopper-sentiment-how-consumers-feel-about-shopping-in-store-online-and-via-mobile.html
http://www.nielsen.com/us/en/newswire/2012/shopper-sentiment-how-consumers-feel-about-shopping-in-store-online-and-via-mobile.html
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• With the opportunity to shop in front of the computer, two aspects of the shopping
experience are only possible with limitations. The social feedback component has
been almost lost and the chance to try fitting is not existing anymore. We rely on
the description and pictures offered by the shop and comments from other users.
To make sure the ordered item fits, people have to get different sizes of favored
items, making it inevitable that some of the items have to be send back. This is
unpleasant for the customer and expensive for the shop.

In this chapter, we present a use case of an online retailer that aims to improve
the shopping experience of men. By relying on the service of this retailer, customers
no longer have to go shopping in physical stores but can order suitable fashion prod-
ucts online. Differing from conventional online shops where the customers browse
through various products and eventually add items to their shopping basket, this
shopping service relies on the expertise of fashion advisers who, after getting in
contact with the costumers, arrange a combination of different clothes and ship them
to the customers. The customer can then try out the clothes and accessories, keep the
pieces they like and return the unwanted items free of charge.

In order to recommend an outfit, the fashion advisor has to consider the customer’s
preferences, context, materials, and a suitable combination of individual items. From
a scientific point of view, we argue that the task of findingmatching outfits is far more
complex than that of traditional recommendation systems that recommend movies,
songs or news articles. As outlined in Chap. 5, many recommendation techniques
rely on the combination of content analysis and collaborative filtering to present
users a list of choices. These techniques rely on computing a group of similar users,
based on the history of purchased or watched items. This approach cannot be easily
applied to the above scenario though since the service aims to take away the burden of
inspecting items from the user. Instead, when recommending clothes, current trends,
the customer’s personal style, the occasion for that the clothes are required, as well
as the correct size play an important role. Customers liking the same clothes does not
necessarily mean that they are a good fit or that they are suitable for the user’s current
fashion need. Given these constrains, we consider the fashion recommendation task
to be a constraint satisfaction task rather than a collaborative filtering task. The
constraint satisfaction problem (CSP) defines a task where a satisfiable solution has
to be found given a set of constraints. One well-known example for a CSP is the
popular game Sudoku, where the numbers from one to nine have to be placed in a
9-by-9 grid of boxes such that each row, column, and 3-by-3 sub-grid contain each
number exactly once. In our use case, constraints arise as users restrict item choices
according to specific factors such as price, brand, or color. Fashion assembles outfits
which most adequately consider these constraints.

The chapter is structured as follows. We will first introduce the current state-of-
the-art on e-commerce systems with a focus on retailers recommending and sell-
ing clothes in Sect. 8.2. The related work covers scientific approaches as well as
real-world examples of existing e-commerce applications. In Sect. 8.3, we introduce
knowledge-based recommender systems, which are the super class of constraint-
based recommendation systems, and explain the basic knowledge required for the

http://dx.doi.org/10.1007/978-3-319-14178-7_5
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successful provision of fashion recommendations. Section8.4 covers a detailed
explanation of the mentioned online shopping service for men with an overview
of the starting point for our approach. This section also covers the description of the
data used in the following sections. In Sect. 8.5, we present the theoretical foundation
and explanation of our proposed approach. The preliminary evaluation in Sect. 8.6
presents first results which are also discussed. Section8.7 presents an outlook and
outlines directions for future research.

8.2 Recommender Technologies in e-Commerce

Recommendation methods used in e-commerce, from most-popular to hybrid rec-
ommendations, are a common tool to assist people in finding suitable items to buy.
A well-known and often-used approach is collaborative filtering, that uses groups of
similar users, based on the purchase history, to recommend items. In the following
section, we give a short overview of recommendation systems used in e-commerce
applications and take a closer look at the domain of clothing recommendations. We
will show that there is a difference in recommending brown goods or clothes.

Studies show that the process of actual buying clothes is heavily related to the
mood of the user [38]. This means that having recommendations, the decision if a
piece of cloth is bought or not is out of control for the algorithm.

Other studies showed that user preferences for clothes depend on their physical
features [40, 45]. Raunio identified different physical features of clothes including
skin response, size and shape of the clothes, thermal comfort, and fit (looseness
and over-sized) revealing levels and visual features as important for the selection of
clothes.

Delong et al. [14] found that preferences are composed of two parts: cognitive
and affective. Affective preferences refer to emotions and mood of the user. The cog-
nitive preferences are again referring to physical features such as product attributes,
esthetic, and social attributes. The preference for product features are either extrinsic
(e.g., price or brand name) or intrinsic (e.g., style, color, fabric, care, fit and quality)
but they can differ based on the category of clothes, e.g., casual wear [11, 12, 17, 32].

In the next section, we will present current approaches to recommendation in the
area of e-commerce, with a focus on clothes recommendations.

8.2.1 Current Approaches for RS in e-Commerce

Since the dawn of e-commerce applications in the WWW, recommendation sys-
tems (RS) have become an important tool to help users cope with the Information
Overload problem and to help shop owners sell more items [41]. One well-known
example is the amazon.com RS where users get “Other people who bought this also
bought…” recommendations [31]. Current RS frequently use memory-based and
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model-based collaborative filtering approaches, content-based filtering methods, or
hybrid strategies thereof to recommend items [1]. These approaches use historical
data to compute similarities between items or users which are then used to recom-
mendmatching items. The reliance onhistorical data can cause problems, particularly
for new users or items. The system lacks sufficient information about them and fails
to compute similarities. This is also known as the cold-start problem [34, 35]. The
problem often occurs in domains with high sparsity. High levels of sparsity mani-
fest as users buy few items. Thus, systems struggle to create accurate user profiles.
Simultaneously, most items are seldom bought inducing similar issues.

Recommender systems face manifold challenges as they seek to suggest outfits.
These challenges arise as recommending outfits differs from recommending movies.
This is due to the fact that even customers with like-minded tastes cannot necessarily
wear identical clothes. Jurca et al. [27] presented a studywhere they examined human
foot sizes in large scale experiment with 10,000 foot scans. The results showed a
high dispersion of foot widths within the various length classes. As the shoe sizes
are computed using the length classes, all people with the same foot length should
have the same show size. Since people with the same foot length have different foot
widths, they cannot wear identical models. Narrower models will hurt people with
wider feet. Conversely, wider models fail to adequately support people with narrower
feet. This fact about shoes generalizes to clothes, as people with the same height do
not necessarily have the same body measures and thus cannot wear the same clothes.
Cacheda et al. [10] argue that pure CF approaches do not work in domains like cloth
recommendations due to the fact that they do not exploit knowledge about the item
itself. Therefore, different approaches to recommendations for clothes are exploited.

There exist RS that recommend similar products based on image retrieval.
Hasan et al. [23] present a method for recommending similar products based
on their images. The presented method removes noise, e.g. body parts, from
the pictures before computing similarities. The method showed slight improve-
ments over other approaches [21, 24, 29] using image-based methods. Other
approaches aim for recommending clothes of a user’s wardrobe based on context—
mostly time of day, weather and purpose. Shen et al. [44] use a scenario-oriented
approach where users have a virtual wardrobe where clothes have attributes such
as brand or type. The clothes are also user tagged with information such as
“I am going to…” or “I want to look more….” This information is used to rec-
ommend outfits when the user asks for an outfit to wear at the beach. Selected
clothes are used as user feedback. Yu-Chu et al. [51] present a study where they used
a Bayesian network to recommend clothes from wardrobes for a specific situation.
The small evaluation suggests that the Bayesian network can learn user preferences
and recommend clothes.

What we learn from the related work is that recommending suitable clothes to a
user is hard and still not satisfyingly solved. To be able to compute good recommen-
dations for clothes for a user, different aspects have to be taken into account:

• The user preferences for clothes: For example preferred colors, brands, ormaterial.
Also price preferences should be taken into account.



8 Personalized Fashion Advice 219

• The context of the user request for clothes: For example, leisure or business clothes.
Preferences for clothes can be learned for different contexts.

• The fitting of clothes: Even if a cloth matching the user’s preferences, it is still
important that the clothes fit.

With this knowledge in mind, we propose our approach in Sect. 8.5 which uses
a constraint-based recommender to incorporate and satisfy the above-mentioned
aspects. Before we detail our approach, we first introduce the concept of constraint-
based recommendations, which are a subset of knowledge-based recommendation
systems, in the next section.

8.3 An Introduction to Knowledge-Based
Recommender Systems

Knowledge-based Recommender Systems are another major category of recom-
mender systems besides collaborative and content-based recommender systems [9].
Knowledge-based recommender systems are typically used in domains where the
items to recommend are not bought or interacted with very often. Movies or books
for instance are domains where a lot of people buy or rate them and thus, information
as input for content or collaborative approaches is given. In domains where items
are bought less frequently, such approaches are not the best suited ones. The given
scenario, an online shop for clothes specialized on men, is such an scenario, where
only few information is given about the user themself, see Sect. 8.4.1.

Knowledge-basedRS combine knowledge about item attributes, domains and user
preferences. They seek to determine whether a particular item suits the user’s needs.
For instance, a vacation location where it is warm and affordable [18, 20]. One can
distinguish between two types of knowledge-based recommenders—case-based and
constraint-based recommender. Constraint-based RS try to find items that exactly
matches users’ requirements using a predefined knowledge base containing rules
how to relate user requirements and items. Case-based RS on the other hand utilize
similarity metrics to match user preferences with item descriptions.

In this work, we employ case-based recommender to compute recommendations.
Case-based recommender (CBR) utilize similarity functions to find a set of items
matching the users’ queries, needs and/or preferences. CBR rely on a set of known
cases, the case base. CBR use the case base to adapt or transfer the knowledge from
previous cases to find selections of items satisfying the current recommendation
request [7, 30]. Often, user requests for an item with certain attributes cannot be
successfully handled. Either because the request of the user contains conflicting
requirements or there is no matching item in the item base.

Current research works on methods for intelligent relaxations of constraints or
repairing inconsistencies [19, 26]. An early application using a relaxation approach
is OpAmps, which helps customers finding amplifiers, not by exact matches between
the customer preferences (often those preferences are to specialized and cannot be
fulfilled), but by finding the bestmatching products [47, 48].One of the first examples
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of using a conversational or critiquing approach is FIND-ME [22]. Critiquing
approaches—systems interacting with users to narrow their preference spectra—are
a common approach for knowledge-based recommender systems to better under-
stand the users’ intentions and needs [13]. In FIND-ME, users get a list of restaurant
recommendations. They may pick restaurants and critique on the selection. Subse-
quently, the system recommends similar but yet cheaper restaurants based on the
critique in case the user criticized the prices.

In the following sections, we present our approach utilizing a case-based approach
to enhance recommendation quality in a clothing shopping example. We outline the
research questions, our approach, describe the data we have and show preliminary
results.

8.4 Case-Based Recommendation to Fill the Box

In this section, we explain the contributions of this work and research questions we
want to address. In Sect. 8.5 we explain our recommendation approach, which builds
a personalized user model based on users’ previous orders and compare those results
to standard recommendation approaches.

The overall goal is to improve the company’s profit by reducing the return rates.
What we learned from Sect. 8.3 is, that the decision of a user to keep an item is based
on its quality, color, fit, and whether the user likes it or they do not. Our goal is to
build a user model, that reflects those parameter and the users’ personal tastes and
then use this model to compute recommendations.

• User Modeling: How to build a user model from the given data?What information
must be modeled?What can we learn from implicit feedback (returns) and explicit
feedback such as the reasons customers mentioned for returning clothes?

• Case-based Recommender: Case-based recommender use similarities bet-
ween the users’ needs (in our case the user model) and the item base. We will
build a CBR for the given scenario and compare results with of other recommender
methods.

• Measures for Evaluation: Evaluating recommender systems is always challeng-
ing [43]. We will discuss what measures we use (see Sect. 8.5) to compare recom-
mender systems and discuss implications (see Sect. 8.6).

The following section provides an description of the dataset used for the evaluation
in Sect. 8.6 and also influencing the approach described in Sect. 8.5.

8.4.1 Data Description

Our data comprise a variety of features. These features include attributes linked to
sales-related aspects, type information, and item specificities.We look at 263 features
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Fig. 8.1 Co-occurrences of features in the data set. The figure represents features both as rows and
columns. The order of rows and columns conformswith itself. Each point of the resulting grid shows
the number of co-occurring values for each combination of features. The color intensity reflects the
number according to the scheme on the right-hand side. We observe a large fraction of the space
with relatively light coloring. This indicates high levels of sparsity

describing a transaction. Each such transaction represents an item being sent to a user.
Subsequently, users decide to either keep or return the item.

Sparsity represents a vital factor for recommender systems. Figure8.1 illustrates
the data set’s sparsity levels. We compute the co-occurrences of feature values.
Hereby, we refrain from considering individual values.We distinguish present values
from missing values. Hence, we obtain a 263×263 matrix whose values correspond
to the number of co-occurring non-missing values. In other words, the more often
two features exhibit non-missing values in transactions, the higher the count. We
represent counts in terms of a color scheme detailed on the right-hand side.
We observe that a relatively large fraction of space shows little to no counts. Thus, we
consider our data to be highly scarce. Note that the darker regions reflect two types
of phenomena. First, some features are available for all transactions. These features
include identifiers for customer and article, references to the date and time, as well
as the user’s decision to keep or return the item. Second, we observe that articles
of the same kind commonly exhibit values for a subset of features. For instance,
some features refer to shoes in particular. These attributes will lack values for all
articles other than shoes. Although, shoes will likely carry values of those features
even though the values may differ.

We categorize our features into five groups:

• transaction-related features
• type-related features
• descriptive features
• customer-related features
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Fig. 8.2 Distribution of items contained in orders. A majority of orders contains 1–12 items

8.4.1.1 Transaction-Related Features

This kind of feature captures information on the transactions. Thus, these features
represent the densest part of the data. Each transaction carries a referring identi-
fier. Orders may comprise several transactions as customers receive outfits rather
than individual clothes. Figure8.2 illustrates the distribution of items per order. We
observe that a majority of orders comprise up to 12 items. Additionally, transaction-
related data include references to the article, the order date, and whether the article
has been returned or not. The references to individual articles let us analyze their
popularities.We analyze how often transactions include each article.We observe that
the frequencies follow a Power-Law distributions. A rather large subset of transac-
tions include a small set of popular articles. Conversely, a majority of articles rarely
appears in transactions. Each transactions entails a timestamp. Thus, we can see
temporal trends. The popularity bias occurs consistently over time.

8.4.1.2 Type-Related Features

As Sect. 8.5.1 illustrates, clothes include a variety of items. Type-related features
enable us to distinguish different types of items. The type information captures dif-
ferent levels of abstraction. The first level differentiates accessories (≈10%), apparel
(≈83%), and footwear (≈8%). Another type refers to the dedicated gender. All items
target male customers which relates to the business idea of the underlying service.
Further, a feature provides type information for accessories and shoes. These cate-
gories include bags, belts, boots, shoe care, andmore. Two additional features extend
these categories to further include jeans, blazers, suits, and more. Individual articles
may be assigned to several categories. For instance, the system assigns a belt to both
accessories, belts, and targeting men. Figure8.3 displays the distribution of instances
of type III. We notice that tops and trousers account for the majority of transactions.
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8.4.1.3 Descriptive Features

Descriptive features represent the majority of features. These features provide tex-
tual descriptions of articles. Most features apply to a specific type of article. For
instance, the features “belt width” and “belt closure” apply to belts but not to hats.
Consequently, most descriptive features only cover a fraction of articles. Figure8.4
illustrates this relation. We notice that few descriptive features assign values to all
or few transactions. Most features provide input for a subset of transactions. Con-
sistency represents a major issue for textual features. This issue occurs particularly
as values are manually entered. Figure8.5 shows how the number of unique values
distributes across descriptive features. We observe that most features exhibit a small
number of unique values.

8.4.1.4 Customer-Related Features

The system receives customer-related features from two sources. On the one hand,
users create profiles describing their personal characteristics including age, height,
and weight. On the other hand, users fill out questionnaires about their tastes and
needs. In addition, customers may comment on their experiences having received
articles. We refer to this kind of features as feedback-related features. Figure8.6
illustrates customers’ weight, height, and age. We see that customers’ age basically
ranges from 25 to 50 years with few exceptions. Conversely, both weight and height
are subject to substantial variances. Weights span from 55 to 120kg with some
outliers on both sides. Heights stretch from 165 to 205cm with outliers in both
directions. Figure8.7 shows the relative frequencies of individual trousers sizes.
This information is essential for selecting appropriate sizes. Equivalently, customers
provide their shoe, collar, and shirt sizes.
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In addition, customers state the budgets they are willing to spend on new clothes.
Customers may specify individual budgets for trousers, shirts, jackets, as well as
shoes. Further, the system requests customers to answer a sequence of multiple-
choice question. These questions ought to support systems in narrowing-down cus-
tomers’ tastes.

Based on the data description, we will explain our user model in Sect. 8.5.1 and
the corresponding CBR in Sect. 8.5.2.

8.5 Case-Based Recommender Approach

In this section, we will explain our case-based recommendation approach and the
underlying user model. Both, the approach and user model are fitted to the data
described before.

8.5.1 User Model

The model of the user preferences takes into account the findings of Sect. 8.2 which
emphasizes items’ attributes such as colors, brands, or material and fitting and user
feedback, e.g., derived from the feedback field. The context, for instance leisure or
business, is currently not part of the model, as the dataset does not reflect this at the
moment.

The user model in this work follows the approach of overlay modeling of user
interests as discussed in Brusilovsky and Millan [8]. The overlay approach models
user knowledge or user interests as a subset of domain model. It is widely used in
adaptive education systems where the knowledge of a student is often modeled in
the form of “good/average/poor” knowledge for concept X , and X can be “math”
for instance. Adapting this idea for our scenario, the domain model is given by the
data we have about the clothes (see Sect. 8.4.1). The user model is an adaptation of
that domain model. From the available user data, all orders of a user, a user model is
build containing the user preferences (positive or negative preferences) on different
abstraction layers.

The first layer is the top discrimination for clothes—the type of clothes. We have
identified ten different clothes categories:

• Accessory
• Jackets
• Sakkos
• Pullover
• Shirts
• Trousers
• Shorts
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Fig. 8.8 User model for CBR: Exemplification of the user model

• Jeans
• Shoes
• Basics

For these different categories, we model the user preferences separately. Each
category consists of attributes describing color preferences for the category, the brand,
the material, or the price. For these attributes, we model what a user likes and what
not. This allows us to look for color-matching clothes with colors the user prefers
in one category but does not like for another one. We also model the preference for
certain item attributes such as cut or imprints. Figure8.8 depicts the structure of the
user model.

8.5.2 CBR Approach

Themodel described in the previous section constitutes the basis for our personalized
CBR approach. Given the model shown in Fig. 8.8, our CBR recommender learns
from past purchases of the user what features, for what category, lead to a purchase,
and which do not. This is done per user. Our CBR takes as an input all available
purchases of the user, which consist of an article description with all features, the
price and the information if the item was bought or returned. We have additional
information about the user, containing demographic information and body size data.
We also have information about the price range a user is willing to pay for an item
for certain categories. One user may be willing to pay e50 for a shirt while others
will abandon shirts of more than e30. These information are handled as explicit
constraints by the user. Implicit constraints are derived from the article features
that are bought or returned. Therefore, the CBR consist of two types of constraints—
explicit ones set by the user and implicit ones derived fromuser purchases. Both types
of constraints are handled differently. If the CBR detects a violation of an explicit
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constraint, the article will be automatically rejected. In our case, currently only price
constraints are set and used. In case an article is not falling into the user-defined price
range, this article will not be recommended to the user, even if the article matches the
implicit constraints. Our CBR approach consists of two phases. The learning phase,
which builds a personalized user model, and the recommendation phase, where the
user model is compared to an article to compute the similarity which is the basis for
the recommendation.

The learningphase takes (procedure depicted inAlgorithm1) into account all users
U = {u1, u2, . . . , un}, purchased articles A = {a1, a2, . . . , an} and if they bought
or returned it I(u, a) = {return, buy}. An article itself consists of a set of features F
defined as a = { f1, f2, . . . , fn} where f ∈ F. A user model consists of weights for
all features of all articles the user interacted with: um = {{ f1, w}, { f2, w}, { fn, w}}.
The code example Algorithm 1 shows the general computation of these implicit
constraints. Explicit constraints, as said, are not computed but a predefined set, which
is filled in the learning phase with information from the given user data.

The goal of the learning phase is to have a user model representing an ideal article
for the user, which can be compared to other articles. The model consists of different
sub-models for the different categories.

The recommendation phase compares a given article a using a similarity function
sim(a,thresholdPositive,thresholdNegative), see Algorithm 2. The
similarity function sim compares the user model with the given article. The function
also takes thresholds defining when an article is marked as recommendable or not.

Algorithm 1 Learning constraints for the User Model.
for all i ∈ I do

if i = buy then
for all f ∈ a do

Add f to user model and increase weight
end for

else
for all f ∈ a do

Add f to user model and decrease weight
end for

end if
end for

If an article matches the user model, it will be recommended. Similarity is cur-
rently measured by counting the number of features overlapping the user model and
the article. Beside articles marked as recommendable, the CBR will also mark arti-
cles as definitely not recommendable (e.g. by failing the price constraint). As for the
following evaluation, we focus on correct recommendations of articles.
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Algorithm 2 Recommending articles based on similarity between user model and
item features.

for all f ∈ a do
if f ∈ umANDweigth ≥ value then
Increase count for matching feature → countMatchingFeatures + +

else
Increase count for NOT matching feature → countNotMatchingFeatures + +

end if
end for
if countMatchingFeatures ≥ thresholdPositive then

Recommend Article
end if

8.6 Evaluation of CBR

TheCBR approach presented in the previous section is evaluated and compared using
the described dataset. Themainmeasure for comparison isPrecision.More precisely,
the precision for the Not Returned class. So, the best recommender is the one with
the best precision for items a user will keep. The decision to use Precision was done
in cooperation with the company providing the dataset. The prediction what item a
user will most likely keep has the biggest impact on revenue and profit. Precision
is defined as the fraction of correctly predicted items (TP) and the number of all
items, correct predictions (TP), and incorrect predictions (FP), the recommender
predicted as bought. In our scenario, TP are all clothes which are bought and which
the recommender predicted as clothes that are likely to be bought. FP denotes the
results where the recommender predicted that the clothes are likely to be bought but
the clothes were not bought.

Precision = TP

(TP + FP)
(8.1)

Optimizing and focusing on one measure, precision as described before, could
imply that wemiss out other information, about the data, that another measure would
have shown. Given our scenario, we have a two-class prediction problem—Not
Returned or Returned. The measure described before only takes into account the
prediction for class Not Returned. To not loose the sight of the two-class problem,
we also present results for the performance of predicting class Returned. The mea-
sures of choice for this is Accuracy. It also takes into account the correct predictions
for the true negatives (TN). TN is here defined as items which are predicted as a
probably return and which are returned. Accuracy is explained in Eq. 8.2. It is the
fraction of all correctly predicted (TP and TN) instances versus all predictions made.

Accuracy = (TP + TN)

(P + N )
(8.2)
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As a comparison with our approach, we used different other approaches which
we will briefly introduce.

• All Returns/All Kept: As most of the purchases in the dataset are returns, we used
one dummy algorithm to predict that the purchase was returned. This serves as a
baseline for the accuracymeasure. For the precisionmeasure, we used the opposite
logic, marking all as kept purchases.

• KNN: K-Nearest Neighbor is a classification algorithm using K examples of the
training set most similar to the item to classify. Classification is done by majority
vote of its neighbors. In our evaluation, we have chosen k = 5 neighbors [2].

• Naïve Bayes: A probabilistic classifier based on the Bayes Theorem [39]. Naïve
Bayes classifier are, for instance, used in text categorization to classify items into
spam or non-spam.

• Ensemble: Ensembles are a combination of different approaches with an extra
algorithm combining the results from different algorithms. In this evaluation, we
used Stacking [49] as the combination methodology and combined the previously
mentioned approaches with our CBR algorithm. Stacking was used by the two top
teams of the Netflix-Challenge [4, 6]. Stacking uses an extra learning algorithm,
in our case Logistic Regression, to make a final prediction out of the results of the
other approaches.

The evaluation was done on a subset of the dataset described in Sect. 8.4.1. We
deleted all users with less then 20 items in their purchase history. This was done as the
evaluation was conducted using a train/test split of the users purchase history. With
less than 20 items, not enough data for training the algorithms and test them would
have been available. We also removed some of the features, as they contained clear
indicators of an item that was chosen or not. Out of the 263 features, we removed
13, so that we ended up with 250 features per item.

For the results, we conducted five test runs. In each test run, we iterated over all
users (3,747 users in the evaluation data), extracting all user data from the dataset,
splitted the user data into 80% training set and 20% test set randomly, and then
integrated the users’ training data back into the data set. As a result, we got a dataset
consisting of all data except the separated test data of one user. This test set was then
used to evaluate the results of the different approaches. This evaluation approach
was chosen, as we compare different types of algorithms. Our CBR only takes into
account the data of one user, thus it needs only the 20+ items of the user to evaluate.
Other approaches, like Naïve Bayes learn their model on the complete dataset, to
find discriminators to make the prediction. As we want to see how the different
approaches work in a personalized setting, recommendations for one user, we chose
the previously described data splitting. The results of the five test runs were then
averaged. Figure8.9 shows the result based on precision.

Figure8.10 shows the result based on accuracy. We see that the performance
differs compared to the precision performance.

Ifwe look at the precision setting,we see that theNaïveBayes approach performed
poorly when compared to the baseline and the other approaches. Our approach, CBR,
performs good compared to the baseline. As we only use data from one user, building
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the user model without the purchase history, we can see that it is possible to deduce
preferences of a user for certain types of clothing. The best approach, of the single
approaches, is the KNN approach, which outperforms the others by quite a big
margin. The results for KNN and Naïve Bayes can be explained by the type of data.
Most of the attributes in the dataset are numeric. As Naïve Bayes cannot deduce any
information out of numbers, it is reasonable that Naïve Bayes performs weak. The
KNNapproachusesEuclidean distance as the similaritymeasure. Euclidean distance,
opposite to Naïve Bayes can cope with numeric variables. Thus, the performance
of KNN is quite good. Our CBR approach focuses on learning preferences for the
different features by taking into account previous purchases. We handle all features
equally, not making differences between numbers and text. We only weigh the value
positively or negatively. Thus, we also do not work with similarity of numeric values,
but we are also not ignoring them as Naïve Bayes does.

Taking a closer look at the accuracy measure, we first see, that the “all returns”
algorithm performs quite well. This is of course expected and shows that the chosen
measure is an important factor in an evaluation.What we also see, and why we added
the accuracy measure to the evaluation, is that our CBR approach performs worst.
As we optimized it, tweaking the threshold to predict kept items, this is expected as
well. The performance of KNN is the best, also in the accuracy measure, leading to
the conclusion that there are certain item attributes, possibly numeric attributes, that
contain information allowing the prediction if an item is kept or not. The ensemble
is together with the KNN the top approach with respect to accuracy.

The evaluation shows that learning preferences is a good approach to improve
the rate of items kept (meaning the user bought it). But we also see that our CBR
approach misses some of the information contained in the dataset. Therefore, next
steps have to include an extension of the CBR that takes and handles attributes more
differentiated. As the results induce, different attributes have different information
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Fig. 8.9 Results for precision measure of the different approaches. CBR is the approach discussed
in this chapter
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Fig. 8.10 Results for the accuracy measure of the different approaches

value. In the next section, we present a short analysis of the different attributes and
the information gain they offer.

8.6.1 Information Value of Attributes

We noted that the recommendation quality depends on the way our algorithm treats
available attributes. We have seen that treating all features equally negatively affects
the performance. We suppose this to be due to individual features carrying more or
less valuable information about the relation between users and items.We determined
each feature’s value in terms of “mutual information” with the information about
whether an article had been returned or not. Hereby, the system encodes the target
quantity as a binary variable. Customers may either return or keep an article. On the
other hand, features’ domains include categorical, ordinal, and numeric value ranges.

IX,Y =
∑

x∈X,y∈Y

p(x, y) log2
p(x, y)

p(x)p(y)
(8.3)

Equation8.3 illustrates howwe compute mutual information [36]. X and Y represent
two random variables. In our case, Y refers to the customer keeping or returning an
article. X represents the feature for which we seek to determine the information
contained. Note that we employ the logarithm with base 2 to obtain information in
term of bits. Alternatively, we could use logarithms to base e which would provide
information in terms of nits.

Figure8.11 depicts how the mutual information distributes across different types
of features.Wenotice that only feedback-related features carry a considerable amount
of information. Unfortunately, feedback-related features exhibit highest levels of
sparsity. In addition, customer who had not bought any article yet will lack this
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Fig. 8.11 Distributions of mutual information for the four types of features, a type-related,
b descriptive, c customer-related, d feedback-related

Table 8.1 Features with
highest mutual information
excluding feedback-related
features

Feature Type Mutual Information

Care instructions Descriptive 0.0132

Article type class 5 Type 0.0083

Brand Descriptive 0.0067

Article type class 4 Type 0.0059

Article type class 3 Type 0.0050

Jacket preference Customer 0.0047

Shoe preference Customer 0.0043

Age Customer 0.0042

Jeans preference Customer 0.0042

Weight Customer 0.0041

information completely. Excluding the feedback-related attributes, we detail the next
best features in Table8.1.

We observe little discriminative power even by the most informative descrip-
tive, type-, and customer-related features. Care instructions and brands carry most
information in the scope of descriptive features. The different type classes stick to
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acomparable range of information levels. Preferences for jackets, shoes, and jeans
carry similar information compared to customers’ ages and weights. We notice that
missing a buying history even the most sophisticated recommendation method will
struggle. This ismostly due to lack of sufficient information contained in the available
data.

8.7 Conclusion and Outlook

In this chapter, we presented the use case of amenswear online shopwith the problem
of how to improve the rate of kept items among its customers. We defined this as
a constraint satisfaction problem. The user preferences are the constraints and our
goal is to build a recommender that learns those preferences based on item features
and recommends items which the user most likely will buy. We therefore introduced
a recommender in Sect. 8.5.2 where we presented a first version of a case-based-
reasoning approach using an overlay user model to make recommendations for a
single user. Results are comparable with other approaches, see Sect. 8.6. We showed
that without any further analysis of the impact of different features, we already
reached good results. The next step here is to take a closer look at the different
features, which are currently all handled equally, and see if boosting some of them
improves the results. We also want to use more of the data, given in the profile, such
as shirt size, etc. as explicit constraints. Another direction would be using algorithms
like singular value decomposition, to deduce latent features, which could then be
used to further improve our CBR approach.

The question of solving the cold-start problem could not be answered satisfacto-
rily. To personalize,we need information about the user,more than currently available
in the user model. The purchase history is still the most important source of informa-
tion. As a cold-start user does not have such history, one possible solution could be
learning cluster of similar users and then use those combined purchase histories as
a start-up model for the cold-start user. The field of unsupervised machine learning
offers a variety of techniques which allow to cluster users as well as items. This
toolbox includes k-Means, hierarchical clustering, and component analysis amongst
others methods [15]. All these methods take users represented as feature vectors
as input. They seek to find patterns between these vectors. As a result, the sys-
tem can project new users onto clusters even without purchase history. Recently,
researchers have proposed representation learning [5]. Learning representations of
objects provides similar capabilities. The system may select the most similar repre-
sentations instead of particular clusters. Auto-Encoders represent a successful tech-
nique for representation learning. They consist of a multi-layered architecture of
neural nets. Each layer provides a more abstract representation of the target object.
This allows systems to learn hidden concepts. In the case of fashion recommen-
dation, we may detect taste patterns among subsets of customers. Additionally, we
plan to apply meta-learning techniques to further improve our approach’s quality.
Bagging and Boosting represent two possible choices of meta-learning procedures.
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Systems usingBagging replicate instances of objects to better account for unbalanced
classes. For instance, we may assume that a majority of customers prefers a certain
subset of articles. In contrast, a minority of customers may dislike these. Replicating
customers of theminority supports the systemnot to suggest the articles’ subsetwhich
the minority dislikes. On the other hand, Boosting simultaneously learns models
with varying parametrization. Thus, systems obtain more robustness by considering
different aspects. Finally, we seek to support the systems as new articles enter the
collections. Applying similar clustering techniques to the collection of articles allows
the system to detect similarity patterns among them. Having established both arti-
cle and item clusters, systems may learn models on their interactions. For instance,
systems may detect that users of user cluster A are particularly likely to buy articles
of item cluster B. Observing preferences of user clusters for particular item clusters
enables the system to better control the selection process.
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Chapter 9
Gamification of Workplace Activities

Michael Meder, Brijnesh Johannes Jain, Till Plumbaum
and Frank Hopfgartner

Abstract Gamification—taking game design patterns and principles out of video
games to apply them in non-game environments has become a popular idea in the
last 4years. It has also successfully been applied to workplace environments, but it
still remains unclear how employees really feel about the introduction of a gamified
system. We address this matter by comparing the employees’ subjective perception
of gamificationwith their actual usage behavior in an enterprise application software.
As a result of the experiment, we find there is a strong relationship visible. Following
up on this observation, we pose the gamification design problem under the assump-
tions that (i) gamification consists of various types of users that experience game
design elements differently; and (ii) gamification is deployed in order to achieve
some goals in the broadest sense, as the problem of assigning each user a game design
element that maximizes their expected contribution to achieve these goals. We show
that this problem can be reduced to a statistical learning problem and suggest matrix
factorization as one solution when user interaction data is given. The hypothesis is
that predictive models as intelligent tools for supporting users in decision-making
may have the potential to support the design process in gamification.

Procrastination

Steven lifted his head from the office desk and instinctively looked at the clock at
the wall. 5o’clock in the afternoon. Once again, he had fallen asleep at his desk.
It was the eighth time already that this had happened this month. Well, at least
he had an individual office for himself so that his colleagues did not notice when
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he was sleeping at work. Feeling excessively miserable, Steven started reading short
news articles on the Internet, thinking it would make him feel better (but as usual,
it did not). Starting to transform his bad conscience into energy to change his work
attitude, he realized that his boss had sent him an email during his short nap.

“Hi Steven, we need an overview about the requirements management system.
Could you bring it upstairs to me by 6p.m. today!” Steven frowned. “By 6o’clock!
This is less than 1h from now,” he realized. “Writing such an overview in only 1h is
impossible…for me at least.”

Trying to calm down, Steven opened a new tab on his browser and started
reading some short news. Irritated, he stopped. “I really should reconsider my online
behavior,” he thought. “I am way too often procrastinating.” Yet again, he felt exces-
sively miserable. Concerned about what he should send to his boss, he suddenly
remembered the old enterprise bookmarking system that was deployed in his com-
pany. The system was designed to allow employees to collect and share links to
documents. “It was actually quite nice,” he thought. By adding a document link to
the system, one could also provide a short description and categorize the document
using short terms, so-called tags. “Maybe someone shared a link there that can help
me to write this report.” He searched for the system announcement email, because he
could not remember the web address to the system. After Steven found and opened
it in his browser, he was surprised by the small number of overall bookmarks stored
in the system. The system was announced 3years ago and there were only 148 book-
marks in them (in a company with around 200 employees). “Whatever,” he thought
and started to search for all bookmarks with the tags requirements and management.
Within the blink of an eye, the system displayed the one bookmark it had found. This
was very disappointing for Steven. With a slight whoomph sound, his head struck on
the desk and stayed there for a couple of seconds. “What shall I do now?” He already
imagined sitting in front of his boss and apologizing again for missing yet another
internal deadline…
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This little scene happened 2years ago. Steven had already forgotten it. It did not
have any consequences for him anyway since his boss actually had already left the
office and hence didn’t even notice that Steven didn’t deliver this report on time.
Just suddenly, Steven had a little déjà vu. He had just woken up from yet another
short power nap at work—disturbed by the loud buzzing of his email client. It was
an email from the enterprise bookmarking system which was recently enriched with
some game design elements. A point system, virtual badges for special activities and
a leaderboard. Especially recommending bookmarks to colleagues are rewardedwith
the highest number of points but only if the colleague confirms the bookmark as an
interesting one for him. Steven had heard that they called it gamification, meaning
applying game techniques to non-gaming environments.

Steven had a closer look at the message that he had just received. Scott, one of his
colleagues, who was also a good friend, recommended Steven a link on procrasti-
nation research and the top anti-procrastination smart phone apps. Scott knew about
Steven’s problem with getting things done and also falling asleep at work. “Inter-
esting,” Steven thought bemused. “I never thought that this bookmarking system
would ever be of any use.” He smiled when he remembered that one day when he
hoped hat this system might help him in preparing a report. What a deserted piece
of software it was back then. No comparison to today at all. Ever since they gami-
fied the bookmarking system, he and his colleagues had used it extensively. It was
a fun competition in his office. Who would end up on top of the leaderboard at the
end of the month? He smiled again and clicked on the link that Scott had sent him.
“Okay Scott, you can have these points for recommending the link to me. But be
assured, I will find something to return to you.” After all, it was a tight race for the
top leaderboard position. He also made a mental note to complain about bullying at
the workplace the next time he would meet Scott.

9.1 Introduction

User engagement, participation, crowdsourcing, the “Wisdom of the crowd.” In the
beginning of this century, the ever-growing number of active online users raised hopes
that big, information-rich, interactive online archives could be created with the help
of these users. Although various popular portals (e.g., Wikipedia, Youtube, or Flickr)
exist in theWeb that are built around user content, Nielsen [26] and Stewart et al. [31]
argue that many companies suffer from the participation inequality problem. Based
on this observation, we assume that in almost every company, at least one software
system exists that needs more user activity to provide a remarkable benefit for the
employees and the management.

This leads us to the question of what kind of software or system is engaging and
motivating to its users, especially in the long term. Long-term motivation also plays
an important role in the gaming business. Well-designed board and video games pro-
vide various means to incentivize their players to continue playing. Considering the
success of such games, it is worth investigating whether thesemethods and principles
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can also be exploited to promote long-term usage of enterprise systems. In fact, since
2010, the application of thesemethods and principles, also referred to as gamification,
is a trending topic for marketing- and business-oriented services. Deterding et al. [6]
define gamification as “the use of game design elements in non-game contexts”.
A rather benefit-oriented definition was provided by Huotari and Hamari [15] who
define it as “a process of enhancing a service with affordances for gameful experi-
ences in order to support user’s overall value creation”. In today’s online world, one
stumbles upon gamification elements on various sites. Stackoverflow1 uses a rep-
utation leaderboard where users get points for helpful answers. Dropbox2 rewards
users who spread the word with more space and LinkedIn3 is motivating users to
complete their profiles by presenting progress bars. Not only on the Web, but also in
the biochemistry [18] and education domains [21], using game elements becomes a
non-neglectable part.

A common objective of gamification is to enhance motivation. In an enterprise
setting, for example, the goal is to motivate employees to participate in a certain task.
If, for example, a project requires constant documentation of project activities which
is not a very popular task, gamifying the documentation process should address this
lack of motivation. Finding the right means to increase motivation is a nontrivial
task though since motivation is mainly driven by human-centric factors. For some
people, being on top of a leaderboard can be motivating, but what about people who
are not in the top N? Are these people really motivated to rise up on the leaderboard?
Also, what does their position on the leaderboard say about their work performance?
Does it show that they are not working enough and do they have to fear negative
consequences by the management? These questions indicate that especially in an
enterprise scenario, it is of uttermost importance to measure challenges and risks
that occur due to these differences before introducing gamification methods. On the
one hand, we expect gamification to increase user participation within an enterprise.
On the other hand, the visibility of user interaction (or lack thereof), e.g., the position
of the employee on a leaderboard can increase the stress level of employees or even
cause fear that their activities on a gamified system will be used as an indicator of
their engagement with the company. Gamification could have some negative side
effects (negative manipulation, denunciation, blaming) but while it could also have
positive effects the implications need to be carefully investigated.

We argue that user-specific gamification design could reduce participation
inequality. We aim to show that better knowledge on how to motivate each user
by which game design elements can increase chances for converting a lurker into
an active, regularly participating user. Furthermore, we reason that a user-specific
application of game design elements can also prevent cross-cultural problems since
automatic user type determination can address cross-cultural habits. More specifi-
cally, with this chapter and future studies we intend to answer the following research
questions:

1 http://stackoverflow.com/.
2 http://dropbox.com/.
3 http://linkedin.com/.

http://stackoverflow.com/
http://dropbox.com/
http://linkedin.com/


9 Gamification of Workplace Activities 243

1. Is it possible to reliably predict game design elements in enterprise systems from
click stream data analysis?

2. Is user specific gamification feasible?Which game design elements could be used
simultaneously in one gamified system without negative impacts on others?

3. How to evaluate the improvement of user specific gamification design?

In this chapter, we examine the gamification design process in detail. The chapter
is structured as follows: Sect. 9.2 provides a literature survey on gamification and
its application in enterprise systems. In order to move one step closer to answering
the above research questions we performed a two-part experiment in a workplace
environment described in Sect. 9.3. The first part of the experiment is an online
questionnaire about users’ expertise and perception of gamification methods. In the
second part, we introduce a gamified social bookmarking system and analyze the
participants’ engagement with this system over a period of one week. We than com-
pare the actual system usage to the answers users submitted in the questionnaire.
Building on this, we propose a statistical approach to solve the gamification design
problem in Sect. 9.4. After discussing the implications of this chapter, we conclude
the work and provide an overview of future research directions in Sect. 9.5.

9.2 Related Work

In this section, we provide a detailed overview of the concept of gamification.
Section9.2.1 first provides an overview of the history of gamification and outlines
established definitions. In Sect. 9.2.2, basic elements of gamification, namely game
design elements, are introduced. Section9.2.3 outlines the role of the user in the
gamification process. Gamified systems that are applied in a workspace environment
are presented in Sect. 9.2.4.

9.2.1 History and Definitions

In 1886, S&H Green Stamps, a United States company, started one of the first retail
loyalty programs by offering stamps to U.S. retailers. In the following years, the
idea to bind customers to companies spread to other domains, e.g., by the intro-
duction of airline frequent flyer, hotel loyalty, and car rental programs. Over the
years, games started to conquer our living rooms. As early as 1990, 30% of Amer-
ican households owned at least one of Nintendo’s NES.4 The Generation Gamer
was born. In 1996, Bartle published his four player types taxonomy [2] in which he
suggests to classify gamers into different categories—socializers, killers, achievers,

4 According to “Fusion, Transfusion or Confusion/Future Directions In Computer Entertainment.”
ComputerGamingWorld.December 1990, p. 28. http://www.cgwmuseum.org/galleries/index.php?
year=1990&pub=2&id=77. Retrieved 12 September 2014.

http://www.cgwmuseum.org/galleries/index.php?year=1990&pub=2&id=77
http://www.cgwmuseum.org/galleries/index.php?year=1990&pub=2&id=77
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and explorers. It is a starting point for many game design tasks. Thanks to the Serious
Game Initiative, the term serious game became more known and as a link between
video games and non-entertainment purposes like training, education, health, policy,
and management issues. In 2002, Pelling coined the term gamification, “by which
[he] meant applying game-like accelerated user interface design to make electronic
transactions both enjoyable and fast.”5 Bret Terril6 and James Currier7 also wrote
about the term gam(e)ification in 2008 as a new marketing instrument to increase
engagement by using game mechanics. Since 2010, the application of gamification
[6, 15] is a trending topic for marketing and business-oriented services. In 2012,
Gartner Inc. predicted that “over 70% of global 2000 organisations will have at least
one gamified application by 2014”.8 Given this industry focus on gamification, the
concept also received more attention from academia. In 2011, two definitions of
gamification were published. Deterding et al. [6] define gamification as “the use of
game design elements in non-game contexts.” Huotari and Hamari [15] define it as
“a process of enhancing a service with affordances for gameful experiences in order
to support user’s overall value creation.” We interpret both definitions as implying a
goal as the utility of gamification. Both describe elements of the game design world
which could change a user’s experience in a different context (non-game [6], service
[15]). Interestingly, for Deterding et al. [6] “[…] the term ‘gameful design’—design
for gameful experiences—was also introduced as a potential alternative to ‘gami-
fication.”’ Summarizing, in Deterding’s definition the goal is rather geared toward
the (improved) user experience itself, in Huotari and Hamari’s definition it is the
outcome driven by the user experience.

9.2.2 Game Design Elements

An important aspect of successful gamification is the selection of game design
elements. Game design elements determine what type of gameful experiences are
generated for the users. In [6], Deterding et al. provide five levels of game design
elements. They distinguish between game interface design patterns, game design pat-
terns and mechanics, game design principles and heuristics, game models, and game
design methods (Table9.1). Robinson et al. [29] propose a taxonomy built on levels
of expected engagement and the required commitment of the user. This taxonomy
has been conceived as a decision support for game element selection.

5 The (short) prehistory of ‘gamification’ http://nanodome.wordpress.com/2011/08/09/the-short-
prehistory-of-gamification/. Retrieved 12 September 2014.
6 http://www.bretterrill.com/2008/06/my-coverage-of-lobby-of-social-gaming.html. Retrieved 12
September 2014.
7 http://blog.oogalabs.com/2008/11/05/gamification-game-mechanics-is-the-new-marketing/.
Retrieved 12 September 2014.
8 http://www.gartner.com/newsroom/id/1844115. Retrieved 12 September 2014.

http://nanodome.wordpress.com/2011/08/09/the-short-prehistory-of-gamification/
http://nanodome.wordpress.com/2011/08/09/the-short-prehistory-of-gamification/
http://www.bretterrill.com/2008/06/my-coverage-of-lobby-of-social-gaming.html
http://blog.oogalabs.com/2008/11/05/gamification-game-mechanics-is-the-new-marketing/
http://www.gartner.com/newsroom/id/1844115
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Table 9.1 Levels of game design elements by Deterding et al. [6]

Level Description Example

Game interface design
patterns

Common, successful interaction design
components and design solutions for a
known problem in a context, including
prototypical implementations

Badge, leaderboard, level

Game design patterns
and mechanics

Commonly reoccurring parts of the
design of a game that concern gameplay

Time constraint, limited
resources, turns

Game design principles
and heuristics

Evaluative guidelines to approach a
design problem or analyze a given design
solution

Enduring play, clear goals,
variety of game styles

Game models Conceptual models of the components of
games or game experience

MDA; challenge, fantasy,
curiosity; game design
atoms; CEGE

Game design methods Game design-specific practices and
processes

Playtesting, playcentric
design, value conscious
game design

9.2.3 User Types

Designing gamification is also always a user-oriented process. This is due to the
fact that users are all individuals driven by different input factors like age, gender,
education, social skills, and cross-cultural influences [11, 17, 35–37]. In the game
world this is considered by several player typologies developed on user observations
and in-game behavior. Hamari et al. [14] list existing game player typologies. They
state that player types have their legitimation because of the different behavior and
motivation of players. It is a widespread assumption that also for the gamification
scenario such types of players, respectively, users can be applied. Although many
player typologies exist we argue that it is hard to map them to one or more spe-
cific game design elements. Beyond that, such types could change over time which
seems to be a central criticism on player typologies [14]. Furthermore, we argue that
applying a set of game design elements to cover all different types in a gamification
scenario could have negative influence on each other.

9.2.4 Gamification in the Workplace

Various studies have been performed that indicate that gamification has a favor-
able effect on the use of enterprise systems. In [24], Dugan et al. describe the
transformation of an enterprise bookmarking system into a guessing game called
Dogear. In this game, bookmarks and their tags are displayed on screen and the play-
ers have to guess, who created this bookmark. If they guess the correct creator of the
bookmark, the players can gain points. The Dogear game is inspired by von Ahn’s
ESP game [34] where users gain points when they use the same tags to describe
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the content of an image as their teammates. Differing from the ESP game, which
exploits “human computation” for the annotation of images, Dogear focuses on pro-
viding methods to learn more about colleagues and their expertise, hence increasing
familiarity within a company. They report that within the first month of the release
of the system, they had 87 active players from 10 different countries. A detailed
analysis is still missing though.

Farzan et al. [10] examine the impact of game mechanics, more precisely the
introduction of a points system, on a social enterprise network system (Beehive,
IBM). They evaluate the impact of this points system by performing A/B testing, i.e.,
one half of all users are made aware of the points system, while the other half (i.e., the
control group) cannot see this feature. They observe that overall, the introduction of
the points system increased the activity level of the users within the system. However,
they also report that 72% of the users in the experimental group never visited the
page which describes how to earn points. Besides, they argue that a large portion did
not even notice the existence of points.

Addressing this issue further, Farzan et al. [8] also studied if there is any noticeable
effect on the usage when the points system is explicitly explained to the users.
Therefore, they provided further details via email and repeated the experiment. They
conclude that points systems can successfully be employed to motivate users to
contribute more in an enterprise social network system, especially if combined with
email notifications. Further, they conclude that the type of contribution can directly
be controlled by the type of gamification applied, i.e., increasing the points for certain
types of contributions will indeed result in an increase of contributions of this type. In
a follow-up experiment, Farzan et al. [9] increase the social interaction and diversity
of content even further by introducing a badge based approach on promoting content.
Although they observe an increased activity due to the introduction of gamification
methods, the authors argue that they cannot make any statement about the quality of
the contributions. Further studies are needed to examine this in detail.

Evaluating the effect of gamification methods from a different perspective, Thom
et al. [32] study whether the removal of gamification features from an enterprise
social media system has any measurable effect on user activity. They report a sig-
nificant decline of user activities after removing gamification features, concluding
that extrinsic rewards influence user behavior. Interestingly, the authors also noticed
some relation between user activity and their geographical location. This supports
our premise that there are many factors that can have an impact on the success of
workplace gamification.

Hamari [12] evaluates the use of badges in a peer-to-peer trading service. He
observes that the introduction of gamification mechanisms does not automatically
result in an increased use of the system by all users, but that those users who actively
inspect their own badges becomemore active. This supports our assumption that indi-
vidual behavior plays an important role in the successful application of gamification
methods in an office scenario.

Summarizing, previous research reports an increase of users’ activity in an
enterprise due to diverse game mechanics. However, these studies also indicate
that individual behavior has a significant influence on the success of gamification.
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To the best of our knowledge, there currently exists no study on employees’
perception of gamification. Therefore, we attempt to better understand employees’
behavior in more detail.

9.3 An Enterprise Gamification Experiment

Gamification methods have been applied in various environments and for
different purposes such as enterprise workplaces, education, pervasive healthcare,
e-commerce, human resource management, and many more (e.g., [1, 4, 27]).
Although these studies indicate that gamification can lead to increased user activity,
a detailed analysis of users’ perception of gamification principles has hardly been
studied. We are all individuals and are driven by different input factors such as our
personality, as well as social or cultural differences [11, 17, 35–37]. Especially in an
enterprise scenario, it is of utmost importance to measure challenges and risks that
occur due to these differences before introducing gamification methods though. On
the one hand, we expect gamification to increase user participation within an enter-
prise. On the other hand, the visibility of user interaction (or lack thereof), e.g., the
position of the employee on a leaderboard can increase the stress level of employees
or even cause fear that their activities on a gamified system will be used as an indica-
tor of their engagement with the company. Although gamification has successfully
been applied in office scenarios, it remains unclear how employees really feel about
the introduction of a gamified system at their workplace.

In this section, we address this issue from two directions. First, we present the
outcome of an online survey where we analyze users’ opinion about gamification
in a workplace environment. Then, we analyze the interaction logs of a redesigned
gamified enterprise bookmarking system to compare the employees’ subjective per-
ception of gamification with their actual behavior when using a gamified system.
Results indicate that there is a strong relationship between employees’ perception of
gamification and their actual interaction with such system.

We examine the role of gamification in a workplace environment from an
employee’s point of view.More specifically, we aim to answer the following research
questions:

• Do employees perceive gamification as a positive or negative factor?
• How is the perceived role of gamification reflected by actual usage patterns?

Aiming to address these questions, we defined an online questionnaire on users’
expertise and perception of gamification methods, distributed it among employees
of a technical research institute, and evaluated their responses. To evaluate whether
their subjective answers are on a par with their actual interaction with a gami-
fied system, we further introduced a gamified Social Enterprise Bookmarking Sys-
tem and analyzed the participants’ engagement with this system over a period of
1week.
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9.3.1 Questionnaire

In order to address the first research question on employees’ perception of gamifica-
tion principles, we created an online questionnaire where participants were asked to
judge various statements on a Five-Point Likert scale. In the remainder of this section,
we provide further details about the participating subjects and their responses.

9.3.1.1 Subject Recruitment and Details

We recruited participants by sending a brief introduction and a link to the online
questionnaire to amailing list of our research institute at an electrical engineering and
computer science department of a major European technical university. Subscribers
of this mailing list are over 140members of this institute, including faculty members,
administrative staff, postdoctoral researchers, Ph.D. students, and student research
assistants. Given that all subjects are members of a technical research institute, we
assume that all participants are highly familiar with using computer systems. To
the best of our knowledge, none of the participants has professional experience
with gamification in an enterprise setting. In order to participate, subjects had to
authenticate using their institute account. We received a response from 53 subjects
(6 female, 47 male), i.e., over one-third of all subscribers of the mailing list. As
part of the questionnaire, they were asked to provide their age in a predefined range.
Twenty-three subjects claim to be between 18–29years old, 26 subjects are between
30–39years old, 3 subjects are between 40–49years old, and one to be 50years or
older. Since this distribution roughly matches our institute’s age and sex distribution,
we argue that the participants are a representative subset of the institute’s workforce.

9.3.1.2 Participants’ Responses

In the remainder of this section, we introduce all statements that the participants had
to answer on a Five-Point Likert scale.

In the first question (Q1: “contribution”), we asked them to state how often they
share or contribute content on enterprise systems such as Wikis or Enterprise CMS.
Here, we could observe a rather conservative pattern, i.e., 33.9% (18 in total) of
all subjects said that they sometimes contribute content, 33.9% (18) said that they
seldom contribute and 11.3% (6) never share or contribute on such systems. Only
20.7% said that they often (8) or very often (3) contribute content. These answers
are in line with our own (subjective) observations and the analysis of Wikipedia
contributions by Ortega et al. [28], showing that content is often contributed by few
individuals.

After asking the subjects to assess their current contribution and share activities on
enterprise systems, the subjects were asked in question (Q2: “familiarity”), to state
how familiar they are with the term “gamification.” This was also the first time we
mentioned the termgamification in the questionnaire. 66%of all participants claimed
that they were either to a great extent (10 subjects) or somewhat (25) familiar with
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it. Fourteen subjects said that they have very little knowledge about it while four
subjects were not familiar with it at all. We conclude from these responses that there
is a general awareness of gamification principles (especially among those colleagues
who closely work with the authors of this paper), while many lack further details to
describe these principles.

In the following question Q3 (“motivation”), we were further interested in their
own attitude toward gamification. Therefore, we asked them to judge whether gami-
fication would motivate them to participate even more in enterprise systems. In order
to guarantee that all subjects had the same understanding of gamification, we also
provided a brief definition (as stated on Wikipedia) that should help to better under-
stand this question. 43% of all participants stated that they were undecided on how to
judge this statement. 34% of them agreed to this statement while 22% disagreed (9)
or strongly disagreed (3). Although only a few more than those who disagree tends
to agree with this statement. With 43% answered undecided it is evident that the
subjects are not very convinced of the role of gamification in an enterprise environ-
ment. This goes in line with Q2 which indicates that the subjects are not too familiar
with the concept.

In the next question (Q4: “positive effects”), we asked the participants to state
whether game mechanics like points, badges, and leaderboards have a positive effect
on the enterprise and its staff. While 33.9% were undecided, a majority of over 50%
either agree (26) or strongly agree (1) with this statement. Only eight participants
disagreed (4) or strongly disagreed (4). This distribution of judgements seems to indi-
cate that the majority of participants have a rather positive perception of gamification
principles.

In the last question (Q5: “negative effects”), we wanted to know whether the
participants believe that there are negative effects on the enterprise and its staff caused
by game mechanics like points, badges, and leaderboards. Here, a clear preference
can not be observed. 49% of all subjects were undecided, 22.6% either agreed or
disagreed with this statement while only 2 participants strongly agreed with it.

Summarizing, in this section, we aimed to evaluate whether gamification is seen
positively or negatively within an enterprise context. The analysis of our online
questionnaire revealed that although many participants of the study are (to some
extent) familiar with gamification and are convinced that it can have a positive effect
on an enterprise and its staff, they are not convinced that it can serve as intrinsic
motivation for themselves to contribute more on enterprise systems. Addressing this
question further, we present a gamified enterprise tagging system in the next section
which shall shed further light on the difference between the perceived and the actual
role of gamification on users’ behavior in an enterprise setting.

9.3.2 Gamified Enterprise Tagging

Following our first research question on employees’ perception of gamification, we
were further interested in comparing this perceived role with users’ actual interaction
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with a gamified system. In the remainder of this section we first introduce such a
system, i.e., an enterprise bookmarking system. Then, we introduce the gamification
elements that have been added to the system. An evaluation of the users’ interaction
with this system is provided in the next section. Later in this section, we provide
usage statistics of the system before and after we enriched it with gamification
functionalities.

9.3.2.1 Legacy Enterprise Bookmarking System

Using tags tomanage items became a common tool on the Internet, amongDelicious9

to tag bookmarks, Flickr10 uses tags to manage photos or Youtube11 for video and
LastFM12 formusic. Enterprises adopted tagging tomanage and structure knowledge
in an enterprise and to provide an alternative approach to helping employees find
needed information. IBM for instance created the ‘Enterprise Knowledge System’
(ETS). The main idea of this system is that bookmarks can be annotated using tags
and shared with others. The system allows tagging of documents, people, and other
resources, thus linking the items to extra knowledge. People for instance can be
tagged with their expertise.

In 2009, we developed a social bookmarking system (Fig. 9.1) in close cooper-
ation with a large company. Social bookmarking systems became popular in the

Fig. 9.1 The main view of the bookmarking system, displaying all publicly bookmarked items

9 https://delicious.com/.
10 http://flickr.com/.
11 http://youtube.com/.
12 http://lastfm.com/.

https://delicious.com/
http://flickr.com/
http://youtube.com/
http://lastfm.com/
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early years of this century with the rise and success of Delicious. Providing similar
functionalities as the well-known Delicious system, our system additionally allows
to create bookmarks for files on internal file server, taking into account existing rights
management and the possibility to share bookmarks not only with other people but
also with people having a certain tag.

The system has twomain views, the personal site showing all bookmarks of a user,
public and private ones (a user can mark bookmarks as private being only visible
to them and not appearing in public searches) and a general view, called ‘What’s
new’ showing all public bookmarks. Bookmarks and users can both be tagged and
searched. The system also offers a set of tools to ease the bookmarking process.
We developed a JavaScript-based bookmarklet, allowing people to easily bookmark
web pages and a Windows tool to bookmark files. Also integrated is an automatic
tags recommendation system recommending tags based on the bookmarked item
(extracting the most important words from the describing text) and the most used
tags by the user. We also integrated a so-called “Most Popular” section, showing the
most frequent used tags of the week and of all time to help users see what topic is
currently trending in the company, pictured in Fig. 9.2.

Our bookmarking systemwas intended to be a prototype to test the usefulness and
acceptance of such a tool within the enterprise. Hence, the developed bookmarking
system was not intended to be a full featured, product-like, bookmarking system.
Nevertheless, the system was well accepted among the employees of the enterprise
(test group was one department), and led to the management decision to install
such a system enterprise wide. Consequently, the system was made available to

Fig. 9.2 Overview of the most used tags in the bookmarking system this week. The all time list is
visualized accordingly
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100 employees. However, since its introduction in 2009, the number of active users
reduced significantly. The main reason is probably usability flaws since the system
was never optimized with respect to user friendliness. Besides, changing staff led to
a slow oblivion of the system’s existence.

9.3.2.2 Gamification Elements

In the context of this study, the existing systemwas carefully extendedwith threewell-
known and researched gamification elements—Points, Badges, and a Leaderboard
[23]. The three elements were chosen to cover different types of motivation and
Gamfication types. Rewards, with points and badges, for fulfilling different tasks,
and a competition element with the leaderboard. While the points reward direct
interaction with the system such as creating a new bookmark, badges are given for
completing longer term goals such as continuously creating new bookmarks in a
certain period of time. How to achieve points and badges is explained to the user by
detailed descriptions ofwhich actions scorewhat points andwhat is needed to achieve
a badge. The leaderboard, accessible only after the user logged in, is integrated in
the main menu and within easy reach for the user. In the remainder of this section,
we introduce the applied gamification elements in detail.

Points: Almost every user interaction with the bookmarking system gives points,
including daily login (200 points), adding a public/private bookmark (100/25 points),
adding a bookmark with at least one tag (25 points), accepting a bookmark recom-
mendation (200 points) andmany others. Figure9.3 shows an overview of the actions
and the respective points.

Badges: In the gamifiedbookmarking system,we introducedfivedifferent types of
badges. For getting points, creating bookmarks, loyalty (regular usage), and positive
recommendations. Figure9.4 shows the badges used including the explanation of
what has to be done to achieve them.

Leaderboard: In the leaderboard (Fig. 9.5), users are ranked by points in decreas-
ing order. Besides, achieved badges are displayed to promote them further. The board
shows two rankings: the monthly leaderboard on the left-hand side which is auto-
matically reset every month and the all time leaderboard on the right-hand side.
This is done to avoid frustrating new users and to create a new challenge every
month.

Feedback: To ensure that the user is aware of points and badges, we integrated
a message system (Fig. 9.6). From the first log in, users get a small on-site popup
message, also called toast message. These messages appear every time a user gets
a reward by points or badges and if the user reaches a higher rank on the leader-
board. Moreover, the user gets a message when another user copied one of her book-
marks or accepted a bookmark recommendation. After 10 s, the messages disappear
automatically.
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Fig. 9.3 Overview of the actions one receives for performing that action

Fig. 9.4 Set of achievable badges with a short description
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Fig. 9.5 The leaderboard with the monthly leader (left) and the all time leaderboard (right). The
values are the same because it is the first gamified month

Fig. 9.6 Messages appearing on the user’s first log in

Summarizing, we enriched an existing enterprise bookmarking system with the
gamification functionality that, according to our literature review, has been proven
useful in an enterprise scenario, namely points, badges, and leaderboards.
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9.3.3 Experiment and Results

In order to evaluate our second research question of whether users’ perception of
gamification (as stated in the online questionnaire) matches with their behavior using
a gamified system, we announced the relaunch of the gamified enterprise bookmark-
ing system using the institute-wide mailing list and observed the users’ interaction
with the system. In this section, we provide an overview of the system’s usage from
2009 till the introduction of gamification functionalities in mid-June 2013 to provide
insights into the usage of the system before it got gamified. Following that, we present
the usage statistics after the gamified version was introduced.

9.3.3.1 System Usage Before Gamification

In the analysis of usage patterns we look at data from 2009 until the gamified version
went online in June 2013.13 The focus of the analysis is to look at two important
aspects of the bookmarking system: The main feature, the creation of bookmarks,
and the number of recommended bookmarks to colleagues, one of the main goals
for enterprises to support knowledge sharing. Since a user-centric evaluation of this
system was never intended for the legacy system, the (pre-gamified) system did not
track any user interactions. Thus, only actions resulting in a database entry can be
tracked. This was changed in the gamified version.

Table9.2 shows the yearly distribution of created items and active users. Outliers,
in this case a power user responsible for half of all system interactions, are removed
from the statistics. After a solid start in 2009 with roughly one-third of employees
using the system, 2010 already showed a significant decline in usage. While the
usage number remained stable for the years 2010–2013, only 3% of people were
using the system.

Table9.3 shows the total number of bookmark recommendations. Similar to the
created items, the number peaked in 2009. From 2009 till 2013, they remained at a
stable level. This comes as no surprise, as the system’s user interface (UI) supports
the recommendation during a bookmark creation. Recommending an item at a later
stage was still possible, but not as compelling as in the creation process. Noticeable
is the comparison of the number of users. As shown in Table9.2, we recorded a total
of 30 users in 2009 with only 14 of them using the recommendation feature. This
might be due to the mentioned UI flaws, but could also indicate that those users use
the system only for personal managing purposes. From 2010 till 2013 usage numbers
remain the same, suggesting that the users who use the system over a long period of
time are well familiar with its functionalities.

The statistics show that the non-gamified version of the bookmarking system was
used only rarely. In the next section, we present and discuss results of the gamified

13 The gamified version went online on June 19. The presented analysis however only considers
data till June 1, to prevent any influence of the data because of any office kitchen chatter about the
bookmarking system.
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Table 9.2 Created items per year and the number of active users

2009 2010 2011 2012 2013a

Bookmarks 291 29 30 13 26

Users 30 4 4 3 5
a Until June 1st

Table 9.3 Recommended bookmarks per year and the number of active users

2009 2010 2011 2012 2013a

Recommendations 61 34 31 26 18

Users 14 4 4 3 5
a Until June 1st

version of the bookmarking system. Then, we compare users’ feedback from the
questionnaires with the actual usage patterns to answer our second research question.
Finally, we discuss limitations and shortcomings of the presented study and discuss
future steps for gamification in enterprises.

9.3.3.2 System Usage After Gamification

As mentioned above, we tracked user interaction to analyze their behavior while
interacting with the gamified system. For tracking their behavior, we relied on the
Open Web Analytics14 platform which captures users’ interaction with all HTML
elements of the system. Using this software, we respect the “do not track” option
that can be set in the browser, resulting in incomplete or no web tracking data for
some users of the system. Besides, we had to interrupt the experiment shortly after
announcing the redesigned system due to a software bug. Two days later, we rean-
nounced the system. All user interactions that took place within these two days has
been omitted from this evaluation.

After announcing the system, a total of 18 users registered with the system. Seven
of them, however, did not use the system at all. Fourteen of the registered users
also participated in the online questionnaire, nine of these users logged in more than
once. One user received a badge and 200 points for successfully recommending a
document to another user. This user has left the institute over 2years ago, i.e., he
recommended this document a long time ago. Obviously, this user did not participate
in the online questionnaire.

Table9.4 provides an overview of the users’ activities with the system. They are
ranked based on their position in the leaderboard after 1 week. The users who are
annotated with the a Symbol did not fill in the online questionnaire. It can be seen,
for example, that after 8 days (fromWed toWed) of use, the user with rank 1 (Urank1 )
gained a total of 5,700 points, collected 12 badges, visited the leaderboard 58 times,
and other pages with gamification elements 7 times. In total, the user visited pages

14 http://www.openwebanalytics.com/.

http://www.openwebanalytics.com/
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Table 9.4 Leaderboard 1 week after email announcement of the gamified bookmarking system

Leaderboard # page requests has game design elements

Rank Points # Badges All Leaderboard Other

1 5,700 12 130 58 7

2 4,300 9 230 22 14

3 2,625 9 –b –b –b

4a 2,100 9 –b –b –b

5 1,675 7 51 0 13

6 1,360 8 47 5 7

7 1,150 5 24 2 0

8 1,125 7 –b –b –b

9 450 3 15 0 0

10 450 4 7 1 2

11a 450 3 17 3 6

12..19 200 2 –b –b –b

a User did not fill in the questionnaire
b Incomplete or no tracking data

containing game design elementsmore than twice as often as the other users. Besides,
Urank1 participated in the online questionnaire.

Based on these interactions, we categorize the users into four different types: The
Top 3 users, a midfield (positions 4–8 in the leaderboard), users who use the system
for a very short time only (positions 9–11 in the leaderboard) and Users 12–19 who
logged into the system only once.

One question is how these users interacted with the system in detail. Table9.5
shows the interaction of all users at different days of the experiment. As expected, the
most interactions were recorded in the first few days of the experiment. Everyday, the
leaderboard was the most visited gamified page of the system. During the weekend,
i.e., Days 4 and 5 of the experiment, no direct interaction with the gamification
elements was recorded. The overall number of page requests declines over the course
of the experiment, suggesting that the overall interest in the system declined as well.

9.3.4 Comparison to Questionnaire

After providing an overview of the system usage before and after the system got
gamified, we discuss in this section the user interaction with respect to their feedback
in the online questionnaire, hence addressing the research question of whether the
perceived role of gamification is reflected by actual usage.

Table9.6 shows the mean average answers of all users who participated in the
online questionnaire. In the first rows of the table, we segment this group in two parts:
those users who logged into our system at least once (Group A, where # login > 0)
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Table 9.5 Bookmark contributions and page request over time

Day # Bookmarks # Requests all pages and element specific pages

Create/Copy Recommend All pages Leaderboard My points My badges

1 (Wed) 13 1 371 32 19 9

2 (Thu) 25 1 135 26 1 0

3 (Fri) 11 6 126 12 3 4

4–5 (Sat/Sun) 0 0 7 0 0 0

6 (Mon) 4 3 72 16 0 0

7 (Tue) 4 0 58 10 3 1

8 (Wed) 9 0 32 4 3 0

Table 9.6 Mean average answers in online questionnaire of users who participated only in the ques-
tionnaire (Group B) and users who, in addition, logged in at least once in the gamified bookmarking
system (Group A)

Group A
(#login > 0)

Group B
(#login = 0)

Q1 (contribution) 3.00 2.50

Q2 (familiarity) 3.07 2.56

Q3 (motivation) 3.29 2.94

Q4 (positive) 3.64 3.11

Q5 (negative) 2.86 3.20

Higher value indicates higher assessment, higher frequency, and stronger agreement

and those who did not log in (Group B, where # login= 0). As expected, members of
GroupA reported a higher familiarity (3.07versus 2.56)with gamification thanGroup
B. Further, they also (on average) stated a higher content contribution (3.00 versus
2.50) to online systems, stated that gamification can result in higher motivation (3.29
versus 2.94) and believed more in the positive effect of gamification (3.64 versus
3.11) than their colleagues from Group B. Beyond that, the members of Group B
had (on average) a stronger opinion about the negative effects than their colleagues
from Group A. This seems to indicate that the employees who have a rather positive
impression of gamification are also more likely to use such a system at least once.

In order to further study whether this positive attitude is also reflected in the users’
constant use of the system, i.e., addressing our second research question, we split
Group A further into two subgroups: the top 8 users (according to the leaderboard)
and the remaining 9 users who logged in at least once. Their corresponding answers
are shown in Table9.7. Surprisingly, the Top 8 users are more aware of negative
effects caused by gamification than the rest. Similar to Table9.6, we can observe
a higher frequency, higher assessment and stronger agreement by those employees
who were more active on the gamified system, i.e., those users who ended up on
higher positions in the monthly leaderboard. This indicates that the perceived role
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Table 9.7 Mean average answers in online questionnaire of top 8 users (Group A1) of the leader-
board and users on position 9–19 (Group A2)

Group A1

(rank ≤ 8)
Group A2

(rank > 8)

Q1 (contribution) 3.14 2.86

Q2 (familiarity) 3.14 3.00

Q3 (motivation) 3.71 2.86

Q4 (positive) 3.71 3.57

Q5 (negative) 3.14 2.57

Higher value indicates higher assessment, higher frequency and stronger agreement

of gamification is indeed reflected by actual user interaction with a gamified system,
hence answering our second research question.

9.3.5 Conclusion

In this section,we studied the perceived and actual role of gamification in aworkplace
environment. We focused on two questions.

First, we were interested to know whether employees perceive gamification as
positive or negative factor in an enterprise. Therefore, we distributed an online ques-
tionnaire among members of a large research institute where participants were asked
to judge and respond to different statements and questionnaires on a Five-Point Likert
scale. Their responses indicate that although some employees were already familiar
with the idea of gamification and are convinced that it can have a positive effect on
their work, nevertheless, a majority of participants stated that they are not convinced
that it can serve as intrinsic motivation for themselves.

In our second research question, we were interested to evaluate whether this
perceived role of gamification that is reported by the participants of the online ques-
tionnaire matches their actual behavior when using a gamified system. Therefore, we
gamified an existing enterprise bookmarking system and introduced it in the same
research institute. After 1 week, we analyzed the online questionnaire based on the
users’ interaction with this system. We observed that the employees who showed a
positive tendency toward gamification also interactedmorewith the gamified system.
We conclude that there is a relationship between the perceived and the actual role of
gamification principles in a workplace environment.

As mentioned in the previous section, when designing games, one method to
approach this individuality is to regard well-known player typologies [14] to group
similar player types, and to design gamification addressing all these player types.
The most common technique to find out the user types is the use of questionnaires
and interviews. However, this approach is associated with high efforts. Given the bias
effect caused by questionnaires, we argue that it is hard to conclude on users’ actual
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behavior in a gamified environment [22]. Recent studies also indicate that the effect
of game design elements can change over time, which can end up with lower effects
in the long term [8, 10, 12]. In theworst case, positive effectsmight only be caused by
the novelty effect. In the next section, we outline how player types could be identified
automatically, hence reducing the risk of triggering negative gamification effects.

9.4 Towards the Automated Identification of Play-Personas

Existing gamification definitions pursuing the increase of user experience [6] and
overall value [15] indicate that the application of gamification is goal oriented.
Therefore, we usually look at gamification as the necessity to maximize an over-
all goal. However, the rich variety and individuality of the users results in different
behaviors, preferences, and motivating factors (e.g., [11, 17, 35–37]). In the worst
case, negative effects can occur when applying gamification, as observed by Hamari
et al. [13] and Mosca [25]. Hence, for successful gamification, several factors needs
to be considered, which makes the design process difficult and expensive. Therefore,
our extended look at gamification is the necessity to maximize an overall goal with
respect to the individuality of users.

In this section we propose a new approach for gamification based on the automatic
detection of play-personas. Dixon et al. [7] consider play-personas “as a useful tool
that can be used to put player type research into practice as part of the design process
of gamified systems.” In order to automatically determine different personas,we need
to reduce the effort to determine relevant player types for implementing gamification.
Why not skip the determination of player types and directly suggest game design
elements? Trying to achieve this with questionnaires and interviews can of course
increase the design effort. However, what if a formula or tool that helps to select
such game design elements based on experiences learned from user interaction data
over time can be used instead? Under the assumptions that (i) gamification consists
of various types of users that experience game design elements differently; and (ii)
gamification is deployed in order to achieve some goal in the broadest sense, we pose
the gamification design problem as that of assigning each user (at least) one game
design element that maximizes their expected contribution in order to achieve that
goal.

We suggestmatrix factorization to create a genericmodel based on user interaction
data as a suitablemethodologywhich could help for the selection ofmost fitting game
design elements. Parts of the treatment are based on [30, 33]. The hypothesis is that
predictive models as intelligent tools for supporting users in decision-making may
also have potential to support the design process in gamification. We argue that this
not only reduces the design effort, but also provides a better selection of game design
elements since this kind of selection would not only be based on how users perceive
gamification [22] but also on their actual interaction with game design elements. We
are convinced that such data-centric tool can support the design process substantially.
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9.4.1 A General Model of Gamification

We suggest a general model of gamification consisting of the following four compo-
nents:

• A task T that needs to be performed.
• A set of game design elements g ∈ G.
• A set of users u ∈ U processing task T enhanced by G.
• A task-dependent ground truth

f∗ : U → G.

• A function class F consisting of functions of the form

f : U → G.

The gamification design problem is the problem of selecting a function f ∈ F that
best approximates the supervisor f∗.

The ground truth f∗ is a function that assigns each user u a game design element
g that maximizes the expected contribution of u to achieve a prespecified goal. For
users that best perform without any of the game design elements contained in G we
include a distinguished symbol ε denoting the absence of any design element.

Typically, the ground truth is unknown for most users and therefore needs to be
approximated by a function from some function class F based on a small subset

Z = {(u1, g1), . . . (un, gn)} ⊆ U × G

of training examples. The training set Z consists of n users ui with corresponding
design elements gi = f∗(ui ) for which the ground truth is known.

Note that we do not want to memorize the training examples but rather find
(learn) a function f ∈ F that predicts the best fitting design elements for new users
not considered in Z .

9.4.2 Learning Problem

There are different ways to select (learn) a function f fromF in order to approximate
the ground truth f∗.

One approach describes users u by a feature vector xu . The components of
xu measure different properties of that user such as, for example, click behavior,
mouse movements, and other features. Then a classifier such as the support vector
machine [5] is trained to learn a model that predicts the best fitting game design
element for new users.
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Here we consider a second approach based on user interaction with different game
design elements. We measure the utility of a game design element g for user u in
achieving task T by means of a utility function

fU : U × G → R, (u, g) �→ sug.

The utility-scores sug capture to which extent each user u together with design ele-
ment g contributes to some overall goal. Given a utility function fU , we select a
classifier f ∈ F according to the rule

f (u) = g∗
u = argmax

g∈G
fU (u, g).

Thus, f assigns user u a game design element g∗
u with maximum utility.

Table9.8 provides an example of a utility function fU shown in matrix form
S = (sug). In this example, we would assign game design g3 to user Ann. For user
Bob the maximum score of 5 is achieved for design elements g1 and g2. In this case,
we can pick either g1 or g2 as design element for Bob.

In practice, however, the matrix S is sparse for various reasons. For example,
users might not be willing to explore all design elements and may quit using the
system. Table9.9 provides an example for the case of a sparse matrix S of utility-
scores. In this scenario, we aim at learning fU on the basis of n observations
(u1, g1, s1), . . . , (un, gn, sn) ∈ U × G × R consisting of n users ui together with
corresponding game design elements gi and utilitiy-scores si .

The problem of gamification reduces to estimating a functional relationship

f : U × G → R, (u, g) �→ ŝug

that best predicts the utility-score sug of design element g for user u by means of
f (u, g) = ŝug . To clarify what we mean by best, we introduce the notion of loss
function. A loss function �(ŝ, s) measures the cost for predicting ŝ when the true
utility-score is s. A common choice for a loss function is the squared error loss
defined as

Table 9.8 Utility-scores for six users and seven game design elements

g1 g2 g3 g4 g5 g6 g7

Ann 0 2 5 3 1 4 4

Bob 5 5 3 3 4 1 0

Col 1 3 4 2 3 3 5

Don 5 4 2 4 3 3 2

Elk 5 5 4 4 3 0 1

Flo 2 1 4 4 3 5 4

Scores are values from {0, 1, . . . , 5}. Higher scores indicate higher utility and vice versa
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Table 9.9 Sparse user-designmatrix of utility-scores consisting of six users and seven game design
elements

g1 g2 g3 g4 g5 g6 g7

Ann – 2 – – 1 – 4

Bob – – – – 4 1 –

Col – 3 4 2 – – –

Don – – – 4 3 – 2

Elk 5 5 – – – 0 –

Flo 2 – 4 4 – 5 –

Higher scores indicate higher utility and vice versa

�(ŝ, s) =(
ŝ − s

) 2.

Our goal is to find a function that minimizes the expected loss

E[ f ] =
∫

�( f (u, g), sug)d P(u, g, sug)

where P(u, g, s) denotes the joint probability distribution on U × G × R.
Suppose that we know a function (ground truth) f∗ that minimizes the expected

loss E[ f ]. Thenwe are in a similar situation as in the above scenario, where each user
has explored all game design elements. The complete user-design matrix S = (sug)

has elements of the form
sug = f∗(u, g).

We can assign each user u a game design element g∗
u according to the following rule

g∗
u = argmax

g
f∗(u, g).

In practice, we neither know f∗ nor the joint probability distribution P(u, g, sug).
Therefore, we cannot find a minimum f∗ of E[ f ] directly. Instead, we try to approx-
imate f∗ by a function f̂∗ that minimizes the empirical loss

Ê[ f ] = 1

n

n∑

i=1

�( f (u, g), sug).

on the basis of a sample of observed data

(u1, g1, s1), . . . , (un, gn, sn).

The sparse user-design matrix shown in Table9.9 is an example of a sample of
observed data.
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According to the empirical risk minimization principle, this approach is statisti-
cally consistent [33], meaning that the approximation f̂∗ converges to the true mini-
mum f∗ with increasing amount of data. The learning problem consists in predicting
the missing values.

This setting reduces the gamification design problem of finding the best design
element for each user to the problem of regression learning for which a plethora of
powerful mathematical methods are available.

9.4.3 Matrix Completion

The gamification design problem as proposed in this section can be regarded as
a special case of a recommendation problem [16] for which matrix factorization
constitutes a state-of-the-art solution [3, 19, 20].

Matrix factorization characterizes users and game design elements by k factors
(properties) inferred from the utility-score patterns hidden in the user-design matrix
S = (sug). Users u and game design elements g are associated with vectors xu ∈ R

k

and yg ∈ R
k , respectively. The k elements in yg measure to which extent design

element g possesses these factors. Similarly, the elements in xu measure to which
extent user u prefers these factors. High correspondence between factors of user u
and factors of design element g indicate high utility. Correspondence between user
and design factors is modeled as inner product such that

sug ≈ xT
u yg (9.1)

for all known utility-scores sug . In matrix notation, Eq.9.1 takes the form

S ≈ X · Y,

where X is the user matrix and Y is the game design element matrix. The rows xT
u of

X and the columns yg of Y describe the users u and design elements g, respectively.
Figure9.7 illustrates how the user-design matrix S is factorized by low-rank matrices
X and Y .

Figure9.8 shows a fictitious example of how the six users and seven game design
elements from Table9.9 are associated to vectors from the two-dimensional vector
space R

2. The latent factors are inferred from the utility-score patterns hidden in
the user-design matrix S. In this example, the two discovered factors refer to the
preferences according to the player typology proposed by Bartle [2]. In practice,
however, there may be additional (k > 2) or different factors, which may not be
interpretable for humans.

After all users and all game design elements have been embedded into the joint
latent factor space Rk , missing values sug of the sparse matrix S can be predicted in
a straight forward way by

ŝug = xT
u yg
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Fig. 9.7 Matrix factorization. Approximate the user-designmatrix S by low-rankmatrices X and Y

Fig. 9.8 A simplified illustration of the latent factor space generated by matrix factorization. The
latent factors refer to the preferences indicated by the x- and y-axis. The six users and seven design
elements of Table9.8 are embedded into the factor space. According to Bartle’s player typology
[2], users fall into one of the four categories achiever, explorer, socializer, and killer. Similarly, the
features of the design elements refer to characteristics of the user categories

in order to complete matrix S.
To learn the embeddings into the factor space Rk , we need to solve the following

basic problem:

(P) : min
x∗,y∗

∑

(u,g)∈P

(
sug − xT

u yg

)2
,

where P is the set of all pairs (u, g) for which sug is known.
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9.5 Conclusion and Outlook

In this chapter, we address the challenge of applying gamification in a workplace
environment from two directions. First, we present a user study that focused on
determining users’ perception of gamification and their actual interaction with a
gamified system. We conclude from this initial study that there is a relationship
between the perceived and the actual role of gamification principles in a workplace
environment.

Under the assumption that different users experience the same game design ele-
ments differently, we then focus on automatically identifying play-personas. This
will allow us to create gamified systems that adapt the application of gamification
elements based on users’ types. In this context, we define the gamification problem
as the problem of assigning each user a game design element such that their expected
contribution to achieve some pre-specified goal is maximized.

One way to assign design elements to users is by means of customer segmenta-
tion. In marketing theory, segmentation aims at identifying customer groups in order
to better match the needs and wants of customers. For games these customer seg-
ments correspond to different player types based on character theory. Once a user is
classified into a customer segment, an appropriate design element for that segment
is selected and assigned to that user. The hardest part of this approach is to design
categories that correspond to various dimensions describing characteristic features
of users such as the multiple motivations of varying degrees existing simultaneously
across users and user types.

In order to avoid assignments of design elements to users via the indirection of
customer segments and user types frommarketing and character theory, respectively,
we aim at learning a predictive model based on statistical principles that directly
classify users to game design elements. Based on user interaction with game design
elements, we suggest to solve the learning problem bymeans of matrix factorization.
The latent factors discovered by a matrix factorization model may be interpreted as
characteristic properties of game design elements. User factors describe to which
extent a user prefers such characteristic features. Thus, the latent factors can be
regarded as a computerized alternative to the aforementioned customer segments
and user types.

Aiming to keep the gamification model simple, we ignore time dynamics of user
preferences leaving this issue open for future research. In addition, learning classifiers
based on user behavior characteristics is a second issue for future research. The
main challenges consist in constructing a useful utility function when using matrix
factorization and generating useful behavior features when learning classifiers. Due
to lack of publicly available data, empirical evaluations are currently not possible.
Therefore, this contribution aims at directing the design process of gamification to a
more principled way based on statistical grounds.
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Part III
Sensor-Based Knowledge Acquisition and

Signal Processing Services

Overview

Traditionally, most information that was recorded in history was conveyed in
textual form. Think, for example, of the works of great philosophers, novelists, or
historians who relied on the written word to express their view points, to express
their creativity, or to report what they witnessed. Without any doubt, information in
human-readable textual form is the most commonly used means of sharing infor-
mation. At the same time, however, information is often shared in non-textual form.
Early art work such as cave paintings dating back over 30,000 years indicate that
mankind has always relied on many other forms to convey information. With the
invention of photography and photographic filmmaking, the share of non-textual
documents that was used to distribute information increased significantly. In the
early days of the twentieth century, when photography started to take off, the adage
“a picture is worth a thousand words” was used to express the notion that complex
ideas can easily be conveyed in a still visual image. From a computational point of
view, interpreting non-textual material such as images or films is a nontrivial task.
The main challenge is to bridge the so-called semantic gap, i.e., the difference
between humans’ interpretation of the information that is depicted in such material,
and the representation of this information that can be processed by a machine. The
challenge of interpreting non-textual data even increases when considering non-
visual material such as sensor readings. With the introduction of sensors and sensor
systems, an ever-increasing amount of data is created that conveys detailed infor-
mation in the form of digital or optical signals. Analyzing this data for the provision
of information services requires advanced methods in the fields of data mining and
machine learning. In the final part of this book, we present four different scenarios
where data in non-textual form is created and present approaches to exploit this
data.

The first scenario, presented in Chap. 10, addresses sustainable energy con-
sumption in smart home environments. More precisely, Spiegel presents a frame-
work for heating control and scheduling that considers occupancy information and,
therefore, allows for the reduction of residential energy consumption. His work
demonstrates how to use aggregated energy signals, measured by a smart meter, to

http://dx.doi.org/10.1007/978-3-319-14178-7_10


identify the habits of the residents in terms of presence. He proposes to employ
energy disaggregation techniques to make inference about the use of certain
household appliances, which indicate the physical presence of the occupants. This
approach is also referred to as non-intrusive load monitoring, which has the benefit
that it refrains from using an additional sensor infrastructure.

Focusing on personal media consumption, Acar et al. present in Chap. 11 an
approach for identifying a certain type of pattern present in Hollywood movies or
user generated videos. This pattern is “violence.” These movies or videos contain
two modalities (audio and visual), each modality being directed to a different sense
of the media consumer (hearing and seeing), therefore allowing an “immersion,”
which does not actually exist, or is limited to textual information. Detecting violent
content in movies and videos is one application which neatly illustrates the meaning
of “bridging the semantic gap.” Acar et al. achieve this by extracting meaningful
features from the data, and by classifying those features using advanced machine
learning techniques. They also present a user interface designed to allow the con-
sumer to browse data and search for “violent” scenes.

The scenario that is outlined in Chap. 12 appears in the context of the automotive
industry, where the objective is to optimize vehicle engines with regard to exhaust
emission. Spiegel presents a data mining approach that was developed in cooper-
ation with researchers and engineers from one of the leading car manufacturers,
who aim to run emission simulations based on operational profiles that characterize
recurring driving behavior. In order to obtain real-life operational profiles, the
automotive engineers collect sensor data from test-drives for various combinations
of driver, vehicle, and route. Such measurements can also be considered as high-
dimensional time series, where each dimension represents the progression of a
certain physical quantity, such as the engine temperature, during car drive. Spie-
gel’s proposed approach is able to identify time series representatives that best
comprehend the recurring temporal patterns contained in a corresponding dataset.
He applies this approach to determine operation profiles that comprise frequently
recurring driving behavior patterns, but his introduced model can also be used for
time series datasets from other domains.

The final scenario of this section, presented in Chap. 13, focuses on the related
topic of traffic optimization. The ever-increasing urbanization has significantly
aggravated the traffic situation in megacities. Common travel habits, such as using a
vehicle, are challenged by factors like severe congestion, insufficient parking
availabilities, or present fuel prices. Furthermore, growing traffic entails an
increased level of noise and greenhouse gases and thus affects residents even more.
Acar et al. present an approach to utilize means of transportation in a more effective
and sustainable fashion in order to increase the quality of life in cities and to
contribute to global environmental objectives. They describe a travel assistance
system that proposes intermodal traveling options which are tailored to drivers’
needs. Different information channels are integrated in the system. One of these
channels is information derived from video analysis.
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Chapter 10
Optimization of In-House Energy Demand

Stephan Spiegel

Abstract Heating control is of particular importance, since heating accounts for
the biggest amount of total residential energy consumption. Smart heating strategies
allow to reduce such energy consumption by automatically turning off the heating
when the occupants are sleeping or away from home. The present context or occu-
pancy state of a household can be deduced from the appliances that are currently in
use. In this chapter, we investigate energy disaggregation techniques to infer appli-
ance states from an aggregated energy signal measured by a smart meter. Since
most household devices have predictable energy consumption, we propose to use the
changes in aggregated energy consumption as features for the appliance/occupancy
state classification task. We evaluate our approach on real-life energy consumption
data from several households, compare the classification accuracy of variousmachine
learning techniques, and explain how to use the inferred appliance states to optimize
heating schedules.

Sustainable Energy: The Early Adopter Scenario

Steven and his wife Suzanne love to relax in their garden behind the house on warm
summer evenings. Usually, they enjoy dinner with a glass of wine on their garden
terrace, talking about the kids, Clara and Carl, or listing to the latest news from the
local radio station. Yesterday evening there was a radio broadcast about the advance
of smart meters and their potential to reduce the energy consumption in residential
homes. Suzannewas excited about the idea of saving energyby themselves, especially
since the power market has continuously raised prices over the last couple of years.
Steven has always been fond of Suzanne’s commitment to sustainable living and
suggested to contactRalph, an old schoolmate of him,who runs his own little business
in the IT sector and also is a trained electrician.
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On the next day Steven called Ralph and was surprised to learn that heating
accounts for the biggest amount of total residential energy consumption. Ralph told
him that some households save up to 30% energy by installing an advanced heating
control, which allows to setup heating schedules. But Steven argued that it would be
difficult to set up a heating schedule for his family, since the timetable of his kids is
irregular, his wife’s company allows her to telecommute up to four times per month,
and he sometimes has to do shift work. Ralph contemplated Steven’s arguments for a
while and eventually suggested to install a presence sensing infrastructure, which can
detect movements and forwards presence states to the heating control. However, after
weighing the cost for such a sensor infrastructure against the potential energy savings,
they both abandoned this course of action. Having discussed the advantages and
limitations of available solutions, Steven told Ralph about the radio broadcast which
had advertised smart metering technology and came up with the idea of using energy
consumption measurements for the detection of presence states. Ralph thought it
was a brilliant idea and said that he would do some research on smart metering
technology.

A week had passed when Ralph finally called back and told Steven that he had
come up with an advantageous solution for automatically detecting presence states
from smart meter measurements. Although Steven had never before heard of some-
thing like energy disaggregation, he could understand that Ralph planned to imple-
ment an algorithm that utilizes energy consumption readings to infer appliance use,
which in turn could be used to deduce presence states. Ralph explained that the
use of an individual electronic device causes a specific energy consumption profile,
which can be used to deduce certain activities in a household. According to Ralph,
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the task of the energy disaggregation algorithm would be to recognize and classify
the individual appliances consumption profiles within the aggregated energy signal
coming from the smart meter. Ralph assured Steven that this solution does not require
additional sensor infrastructure and enables recommendations for optimized heating
schedules based on automatically deduced presence states.

Steven was very pleased with Ralph’s proposal and informed his wife Suzanne
about the good news. In about three months they would have a new energy-aware
heating control system, which will help them to cut future energy bills without any
effort. Suzanne was relieved by the idea that she will never again have to worry about
the kids going out of the house without turning the heating off or her coming home
early in winter finding the living room in a state of severe cold. Steven told her that
it would even be possible to access and monitor the heating control from remote via
her smart phone, which may be convenient when they are on longer vacation with
their kids. As usual both Steven and Suzanne were enjoying dinner together on their
garden terrace, talking about new family projects and listening to the local radio
station, which this time was broadcasting a debate about environmentally friendly
vehicles and new ways of transportation.

10.1 Introduction

Themain goal of our study is to provide a framework for heating control and schedul-
ing which considers the occupancy states of residential homes. Since most solutions
for occupancy state identification involve complex sensor infrastructure and costly
hardware which cause high usage barrier [3, 9, 14, 17], we aim to use given infor-
mation from available electricity smart meters. We propose to employ energy disag-
gregation to infer appliance usage which is, as we will show, beneficial to occupancy
state identification. In the following, we briefly introduce the value of appliance
usage information, before we explain how we use this information for the purpose
of heating control.

In the context of domestic environments, consumers vastly underestimate the
energy used for heating and overestimate the energy used for appliances that replace
manual labor tasks [4]. Numerous studies have identified that consumers get a bet-
ter understanding of their energy use by clear, concise, and direct feedback about
appliance-specific consumption information [13, 19, 23].

In regard to power grid operators and power suppliers, knowledge about the energy
consumption on appliance level is critical to the development of power system plan-
ning, load forecasting, billing procedures, and pricingmodels [4, 19]. In addition, the
identification of electric appliances in domestic environments is important, because
the increasing number of renewable energy sources in the power grid requires electric
utilities to be able to quickly react to changes in supply and demand [18].

The growing need for accurate and specific information about domestic energy
consumption on device level has led to numerous studies on appliance load mon-
itoring [1, 4, 10, 22, 23]. Existing solutions for appliance load monitoring can
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be classified into two primary techniques [4, 21]: distributed direct sensing and
single-point sensing.

Distributed direct sensing typically requires a current sensor to be installed in-line
with every device and is therefore often referred to as intrusive load monitor-
ing. Although intrusive load monitoring easily achieves a consumption breakdown,
deploying a large number of sensors in the residential environment quickly leads to
high cost and discouraging high usage barrier [21].

Single-point sensor systems are easier to deploy and are typically subsumed under
the concept of nonintrusive load monitoring (NILM) [21]. Energy disaggregation is
the task of using an aggregated energy signal, such as that coming from a single-point
sensor or rather whole-home power monitor, to make inferences about the different
loads of individual appliances [10]. However, single-point sensor systems require
knowledge about the household devices and their electrical characteristics [21]. The
challenges in energy disaggregation are mainly due to appliances with similar energy
consumption, appliances with multiple settings, parallel appliance activity, and envi-
ronmental noise [19].Recent studies [8, 10–13, 20] have shown thatmachine learning
techniques represent a suitable solution to recognize appliances in such dynamic and
unpredictable environments.

In this work, we consider energy disaggregation techniques to derive occupancy
states from appliance usage data in order to use this information in smart heating con-
trol strategies [9]. Heating control is of particular importance, since heating accounts
for the biggest amount of total residential energy consumption and recent studies
have shown that up to 30% of the total energy can be saved by turning the heat-
ing off when the occupants are asleep or away [14]. Existing work on the inference
of occupancy states in residential environments includes statistical classification of
aggregated energy data [9], hot water usage [3] as well as human motion and activity
[17]. Our own approach to infer occupancy states differs in that we consider appli-
ance usage, which gives more detailed information about the present context in a
household and the devices which suggest user activity. Furthermore, our proposed
framework does not require any additional infrastructure, and, therefore, is more
likely to be accepted by residents.

For the evaluation of our approach, we consider the REDD dataset [10], which
consists of whole-home and device-specific electricity consumption for a number
of real houses over the period of several month. In our experiments, we compare
the performance of different models for the appliance/occupancy state classification
task. We use cross-validation (training on all houses and leave-one-out for testing) to
evaluate how well the different models generalize. Our results suggest that the Naive
Bayes classifier is suitable for the prediction of occupancy/appliance states and fits
the problem of real-time heating control.

The rest of the chapter is structured as follows. In Sect. 10.2, we give some back-
ground on recent advances in energy disaggregation. Section10.3 introduces the
formal notation of our appliance state classification task. Our proposed framework
for heating control and scheduling by means of energy disaggregation techniques
is described in Sect. 10.4. The experimental design and results on our approach are
presented in Sect. 10.5. A practical application for our approach, named SOE, is
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demonstrated in Sect. 10.6. Eventually, we conclude our study and give an outlook
on future work in Sect. 10.7.

10.2 Background

Energy disaggregation, also referred to as nonintrusive load monitoring, is the task
of using an aggregated energy signal, such as that coming from a whole-home power
monitor, to make inferences about the different individual loads of the system [10].
This approach is seen as an intermediate between existing electricity meters (which
merely record whole-home power usage) and fully energy-aware home appliance
networks, where each individual device reports its own consumption [18].

For a thorough evaluation of various energy disaggregation mechanisms under
real-world conditions, a comprehensive collection of power consumption data is
needed [18]. Most approaches to energy disaggregation have been supervised, in
that the model is trained on individual device power signals [23]. The vast majority
of supervised disaggregation approaches have evaluated the trained models on the
same devices but in new conditions [1].

Research on energy disaggregation has been encouraged by publicly available
datasets such as REDD [10], which contains information about the power consump-
tion of several different homes on device level, and, therefore, allows cross-validation
for individual appliances. Experiments on the REDD dataset have shown that the
Factorial Hidden Markov Model (FHMM) is able to disaggregate the power data
reasonably well [10]. In that case, the disaggregation task is framed as an inference
problem and the performance of energy disaggregation is evaluated considering the
percentage of energy correctly classified.

Although FHMMs have shown to be a powerful tool [5] for learning probabilistic
models of multivariate time series, the combinatorial nature of distributed state rep-
resentation makes an exact algorithm for inferring the posterior probabilities of the
hidden state variables intractable. Approximate inference can be carried out using
Gibbs sampling or variationalmethods [5]. Recentwork [8] on energy disaggregation
presents different FHMM variants which incorporate additional features and better
fit the probability distribution of the state occupancy durations of the appliances.

Another work [19] proposes Artificial Neural Networks (ANNs) for appliance
recognition, because they (i) do not require prior understandingof appliance behavior,
(ii) are capable of handling multiple states, and (iii) are able to learn while running.
The results show that after training the ANNwith generated appliance signatures, the
proposed system is able to recognize the previously learned applianceswith relatively
high accuracy, even in demanding scenarios. To tune the ANN, the authors suggest to
use the generated signatures to create a training datasetwith all possible combinations
of appliance activity. Comparing the disaggregation performance for different ANN
algorithms, additional work [11] suggests to employ back-propagation rather than
the radial-base-function.
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In another study [21], the authors propose a disaggregation algorithm that consists
of several consecutive steps including normalization, edge detection via thresholding
and smoothing techniques, extraction of power-level and delta-level consumption,
matching of known appliances from a signature databasewith extracted delta vectors,
and labeling of recognized devices. The proposed system does not require setup or
training, because the user is able to label appliance signatures via her smart phone. In
that case, the appliance signatures are based on apparent, reactive, real, and distortion
power measured by the smart meter.

The classification of household items based on their electricity usage profile over
a fixed time interval is discussed in yet another study [13]. The authors consider the
time series classification problem of identifying device types through daily or weekly
demand profiles. The proposed approach concentrates on bespoken features such as
mean, variance, kurtosis, skewness, slope, and run measures. The experiments show
that classification using the bespoken features performs better than classification
using the raw data. However, the nature of similarity captured strongly depends on
the features extracted.

In a similar work [18], the authors present an appliance identification approach
based on characteristic features of traces collected during the 24h of a day. The
extracted features include temporal appliance behavior, power consumption levels,
shape of the consumption, active phase statistics, and noise level characteristics.
Each resulting feature vector is annotated by the actual device class and used to train
the underlying model of the selected classifier. Among various tested classifiers, the
Random Committee algorithm performs best in categorizing new and yet unseen
feature vectors into one of the previously trained device types. Additional work [11]
demonstrates that the solution from any single-feature, single-algorithm disaggrega-
tion approach could be combined under a committee decision mechanism to render
the best solution.

Yet another work [20] presents a nonintrusive appliance load monitoring tech-
nique based on integer programming. Since the overall load current is expressed as
a superposition of each current of the operating appliance, the monitoring problem
can be formulated as an integer quadratic programming problem by expressing the
operating conditions as integer variables. Besides that the proposed method does not
require relearning when a new appliance is installed in the house, it is furthermore
able to distinguish between different device modes and some-type appliances that
operate simultaneously.

To monitor the states of multiple appliances via electricity consumption measure-
ments, another work [12] introduces the Bayes filter approach, which computes the
posterior distribution over the current state given all observations to date. Since the
state transition of an appliance is a continuous process, the authors employ a sliding
window to take the temporal factor into consideration and extract the past records of
data to be features. The estimated states are represented as binary strings, where each
bit denotes the on/off state of one individual appliance. According to the results, the
Bayes filter outperforms the KNN, Naive Bayes, and SVM classifier.

Leveraging recent advances in device and appliance power supplies, another series
of studies [4, 6] extends the energy disaggregation approach by using high-frequency



10 Optimization of In-House Energy Demand 277

sampling of voltage noise, which provides an additional feature vector that can be
used to distinguish more accurately between energy usage signatures. Appliances
conduct a variety of noise voltage back onto the home’s power wiring, yielding
measurable noise signatures that are easily detectable using appropriate hardware.
An important advantage of voltage noise signatures is that any electrical outlet inside
the home can be used as a single installation point.

10.3 Notation

Since different devices tend to draw different amounts of power, which are consistent
over time, total power is a reasonable feature to use for classification [4]. Most
devices have predictable current consumption and can be categorized according to
the magnitude of real/reactive power. Given a household with N devices, the power
consumption of an individual appliance i ∈ {1, . . . , N } over a period of T time
points can be expressed as: y(i) = {y(i)

1 , y(i)
2 , . . . , y(i)

T }. Usually, we only observe

the sum of all power outputs at each time: ȳt = ∑n
i=1 y(i)

t , with t = 1, . . . , T .
Given the aggregated power signal, most research on energy disaggregation

[1, 22, 23] aims at inferring the individual device consumption. Since we aim to
infer the context or rather occupancy states in residential environments in order to
optimize heating control, we are mainly interested in the on/off states of individ-
ual appliances s(i)

t , where s(i)
t = 1 if device i is turned “on” at time point t , and

s(i)
t = 0 otherwise. The appliance state identification task can be framed as an infer-
ence problem. Given an aggregated power signal ȳ1, . . . , ȳT , we intend to compute
the posterior probability p(s(i)

t |ȳt ) of individual appliance states s(i)
t for each device

i = 1, . . . , N and each time point t = 1, . . . , T .
Due to the fact that the aggregated power signal is super-imposed and unnormal-

ized, and, therefore, unsuitable for the appliance state identification, we consider the
changes in power consumption as features, which can be derived by the first-order
difference of the power signal Δy(i)

t = y(i)
t −y(i)

t−1 for t = 2, . . . , T . Thus the appli-
ance state identification task could also be formulated as a classification problem,
where a certain change in power consumption categorizes a device into either “on”
or “off” state.

10.4 Framework and Algorithms

Figure10.1 shows a flowchart of our proposed framework for heating control and
scheduling by means of energy disaggregation. The input for our heating control
framework is an aggregated energy signal, such as that coming from a smart meter in
a residential home. In the first step (i) we extract features from the energy signal, i.e.
changes in consumption, which can be used to categorize the individual electrical
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Fig. 10.1 Framework for heating control and scheduling by means of energy disaggregation tech-
niques

devices. Subsequently, (ii) we use the extracted features as input for the appliance
state classification. For the sake of simplicity, Fig. 10.1 assumes that the individual
appliance models were trained on other households prior to the classification task.
Given the classified on/off states for each appliance, we can eventually (iii) infer
the occupancy state of the respective household and recommend optimized heating
schedules.

In the following subsections, we describe the (i) feature extraction, (ii) appliance
state classification, and (iii) inference of occupancy in more detail.

10.4.1 Feature Extraction

Given the overall energy consumption of a household and the energy consumption of
the individual appliances in this household, we aim to build a model for each appli-
ance in order to estimate its on/off states in a previously unknown environment or
household. Since an appliance can be either turned on or off, the device state iden-
tification can be formalized as a two class problem. For the training of an individual
appliance model, we consider the changes in power consumption that classify the
respective device states. In our approach, the input for the classification model are
two distributions of power changes, which represent the features that characterize
one or the other class.

Figure10.2 illustrates the feature extraction process on the basis of real-life mea-
surements from theREDDdata set, in particular the energy consumption of (a) House
1 and (b) its refrigerator for a sample time frame of 8h.We can see that (a) the overall
energy consumption is the sum of (b) the Refrigerator’s energy consumption and the
energy consumption of other appliances. Given this information, we can derive the
changes in energy consumption by the first-order difference of the power signals.
This step is often referred to as edge detection, since the stable periods in the signal
are filtered out. The edges or changes in power consumption of the overall energy
signal and the Refrigerator signal are shown in Fig. 10.2c, d, respectively. Knowing
which edges specify (d) the activity of the Refrigerator, we can easily separate the
changes in energy consumption that categorize other devices by considering all the
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Fig. 10.2 Energy consumption of a House 1 and b its Refrigerator over an interval of 8h. Plot c
and d show the changes in power consumption for House 1 and its Refrigerator. The distribution of
power changes that classify the Refrigerator’s on/off states are illustrated in Plot e and f

edges in (c) the overall energy signal which do not belong to the Refrigerator. The
distribution of the edges that classify the Refrigerator’s on/off states are illustrated
in Fig. 10.2e, f. These distributions can serve as training input for most probabilistic
models.

10.4.2 Appliance State Classification

In this study, we aim at evaluating the appliance state classification task by means
of various machine learning techniques, including Naive Bayes (NB) classifier,
Factorial Hidden Markov Model (FHMM), Classification Tree (CT), and One-
Nearest-Neighbor (1NN) classifier.

We selected thesemodels based on their complementary characteristics and degree
of popularity regarding the energy disaggregation task. Table10.1 shows typical
characteristics of the considered machine learning techniques [16], although the

Table 10.1 Characteristics of
algorithms

NB FHMM CT 1NN

Fitting speed Fast Fast Fast Fast

Prediction speed Fast Fast Fast Medium

Memory usage Low Low Low High

Easy to interpret Yes No Yes No
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characteristics strongly depend on the underlying algorithm and the problem. There-
fore, Table10.1 should be considered as a guide for an initial choice of models.

The NB classifier is a simple probabilistic model based on applying Bayes’ the-
orem with strong independence assumptions, which has been applied for appliance
and occupancy recognition in various studies [9, 12, 13, 18]. Speed and memory
usage of the NB classifier are good for simple distributions, but can be poor for large
datasets [16].

The FHMM is a statistical model in which the system under study is assumed to be
a Markov process with unobserved or hidden states. FHMMs have been successfully
applied to the energy disaggregation problem [8, 10, 23]; however, their complexity
increases with the number of states and the length of the Markov chain [5, 8].

CTs map observations about an item to conclusions about the item’s target value,
meaning the predicted outcome is the class to which the data belongs. Decision tree
learning has been proven to be applicable to appliance identification on metering
data in a couple of recent studies [1, 18].

The 1NN classifier is often regarded as the simplest straw man or baseline
approach [7], and has been considered for the energy disaggregation task in sev-
eral studies [12, 13, 23]. 1NN usually has good performance in low dimensions,
but can have poor predictions in high dimensions. For linear search, 1NN does not
perform any fitting [16].

10.4.3 Inference of Occupancy

We assume that there exists a direct relationship between appliance usage and occu-
pancy states in residential homes. For instance, if the lighting is turnedon, we usually
know that the residents are at home, unless someone forgot to turn off the lighting.
Hence, lighting may be a straightforward indicator for occupancy states, enabling
us to verify manually adjusted heating schemes and recommend optimized heating
schedules.

However, heating control is much more complex, because the usage of certain
appliance actually requires to decrease the temperature. For example, when residents
turn on the oven or stove, the temperature in the kitchen rises automatically, and
we can reduce heating to save energy, instead of just opening the window. In case
the heating control system would have knowledge about the installation points of
all devices, one could even use the appliance states to control the temperature in
individual rooms.

The knowledge of individual appliance states furthermore allows us to infer
devices that are unrelated to occupancy. For instance, the refrigerator automatically
switches between on and off state every few minutes, no matter if the residents are
at home or not. The same is true for devices in standby mode or appliances such as
the smoke alarm or electronic panels which are constantly drawing power. Therefore,
by just looking at the overall energy consumption of a household it is impossible to
distinguish between occupancy states.
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The accuracy of the appliance state classification and the implications for heating
control will be scrutinized in the following section.

10.5 Empirical Evaluation

The goal of our evaluation is twofold: (i) we investigate which of the considered
machine learning models is most accurate for the the appliance state classification
task; and (ii) we assess the use of the identified appliance or rather occupancy states
for heating control.

10.5.1 Energy Data

We consider the REDD dataset [10], which comprises electricity consumption mea-
surements from six household at the granularity level of individual devices, and rep-
resents to date one of the largest and richest publicly available collections of power
consumption data [2]. There are approximately 20 consecutive days ofmeasurements
available for each house, providing data from the two main phases and each individ-
ual circuit at 1Hz frequency rate. Measured appliances include main consumers such
as Air Conditioning, Dishwasher, Disposal, Electrical Heating, Microwave, Oven,
Refrigerator, Stove, Washer/Dryer as well as other miscellaneous electronics and
outlets (see Table10.2).

10.5.2 Experimental Design

In our empirical evaluation, we compare the classification accuracy of the introduced
machine learning models (see Table10.1) on the REDD data set. Strictly speaking,
we assess the appliance state classification accuracy for all considered models on
a granularity level of individual devices. The training of the respective models is
done on appliance-specific consumption measurements of one particular device for
all households but one. The aggregated electricity consumption signal of the left-
out household is then used for testing the performance of the trained models for
each individual device. This evaluation principle is also commonly known as cross-
validation with leave-one-out.

10.5.3 Classification Accuracy

Table10.2 illustrates the classification accuracy per (a) household and (b) appli-
ance for all examined models, including Naive Bayes (NB), Factorial Hidden
Markov Model (FHMM), Classification Trees (CT), and One-Nearest-Neighbor
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Table 10.2 Cross-validation of trained models

NB FHMM CT 1NN

(a) Classification accuracy of device states per household averaged over all appliances

House 1 0.8429 0.8414 0.8319 0.7615

House 2 0.9310 0.9300 0.9224 0.8062

House 3 0.9275 0.9200 0.8908 0.7213

House 4 0.8645 0.8616 0.8746 0.7038

House 5 0.9864 0.9854 0.9839 0.7638

House 6 0.8131 0.7873 0.7752 0.6050

MEAN 0.8942 0.8876 0.8798 0.7269

(b) Classification accuracy of device states per appliance averaged over all households

Air conditioning 0.9315 0.9248 0.9300 0.9138

Bathroom GFI 0.9328 0.9275 0.9324 0.9134

Dishwasher 0.9541 0.9493 0.9551 0.9134

Disposal 0.9955 0.9818 0.9970 0.9918

Electrical heating 0.8863 0.8856 0.8620 0.8895

Electronics 0.8875 0.7970 0.7404 0.0991

Furnace 0.8216 0.8211 0.7294 0.5216

Kitchen outlets 0.7902 0.7915 0.7070 0.1775

Lighting 0.7751 0.7737 0.8006 0.7611

Microwave 0.9516 0.9473 0.9526 0.9279

Miscellaneous 0.9242 0.9295 0.9296 0.7237

Outdoor outlets 0.9982 0.9995 0.9997 0.9996

Oven 0.9754 0.9804 0.9815 0.9811

Refrigerator 0.7834 0.7872 0.7952 0.7898

Smoke alarm 0.9729 0.9629 0.9738 0.6234

Stove 0.9346 0.9288 0.9363 0.8330

Subpanel 0.9808 0.9807 0.9815 0.9811

Unknown outlets 0.9578 0.9558 0.9555 0.3432

Washer/Dryer 0.9287 0.9256 0.9297 0.8763

MEAN 0.9148 0.9079 0.8994 0.7505

(1NN) classifier. The classification results present the performance of the trained
models in an unknown environment or rather before unseen household.

The results in Table10.2a show the classification accuracy of device states per
household averaged over all appliances. For instance, the NB model achieved an
accuracy of 0.8429 for House 1, meaning that the model was trained on House 2–6
and tested on the previously unknown House 1, where 84.29% of all device states
were classified correctly. However, as illustrated in Table10.2a the classification
accuracy of each model varies with the household, which is due to the fact that
the examined households use appliances of different manufacturers with dissimilar
energy profiles.
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Table10.2b presents the classification accuracy of device states per appliance
averaged over all households. For example, the results show that the NB model is
able to classify the device states of the Air-Conditioning with an average accuracy of
93.15%, taking the mean of House 1–6. In general, all models achieved a relatively
high classification accuracy for appliances with distinctive energy profiles, such as
the Dishwasher or Oven, but performed less well on appliances with changes in
consumption that can easily be confused with other devices, like the Refrigerator or
Lighting.

By taking the mean over all results for (a) each household and (b) each appliance
per model, shown in the bottom row of Table10.2a, b respectively, we can easily see
that on average the NB model achieved the highest classification accuracy, closely
followed by FHMM and CT. Although the 1NN classifier shows relatively high clas-
sification accuracy for several individual appliances, it is unable to correctly classify
the device states of others, and, therefore, achieve the lowest average classification
performance.

10.5.4 Heating Control

In this subsection, we discuss how the classified on/off device states can be used
for heating control and scheduling. Since the Naive Bayes (NB) model achieved the
highest average accuracy on classifying device states of appliances in an unknown
household (see Table10.2), wewill consider the NB approach in our following exem-
plification.

Figure10.3 shows the (a) observed and (b) estimated on/off states for the
Washer/Dryer in House 1 over a period of 4 weeks, where every quarter of an hour
aggregates the device activities that occurred during the same weekday and time of
day. By illustrating the (a) observed activity of the Washer/Dryer, which constitutes
our ground truth, we see that this appliance is mostly used on Fridays and weekends.
The (b) estimated activity of theWasher/Dryer, inferred from the overall energy con-
sumption of House 1 by the trained NB model, shows similar behavior patterns for
weekends, but predicts false on states for Mondays.

By taking a closer look at the confusion matrix of observed and estimated on/off
device states for the Washer/Dryer in House 1, shown in Table10.3, we are able to
gain a better understanding of the estimated appliance activity. Table10.3 reveals
the percentage of true positives (TP) or true on states, true negatives (TN) or true
off states, false positives (FP) or false on states, and false negatives (FN) or false
off states. Although the NB model achieves a high classification accuracy [(TP +
TN)/(TP + TN + FP + FN) = 96.83%], the percentage of falsely classified states
[FP+FN = 3.17%] in not negligible, explaining themistakenWasher/Dryer activity
estimated for Mondays (see Fig. 10.3b). The FP and FN estimates imply heating
during absence and cooling during occupancy, respectively.

The cause of falsely classified states can also be explained with help of Fig. 10.2.
By examining the distribution of on and off states of the refrigerator in House 1,
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Fig. 10.3 Observed and estimated on/off states for the Washer/Dryer in House 1 over the period
of 4 weeks, illustrating the actual and predicted device activities in the time from April 25 to May
15 2011, where every quarter of an hour aggregates the activities that occurred during the same
weekday and time of day. The transition from blue, to yellow, to red colored areas illustrates low,
moderate, and high device activity. a Observed on/off states of Washer/Dryer. b Estimated on/off
states of Washer/Dryer

Table 10.3 Confusionmatrix of observed and estimated on/off device states for theWasher/Dryer
in House 1, where Accuracy = TP + TN = 96.83%.

Observed on Observed off

Estimated on True positive (TP) = 0.59% False positive (FP) = 1.14%

Estimated off False negative (FN) = 2.03% True negative (TN) = 96.24%

shown in Fig. 10.2e, f respectively, we can see there is a significant overlap of changes
in power consumption that are caused by both the Refrigerator and other devices.
According to Fig. 10.2e, f, changes in power consumption that range from around
1–50W occur at times when the refrigerator is turned on as well as when its is turned
off, leading to an inaccurate appliance model.

In order to decrease the number of FP and FN device states one could orchestrate
the trained appliance models or consider additional features that distinguish the
appliances more accurate. However, this goes beyond the scope of this study, but
could be part of future work.

A more thorough evaluation of the heating schedules would require datasets that
comprise information about actual occupancy states in the residential homes and
preferences of the residents in regard of temperature settings.
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10.6 Application

Having explained our approach, we are now in the position to present SOE, a
single-agent heating control system, that proposes optimized heating schedules that
aim to reduce the residential energy consumption. SOE computes the optimized
heating schedules based on manual adjustments of the residents and automatically
determined occupancy states. In addition, SOE enables the residents to monitor and
control their heating from remote using mobile devices.

In order to build a practical application we embedded the implementation of our
trained appliance model in our SOE agent using the Matlab to Java compiler.1 The
SOE agent [15] is responsible for the heating control in a home and has access to
the aggregated energy signal using Smart Message Language (SML)2 and the Multi
Utility Communication (MUC)(see footnote 2) interface.

Figure10.4 illustrates the overall architecture of a SOE agent [15]. The resi-
dents are enabled to adjust the thermostat and create heating schedules for each

Power

Residents

adjust
Thermostat

Sleep Breakfast Work Evening
[present] [present] [away] [present]

1 kW

2 kW

0 am 6 am 12 am 6 pm

Aggregated Power Consumption

create
Heating Schedule

SOE Algorithms

Disaggregation
of Energy

optimize
Heating Schedule
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of Presence
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Wed

Thu

Fri
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Sun

Inferred Appliance Use

Fig. 10.4 Overall architecture of SOE heating control system. The aggregated energy signal is
disaggregated using a Naive Bayes classifier to infer appliance usages. From such usage the occu-
pants presence is estimated and used to optimize the heating schedule. The whole system can be
controlled by the residents using tablets and smartphones

1 www.mathworks.de/products/javabuilder/.
2 www.vde.com/en/fnn/extras/sym2/Infomaterial/Pages/default.aspx.

www.mathworks.de/products/javabuilder/
www.vde.com/en/fnn/extras/sym2/Infomaterial/Pages/default.aspx
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Fig. 10.5 Graphical user interface (GUI) of SOE heating control system, showing the tempera-
ture settings for a all rooms at current time, b one individual room for a specific weekday, c a
single room for all workdays, and d one individual room for the entire week. The manually cre-
ated heating schedules are compared against the automatically optimized scheme in order to give
recommendations for possible energy savings at idle time intervals

individual room (refer to Fig. 10.5). Given the aggregated power consumption of the
household, our implemented energy disaggregation component is able to classify
individual appliance states. The inferred appliance use is subsequently employed to
infer presence and to propose optimized heating schedules to the residents.
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The SOE heating control system aims at integrating the user as an essential part
of the heating control process. At this point, we want to address questions concern-
ing various aspects of human computer interaction. This includes the usability and
acceptance of the developed system with regard to different user groups and/or envi-
ronments. Users are able to access the system using mobile devices and control the
heating process in a fine-grained manner (refer to Fig. 10.5).

In case that the manually created and automatically optimized heating schedules
differ from each other, the SOE agent will provide recommendations for possible
adaptations. These suggestions are shown as notifications, whereas the user can either
accept the recommended adaptations or reject the automatically generated heating
schedule to manually conduct changes. This is of utter importance, because the
number of falsely classified appliance states is not negligible. False estimates imply
heating during absence or cooling during presence, and are, therefore, undesired.

In our future work, we intend to reduce the number of false estimates and in con-
sequence to improve the appliance classification by using acceptance/rejection as
reward/punishment signal for reinforcement learning strategies. In order to demon-
strate the system outside of our showroom, we use a common notebook to simulate
the smart home and an iPad to show the SOE application.

10.7 Conclusion and Future Work

In this work, we reviewed recent advances in energy disaggregation and adopted
established appliance identification strategies to infer occupancy states for smart
heating control and scheduling. Our proposed approach to appliances state identifi-
cation considers the changes in power consumption as characteristic to classify the
individual devices. In our evaluation, we have shown that the Naive Bayes classifier
is able to achieve relatively high accuracy on the appliance state identification task,
even in unknown environments or households. Furthermore, we explained how to use
the information about identified appliances to infer occupancy states in residential
homes.We exemplified the idea of occupancy-based heating schedules and discussed
the problem of falsely identified appliance states.

The main advantage of our proposed framework for heating control and schedul-
ing is its simplicity in that we refrain from implementing new infrastructure in res-
idential homes, but use given information from available electricity smart meters.
This approach will eventually lead to higher acceptance rates among residents and
provides alternative avenues for novel heating control strategies.

In addition, we demonstrated SOE, a smart heating control system, which inte-
grates the discussed energy disaggregation algorithms to infer appliances states that
indicate presence. Our implementation of the SOE provides insights into practicality
and usability, which are valuable for the intended deployment in real estates.

Since our appliance state identification strategy can replace sensing infrastructure
that is used to identify occupancy states in residential homes, it would also be interest-
ing to compare the energy savings provided by our approach with the performance of
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existing frameworks, such as the smart thermostat [14]. However, this would require
datasets that comprise information about actual occupancy states in the residential
homes and preferred temperature settings.

Our proposed approach to appliance state identification can furthermore be ben-
eficial for other applications. Recent studies [2] have shown that the availability of
smart meter data alone is often not sufficient to achieve high load disaggregation
accuracies. Future work could combine the knowledge of total energy consumption
with additional information about sequences of events, such as on/off states for each
individual appliance, to improve the accuracy of certain disaggregation algorithms
[2] that use such events along with smart meter data.

Acknowledgments Thisworkwas funded by the FederalMinistry of EconomicAffairs andEnergy
(BMWi) under funding reference number KF2392312-KM2. The presented SOE application was
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Chapter 11
Detecting Violent Content in Hollywood
Movies and User-Generated Videos

Esra Acar, Melanie Irrgang, Dominique Maniry and Frank Hopfgartner

Abstract Detecting violent scenes in videos is an important content understanding
functionality, e.g., for providing automated youth protection services. The key issues
in designing violence detection algorithms are the choice of discriminative features
and learning effective models. We employ low and mid-level audio-visual features
and evaluate their discriminative power within the context of the MediaEval Violent
Scenes Detection (VSD) task. The audio-visual cues are fused at the decision level.
As audio features, Mel-Frequency Cepstral Coefficients (MFCC), and as visual fea-
tures dense histogram of oriented gradient (HoG), histogram of oriented optical flow
(HoF), Violent Flows (ViF), and affect-related color descriptors are used.We perform
feature spacepartitioningof the violence training samples through k-means clustering
and train a different model for each cluster. These models are then used to predict the
violence level of videos by employing two-class support vector machines (SVMs).
The experimental results in Hollywood movies and short web videos show that
mid-level audio features are more discriminative than the visual features, and that the
performance is further enhanced by fusing the audio-visual cues at the decision level.

Babysitting

Nowadays our children are submerged by connected equipment, whether this is at
school, at home, or even in the car. Notable examples of such equipment include TV,
cable or satellite set-top boxes, tablets or the smartphones of the parents, when those
let their children play with it.
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Think of tablets. Children use it for learning to read or to count; finding where
“Wally” is; watching funny videos on streaming websites. And for TVs, Video-
On-Demand (VOD) services such as Netflix, Hulu, or Amazon Prime Instant, allow
them towatch all sorts of video content, including not only “educational” content, but
also—and children of course are not aware of it—content which is harmful for them.
Parents can always try to track these “unwanted” contents. But sometimes, when they
are out of home, they have to rely on babysitters for taking care of their children.

Occasionally, Clara works as a babysitter. A conscientious one! Not the sort of
babysitter who would put a child in front of the TV or in front of an iPad and focus
on talking for hours on the phone with her friends until the parents finally come back
and pay her.

Today, Saturday, Clara is babysitting Ben, the 9-year-old child of her neighbors
David and Rose. These are celebrating the promotion which Rose just obtained, so
they invited many guests in a restaurant, where the parents of Clara are also present.

The dinner is over. “Hey, what would you like to do, Ben?”, asks Clara. Ben is
not very talkative. He points to the TV with his finger. “Aha, so you want to watch
TV, huh? Okay.” adds Clara. Ben noticed that the famous 1990 movie Home Alone
which he heard of recently, is aired on theVOD service. This is awell-known children
comedy movie starring child Hollywood star Macaulay Culkin.

Clara then says: “Hey buddy, I know that movie very well, you know! I agree to
watch it with you, but only if we skip the bad scenes, the scenes which are not good
for a cute child like you!” She remembers that some scenes are very funny but also
very violent. Especially, the scenes where the burglars first attempt to enter the house.
They got badly shot by a toy rifle. Then, one of them gets his scalp burned…Or inside
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the house, when one of them is hit by a can of paint, or when he walks barefoot on
crushed glass and gets hurt. Really funny, but really violent…

Now,with the violent movie content detector plug-in, finding and skipping violent
parts has never been made so easy. Clara just has to turn on the violence detection
plug-in on the Smart TV and quickly browse the movie before letting Ben watch
it. Thanks to the plug-in, she can easily recognize violent parts while watching the
movie and jump to the next nonviolent scene when necessary. Before a violence
detector could offer such possibilities, Smart TV users were provided information
mainly based on the Electronic Program guide (EPG).

In their most common forms, EPG information contains a short description of the
TV program and a parental guidance (PG) rating for the whole program (referring to
the recommended minimal age of the spectator). Unlike an EPG, the plug-in works
by analyzing directly the audio and visual content to discover scenes which a spec-
tator would consider as violent. The advantage is that, instead of discarding a whole
movie based solely on a PG rate, the plug-in can label the movie scene-by-scene or
even shot-by-shot.

At the end of the movie, Clara noticed that the plug-in was really helpful. She
thinks, “Wow, almost all violent scenes were found by that app. The kid did not see
any of those violent scenes.”

Clara checks what time it is: “Only 7? What else am I gonna do with the kid until
the parents are back?” Indeed, Ben is allowed to stay awake until 9 pm on Saturday
evenings.He likes to play games on the tablet—crushing objects, throwing birds away
and many other games—or watch funny clips on Youtube or Dailymotion—videos
sent by his schoolmates via popular social networks. Clara knows that the tablet
belongs to the parents and that they do not have any parental control filter installed
on it. Therefore, she is not very much pleased with the idea of tablet. However,
something suddenly pops in her mind. “Oh yes, that violence detection plug-in on
the TV has an equivalent application for the tablet. I remember that it can also be
downloaded for the tablet from the Internet”, she remembers.

She installs it, sets violent scene detection on, and hands the tablet to Ben. Con-
vinced by the performance of the plug-in on the TV, she is confident that Ben risks
nothing when such a feature is turned on. He can play with it until it is time to go
to bed…

11.1 Introduction

As the amount of available multimedia content becomes more and more abundant,
the use of automatic multimedia analysis solutions in order to find relevant seman-
tic search results or to identify illegal content present on the World Wide Web has
reached a critical importance. In addition, the advances in digital media manage-
ment techniques have facilitated delivering digital videos to consumers. Therefore,
accessing online movies through services such as VOD has become extremely easy.
As a result, parents are not able to constantly and precisely monitor what their



294 E. Acar et al.

children watch. Children are, consequently, exposed to movies, documentaries, or
reality shows which have not necessarily been checked by parents, and which might
contain inappropriate content. Violence constitutes one example of such inappro-
priate content. Psychological studies have shown that violent content in movies has
harmful impacts, especially on children [4]. As a consequence, there is a need for
automatically detecting violent scenes in videos, where the legal age ratings are not
available.

Like any other research challenge, tackling the problem of violence detection
begins with establishing a framework, in particular adopting a definition of vio-
lence to work with. Since the concept of violence is highly subjective (i.e., person-
dependent)—not everybody would indeed evaluate a particular scene of a movie as
violent, one of the challenges within the context of multimedia violent content detec-
tion is to properly delimit the boundaries of what can be designated as a “violent”
scene. In our work, we aim at sticking to the two definitions of violence as described
in [8]: the objective and subjective points of view. Objective violence is defined as
“physical violence or accident resulting in human injury or pain,” whereas subjective
violent scenes are “those which one would not let an 8-year-old child see because
they contain physical violence.”

In this context, the MediaEval Violent Scene Detection (VSD) task [9] provides
a consistent evaluation framework to the research community and enables different
approaches to be evaluated by using the same violence definitions and a standardized
annotated dataset. Detailed description of the task, the dataset, the ground truth, and
evaluation criteria are given in the chapter by Demarty et al. [9]. The task ascribes
to a use case from the company Technicolor.1 The French producer of video content
and entertainment technologies adopted the aim of helping users to select movies
that are suitable to watch with their children.

In spite of the existence of institutions, the task of which is to assign a recom-
mended age to movies in France, the ratings determined by those institutions are not
as strict and differentiated as the ones from the German Freiwillige Selbstkontrolle
der Filmwirtschaft (FSK). One explanation of the sources of discrepancies is the
fact that employees from the film-making industry are allowed to participate in the
recommendation process in France.

A lot ofmovies labeled asFSK16 (i.e., recommended for an audience of agehigher
than 16 years old) in Germany are released without restrictions in France.2 There
also is no equivalence for the FSK 6 label in France, where movies are recommended
only for the age of 0, 12, 16 and 18.3 This seems to be the main motivation behind the
introduction of the challenge, for which one additional sub-task in 2013 is to detect
sceneswith subjective violence.Another illustration of differences between countries
is the age-rating labels used in the USA, where one example of label is “NC-17.” The
latter does not mean that audience should be at least 17 years old, but that audience

1 https://research.technicolor.com/rennes/.
2 http://fsf.de/jugendmedienschutz/international/filmfreigaben/.
3 http://www.fsk.de/.

https://research.technicolor.com/rennes/
http://fsf.de/jugendmedienschutz/international/filmfreigaben/
http://www.fsk.de/
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should not be 17 or under 17, while, for instance, FSK 16 means audience should be
at least 16. This can also be a source of confusion among consumers.

The degree of violence one is able or willing to bear might vary strongly even
within a group of persons of identical age. That is probably why parents should get
from Technicolor information which is not limited to rating only but also a preview
of the most violent scenes, in order to help them decide if the movie is adequate to
be watched by their child.

Next to the issue of definition, another important step in the task of movie violent
content detection is the representation of movie segments. Many of the existing
works (e.g., [5, 14]) proposed for violence detection represent videos using low-level
representations, especially for the representation of audio signals. Inferring abstract
representations is more suitable than directly using low-level features in order to
bridge the semantic gap between the features and high-level human perception of
violence. However, high-level semantics are more difficult to detect and state-of-
the-art detectors are far from perfect. Therefore, the use of mid-level representations
may help modeling video segments one step closer to human perception.

This chapter aims at assessing the discriminative power of mid-level audio-visual
features to model violence in Hollywood movies. We also investigate the effects
of combining mid-level audio-visual features with low-level audio-visual features
for the detection of violent content and show that promising results are obtained by
fusing audio-visual cues at the decision level.

The chapter is organized as follows. Section11.2 explores the recent developments
and reviews methods which have been proposed in the literature in order to detect
violence in movies. In Sect. 11.3, we introduce our method and the functioning of its
various components. We provide and discuss evaluation results obtained on Holly-
wood movies in Sect. 11.4. In Sect. 11.5, we present our browser-based visualization
tool which provides an intuitive way of using our solution. Concluding remarks and
future directions to expand our current approach are presented in Sect. 11.6.

11.2 Related Work

Although video content analysis has been studied extensively in the literature, vio-
lence analysis of movies or of user-generated videos is restricted to a few studies
only. We discuss here some of the most representative ones which use audio and/or
visual cues. A difficulty arises regarding the definition of violence. In some of the
works presented in this section, the authors do not explicitly state their definition
of violence. In addition, nearly all papers in which the concept is defined consider
a different definition of violence; therefore, whenever possible, we also specify the
definition adopted in each work discussed in this section.

First, we briefly discuss uni-modal (i.e., based exclusively on the audio or visual
modality) violence detection methods. Giannakopoulos et al. [13] define violent
scenes as those containing shots, explosions, fights and screams, whereas nonviolent
content corresponds to audio segments containing music and speech. Frame-level
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audio features both from the time and the frequency domain such as energy entropy,
short-time energy, zero crossing rate (ZCR), spectral flux, and roll-off are employed.
Apolynomial SVMis used as the classifier. Themain issuewith thiswork is that audio
signals are assumed to have already been segmented into semantically meaningful
nonoverlapping pieces (i.e., shots, explosions, fights, screams, music and speech).

In their chapter [7], de Souza et al., similarly to other works related to violence
detection, adopt their own definition of violence, and designate violent scenes as
those containing fights (i.e., aggressive human actions), regardless of the context and
the number of people involved. Their approach is based on the use of Bag-of-Words
(BoW), where local Spatial-Temporal Interest Point Features (STIP) are used as the
feature representation of video shots. They compare the performance of STIP-based
BoW with SIFT-based BoW on their own dataset, which contains 400 videos (200
violent and 200 nonviolent videos). The STIP-based BoW solution has proven to be
superior to the SIFT-based one.

Hassner et al. [18] present a method for real-time detection of breaking violence
in crowded scenes. They define violence as sudden changes in motion in a video
footage. The method considers statistics of magnitude changes of flow-vectors over
time. These statistics, collected for short frame sequences, are represented using the
Violent Flows (ViF) descriptor. ViF descriptors are then classified as either violent or
nonviolent using a linear SVM. The authors also introduce a new dataset of crowded
scenes onwhich theirmethod is evaluated.According to the presented results, theViF
descriptor outperforms the Local Trinary Patterns (LTP) [38], histogram of oriented
gradient (HoG) [23], histogram of oriented optical flow (HoF) [23] descriptors as
well as the histogramof oriented gradient and optical flow (HNF) descriptor [23]. The
ViF descriptor is also evaluated on well-known datasets of videos of noncrowded
scene such as the Hockey dataset [28] and the ASLAN dataset [22] in order to
assess its performance in action-classification tasks of “non-textured” videos (i.e.,
noncrowded). With small vocabularies, the ViF descriptor outperforms the LTP and
STIP descriptors, while with larger vocabularies, STIP outperforms ViF. However,
this performance gain comes with a higher computational cost.

In [35], Xu et al. propose to use Motion SIFT (MoSIFT) descriptors to extract
a low-level representation of a video. Feature selection is applied on the MoSIFT
descriptors using kernel density estimation. The selected features are subsequently
summarized into a mid-level feature representation based on a BoW model using
sparse coding. The method is evaluated on two different types of datasets: crowded
scenes [18] and noncrowded scenes [28]. Although Xu et al. do not explicitly define
violence, they study fights or sudden changes in motion as violence-related concepts.
The results show that the proposed method is promising and outperforms HoG-based
and HoF-based BoW representations on both datasets.

Second, we review multimodal methods, which constitute the most common type
of approach used in violent content detection in videos, and which consist in fus-
ing audio and visual cues at either feature or decision level. Aiming at detecting
horror, Wang et al. [5] apply Multiple Instance Learning (MIL; MI-SVM [3]) using
color, textual, andMFCC features. The authors do not explicitly state their definition
of horror. Therefore, assessing the performance of their method and identifying the
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situations on which it properly works is difficult. Video scenes are divided into video
shots, where each scene is formulated as a bag and each shot as an instance inside the
bag forMIL. Color and texture features are used for the visual representation of video
shots, while MFCCs are used for the audio representation. More specifically, mean,
variance, and first-order differential of each dimension of MFCCs are employed for
the audio representation. As observed from their results [5], using color and textural
information in addition to MFCC features slightly improves the performance.

Giannakopoulos et al. [14], in an attempt to extend their approach based solely on
audio cues [13], propose to use amultimodal two-stage approach. In thefirst step, they
perform audio and visual analysis of segments of one-second duration. In the audio
analysis part, audio features such as energy entropy, ZCR, and MFCCs are extracted
and the mean and standard deviation of these features are used to classify scenes into
one of seven classes (violent ones including shots, fights and screams). In the visual
analysis part, average motion, motion variance, and average motion of individuals
appearing in a scene are used to classify segments as having either high or lowactivity.
The classifications obtained in this first step are then used to train a k-NN classifier.

In [15], a three-stage method is proposed. In the first stage, the authors apply a
semi-supervised cross-feature learning algorithm [37] on the extracted audio-visual
features such as motion activity, ZCR, MFCCs, pitch, and rhythm features for the
selection of candidate violent video shots. In the second stage, high-level audio
events (e.g., screaming, gun shots, explosions) are detected via SVM training for
each audio event. In the third stage, the outputs of the classifiers generated in the
previous two stages are linearly weighted for final decision. Although not explicitly
stated, the authors define violent scenes as those which contain action and violence-
related concepts such as gunshots, explosions, and screams. The method was only
evaluated on action movies. However, violent content can be present in movies of
all genres (e.g., drama). The performance of this method in genres other than action
is, therefore, unclear.

Lin and Wang [24] train separate classifiers for audio and visual analysis and
combine these classifiers by co-training. Probabilistic latent semantic analysis is
applied in the audio classification part. Spectrumpower, brightness, bandwidth, pitch,
MFCCs, spectrum flux, ZCR, and harmonicity prominence features are extracted.
An audio vocabulary is subsequently constructed by k-means clustering. Audio clips
of one-second length are represented by the audio vocabulary. This method also con-
structs mid-level audio representations with a technique derived from text analysis.
However, this approach presents the drawback of only constructing a dictionary of
20 audio words, which prevents having a precise representation of the audio signal
of video shots. In the visual classification part, the degree of violence of a video shot
is determined by using motion intensity, the (non-)existence of flame, explosion, and
blood appearing in the video shot. Violence-related concepts studied in this work
are fights, murders, gunshots, and explosions. This method was also evaluated only
on action movies. Therefore, the performance of this solution in genres other than
action is uncertain.

Chen et al. [6] proposed a two-phase solution. According to their violence
definition, a violent scene is a scene that contains action and blood. In the first phase,
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where average motion, camera motion, and average shot length are used for scene
representation and SVM for classification, video scenes are classified into action
and nonaction. In the second phase, using the “Viola-Jones” face detector, faces are
detected in each keyframe of action scenes and the presence of blood pixels near
detected human faces is checked using color information. The approach is compared
with the method of Lin and Wang [24] because of the similar violence definitions,
and is shown to perform better in terms of precision and recall.

Ding et al. [11] observe that most existing methods identify horror scenes only
from independent frames, ignoring the context cues among frames in a video scene.
In order to consider contextual cues in horror scene recognition, they propose a Mul-
tiviewMIL (M2IL) model based on a joint sparse coding technique which simultane-
ously takes into account the bag of instances from the independent view and from the
contextual view. Their definition of violence is very similar to the definition in [5].
They perform experiments on a horror video dataset collected from the Internet and
the results demonstrate that the performance of the proposed method is superior to
other existing well-known MIL algorithms.

The works discussed in the following paragraphs employ the same definitions of
violence (i.e., objective and/or subjective violence) adopted in the MediaEval 2013
VSD task. Penet et al. [29] propose to exploit temporal and multimodal informa-
tion for objective violence detection at video shot level. In order to model violence,
different kinds of Bayesian network structure learning algorithms are investigated.
The proposed method is tested on the dataset of the MediaEval 2011 VSD Task.
Experiments demonstrate that both multimodality and temporality add valuable
information into the system and improve the performance in terms of MediaEval
cost function [9]. The best-performing method achieves 50% false alarms and 3%
missed detection, ranking among the best submissions to the MediaEval 2011 VSD
task.

In [21], Ionescu et al. address the detection of objective violence in Hollywood
movies. The method relies on fusing mid-level concept predictions inferred from
low-level features. The mid-level concepts used in this work are gory scenes, pres-
ence of blood, firearms and cold weapons (for the visual modality); presence of
screams and gunshots (for the audio modality); and car chases, presence of explo-
sions, fights, and fire (for the audio-visual modalities). The authors employ a bank
of multilayer perceptrons featuring a dropout training scheme in order to construct
10 violence-related concept classifiers. The predictions of these concept classifiers
are then merged to construct the final violence classifier. The method is tested on the
dataset of the MediaEval 2012 VSD task and ranked first among 34 other submis-
sions, in terms of precision and F-measure.

In [16], Goto and Aoki propose a violence detection method which is based on
the combination of visual and audio features extracted at the segment level, using
machine learning techniques. Violence detection models are learned via multiple
kernel learning. The authors also propose mid-level violence clustering in order to
implicitly learn mid-level concepts without using manual annotations. The proposed
method is trained and evaluated on the MediaEval 2013 VSD task using the official
MediaEval metric Mean Average Precision at 100 (MAP@100). The results show
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that the method outperforms the approaches which use no external data (e.g., Internet
resources) in the MediaEval 2013 VSD task.

Derbas and Quénot [10] explore the joint dependence of audio and visual features
for violent scene detection. They first combine the audio and the visual features and
then determine statistically joint multimodal patterns. The proposed method mainly
relies on an audio-visual BoW representation. The experiments are performed in the
context of the MediaEval 2013 VSD task. The obtained results show the potential of
the proposed approach in comparison tomethods which use audio and visual features
separately, and to other fusion methods such as early and late fusion.

11.3 The Violence Detection Method

In this section, we discuss (1) the representation of video segments, and (2) the
learning of a violence model, which are the two main components of our method.

11.3.1 Video Representation

Sound effects and background music in movies are essential for stimulating people’s
perception [33]. Therefore, the audio signals are important for the representation
of videos. Visual content of videos provides complementary information for the
detection of violence in videos. We represent the audio content using mid-level
representations, whereas the visual content is represented at two different levels:
low-level and mid-level.

11.3.1.1 Mid-Level Audio Representation

Mid-level audio representations are based on MFCC features extracted from the
audio signals of video segments of 0.6 s length as illustrated in Fig. 11.1. In order to
generate the mid-level representations for video segments, we apply an abstraction
process which uses an MFCC-based Bag-of-Audio Words (BoAW) approach with
sparse coding (SC) as the coding scheme.

The construction of the SC-based audio dictionary is illustrated in Fig. 11.2. We
employ the dictionary learning technique presented in [26]. The advantage of this
technique is its scalability to very large datasets containing millions of training sam-
ples which makes the technique well suited for our work. In order to learn the dic-
tionary of size k (k = 1,024 in this work) for sparse coding, 400× k MFCC feature
vectors are sampled from the training data (experimentally determined figure). In the
coding phase, we construct the sparse representations of audio signals by using the
LARS algorithm [12]. Given an audio signal and a dictionary, the LARS algorithm
returns sparse representations forMFCC feature vectors. In order to generate the final
sparse representation of video segments, which is a set of MFCC feature vectors, we
apply the max-pooling technique.
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Fig. 11.1 The generation process of SC-based audio and visual representations for video segments.
Each video segment is of length 0.6 s. Separate dictionaries are constructed and used for MFCC,
HoG and HoF to generate 1,024-dimensional representations. Each HoG and HoF descriptor is
144-dimensional

11.3.1.2 Low-Level Visual Representation

Film-makers usually make use of motion in order to elicit some particular perception
in the audience [33]. Therefore, we use motion-related descriptors for the visual
representation of video segments. One of the motion descriptors is ViF which is an
efficient motion descriptor. We computed a ViF descriptor for each video segment
to represent statistics of flow-vector magnitude changes over time. For a detailed
explanation of the computation of this descriptor, the reader is referred to [18].

In addition to motion information, static content of video frames is also important
for evoking some particular perception in the audience [33]. We, therefore, also
use static content representations in our work. More specifically, we employ affect-
related static visual descriptors. Inspired by the work presented in [25], we compute
mean and standard deviation of saturation, brightness, and hue in the HSL color
space. We also compute the colorfulness of the keyframe of video segments using
the method in [17], where the keyframe is deemed to be the frame in the middle of
a video segment.

11.3.1.3 Mid-level Visual Representation

Mid-level visual representations are based on HoG and HoF features extracted from
the visual content of video segments of 0.6 s length. HoG and HoF descriptors are
densely sampled and computed for subvolumes of video segments (HoG descriptors
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Fig. 11.2 The generation of audio and visual dictionaries with sparse coding. Each video segment
is of length 0.6 s. Low-level features are MFCCs, densely sampled HoG and HoF descriptors

are subsampled every 6 frames andHoF descriptors are subsampled every 2 frames as
recommended in [32]). The Horn-Schunk method [20] is applied to compute optical
flow vectors which are used for the extraction of HoF descriptors. The resulting HoG
and HoF descriptors are subsequently used to generate mid-level HoG and HoF
representations separately, which is illustrated in Fig. 11.1. The construction of the
SC-based HoG and HoF dictionaries is illustrated in Fig. 11.2.

11.3.2 Violence Detection Model

“Violence” is a concept, which can be expressed in diverse manners. For instance,
both explosions and scream scenes are labeled as violent according to the definition
that we adopted. However, these scenes might highly differ from each other in terms
of audio-visual appearance depending on their characteristics of violence. Therefore,
instead of learning a unique model for violence detection, learning multiple models
constitutes a more judicious choice. This justifies that we first perform feature space
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Fig. 11.3 The generation of violence detection models with feature space partitioning

partitioning by clustering video segments of 0.6 s length in our training dataset and
learn a different model for each violence subconcept (i.e., cluster). We use two-class
SVMs in order to learn violence models. An overview of the generation of violence
detection models is presented in Fig. 11.3.

In the learning step, the main issue is the problem of imbalanced data. This
is caused by the fact that, in the training dataset, the number of nonviolent video
shots is much higher than the number of violent ones. This phenomenon results
in the learned boundary being too close to the violent instances. Consequently, the
SVM tends to classify every sample as nonviolent. Different strategies to “push”
this decision boundary toward the nonviolent samples exist. Although more sophis-
ticated methods dealing with the imbalanced data issue have been proposed in the
literature (see [19] for a comprehensive survey), we choose, in the current frame-
work, to perform random undersampling to balance the number of violent and non-
violent samples (with a balance ratio of 1:2). This method proposed by Akbani
et al. [2] appears to be particularly adapted to the application context of our work.
In [2], different under and oversampling strategies are compared. According to the
results, SVM with the undersampling strategy provides the most significant perfor-
mance gain over standard two-class SVMs. In addition, the efficiency of the training
process is improved as a result of the reduced training data and, hence, training
is easily scalable to large datasets similar to the ones used in the context of our
work.

In the test phase, the main challenge is to combine the classification results of the
violencemodels.We perform a classifier selection to solve this.More specifically, we
first determine the nearest cluster to a video segment of the test set using Euclidean
distance measures. Once the classifier for the video sample is determined, the output
of the chosenmodel is used as the final prediction for that video sample. An overview
of the test phase of our method is presented in Fig. 11.4.
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Fig. 11.4 An overview of the test phase of our classification method. Each video segment is of
length 0.6 s

11.4 Performance Evaluation

The experiments presented in this section aim at comparing the discriminative power
of low and mid-level audio-visual representations and feature space partitioning
through clustering. A direct comparison of our results with other works discussed in
Sect. 11.2 is not straightforward due to the differences in the definition of “violence”
in published works. However, we compare our method with one of the methods in
the MediaEval VSD task of 2013 which also sticks to the same “violence” definition
and provides evaluation results at the video segment level.

11.4.1 Dataset and Ground Truth

We used two different types of dataset in our experiments: (1) a set of 24 Hollywood
movies which were the movies of the MediaEval 2013 VSD task (the “Hollywood
movie dataset”), and (2) a set of 86 short YouTube web videos under Creative Com-
mons licenses which were the short web videos of theMediaEval 2014VSD task (the
“Web video dataset”). The 24 movies of the Hollywood movie dataset are from dif-
ferent genres (ranging from extremely violent movies to movies without violence).
Each movie is split in a multitude of video segments, where each video segment
is of length 0.6 s. In total, the Hollywood movie dataset consists of 289,699 video
segments, where each video segment is labeled as violent or nonviolent.

A total of 17 movies from the Hollywood set are dedicated to the training process:
Armageddon, Billy Elliot, Eragon, Harry Potter 5, I am Legend, Leon, Midnight
Express, Pirates of the Caribbean 1, Reservoir Dogs, Saving Private Ryan, The
Sixth Sense, The Wicker Man, The Bourne Identity, The Wizard of Oz, Dead Poets
Society, Fight Club and Independence Day. The remaining 7 movies—Fantastic
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Table 11.1 The characteristics of training and test movies of the Hollywood movie dataset (The
number of movies and video segments, the number and percentage of violent and nonviolent video
segments)

Dataset Movies Video segments Violent Nonviolent

Train 17 201,216 24,517 (12%) 176,699 (88%)

Test 7 88,483 11,594 (13%) 76,889 (87%)

Total 24 289,699 36,111 (12.5%) 253,588 (87.5%)

Four 1, Fargo, Forrest Gump, Legally Blond, Pulp Fiction, The God Father 1 and
The Pianist—serve as the test set for the main task which is to detect violence in Hol-
lywood movies. In terms of number of video segments, the training set (17 movies)
consists of 201,216 video segments and the test set (7 movies) consists of 88,483
video segments. Table11.1 presents the main characteristics of the dataset in more
detail. The movies of the training and test sets were selected in such a manner that
both training and test data contain movies of variable violence levels (extreme to
none). On average, in both datasets, around 12.5% of segments are annotated as
violent.

The ground truth of the Hollywood dataset was generated by nine human asses-
sors, partly by developers and partly by potential users. Violent movie segments are
annotated at the frame level. Automatically generated shot boundaries with their
corresponding key frames are also provided for each movie. A detailed description
of the Hollywood dataset and the ground truth generation are given in [9]. For the
generalization task which is to detect violence in short web videos, the ground truth
was created by several human assessors4 who followed the subjective definition of
violence as explained in Sect. 11.1. A detailed description of the Web video dataset
and the ground truth generation are given in [31].

11.4.2 Experimental Setup

Weemployed theMIRToolbox v1.45 to extract theMFCC features (13-dimensional).
Frame sizes of 40ms without overlap are used to align with the 25 fps frames. The
Matlab toolbox6 provided by Uijlings et al. [32] was used to extract dense HoG and
HoF features. Features are extracted as explained in Sect. 11.3.

We employed the SPAMS toolbox7 in order to compute sparse codes which
are used for the generation of the mid-level audio and visual representations.

4 Annotations were made available by Fudan University, Vietnam University of Science, and Tech-
nicolor.
5 https://www.jyu.fi/hum/laitokset/musiikki/en/research/coe/.
6 http://homepages.inf.ed.ac.uk/juijling/index.php#page=software/.
7 http://spams-devel.gforge.inria.fr/.

https://www.jyu.fi/hum/laitokset/musiikki/en/research/coe/
http://homepages.inf.ed.ac.uk/juijling/index.php#page=software/
http://spams-devel.gforge.inria.fr/
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The VLFeat8 open source library is used to perform k-means clustering (k = 10
in this work).

We trained the two-class SVMs with an RBF kernel using libsvm9 as the SVM
implementation. Training was performed using audio and visual features extracted at
the video segment level. SVMparameterswere optimizedbyfivefold cross-validation
on the training data.

11.4.3 Evaluation Metrics

We used two different evaluation metrics in our evaluation: (1) average precision at
100 (AP@100) which is the official metric used in the MediaEval 2013 VSD task,
and (2) average precision (AP) which is the official metric used in the MediaEval
2014 VSD task. Although the AP@100 metric is no longer the official metric of the
MediaEval VSD task, we think that providing a ranked list of violent video shots
to the user is still important for our use case. Additionally, including the AP@100
metric allows a comparison with potential other works which would present their
results based on AP@100 solely.

11.4.4 Results and Discussion

Table11.2 reports the mean AP and AP@100 metrics on the Hollywood movie
dataset. We observe that the mid-level audio representation based on MFCC and
sparse coding provides promising performance in terms of average precision and
outperforms all other representations that we use in this work. We also note that the
performance is further improved by fusing these mid-level audio cues with low and
mid-level visual cues at the decision level by linear fusion.

Table11.3 reports the mean AP and AP@100 metrics on the Web video dataset.
We observe results which are similar to the ones obtained on the Hollywood movie
dataset (Table11.2).We used the same violence detectionmodels which were trained
using the 17 Hollywood movies, and evaluated these models on short Web videos.
The results in terms of AP and AP@100 are still encouraging and even demon-
strate superior results compared to the ones obtained on the Hollywood movie
dataset. Therefore, we can conclude that our violence detection method generalizes
particularly well to other types of video content not used for training the models.
Another interesting observation is that affect-related color features seem to provide
better results in terms of AP metrics on the Web video dataset in comparison to the
Hollywood movie dataset. One final remark is that the linear fusion of audio-visual

8 http://www.vlfeat.org/.
9 http://www.csie.ntu.edu.tw/~cjlin/libsvm/.

http://www.vlfeat.org/
http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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Table 11.2 The Mean Average Precision (MAP) and MAP@100 of our method with different
video representations (i.e., audio-only where we use MFCC-based mid-level audio representations,
visual-only where HoG- and HoF-based mid-level features and ViF descriptors are used, affect-only
where we use affect-related color features, and multimodal where the previous three representations
are linearly fused at the decision level) on the Hollywood movie dataset

Dataset MAP MAP@100

Audio-only 0.363 0.476

Visual-only 0.327 0.439

Affect-only 0.209 0.140

Multimodal 0.422 0.539

Table 11.3 The Mean Average Precision (MAP) and MAP@100 of our method with different
video representations (i.e., audio-only where we use MFCC-based mid-level audio representations,
visual-only where HoG- and HoF-based mid-level features and ViF descriptors are used, affect-only
where we use affect-related color features, and multimodal where the previous three representations
are linearly fused at the decision level) on the Web video dataset

Dataset MAP MAP@100

Audio-only 0.582 0.582

Visual-only 0.478 0.478

Affect-only 0.495 0.495

Multimodal 0.567 0.567

features does not help improving the performance in the case of short web videos.
This might be the consequence of the weights used in the fusion process, as more
weight is given to visual-only representations. On the contrary, affect-related features
perform better in web videos.

In order to allow the interested reader to have a closer look at the evaluation results,
we provide movie-specific MAP@100 values of our best-performing method which
is the one with the multimodal representation (Table11.4). One significant point

Table 11.4 Themovie-specificMAP@100 values of our best-performingmethod (i.e., the onewith
amultimodal representation) on the Hollywoodmovie dataset. Each video segment is of length 0.6 s

Movie name MAP@100 # of Violent video segments

Fantastic Four 1 0.615 2,102

Fargo 0.416 1,426

Forrest Gump 0.548 1,139

Legally Blond 0.000 0

Pulp Fiction 0.992 3,720

The God Father 1 0.290 987

The Pianist 0.910 2,220
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Fig. 11.5 Precision-Recall curves a on the Hollywoodmovie dataset (Area Under Curve (AUC) for
Main1: 0.2985,Main2: 0.2757,Main3: 0.2066, andMain4: 0.3255), and b on theWeb video dataset
(AUC for Gen1: 0.5606, Gen2: 0.4447, Gen3: 0.4500, and Gen4: 0.5571) using different represen-
tations (Main/Gen1: audio-only, Main/Gen2: visual-only, Main/Gen3: affect-only and Main/Gen4:
multimodal)

Table 11.5 The Mean Average Precision (MAP) and MAP@100 of our best-performing method
(i.e., the one with a multimodal representation), the work of Penet et al. [30] and an SVM-based
unique violence detectionmodel (i.e., no feature space partitioning) on theHollywoodmovie dataset

Method MAP MAP@100

Our method (multimodal) 0.422 0.539

Penet et al. [30] 0.353 0.448

SVM-based unique violence detection model 0.257 0.356

which can be inferred from the overall results is that the average precision variation
of the method is high for movies of varying violence levels.

In Fig. 11.5, the precision-recall (PR) curves of our method with different video
representations are provided. As seen from the resulting PR curves, our method
performs better on short web videos (Fig. 11.5b).

Table11.5 provides a comparison of our best performing method (i.e., the one
with a multimodal representation) in terms of MAP and MAP@100 metrics with
the method introduced in [30] and an SVM-based unique violence detection model
(i.e., a model where no feature space partitioning is performed). We can conclude
that our method provides promising results and more importantly, outperforms the
SVM-based detection method where the feature space is not partitioned and all
violent and nonviolent samples are used to build a unique model.

Finally, we can observe from the overall results provided in this section that our
method performs better when violent content is better expressed in terms of audio
features (a typical example would be a gun shot scene). This is an indication that
we need more discriminative visual representations for detecting violent content in
movies and short web videos to further improve the performance of our method.
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11.5 Application

We present in this section a browser-based visualization tool that allows users to
explore movies and online videos based on the detected violence levels. In this tool,
currently, only the objective violence definition of theMediaEval VSD task is used to
model violence. The system offers the visualization of annotations and results of the
MediaEval 2013 VSD task [9] and can interactively download and analyze content
from video hosting sites such as YouTube.

The development and evaluation of VSD creates the need for a detailed visu-
alization to assess the strengths and weaknesses of algorithms. Our visualization
tool [27] consists of three parts: the Ranked List view shows the results on the test set
of the MediaEval 2013 VSD task, the Annotations view shows the annotations of the
MediaEval 2013 VSD training set and the Online Analysis carries out our analysis
pipeline [1] to arbitrary online videos.

11.5.1 The Method

Among the plurality of audio features, MFCCs are shown to be indicators of the
excitement level of video segments [36]. Therefore, we employ them as low-level
audio features. For the representation of video segments, we use mid-level audio fea-
tures based on MFCCs in a BoAW scheme. We apply the BoAW approach with two
different coding schemes; as an alternative to sparse coding (introduced in Sect. 11.3),
we also carried out vector quantization. We train a pair of two-class SVMs in order
to learn violence models using both mid-level feature representations. Normally, in a
basic SVM, only class labels or scores are output. The class label results from thresh-
olding the score, which is not necessarily a probability measure. The scores output by
the SVM are converted into probability estimates using themethod explained in [34].

11.5.2 Ranked List

The user first selects the run (algorithm and parameters), of which the results will
be visualized. The user can also select a specific test movie or the whole test set.
The Ranked List view (Fig. 11.6) then shows the thumbnails of all segments with an
overlay of the violence score (i.e., the probability of violence), time information and
a notice whether the classification matches the ground truth. If a segment is classified
as violent, the thumbnail is highlighted with an orange frame around it. This enables
the user to interpret the results easily and quickly. A click on the thumbnail plays
the given segment without leaving the Ranked List view. The user can sort the list
by the violence scores returned by the algorithm, or can sort it by time to see the
classification results chronologically from the beginning to the end of the movie.
We also added a button which, when pressed, jumps to a random part of the list to
enable a more dynamic exploration experience.
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Fig. 11.6 Ranked List view of our visualization tool

11.5.3 Annotations

The training set of the MediaEval 2013 VSD task provides annotations for 18 Hol-
lywood movies. The annotations mark the presence of audio, visual and audio-
visual concepts such as explosions, gunshots, screams, blood, fights, car chases, fire,
firearms, coldweapons and gore. The user can query any or allmovies for any of these
concepts (e.g., show all segments with fire in Saving Private Ryan). The annotations
are then displayed in a view (Fig. 11.7) similar to the one of the Ranked List.

11.5.4 Online Analysis

The Online Analysis (Fig. 11.8) executes our VSD pipeline to any video hosted by
YouTube (or any other site supported by the youtube-dl script). After the user entered
the URL, the video is downloaded, transcoded, and split into segments. The MFCC
feature vectors of the audio of each segment are subsequently computed and used
to build mid-level features with sparse coding and vector quantization as explained
in [1]. Both mid-level feature representations are used to classify the segment and
produce two violence scores. Even though our methods only use audio features, the
Online Analysis pipeline can be applied to any method using audio, visual, or audio-
visual features. In addition to the Ranked List view, the Online Analysis produces a
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Fig. 11.7 Annotations view of our visualization tool

summary box with the maximum violence score and the number of violent segments.
The results are cached so that a query of a previously seen video can return the results
immediately without downloading or classifying again.

11.5.5 Discussion

On one hand, our audio-based method is able to suitably detect violent content such
as fights and disasters with explosions. Video segments which contain no excitement
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Fig. 11.8 Screenshot of Online Analysis view of our visualization tool (showing classification
results)

(e.g., containing a man giving a speech or featuring strong music in the background)
are also easily classified as nonviolent. On the other hand, the method wrongly
classifies a video segment as violent when the segment contains very strong sounds
or exciting moments such as a plane taking off or a bell ringing loudly. The most
challenging violent segments to detect are the ones which are “violent” according
to the objective definition of violence given in the MediaEval VSD task, but which
actually contain only actions such as self-injuries, or other moderate actions such as
an actor pushing or hitting slightly another actor. Our method is also unable to detect
violent video segments which are “violent” according to the objective definition
of violence, but which contain no audio cues exploitable for the identification of
violence (e.g., a man bleeding). More detailed discussion on the performance of our
method is given in [1].

11.6 Conclusions and Future Work

In this chapter, we presented an approach for the detection of violent content in
movies and short web videos at the video segment level. We employed low and
mid-level audio-visual features to represent videos. The mid-level audio and visual
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representations are based on BoW where we first extract audio features (MFCC)
and visual features (dense HoG and HoF), and subsequently apply sparse coding on
each feature descriptor separately. We used ViF and affect-related color features as
low-level visual representation of videos.

Since “violence” is a very diverse concept, we first performed feature space par-
titioning through clustering video segments instead of learning a unique violence
detection model. We then learned a different model for each violence subconcept. In
order to combine the classification results of the violence models in the test phase,
we performed a classifier selection. More specifically, we labeled a video segment
with the output of the classifier whose cluster center is closest to the video segment
in terms of Euclidean distance.

To demonstrate the wide applicability of our solution, we evaluated our method
on two different datasets: one dataset of Hollywood movies and one dataset of user-
generated videos.

We showed that the mid-level audio representation based on MFCC and sparse
coding provides very promising performance in terms of AP and AP@100 metrics
and also outperforms visual representations that we used in this work. We also fused
these mid-level audio cues with low and mid-level visual cues at the decision level
using linear fusion for further improvement and achieved better results than uni-
modal video representations in terms of the AP metrics.

Different from Hollywood movies, user-generated videos are more challenging,
since they are not professionally edited, e.g., in order to enhance dramatic scenes.
We also demonstrated the performance of our system on the challenging web video
dataset which contains short web videos from YouTube. The evaluation results on
the short web videos were similar to the ones on the Hollywood movie dataset and
hence, showed that our violence detection method generalizes well to different types
of video content.

We observed from the overall evaluation results that our method performs better
when violent content is better expressed in terms of audio features. Hence, as a future
work, we need to extend/improve our visual representation set with more discrim-
inative representations. Another possibility for future work is to further investigate
the feature space partitioning concept and optimize the distribution or number of
subconcepts in order to enhance the classification performance of our method.
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Chapter 12
Discovery of Driving Behavior Patterns

Stephan Spiegel

Abstract Given a set of time series, our goal is to identify prototypes that cover
the maximum possible amount of occurring subsequences regardless of their order.
This scenario appears in the context of the automotive industry, where the objec-
tive is to determine operational profiles that comprise frequently recurring driving
behavior patterns. This problem can be solved by clustering, however, standard dis-
tance measures such as the dynamic time warping distance might not be suitable for
this task, because they aim at capturing the cost of aligning two time series rather
than rewarding pairwise occurring patterns. In this work, we propose a novel time
series distance measure, based on the theoretical foundation of recurrence plots,
which enables us to determine the (dis)similarity of multivariate time series that
contain segments of similar trajectories at arbitrary positions. We use recurrence
quantification analysis to measure the structures observed in recurrence plots and
to investigate dynamical properties, such as determinism, which reflect the pairwise
(dis)similarity of time series. In experiments on real-life test drives fromVolkswagen,
we demonstrate that clusteringmultivariate time series using the proposed recurrence
plot-based distance measure results in prototypical test drives that cover significantly
more recurring patterns than using the same clustering algorithm with dynamic time
warping distance.

Reduced Emissions: The Drive Green Scenario

Since Steven entered preliminary school at the early age of five, he always loved to
spend the Sunday afternoons in solitary reading books about theoretical and applied
mathematics. None of this has changed in the last 30years and nobody in his family
was surprised about his recent decision towork as an associate researcher at one of the
leading car manufacturers. Although Steven is passionate about modern technology,
his father thought him to respect and preserve nature. When Steven was a teenager,
he and his dad often went hiking to watch birds at one of the small lakes in the forest
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of the nearby mountains. On their hikes, Steven was told a lot about the local wildlife
and everything his father had learned from the scouts when hewas a boy. At that time,
Steven decided that he would dedicate his adult life to preserve that untouched nature
for his own children and the generations after. He soon realized that he could use his
natural talent for mathematics to solve environmental problems and to contribute to
society. His current position in a research and development department for internal
combustion engines allows Steven to take an active part in reducing the emission of
greenhouse gases, which have long been known to cause global warming.

Recent political debates about climate change have led to profound environmental
regulations that limit the maximum permissible emission for vehicles on European
roads. To avoid severe sanctions, the automotive industry has to ensure that their
newly developed engines go below the allowed limit of exhaust fumes. However,
automobile manufacturer face the problem that a nationwide survey of their car fleet
would result in exorbitant cost and effort. Instead of that, Steven proposed to draw
samples from test drives which characterize specific combinations of driver, vehicle,
and route. In further investigations, the derived operational profiles could be used
to simulate typical driving behavior and to spot-check against the newly introduced
emission regulations. Although the top management is not fully convinced, Steven
has strong support from his own rows and was invited to present his detailed proposal
to the decision-making department.

Steven explains that he aims at deriving characteristic operational profiles of their
new vehicle fleet by means of several controlled test drives. His idea is to record
multiple engine parameters during test drives to discover driving behavior patterns
which typically occur under certain circumstances. The main challenge is to develop
an algorithm that is able to efficiently and effectively compare the high-dimensional
measurements with regard to co-occurring temporal patterns. Test drives with a high
number of typical driving behavior patterns may than be used for engine simulations
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and emission evaluations. Due to the fact that Steven’s approach is less expensive
and time consuming than a nationwide survey, the decision committee felt positive
about his idea and assigned him to lead the research project.

Leading a team of researchers in developing more efficient and environment-
friendly combustion engines does not only mean a real breakthrough in Steven’s
career, but also a huge success on a personal level. Since his childhood, he always
dreamed of finding a way to use own skills to do something for the benefit of the
nature his father taught him to love. This is a unique opportunity for Steven to make
a positive impact on the environment of future generations. He wants his children
and grandchildren to enjoy and experience nature in the same was as he did as a kid.
With this in mind, Steven accepts the challenge of his lifetime.

12.1 Introduction

Clustering of times series data is of pivotal importance in various applications [9]
such as, for example, seasonality patterns in retail [13], electricity usage profiles [17],
DNA microarrays [26], and fMRI brain activity mappings [39]. A crucial design
decision of any clustering algorithm is the choice of (dis)similarity function [1, 14].
In many clustering applications, the underlying (dis)similarity function measures
the cost of aligning time series to one another. Typical examples of such functions
include the DTW and the Euclidean distance [4, 10, 27].

Alignment-based (dis)similarity functions, however, seem not to be justified for
applications,where two time series are considered to be similar, if they share common
or similar subsequences of variable length at arbitrary positions [2, 16, 28, 40].
A real-life example for such an application comes from the automotive industry,
where test drives of vehicles are considered to be similar, if they share similar driving
behavior patterns, i.e., engine behavior or drive maneuvers, which are described by
the progression of multiple vehicle parameters over a certain period of time [33, 35].
In this scenario, the order of the driving behavior patterns does not matter [32], but
the frequency with which the patterns occur in the contrasted time series.

Recentwork [5] on time series distancemeasures suggests to neglect irrelevant and
redundant time series segments, and to retrieve subsequences that best characterize
the real-life data. Although subsequence clustering is a tricky endeavor [12], several
studies [2, 7, 16, 28, 40] have demonstrated that in certain circumstances ignoring
sections of extraneous data and keeping intervals with high discriminative power
contributes to cluster centers that preserve the characteristics of the data sequences.
Related concepts that have been shown to improve clustering results include time
series motifs [2, 16], shapelets [28, 40], and discords [7].

In this contribution, we propose to adopt recurrence plots (RPs) [18, 21, 22] and
related recurrence quantification analysis (RQA) [19, 20, 23] to measure the simi-
larity between multivariate time series that contain segments of similar trajectories
at arbitrary positions in time [32]. We introduce the concept of joint cross recur-
rence plots (JCRPs), an extension of traditional RPs, to visualize and investigate
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multivariate patterns that (re)occur in pairwise compared time series. In dependence
on JCRPs and knownRQAmeasures, such as determinism,we define a RecuRRence
plot-based (RRR) distance measure, which reflects the proportion of time series seg-
ments with similar trajectories or recurring patterns, respectively.

In order to demonstrate the practicability of our proposed recurrence plot-based
distance measure, we conduct experiments on both synthetic time series and real-
life vehicular sensor data [32, 33, 35]. The results show that, unlike commonly used
(dis)similarity functions, our proposed distance measure is able to (i) determine clus-
ter centers that preserve the characteristics of the data sequences and, furthermore,
(ii) identify prototypical time series that cover a high amount of recurring patterns.

The rest of the chapter is organized as follows. In Sect. 12.2, we state the general
problem being investigated. Related work is discussed in Sect. 12.3. Subsequently,
we introduce traditional recurrence plots as well as various extensions in Sect. 12.4.
Recurrence quantification analysis and corresponding measures are discussed in
Sect. 12.5. Our proposed recurrence plot-based distance measure and respective
evaluation criteria are introduced in Sect. 12.6. Possible ways to reduce the com-
putational complexity of our introduced distance measure are offered in Sects. 12.7
and 12.8. Our experimental results are presented and discussed in Sect. 12.9. In addi-
tion, Sect. 12.10 presents BestTime, a platform-independent Matlab application with
graphical user interface, which enables us to find representative that best comprehend
the recurring temporal patterns contained in a certain time series dataset. Finally, we
conclude with future work in Sect. 12.11.

12.2 Problem Statement

Car manufacturers aim to optimize the performance of newly developed engines
according to operational profiles that characterize recurring driving behavior. To
obtain real-life operational profiles for exhaust simulations, Volkswagen (VW) col-
lects data from test drives for various combinations of driver, vehicle, and route.

Given a set X = {X1, X2, . . . , Xt } of t test drives, the challenge is to find a
subset of k prototypical time series Y = {Y1, . . . , Yk} ∈ X that best comprehend
the recurring (driving behavior) patterns found in set X . Test drives are represented
as multivariate time series X = (x1, . . . , xn) of varying length n, where xi ∈ R

d is
a d-dimensional feature vector summarizing the observed measurements at time i .
A pattern S = (xs, . . . , xs+l−1) of X = (x1, . . . , xn) is a subsequence of l consecu-
tive time points from X , where l ≤ n and 1 ≤ s < s + l −1 ≤ n. Assuming two time
series X = (x1, . . . , xn) and Y = (y1, . . . , ym) with patterns S = (xs, . . . , xs+l−1)

and P = (yp, . . . , yp+l−1) of length l, we say that S and P are recurring patterns
of X and Y if d(S, P) ≤ ε, where and d : X × X → R

+ is a (dis)similarity function
and ε is a certain similarity threshold. Note that recurring patterns of X and Y may
occur at arbitrary positions and in different order.

Since we aim to identify k prototypical time series that (i) best represent the setX
and (ii) are members of the setX , one can employ the k-medoid clustering algorithm.
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12.3 Related Work

The main goal of clustering is to organize unlabeled data into homogeneous groups
that are clearly separated from each other. In general, clustering involves the cluster-
ing algorithm, the similarity or rather distance measure, and the evaluation criterion.
Clustering algorithms are categorized into partitioning, hierarchical, density-based,
grid-based, and model-based methods. All of these clustering algorithms can be
applied for static and temporal data [14]. In the following, we discuss important
considerations, common pitfalls, successful applications, and recent developments
in time series clustering.

Time Series Clustering. Unlike static data, temporal data evolves over time and
therefore requires special handling. One could either modify the existing clustering
algorithms to handle time series data or convert the time series into a form that
can be directly clustered. The former approach works with the raw time series, and
the major modification lies in replacing the distance/similarity measure. The latter
approach converts the raw time series either into feature vectors ormodel parameters,
and then applies conventional clustering algorithms. Thus, time series clustering
approaches can be categorized into raw-data-based, feature-based, and model-based
methods [14].

Time Series Representation. In this study, we mainly focus on clustering meth-
ods that work with raw data, in particular multivariate time series with same sample
rate. Clustering time series only differs from conventional clustering in how to com-
pute the similarity between data objects [14]. Therefore, the key is to understand the
unique characteristics of the time series and then to design an appropriate similar-
ity measure accordingly. For instance, Meesrikamolkul et al. [25] have proposed a
novelmethodwhich combines thewidely used k-means clustering algorithmwith the
Dynamic Time Warping distance measure, instead of the traditional Euclidean dis-
tance, to study sequences with time shifts. Unlike before, the newmethod determines
cluster centers that preserve the characteristics of the data sequences.

Distance/Similarity Measures. Besides Euclidean distance and Dynamic Time
Warping distance, commonly used similarity measures include Minkowski distance,
Levenshtein distance, Short Time Series distance, Pearson correlation coefficient,
cross-correlation-based distances, probability-based distance functions, and many
others. The choice of similarity measure depends on whether the time series is
discrete-valued or real-valued, uniform or nonuniform sampled, univariate or multi-
variate, and whether the data sequences are of equal or unequal length [14].

Distortions and Invariance. Furthermore, the choice of the time series distance
measure depends on the invariance required by the domain. The literature [1] has
introduced techniques designed to efficiently measure similarity between time series
with invariance to (various combinations of) the distortions of warping, uniform scal-
ing, offset, amplitude scaling, phase, occlusions, uncertainty, andwandering baseline.
Recent work [32] has proposed an order-invariant distance which is able to deter-
mine the (dis)similarity of time series that exhibit similar subsequences at arbitrary
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positions. The authors demonstrate that order invariance is an important consideration
for domains such as automotive engineering and smart home environments [33, 35],
where multiple sensors observe contextual patterns in their naturally occurring order,
and time series are compared according the occurrence of these multivariate patterns.

Evaluation Criterion. Evaluation criteria for clustering are distinguishedbetween
known ground truth and unknown ground truth [14]. In case of known ground truth,
the similarity between known clusters and obtained clusters can be measured. The
most commonly used clustering quality measure for known ground truth is the Rand
Index or minor variants of it [40]. In contrast, without prior knowledge the clusters
are usually evaluated according their within-cluster similarity and between-cluster
dissimilarity [14]. Various validity indices have been proposed to determine the
number of clusters and their goodness. For instance, the index I has been found to
be consistent and reliable, irrespective of the underlying clustering technique and
data dimensionality, and furthermore has been shown to outperform the Dunn and
David-Bouldin index [24].

Realistic Assumptions. The majority of publicly available time series datasets
were preprocessed and cleaned before publishing. For instance, the UCR archive [9]
contains only time series with equal length, which are mostly snippets of the origi-
nal data that were retrieved manually. The publication of perfectly aligned patterns
of equal length has lead to huge amount of time series classification and clustering
algorithms that are not able to deal with real-world data, which contains irrelevant
sections. Hu et al. [5] suggest to automatically build a data dictionary, which contains
only a small subset of the training data and neglects irrelevant sections and redun-
dancies. The evaluations show that using a data dictionary with a set of retrieved
subsequences for each class leads to higher classification accuracy and is several
time faster than the compared strawman algorithms. However, one needs to be care-
ful about how to retrieve subsequences, for reasons explained in the following.

Subsequence Clustering. Keogh and Lin [12] state that the clustering of time
series subsequences is meaningless, referring to the finding that the output does not
depend on input, and the resulting cluster centers are close to random ones. In almost
all cases the subsequences are extracted with a sliding window, which is assumed to
the quirk in clustering. To produce meaningful results the authors suggest to adopt
time seriesmotifs, a concept highly related to clusters. Their experiments demonstrate
that motif-based clustering is able to preserve the patterns found in the original time
series data [12].

Time Series Motifs. Motifs are previously unknown, frequently occurring
patterns, which are useful for various time series mining tasks: such as summa-
rization, visualization, clustering and classification of time series [2, 16]. According
to the definition [16] a time series motif is a subsequence that comprises all non-
trivial matches within a given range. Since the naive (brute-force) approach to motif
discovery has quadratic complexity, Lin et al. [16] introduce a new motif discov-
ery algorithm that provides fast exact answers, and faster approximate answers,
achieving a speedup of one to two orders of magnitude. In order to reduce the num-
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ber of possible candidates of motifs, Chiu et al. [2] propose to omit consecutive
subsequences that resemble each other. Furthermore, the set of subsequences in each
motif should be mutually exclusive, because otherwise the motifs would be essen-
tially the same. Although normalization techniques are commonly applied to com-
pare time series with different offset and amplitude, Chiu et al. [2] state that these are
important characteristics that might prove to be useful to distinguish motifs, because
after normalization most subsequences correspond to almost the same upward or
downward trend and become indistinguishable.

Time Series Shapelets. Most existing methods for time series clustering rely
on distances calculated on the shape of the signals. However, time series usually
contain a great amount of measurements that do not contribute to the differentiation
task or even decrease cluster accuracy. Hence, to cluster time series, we are generally
better off ignoring large sections of extraneous data and keeping intervals with high
discriminative power. Recent work [28, 40] proposes to use local patterns, so called
shapelets, to cluster time series databases. According to the definition [40], a shapelet
is a time series snippet that can separate and remove a subset of the data from the
rest of the database, while maximizing the separation gap or rather information gain.
Although the experiments demonstrate that shapelet-based clustering gives better
results than statistical-based clustering of the entire time series, finding optimal
shapelets is a nontrivial task, and almost certainly harder than the clustering itself
[40]. However, the results underline the importance of ignoring some data to cluster
time series in real-world applications under realistic settings.

Time Series Discords. Different from motifs or shapelets, time series discords
are subsequences of longer time series that are most unusual or rather maximally
different to all the rest of the time series subsequences. Keogh et al. [7] have shown
that time series discords are particularly attractive as anomaly detectors because
they only require one intuitive parameter, namely the length of the subsequences.
Furthermore, discords have implications for the time series clustering, cleaning, and
summarization.

Time Series Prototypes. To sum up, the concepts that may possibly be adapted to
identify time series prototypes (as described in our problem statement in Sect. 12.2)
include motifs [2, 16] and shapelets [28, 40]. However, in both cases this would
require major modifications of the existing algorithm. A straightforward approach
to solve the stated problem is presented in the following sections.

12.4 Recurrence Plots

Recurrence plots (RPs) are used to visualize and investigate recurrent states of
dynamical systems or rather time series [23, 31]. Even though RPs give very vivid
and impressive images of dynamical system trajectories, their implicit mathematical
foundation is deceptively simple [18]:
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Rx
i, j (ε) = Θ(ε − ||xi − x j ||) xi ∈ R

d , i, j = 1 . . . n (12.1)

where x is a time series of length n, || · || a norm and Θ the Heaviside function. One
of the most crucial parameters of RPs is the recurrence threshold ε, which influences
the formation of line structures [21]. In general, the recurrence threshold should be
chosen in a way that noise corrupted observations are filtered out, but at the same
time a sufficient number of recurrence structures are preserved. As a rule of thumb,
the recurrence rate should be approximately one percent with respect to the size of
the plot. For quasiperiodic processes, it has been suggested to use the diagonal line
structures to find the optimal recurrence threshold. However, changing the threshold
does not preserve the important distribution of recurrence structures [23].

A general problem with standard thresholding methods is that an inappropriate
threshold or laminar states cause thick diagonal lines, which basically corresponds
to redundant information. Schultz et al. [31] have proposed a local minima-based
thresholding approach, which can be performed without choosing any particular
threshold and yields in clean RPs of minimized line thickness. But this approach
comes with some side effects, e.g., bowed lines instead of straight diagonal lines.

Furthermore, it is important to discuss the definition of recurrences, because
distances can be calculated using different norms [18]. Although the L2-norm is
used in most cases, the L∞-norm is sometimes preferred for relatively large time
series with high computational demand [23].

Although traditional RPs only regard one trajectory, we can extend the concept
in a way that allows us to study the dynamics of two trajectories in parallel [22].
A cross recurrence plot (CRP) shows all those times at which a state in one dynamical
system occurs in a second dynamical system. In other words, the CRP reveals all
the times when the trajectories of the first and second time series, x and y, visits
roughly the same area in the phase space. The data length, n and m, of both systems
can differ, leading to a nonsquare CRP matrix [19, 21].

C Rx,y
i, j (ε) = Θ(ε−||xi −y j ||) xi , y j ∈ R

d , i = 1 . . . n, j = 1 . . . m (12.2)

For the creation of a CRP, both trajectories, x and y, have to present the same
dynamical system with equal state variables because they are in the same phase
space. The application of CRPs to absolutely different measurements, which are not
observations of the same dynamical system, is rather problematic and requires some
data preprocessing with utmost carefulness [21].

In order to test for simultaneously occurring recurrences in different systems,
another multivariate extension of RPs was introduced [22]. A joint recurrence plot
(JRP) shows all those times at which a recurrence in one dynamical system occurs
simultaneously with a recurrence in a second dynamical system. With other words,
the JRP is the Hadamard product of the RP of the first system and the RP of the
second system. JRPs can be computed from more than two systems. The data length
of the considered systems has to be the same. [19, 21].
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J Rx,y
i, j (εx , ε y) = Θ(εx − ||xi − x j ||) · Θ(ε y − ||yi − y j ||) (12.3)

xi ∈ R
d1, y j ∈ R

d2, i, j = 1 . . . n

Such joint recurrence plots have the advantage that the individual measurements
can present different observables with different magnitudes or range. They are often
used for the detection of phase synchronization [19, 21].

Since this work aims at clustering test drives, which involves pairwise
(dis)similarity comparisons of multivariate time series, we propose a combination of
joint and cross recurrence plot, namely (JCRP) joint cross recurrence plot. A JCRP
shows all those times at which a multivariate state in one dynamical system occurs
simultaneously in a second dynamical system.

JC Rx,y
i, j (ε1, . . . , εk) = Θ(ε1 − ||x1i − y1j ||) × · · · × Θ(εk − ||xk

i − yk
j ||) (12.4)

xi , y j ∈ R
d , i = 1 . . . n, j = 1 . . . m

For the creation of a JRCP both trajectories, x and y, need to have the same
dimensionality or number of parameters d, but can have different length, n and m.
We shall see that JCRPs are very useful, because they enable us to compare two mul-
tivariate systems with the same set of observables that can have different magnitudes.
In other words, the introduced JCR notation allows us to determine an ε-threshold
for each individual parameter, which is advantageous for observables with different
variance. A toy example for JCRPs is given in the following:

x =
{
dfcghGATHERSPEEDlmknhDECELERATEghfkd
rsqtpACCELERATORxywzvBRAKEPEDALtvswr

y =
{
kdhfSLOWDOWNglbkchdgfGATHERSPEEDnkml
tpsBRAKEPEDALzrysxtwvACCELERATORxtwv

Assume twomultivariate time series x and y which comprise the speed and accel-
erator signal recorded during different car drives. Both time series contain multivari-
ate states or rather string sequences that occur in both systems, as demonstrated in
Fig. 12.1a. The corresponding JCRP of x and y, as illustrated in Fig. 12.1b, shows
the times at which a multivariate state occurs simultaneously in both systems. Fur-
thermore, the diagonal line structure in Fig. 12.1b reveals that both trajectories run
through a similar region in phase space for a certain time interval. With other words,
both systems contain the same multivariate pattern, which represents that the driver
hits the ‘ACCELERATOR’ pedal and the vehicle simultaneously ‘GATHERSPEED’.
In Sect. 12.5, we discuss how to interpret single recurrence points and diagonal line
structures, and explain how to use them to define a distance measure for time series
with certain distortions or invariance.
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Fig. 12.1 a ASCii decimal encoding of two multivariate time series x and y which contain the
same pattern or string sequence at different positions in time. b Joint cross recurrence plot (JCRP)
of time series x and y, introduced in a, with ε = 0. The diagonal line structure in the recurrence plot
indicates the existence and position of a co-occurring multivariate pattern. The single recurrence
points can be considered as noise

12.5 Recurrence Quantification

Recurrence quantification analysis (RQA) is used to quantify the structures observed
in recurrence plots [21]. RQA is grounded in theory, but possesses statistical utility
in dissecting and diagnosing nonlinear dynamic systems across multiple fields of
science [38]. The explicit mathematical definition to distinct features in recurrence
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plots enables us to analyze signals that are multivariate, nonlinear, nonstationary, and
noisy.

The global (large-scale) appearance of a RP can give hints on stationarity and
regularity, whereas local (small-scale) patterns are related to dynamical properties,
such as determinism [38]. Recent studies have shown that determinism, the percent-
age of recurrence points that form lines parallel to the main diagonal, reflects the
predictability of a dynamical system [21].

Given a recurrence matrix R with N × N entries generated by any of the intro-
duced recurrence plot variations, such as our proposed JCRP, we can compute the
determinism DET(ε, lmin) for a predefined ε-threshold and a minimum diagonal line
length lmin as followed [19, 21]:

DET(ε, lmin) =
∑N

l=lmin
l · P(ε, l)

∑N
i, j=1 Ri, j (ε)

(12.5)

P(ε, l) =
N∑

i, j=1

{ (
1 − Ri−1, j−1 (ε)

)

× (
1 − Ri+l, j+l (ε)

)

×
l−1∏

k=0

Ri+k, j+k (ε)

}
(12.6)

where P(ε, l) is the histogram of diagonal lines of length l with respect to a certain
ε neighborhood.

In general, processeswith chaotic behavior cause none or short diagonals, whereas
deterministic processes cause relatively long diagonals and less single, isolated recur-
rence points [21, 37]. In respect to JCRPs, diagonal lines usually occur when the
trajectory of two multivariate time series segments is similar according to a certain
threshold. Since we aim to measure the similarity between time series that contain
segments of similar trajectories at arbitrary positions, which in turn cause diagonal
line structures, we propose to use determinism as a similarity measure. According to
the introduced JCRP approach, a high DET value indicates high similarity or rather a
high percentage of multivariate segments with similar trajectory, whereas a relatively
low DET value suggests dissimilarity or rather the absence of similar multivariate
patterns.

However, data preprocessing like smoothing can introduce spurious line struc-
tures in a recurrence plot that cause high determinism value. In this case, further
criteria like the directionality of the trajectory should be considered to determine the
determinism of a dynamic system, e.g., by using iso-directional and perpendicular
RPs [19, 21, 23]. In contrast to traditional recurrence plots, perpendicular recur-
rence plots (PRPs) consider the dynamical evolution of only the neighborhoods in
the perpendicular direction to each phase flow, resulting in plots with lines of the
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similar width without spreading out in various directions. Removing spurious widths
makes it more reasonable to define line-based quantification measures, such as diver-
gence and determinism [3]. Another solution is to estimate the entropy by looking
at the distribution of the diagonal lines [23]. The entropy is based on the probability
p(ε, l) that diagonal lines structures with certain length l and similarity ε occur in
the recurrence matrix [19, 21], and can be computed as follows:

ENTR(ε, lmin) = −
N∑

l=lmin

p(ε, l) ln p(ε, l) (12.7)

Recurrence plots (RPs) and corresponding recurrence quantification analysis
(RQA) measures have been used to detect transitions and temporal deviations in
the dynamics of time series. Since detected variations in RQA measures can easily
be misinterpreted, Marwan et al. [20] have proposed to calculate a confidence level
to study significant changes. They formulated the hypothesis that the dynamics of a
system do not change over time, and therefore the RQA measures obtained by the
sliding window technique will be normally distributed. Consequently, if the RQA
measures are out of a predefined interquantile range, an observation can be considered
significantly. Detecting changes in dynamics by means of RQA measures obtained
from a sliding window have been proven to be useful in real-life applications such
as comparing traffic flow time series under fine and adverse weather conditions [37].

Since recurrence plot-based techniques are still a rather young field in nonlinear
time series analysis, systematic research is necessary to define reliable criteria for
the selection of parameters, and the estimation of RQA measures [23].

12.6 Recurrence Plot-Based Distance

According to our formalization of joint cross recurrence (JCR) in Eq.12.4 and the
denotation of the determinism (DET) in Eq.12.5, we can define our RecuRRence
Plot-based (RRR) distance measure as follows:

RRR(ε, lmin) = 1 − DET(ε, lmin) (12.8)

Since the DET value ranges from 0 to 1, depending on the proportion of diagonal
line structures found in a JCR plot, the RRR distance is 0 if the trajectory of both
dynamical systems is identical and 1 if there are no similar patterns at any position
in time.

Although our proposed RRR distance measure can be used as a subroutine for
various time series mining tasks, this work primarily focuses on clustering. Our aim
is to group a set of t unlabeled time series T into k clusters C with centroids Z .
In order to evaluate the performance of the time series clustering with respect to
our RRR distance, we suggest to quantify the number of similar patterns that recur
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within the established clusters. Therefore, we define the following cluster validation
index:

E(k) = 1

t − k

∑

z∈{Z}

∑

c∈{Cz\z}
RRR(z, c) (12.9)

According to our problem setting, themore patterns occur jointlywhen comparing
each centroid z ∈ {Z} with all objects c ∈ {Cz\z} of the corresponding cluster, the
lower E , the better our clustering, and the more characteristic are the corresponding
prototypes.

Furthermore, we are going to evaluate the clustering of time series according to
the index I [24], whose value is maximized for the optimal number of clusters:

I (k) = (
1

k
· E(1)

E(k)
· Dk)

p (12.10)

The index I is a composition of three factors [24], namely 1/k, E(1)/E(k), and
Dk . The first factor will try to reduce index I as the number of clusters k increases.
The second factor consists of the ratio of E(1), which is constant for a given dataset,
and E(k), which decreases with increase in k. Consequently, index I increases as
E(k) decreases, encouraging more clusters that are compact in nature. Finally, the
third factor, Dk (which measures the maximum separation between two clusters over
all possible pairs of clusters), will increase with the value of k, but is bounded by the
maximum separation between two points in the dataset.

Dk = k
max
i, j=1

||zi − z j || (12.11)

Thus, the three factors are found to compete with and balance each other critically.
The power p is used to control the contrast between the different cluster configura-
tions. Previous work [24] suggests to choose p = 2.

The index I has been found to be consistent and reliable, irrespective of the
underlying clustering technique and data dimensionality, and furthermore has been
shown to outperform the Dunn and David-Bouldin index [24].

12.7 Dimensionality Reduction

As with most problems in computer science, the suitable choice of representation
greatly affects the ease and efficiency of time series data mining [15]. Piecewise
Aggregate Approximation (PAA), a popular windowed averaging technique, reduces
a time series x of length n to length n/r by dividing the data into r equal sized frames.
The mean value of the data falling within a frame is calculated and a vector of these
values becomes the data-reduced representation.
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xi = r

n

n
r i∑

j= n
r (i−1)+1

x j (12.12)

i = 1 . . . r, j = 1 . . . n

The PAA dimensionality reduction is intuitive and simple, yet has been shown
to rival more sophisticated dimensionality reduction techniques like Fourier trans-
forms and wavelets [15]. Having transformed a time series database into PAA, we
can apply our proposed recurrence plot-based time series distance measure on the
reduced representation. Since the computational complexity of our RRR distance
measure is quadratic in the length n of the time series, reducing the original time
series to r dimensions leads to a performance improvement of factor (n/r)2. In our
experiments on the real-life vehicular data we use a compression rate of n/r = 10,
which correspond to a speedup of two orders of magnitude or rather 100 times less
matrix entries to compute. However, this approach comes with the cost of missing
recurrences [23].

12.8 Adjustment Window Condition

Another approach to reduce the computational complexity of our proposed recurrence
plot-based (RRR) time series distance measure is to constrain the number of cells
that are evaluated in the distance matrix [30]. Constraints have been successfully
applied to the Dynamic Time Warping (DTW) distance to create tight lower bounds
which allow to prune similarity calculations [8, 11]. The two most commonly used
constraints are the Itakura Parallelogram [6] and the Sakoe-Chiba Band [29], which
both speed up calculations by a constant factor, but still lead to quadratic complexity
if the window size w is a linear function of the time series.

Given the formal definition of (joint) cross recurrence (see Eqs. 12.2 and 12.4),
the Sakoe-Chiba Band is an adjustment window condition which corresponds to the
fact that time-axis fluctuations in usual cases never causes a too excessive timing
difference [29]:

|i − j | ≤ w (12.13)

∀ xi , y j ∈ R
d , i = 1 . . . N , j = 1 . . . M

In general, constraints work well in domains where time series have only a small
variance, but perform poorly if time series are of events that start and stop at radically
different times [30]. Since this study considers time series that exhibit recurring
patterns at arbitrary positions, we refrain from applying constraints for the data
under study.
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12.9 Evaluation

The goal of our evaluation is to assess how well the RRR distance is suited for: (i)
calculating the similarity between time series with order-invariance (in Sect. 12.9.1),
(ii) clustering time series that contain similar trajectories at arbitrary positions (in
Sect. 12.9.2), and (ii) identifying prototypical time series that cover as much as pos-
sible patterns which co-occur in other sequences of the dataset (in Sect. 12.9.3).

12.9.1 Order-Invariance

In this section, we demonstrate the practicality of our proposed RRR distance on a
sample dataset of synthetic time series. As illustrated in Fig. 12.2a, we consider four
different normally distributed pseudorandom time series with artificially implanted
sinus patterns. The first two time series comprise the same subsequences in reverse
order, whereas the last two time series contain a subset of the artificially implanted
signals.

Figure12.2b illustrates the cross recurrence plot (CRP) of time series ABCD and
DCBA as well as ABCD and A**D introduced in Fig. 12.2a. Lines parallel to the
main diagonal (from upper left to bottom right corner) indicate similar subsequences
in both time series. The percentage of recurrence points that form diagonal lines is
much higher in the CRP of the time series ABCD and DCBA than in the CRP of
the pair ABCD and A**D. As discussed in Sect. 12.6, we quantify the local small-
scale structures in the recurrence plots by means of the determinism DET (refer to
Eq.12.5).

Figure12.2c shows a direct comparison of Dynamic Time Warping and our intro-
duced RRR distance measure. As expected, the hierarchical cluster tree generated by
means of DTW indicates a relatively small distance between the time series ABCD,
A**D and *BC*, because they exhibit similar subsequences at the same positions.
However, DTW treats the time series DCBA as an outlier, because the artificially
implanted patterns occur in reverse order and cross-alignment is prevented. In con-
trast, the RRR measure considers the time series ABCD and DCBA as most similar,
as the order of the matched patterns is disregarded. Furthermore, the dendrogram
generated by means of RRR reveals that the time series A**D and *BC* are dissim-
ilar to ABCD and DCBA, which is due to the fact that the overlap of same or similar
subsequences is relatively small (≤50%).

The results presented in Fig. 12.2 serve to demonstrate that the proposed RRR
distancemeasure is able to handle time series with order-invariance. In the following,
we investigate the capability of our RRRmeasure to cluster time series which exhibit
same or similar subsequences at arbitrary positions in time.
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Fig. 12.2 a Sample dataset of normally distributed pseudorandom time series (named as ABCD,
DCBA, A**D and *BC*, illustrated left) with artificially implanted sinus patterns (labeled as A–D,
presented in their occurring order on the right). b Cross Recurrence Plot (CRP) of synthetic time
series ABCD and DCBA (left) as well as ABCD and A**D (right) introduced in a. Note that
the main diagonal runs from upper left to bottom right. c Agglomerative hierarchical cluster tree
(dendrogram) of synthetic time series data (introduced in a) according to the DTW distance (left)
and our proposed RRR distance (right), where the x-axis reveals the distance between the time
series being merged and the y-axis illustrates the corresponding name and shape of the signal



12 Discovery of Driving Behavior Patterns 331

12.9.2 Synthetic Data

This controlled experiment aims at visualizing the clustering results of the proposed
RRR distance measure compared to the DTW distance.

We generated a labeled dataset, which consists of nine time series from three
different categories, called Wave, YoYo, and Peak. Each category comprises three
time series characterized by multiple occurrence of the same artificial patterns at
arbitrary positions. The dataset consists of univariate time series of equal length,
as shown in Fig. 12.3. To visualize the clustering results of the RRR and DTW

(a)

(b)

Fig. 12.3 Univariate a and multivariate b synthetic time series with artificially implanted patterns
(red color) at arbitrary positions, where each time series belongs to one of three groups (Wave,
YoYo, and Peak)
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distance, we applied agglomerative hierarchical clustering with complete linkage on
the synthetic dataset.

Figure12.4 illustrates the generated hierarchical cluster trees for both examined
distance measures on the synthetic time series. The first observation to be made is
that RRR perfectly recovers the cluster structure provided by the ground truth, given
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Fig. 12.4 Cluster tree (dendrogram) of univariate a and multivariate b synthetic time series (intro-
duced in Fig. 12.3) according to theDTWandRRRdistance. The x-axis reveals the distance between
the time series being merged and the y-axis illustrates the corresponding name and shape of the
time series
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our knowledge that there are three categories. In contrast, the DTWdistance fails and
assigns time series of different categories to the same cluster at an early stage. The
second observation to be made is that RRR is able to recover the ground truth even
if a large portion of the time series is noisy. The DTW distance, however, groups
time series into the same clusters, if they have globally a similar shape. Therefore,
the noisy parts of the time series supersede or superimpose the relevant recurring
patterns.

12.9.3 Real-Life Data

This experiment aims at assessing the time series prototypes identified by the pro-
posed RRR distance measure compared to the DTW distance.

For our evaluation, we consider the VW DRIVE dataset, which consists of 124
real-life test drives recorded by one vehicle operated by seven different individuals.
Test drives are represented as multivariate time series of varying length and com-
prise vehicular sensor data of the same observed measurements. Since we aim to
identify operations profiles that characterize recurring driving behavior, we exclu-
sively consider accelerator, speed, and revolution measurements, which are more or
less directly influenced by the driver. The complete VW DRIVE dataset contains
various other measurements, such as airflow and engine temperature, and can be
obtained by mailing the first author of this paper.

To measure the (dis)similarity of the VW DRIVE time series using our proposed
RRRdistance,wefirst need todetermine theoptimal similarity threshold ε andpattern
length lmin for each of the consideredmeasurements, such that a considerable amount
of the recurring patterns is preserved.

Figure12.5 shows the determinism value for the accelerator, speed, and revolu-
tion signal in regard to different parameters settings. We can observe that for all
considered signals the DET value decreases with increasing pattern length lmin and
decreasing similarity threshold ε. Furthermore, Fig. 12.5 reveals that the speed sig-
nal is highly deterministic, meaning that the same patterns occur frequently, whereas
the acceleration and revolution signal are less predictable and show more chaotic
behavior.

Since we aim to analyze all signals jointly by means of the proposed joint cross
recurrence plot (JCRP) approach, we have to choose a pattern length or rather min-
imum diagonal line length lmin that is suitable for all signals. In general, we are
looking for relatively long patterns with high similarity. In other words, we aim to
find a parameter setting with preferably large lmin and small ε which results in a DET
value that is above a certain threshold. To preserve the underlying characteristics or
rather recurring patterns contained in examined data, at least 20% of the recurrence
points should form diagonal line structures, which corresponds to DET ≥ 0.2. Based
on this criterion, we choose lmin = 5 and ε = 14/2/40 for the accelerator, speed, and
revolution signal, respectively. Note that the individual signals were not normalized,
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Fig. 12.5 Determinism (DET) value for changing similarity threshold ε and minimum diagonal
line length lmin for accelerator, speed, and revolution signal; based on the cross recurrence plots
(CRPs) of 10 randomly selected pairs of tours from our DRIVE dataset. Note that the DET was
averaged
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(a) (a)
(b) (b)

Fig. 12.6 Evaluation of RRR and DTW distance for clustering a univariate and b multivariate
time series of our DRIVE dataset. We compare the index E for the number of clusters k where
the (normalized) index I reaches its maximum. The results are based on 1,000 runs of k-medoids
clustering with random initialization

wherefore the ε-threshold represents the accelerator pedal angle, kilometers per hour,
and rotations per minute.

To identify prototypical time series using RRR and DTW distance respectively,
we applied k-medoids clustering with random initialization. For evaluation purpose,
we computed index I and E for a varying number of k prototypes. The results of
index I were normalized in a way that the highest value, which indicates the optimal
number of clusters, equals one. Since index E is a sum of RRR values (see Eq.12.9)
and RRR = 1−DET, the lower E , the higher the average DET value, and the more
recurring (driving behavior) patterns are comprised of the prototypes identified by
the respective distance measure.

Figure12.6 shows the empirical results for clustering univariate and multivariate
time series of the VW DRIVE dataset using RRR and DTW distance, respectively.
Since the VW DRIVE dataset consists of ‘only’ 124 test drives recorded by one
and the same vehicle, the optimal number of clusters for both RRR and DTW dis-
tance is rather small. However, the proposed RRR distance is able to find cluster
configurations with lower index E values or rather prototypes with higher amount
of recurring patterns than the DTW distance. In case of univariate time series (a),
in particular speed measurements, RRR and DTW achieved an index E value of
around 0.52 and 0.65 for the optimal number of clusters, which corresponds to a
determinism value of 0.48 and 0.35, respectively. In the multivariate case (b), RRR
and DTW reached an index E value of around 0.74 and 0.84 for the optimal number
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Fig. 12.7 Medoid time series of biggest cluster (with k = 2) found by our RRR distance measure
for a univariate and b multivariate case. The intervals highlighted in red color indicate patterns that
frequently recur in the time series objects of the corresponding cluster, whereas intervals in blue
indicate low recurrence

of clusters, which corresponds to determinism value of 0.26 and 0.16, respectively.
As might be expected, the results for the univariate time series are better than for
the multivariate case, because the search space expands and the probability of recur-
ring patterns decreases with an increasing number of dimensions or measurements,
respectively. In both cases, however, our RRR distance performs about 10% better
than the compared DTW distance, meaning that the identified prototypes contain
10% more recurring (driving behavior) patterns.

Figure12.7 shows the prototype or rather medoid time series of the biggest cluster
found by the k-medoids algorithm (for k = 2) in combination with our RRR distance
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measure. In the univariate case (a) the medoid contains a high amount of patterns that
recur in the time series objects of the corresponding cluster, making it an excellent
prototype. As expected, in the multivariate case (b) the medoid time series contains
less and shorter intervals of recurring patterns.

12.10 Application

Having introduced our recurrence plot-based distance measure, we are eventually in
the position to present BestTime, a platform-independent Matlab application with
graphical user interface, which enables us to find representatives that best com-
prehend the recurring temporal patterns contained in a certain time series dataset.
Although BestTime was originally designed to analyze vehicular sensor data and
identify characteristic operational profiles that comprise frequent behavior patterns
[32], our extended version [36] can be used to find representatives in arbitrary sets
of single- or multi-dimensional time series of variable length.

As described above, our approach to find representatives in time series datasets
is based on agglomerative hierarchical clustering [14]. We define a representative as
the time series that is closest to the corresponding cluster center of gravity [25]. Since
we want a representative to comprehend the recurring temporal patterns contained
in the time series of the respective cluster, we need a distance measure that accounts
for similar subsequences regardless of their position in time [32].

However, as mentioned before, traditional time series distance measures, such as
the Euclidean distance (ED) and Dynamic TimeWarping (DTW), are not suitable to
match similar subsequences that occur in arbitrary order [1, 4]. Hence, we proposed
to employ Recurrence Plots (RPs) and corresponding Recurrence Quantification
Analysis (RQA) [21, 38] to measure the pairwise (dis)similarity of time series with
similar patterns at arbitrary positions [34]. Above, we introduced a novel recurrence
plot-based distance measure, which is used by our BestTime tool to cluster time
series and find representatives.

In the following, we briefly describe the operation of our BestTime application
and illustrate the data processing for a small set of sample time series, see Figs. 12.8
and 12.9. Please feel free to download our BestTime tool [36] to follow the stepwise
operating instructions given below.

Input Data. BestTime is able to analyze multivariate time series with same dimen-
sionality and of variable length. Each individual time series needs to be stored
in an independent csv (comma separated values) file, where rows correspond to
observations and columns correspond to variables. Optionally, the first row may
specify the names of the variables. The user selects an input folder that should
contain all time series in specified csv format. A small set of sample time series
that we use as input is illustrated in Fig. 12.8.
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Fig. 12.8 Given a set of time series with previously unknown patterns, we aim to cluster the data
and find a representative (highlighted) for each group

Minimum Number of Observations. Depending on the application, the user can
optionally reduce the size of the dataset by specifying the minimum length of the
time series which should be consider for further processing.

Data Reduction Rate. Since the computational complexity of our distance calcu-
lations is quadratic in the length of the time series, we offer the possibility to
reduce the length via piecewise aggregate approximation [4]. Given a time series
of length n and a reduction rate r , the approximate time series is of length n/r .

Minimum Pattern Length. As described in Sect. 12.9, the predeterminedminimum
pattern length lmin directly influences the time series similarity. This parameter
strongly depends on the application and needs to be chosen by a domain expert.

Variable Selection. In case of time series datasets with multiple dimensions, the
user interface of our tool offers the possibility to select the variables that should
be considered for further analysis.

Similarity Threshold. This parameter is usually very sensitive and directly influ-
ences the clustering result. Since it may be challenging to determine an appropri-
ate similarity threshold ε for each variable, our tool can alternatively recommend
(estimated) thresholds.

Parallel Computing. Calculating the distance matrix is costly for large datasets.
However, this step is fully parallelized and runs almost nCPU-times faster than
serial processing. Up to 12 parallel workers are supported.

Quality Control. Our tool presents a colored plot of the computed distance matrix
and a histogram of the distance distribution in order to ensure appropriate parame-
ter settings as well as clusters that preserve the time series characteristics. Since
both plots are updated iteratively during distance calculations, we can abort com-
putation anytime the preview suggests undesired results. For the distance matrix,
a high variance in the distances/colors indicates an appropriate parameter setting,
and a low variance in the distances/colorsmay result in poor clustering. In general,
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(a)

(b)

(c)

Fig. 12.9 BestTime operation and data processing for finding representatives in time series datasets,
exemplified on sample time series introduced in Fig. 12.8. a Visualization of computed distance
matrix and distance distribution, which are used to ensure both appropriate parameter settings
and clusters that preserve the time series characteristics. b Clustering results which show various
validation indexes for a changing number of clusters, the list of identified representatives for a
selected number of clusters, and the cardinality of the individual clusters. c Detailed view of a
representative and its corresponding pattern frequency with regard to the selected cluster
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good clustering results can be achieved when the distances do not accumulate at
either end of the interval (all close to zero or one). Figure12.9a shows the quality
control for our sample dataset.

Clustering Validation. To support the user in choosing an optimal number of k
clusters or representatives, our tool validates the cluster goodness for changing
k according to three cluster validation indexes. Figure12.9b shows the cluster
validation for our sample dataset.

Cluster Distribution. The clusteringmay result in groups of different size. Our tool
illustrates the cluster distribution to identify outliers and emphasize prominent
groups with expressive representatives. For our sample dataset all clusters have
the same size, see Fig. 12.9b.

List of Representatives. Since we aim at finding representatives, our tool does not
only show a list of identified candidates as illustrated in Fig. 12.9b, but also allows
to visualize the time intervals or patterns that co-occur in other time series of the
same cluster, see Fig. 12.9c.

Please note thatwe provide supplementary onlinematerial [36],which includes
our BestTime tool for finding time series representatives, real-life testing data,
a video demonstration, and a technical report.

12.11 Conclusion and Future Work

This work is a first attempt to solve time series clustering with nonlinear data analy-
sis and modeling techniques commonly used by theoretical physicists. We adopted
recurrence plots (RPs) and recurrence quantification analysis (RQA) to measure the
(dis)similarity of multivariate time series that contain segments of similar trajectories
at arbitrary positions and in different order.

Strictly speaking, we introduced the concept of joint cross recurrence plots
(JCRPs), a multivariate extension of traditional RPs, to visualize and investigate
recurring patterns in pairwise compared time series. Furthermore, we defined a recur-
rence plot-based (RRR) distance measure to cluster (multivariate) time series with
order invariance.

The proposed RRR distance was evaluated on both synthetic and real-life time
series, and compared with the DTW distance. Our evaluation on synthetic data
demonstrates that the RRR distance is able to establish cluster centers that preserve
the characteristics of the (univariate and multivariate) sample time series. The results
on real-life vehicular data show that, in terms of our cost function, RRR performs
about 10% better than DTW, meaning that the determined prototypes contain 10%
more recurring driving behavior patterns.

In addition, we have introduced BestTime, a Matlab tool, which implements our
RRR distance to find time series representatives that best comprehend the recurring
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temporal patterns in a corresponding dataset. Although BestTime was originally
designed to analyze vehicular sensor data [32], our extended version [36] can be
used to find representatives in arbitrary sets of single- or multi-dimensional time
series of variable length.

Worthwhile future work includes (1) the investigation of RQA measures which
quantify recurring patterns with uniform scaling, (2) the application of speed-up
techniques for RP computations, and (3) the formalization/analysis of a RP-based
distance metric.
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Chapter 13
Intermodal Mobility Assistance
for Megacities

Esra Acar, Marco Lützenberger and Marius Schulz

Abstract In this chapter, we present an approach to utilize means of transportation
in a more effective and sustainable fashion in order to increase the quality of life
in cities and to contribute to global environmental objectives. We describe a travel
assistance system that proposes intermodal traveling options which are tailored to
drivers’ needs. Different information channels are integrated in the system. One of
these channels is information derived from video analysis. This analysis is based
on a macroscopic approach using particular features extracted from video snapshots
periodically captured from static traffic surveillance cameras. The video analysis
approach is evaluated on 254 highway traffic videos of the UCSD dataset and achieves
an accuracy of 94.90 %. Finally, running at 15 frames per second on average, the
approach is also appropriate for real-time video analysis, without requiring a special
purpose computer. In addition, a routing system based on a dynamically chang-
ing map has been developed in order to provide fast and reliable routing solutions.
It integrates the information from all channels into one world view and takes these
into account when searching for routes through a city.

A Drive to Work

“Suzanne! Hurry up, we are already late,” Steven shouted. Every morning the same
routine! Every morning after breakfast, Steven would go outside to get the car ready.
And every morning, he had to wait for his wife who suddenly remembered something
‘urgent’ that she had to do before coming out as well. “You know I have this meeting
at work this morning, so stop stalling and get out here! I also have to drop off Clara
at her office, so that will take even longer today!” Steven starred at the front door
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and angrily pushed the horn to support his demand to hurry up. The little sign next
to the doorbell caught his eyes: “Here loves, fights and argues the Marks Family!”
He started smiling. Although he was angry, he appreciated these arguments with
his wife. “It’s things like this that make family life worth living,” he thought. Being
dependent on the car was one thing he and Suzanne expected when they decided to
buy this house in the suburbs to raise their family. And since his wife was strictly
against buying a second car—“We have to head to the same direction anyway, so let’s
share the car and save the planet”—he had no choice but to drive her to work every
morning. Over the years, their daily arguments when driving to work together had
become an important part of their social interaction that neither of them would like
to miss. “Sorry honey, I just had to check if I closed the window in the bathroom.”
Suzanne sat down on the front seat and buckled up. “Laura told me that there were
several burglaries in the neighborhood, so I don’t want to make it too easy for them…”
Steven grumbled and started driving. He remembered that he left the window open
in the morning, so there was nothing really he could complain about this time.

“So Clara, do you know already what you have to do today at work?” Suzanne
turned around to her daughter who was sitting on the back seat. Steven switched off
the radio since he also was curious about what Clara had to do today at the news
agency that she joined a short time ago. So far, she seemed quite excited about her
internship so both Steven and Suzanne were happy as she finally found something
that she seemed to like doing for a living. Clara enjoyed the attention she got from
her parents and started talking about her new job.

After listening in for a while, Steven noticed some warning sites along the road.
“Oh no, look at that!,” he mourned. “Looks like they started a construction site here
today. Oh my, do you see that traffic jam over there!?” annoyed, Steven starred at
the radio which was still switched off. He probably should not have done that earlier
since he probably would have been informed by the traffic announcement service
of his favorite radio station that he should avoid taking this route today. Sometimes,
these announcements could be really annoying. Especially, when they informed about
traffic situations that are not relevant for him at all, such as slow traffic on the opposite
direction or 200 km from his location. Still, they are better than not being informed
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at all, like this time. What he would really need is a personalized driver assistance
system that would tailor the information based on his own needs. A few weeks ago,
he viewed this automotive show on TV where they presented the latest technological
advances in the automobile industry. They featured premium cars that used computer
vision technology to assist their drivers. The car was able to recognize speed limit
signs or approaching vehicles, warn and react to obstacles on the street, and had
many other features that completely changed the driving experience. In the episode,
they also revealed that they are now working on connecting the sensors of the cars
with a central traffic coordination system. They argued that such system would be
able to notice any type of traffic anomalies by interlinking the data streams from cars,
surveillance cameras, and many other sources. Pointing out the benefit of the system,
they explained that this information could be fed right back into the navigation system
of cars, which can then adjust the current route using real-time information. “How
great would it be to have such a system and a luxury car,” Steven sighed. He knew
that unless they would win in the lottery, they would never be able to afford such a
car. At least not as long as Carl and Clara would be able to financially stand on their
own feet.

The thought about Clara woke him up from his daydream. She was still talking
about her new job, and he really wanted to hear how she liked her new job. Maybe,
soon, he would finally be able to afford his dream car…

13.1 Introduction

Due to ever increasing urbanization, the traffic situation in megacities is increasingly
getting worse. Consequently, using vehicle has become an everyday challenge due
to several factors. One of these factors is sudden traffic disturbances. This issue is
one of the problems addressed by the Intermodal Mobility Assistance for Megacities
(IMA) system. The aim of the system is to enable its users to get access to traffic-
related information which is updated in real time. This information is subsequently
used by the route planning component of the IMA system to indicate the best path
at any time.

From a scientific point of view, the calculation of routes from a given source to
a given target location is referred to as the best-first search problem [22]. There are
many algorithms that can be used to solve this problem; two of the most popular
ones are the Dijkstra [7] and the A* [22, pp. 97–101] algorithm.

Yet, our traffic and transport networks have changed, and in parallel, our possibility
to gain information about the current traffic situation has evolved proportionally.
Currently, there are many different channels that can be used to retrieve information
about traffic-related data, such as congestion or accidents, or more general data, such
as departure and arrival times of public transports. Traffic information is provided
by many different sources. These sources include traffic monitoring cameras, user
data (e.g., accident or traffic jam reports), third party data (e.g., obtained from public
transportation companies), but also data from a multitude of mobile devices and
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sensors (e.g., mobile phones, GPS1 units). This data can be used to provide more
efficient routing that also accounts for real-time aspects. However, due to the presence
of multiple sources, the data to be processed is distributed and highly heterogeneous.
Thus, in order to make use of the data (e.g., for routing purposes), it is necessary
to preprocess it and to bring different information channels together in a loosely
coupled system architecture.

One of the information channels for the IMA system is the traffic congestion
level analysis results based on surveillance video analysis. The principal objective of
surveillance or monitoring is to identify “suspicious,” “intriguing,” “abnormal,” or
“unusual” actions or events which are susceptible to represent significant threat to the
public. In a broader sense, these actions or events constitute obstacles to the smooth
progress of daily life. Thanks to the rapid reduction of hardware cost over the past
years, the deployment of closed-circuit television (CCTV) systems in surveillance
scenarios is nowadays a commonplace measure. In addition, rapid developments in
computer vision and machine learning, and the consideration that automated video
surveillance systems have positively impacted the society has incited members of the
scientific community to work on the realization of such surveillance and monitoring
systems.

Monitoring of urban roads and highways for traffic safety purposes is one typical
use case illustrating the applications of automated surveillance systems. Information
is collected on anomalies such as traffic congestion in order to inform drivers about
unexpected traffic disturbances. Therefore, automated surveillance video analysis is
of increasing relevance for intelligent transport systems (ITSs) [4].

Challenges arise in traffic surveillance video analysis. First of all, the data being
analyzed is generally of poor quality (i.e., low-resolution image data). Second, it is
also expected that analysis performs well in different operating conditions such as
evolving weather conditions. Therefore, video analysis techniques are required to be
robust. Third, traffic monitoring objectives generally require real-time processing,
which further constrains the complexity of the proposed approaches [4]. In addi-
tion to surveillance video data, ITSs usually combine a variety of other sensor data
gathered from different sources in order to provide more robust traffic flow analysis
methods [4].

Another important information source of the IMA system is live traffic data.
We refer to live data as data that describes the status of the entire traffic system.
This channel includes data on congestion, accidents, construction sites, or general
warnings. There are many different ways to retrieve live traffic data. In this work (see
Sect. 13.3.1.3), we focus on a connection to the Microsoft traffic and map service
Bing Maps.2

Merging the stream of information coming from different sources and using pieces
of information in a routing application is another important functionality of the IMA
system. The collected traffic data needs to be interpreted and integrated into a model
of the area in which the system is operating. This model is subsequently used to

1 Global Positioning System.
2 Bing Maps Website: http://www.bing.com/maps/.

http://www.bing.com/maps/
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find appropriate routes through the city, with a focus on avoiding congestion and
traffic jams.

The aim of this chapter is twofold. First, we present a mechanism that allows
combining different and heterogeneous information channels. For this purpose, we
make use of the agent paradigm [26] as well as of multiagent system architec-
tures [25].

Second, we describe selected information channels in more detail. Our intention is
to outline a system architecture that can be used to integrate, preprocess, and utilize
heterogeneous traffic information from different channels and to show how these
channels have to be implemented in order to make the approach work.

13.2 The IMA System—An Overview

The IMA system provides solutions to its users for effective transportation. The aim
of the system is to increase the quality of life in megacities. While IMA is a complex
software application, which comprises dozens of services, components, apps, front-
ends, etc., the focus of this chapter is on IMA’s routing capability (IMA routing). IMA
routing is principally implemented through two fundamental components, namely:
(1) the Route Planning component and (2) the Video Analysis component. In this
section, we elaborate on the architecture of our system. In order to do so, it is nec-
essary to provide details about the framework that was used for its implementation,
which can be found in Sect. 13.2.1. Subsequently, in Sect. 13.2.2, we describe the
architecture of our system.

13.2.1 IMA—A Distributed System

The IMA system aims to integrate different services, which are not necessarily
running on the same hardware. Thus, from an engineering perspective, the IMA appli-
cation is a distributed system, which can be considered as multiagent system [25].
Agent-oriented software engineering [12] is a common approach to develop such
distributed systems. The advantage of applying an agent-oriented view for the devel-
opment is the presence of a comprehensive set of methodologies, mechanisms, and
tools, which significantly eases the engineering process.

One particular tool, which facilitates the development of agent-based systems is
the Java-Based Intelligent Agent Componentware, or JIAC [16]. The development
of JIAC was geared toward reliability and robustness [17]. As both characteristics
are vital for our system (which is meant to be deployed in a real-life scenario), JIAC
appeared to be a judicious choice as the basis of our implementation.

The JIAC architecture is a concept that builds on multiple agents, with each agent
serving as an intelligent service execution container. Thus, a multiagent system can
work as a flexible and dynamic service execution platform that corresponds to the
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Fig. 13.1 JIAC basic
concepts and their structural
relationships
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principles of service oriented architectures. In order to achieve this, JIAC includes
dedicated concepts that cover the whole range, from single service components to a
whole application. These concepts, depicted in Fig. 13.1, are as follows:

• The AgentBean is the central building block of JIAC agents and applications. All
other concepts and elements are built from this. An AgentBean is basically a Java
class that can be plugged into an agent.

• An Agent in JIAC is an autonomous entity dedicated to a particular role. The
capabilities of the agent are implemented with AgentBeans and can be made
accessible to other agents as services.

• An AgentNode is a runtime container that holds and manages all agents that
are hosted on a single computer. The AgentNode mainly provides management
and infrastructure functions and is responsible for managing access to physical
resources.

• A JIAC Application is the sum of all AgentNodes that can communicate with each
other. Thus, this constitutes a physically distributed environment that encompasses
all agents that are able to interact with each other.

13.2.2 The IMA System and Its Architecture

In a nutshell, the functionality of the IMA system is to propose tailored routes between
one or more locations in a major city.

In doing so, IMA accesses a large pool of information channels and services in
order to outperform, in terms of quality, available solutions. As an example, consider
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the sudden and unpredictable occurrences of high congestion. Contemporary solu-
tions are not able to account for such incidents. On the contrary, the IMA system
integrates live traffic data from three categories of sources in order to account for
this particular problem. These sources are as follows: First, data from on-board units,
deployed on selected vehicles, is considered. These on-board units provide real-time
data about the current traffic flow at selected locations. Second, video channels are
analyzed in real-time. The gathered information is directly forwarded to the IMA
system and included in the route computation. Finally, traffic data coming from an
online platform, namely Microsoft Bing, is being used.

IMA seamlessly integrates these three channels and uses their information for the
route computation process. Given a certain quality of input data, the resulting routes
are highly precise and reflect the current traffic situation much better than available
solutions.

For monitoring purposes, the IMA system provides a graphical user front-end,
which interactively shows the current traffic situation on an animated map.

IMA routing was implemented within two distinct JIAC agents with access to
external services, in compliance with the agent paradigm. In addition, in confor-
mity with the philosophy of JIAC, fundamental agent-functionality was implemented
within encapsulated and reusable AgentBeans. The entire system comprises the fol-
lowing components:

• The OSM Routing Agent

– The Plain Routing Bean
– The Real-time Traffic Bean

• The Video-Analysis-Agent
• External Traffic Services

The Plain Routing Bean represents the core of the IMA routing system and pro-
vides several capabilities to find appropriate routes through the city, utilizing the
underlying topology. In order to compute routes that reflect the current traffic situ-
ation, the Plain Routing Bean uses information which is provided by the Real-time
Traffic Bean.

The Real-time Traffic Bean receives and processes traffic data from connected
input channels. Information related to traffic incidents is stored in a volatile fashion
in order to reflect the dynamic nature of traffic environments. Available information,
however, is directly used for the route computation, such that the resulting routes are
tailored to the current traffic situation. Traffic-related data is also forwarded to the
graphical user interface of the IMA application, which visually displays the current
state of the managed traffic system. Combined together, the Plain Routing Bean and
the Real-time Traffic Bean form the OSM Routing Agent.

The second agent in our system is the Video-Analysis-Agent. This agent comprises
only one AgentBean. The Video Analysis Agent analyzes video streams from traffic
surveillance cameras located at busy main roads in the city. The data gathered from
this analysis gives some indication of the traffic situation at this specific road. This



352 E. Acar et al.

Plain-Routing Bean

Real-time Traffic
            Bean

Video-Analysis  
      -Agent

External Services

OSM-Routing-Agent

Fig. 13.2 The system architechture of the IMA Routing Service application

information is also sent to the Real-time Traffic Bean and used by the Plain Routing
Bean for the computation.

Sources classified under “External Traffic Services” can include any kind of
service that provides traffic-related information. The only requirement for these ser-
vices is that they implement the interface which standardizes the access done by the
Real-time Traffic Bean. According to MacKenzie et al. [18], JIAC seamlessly inte-
grates the service paradigm. As a consequence, the presented application is able to
retrieve data from any (web-)service which complies with this common standard. In
order to substantiate the functionality of our approach, we developed a set of exem-
plary External Traffic Services and integrated those into the system. Each service
was implemented as a separate JIAC software agent, in order to make these sources
independent from each other. The separation of the functionalities not only increases
the maintainability, but also the scalability of the IMA system. In the remainder of
this chapter, one of these exemplary services is presented in more detail. This service
provides information about traffic incidents, such as construction sites and traffic
congestion.

Finally, for monitoring and debugging purposes, we developed a graphical user
interface which displays the traffic information received by the Real-time Traffic
Bean on a map of the city and provides an easy way to get routes from the system.
The assembly of the IMA routing system as well as the connections between all
relevant components is illustrated in Fig. 13.2.

In the following, we present the fundamental components of the IMA routing
system in more detail.

13.3 The IMA Routing System

As mentioned above, the IMA routing system comprises two essential agents, namely
the OSM Routing Agent and the Video-Analysis Agent, as well as support for external
services. In this section, we present related work and elaborate on the implementation
details of both agents.
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13.3.1 The OSM Routing Agent

The OSM Routing Agent implements the fundamental routing functionality of the
IMA Routing System. The agent aims at providing a fast and reliable path finding
solution, which is able to integrate the gathered traffic data into its worldview in real-
time and to find efficient routes, which are tailored to the current traffic situation.

Due to the volatile nature of traffic environments, it was necessary to store
available traffic information in a manner which accounts for dynamic changes. We
designed this data structure in a graph-like fashion, including subgraphs in order to
store changing states of the system. Another issue was to account for the connection
to external services (and to respectively store their information). Such mechanism
was included as well. In order to explain implementation details, we continue by
presenting related work. Subsequently, we present the OSM Routing Agent in detail.

13.3.1.1 Related Work

For the implementation we mainly applied two mechanisms, a specialization of
a best-first search algorithm, namely A* search [22, pp. 97–101], and the Open-
StreetMap, or OSM framework [21], which provides free map material for traffic
systems all over the world.

A* search [22, pp. 97–101] is an algorithm which can be used to find paths
through graph structures. A* search evaluates nodes of the graph by combining the
costs to reach a given node and the cost to get from this node to the target location.
To this end, A* “expands,” i.e., starts at a source location and explores the graph,
by respectively moving to the neighbor node with the lowest sum of costs that are
necessary to reach the node and expected costs to reach the target location from
this node. While the former costs have been calculated during the expansion, the
latter costs are estimated. This estimation significantly determines the quality of A*
search. In the case of route finding, one particular heuristic is commonly applied,
namely the beeline distance. We applied this heuristic, such that the assessment of
the quality of a node n complies with:

estimated_costs(n) = cost(s, n) + beeline(n, t),

where s is the source location, beeline: node × node → R is the function which
returns the geographical distance between two nodes, and t is the source location.
We implemented this algorithm to be compatible with OSM data.

Map material, which is provided by OSM, is available in several formats.
The most common format being XML.3 The syntax of XML-based OSM maps is
rather simple. Basically, these files contain only two categories of entry types, namely
node and way. While nodes can be considered as elementary building blocks, ways
are basically collections of nodes. Based on this mechanism, entire traffic systems can

3 XML is the abbreviation for Extensible Markup Language.
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be described. Both, nodes and ways can be extended by custom tags. This mechanism
allows to enrich map data with semantic information. By means of tagging, arbitrary
information can be stored in OSM maps, e.g., different way-types (roads, sidewalks,
bicycle ways, seaways, metro lines, bus lines, etc.) or different points of interest,
such as shops, car parks, bus stops, telephone booths, restaurants, among others.

Both, OSM and A* search were used to implement the core functionality of our
OSM Routing Agent. As illustrated in Fig. 13.2, the OSM Routing Agent comprises
two JIAC AgentBeans. We describe these agent components below in more detail.

13.3.1.2 The Plain Routing Bean

The Plain Routing Bean is central to the IMA routing system. It is the only com-
ponent which has direct access to the OSM-based map data. Therefore, routing was
implemented directly within this AgentBean. The map itself is parsed from an Open-
StreetMap input-file (based on XML) and translated into a more efficient internal
representation.

The parsing process was implemented with the help of the Apache Xerces2 Java
Parser4 as follows: Firstly, every node of the future search graph is extracted from
the XML-file. In doing so, only nodes that are not required for the routing process are
neglected (e.g., traffic lights or shop locations). Secondly, ways with the additional
description “highway” (identified by tag with the same name) are loaded from the
file. These ways and all remaining nodes are used to instantiate the digraph, which is
finally used for the routing. What happens next is that nodes which do not belong to a
highway are removed from the model (these nodes are not reachable). The resulting
data structure is tailored to the use in IMA. In order to avoid future import processes
the optimized data structure is persistently stored within a separate file.

Based on this mechanism, we were able to decrease the file size for an OSM-based
representation of Berlin (Germany) by more than 50 %, from roughly 130 MB to about
61 MB. This optimization was necessary, especially in the light of the complexity
of OSM data. As an example, the original OSM map for Berlin currently contains
573.397 nodes, while only 165.254 of these are located in a highway structure. Based
on our more efficient representation it was possible to decrease the time which is
required for the parsing by roughly 50 %.

Every time the system is started, available maps (in the optimized format) are
parsed anew. Information in these files are used to instantiate the internal routing
graph. This graph is designed as a digraph, where the weighted edges represent the
streets with their respective length. In order to access each node and edge quickly, both
are stored in a hash map where they are indexed by their respective OSM identifiers,
such that nodes only contain references to their neighbor nodes and edges that connect
these neighbors. Routing is done by means of A* search. In fact, the search algorithm
is included in a modular fashion, such that data which is required by the algorithm is
provided in a standardized way, which is described by an interface. This mechanism

4 The Apache Xerces Project website: http://xerces.apache.org/.

http://xerces.apache.org/
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allows to easily swap the applied search algorithm and to compare the efficiency of
different routing solutions. Based on our experiences, we integrated A* search as it
perfectly complies with our requirements.

Another benefit of using the OSM data is the semantic enrichment of the provided
data. The parsing process is not limited to retrieving information on length and
geographical positions of the streets and junctions, but also stores information about
speed limits, street names and street types. This enables the routing algorithm to
distinguish between different means of transportation, e.g., vehicles, bicycles, or
regular walking, to name a few.

As mentioned above, routing is done by means of A* search. We implemented
the algorithm to calculate path costs based on the required time to reach a given
target location (fastest way). Estimates about the cruising speed of vehicles are done
based on the speed limits which are provided by the OSM framework. In the case
that routes are done on foot, we use fixed speed values.

As a utility, all street names are also parsed and stored in memory. This makes
it possible to search for street names and to retrieve associated nodes on the graph,
rather than specifying an exact geographical coordinate. To find street names quickly,
available data is stored in a dedicated data structure, namely a “ternary search tree.”
This structure allows us to search for strings in a space and time efficient manner, as
retrieving a specific street can be managed with almost constant complexity.5 Both
the search tree and the search graph which is used for the routing are instantiated
simultaneously.

A major challenge was the integration of the traffic data into the map. The main
requirement was the possibility to dynamically include information about traffic
incidents (e.g., congestion or accidents) and to account for the volatile nature of
these incidents. The premise was to include this information without instantiating
the graph structures again. We approached this problem by parsing the traffic data
into a separate graph which contains only those parts of the map which are directly
affected. Whenever the search algorithm arrives at positions in the graph where
additional information is available, the newly created graph fragment is favored over
the static structure. This mechanism also accounts for situations in which additional
information has to be stored while the Plain Routing Bean is operating.

The traffic situation itself is represented by a number of incidents. We distinguish
between Point-Incidents and Edge-Incidents. The Point-Incidents are traffic distur-
bances which are limited to particular locations or small area on the map, e.g., smaller
construction sites and erroneous traffic lights. These incidents are integrated into the
map by searching for all nodes within a certain range of this point. All edges reaching
to one of these nodes are then assigned the Incident-Coefficient which determines
the extent of the delay that occurs if one travels on affected edges. These are stored in
the above-mentioned sub-graph. Contrary, Edge-Incidents are these incidents which
affect a segment of a road and are processed as follows: an Edge-Incident is given
by a start and an end location–provided as nodes. The application uses these start

5 More precisely, retrieving a street name has a time complexity in O(l), where l is the number of
characters in the longest street name.
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and end nodes in order to determine edges which connect these nodes. These are
the edges which are affected by the incident. The problem to determine the edges
between two nodes in a graph is a specialization of best-first search problem, thus,
our A* search algorithm fits its purpose, again. When the edges were determined,
the process is the same as in the case of Point-Incidents.

Following the JIAC philosophy, the above-presented features are provided to other
system components in compliance with the service metaphor. Each functionality is
offered as JIAC actions. Actions which are specific for the IMA routing can be
grouped into the following two categories:

• searching for the fastest path, and
• searching for the shortest path.

Both categories require information about the selected mean of transport. Possible
options are: car, bicycle, and foot (in the system, the latter option is referred to as
“Pedestrian”). Searching for the fastest path is available in two different modes,
namely:

• searching without traffic information, and
• searching including traffic information.

Information about traffic incidents can be added to the system by using another
JIAC action.

13.3.1.3 The Real-Time Traffic Bean

The Real-time Traffic Bean provides functionality to merge traffic data from different
sources and to make them available for the Plain Routing Bean. The Plain Routing
Bean and the Real-time Traffic Bean work hand in hand, thus, we plugged both beans
into the same agent, the OSM Routing Agent.

While fundamental routing functionality was implemented within the Plain
Routing Bean, the Real-time Traffic Bean accounts for the latest information about
the managed traffic system. The bean communicates with all services which provide
traffic related data and accepts routing requests. It also manages the connection to
the graphical user interface.

The procedure of processing traffic data is the same for every service. After
data has been received, the data is converted into a consistent format and subse-
quently forwarded to the Plain Routing Bean. The main problem of converting
traffic-related incidents into an appropriate format was the need for one common
representation. This common representation was necessary in order to maintain the
separation between the particulars of traffic incidents and the Plain Routing Bean.

Data from external services is actively polled by the Real-time Traffic Bean. For
this purpose, compatible services have to implement an interface, which requires the
implementation of actions which can be used to retrieve available data.
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As an example for an external service, we implemented the Bing Traffic Data
Service. The Real-time Traffic Bean was designed to actively retrieve information
from this service in a 15 min interval, in order to have the latest traffic updates.

Another feature of the Real-time Traffic Bean is its connection to the graphical user
interface. Since communication in multiagent systems is asynchronous, we selected
the WebSocket Protocol (described in RFC6455 by the “Internet Engineering Task
Force”6) for transmitting data between the web-based graphical user interface and
the IMA Routing System. Thus, the Real-time Traffic Bean can be considered as
a web socket server, handling incoming routing requests and actively pushing the
traffic situation whenever it changes.

The actions provided by the OSM Routing Agent can be grouped into two cate-
gories:

• routing-specific actions, and
• traffic-specific actions.

Capabilities that were implemented for connecting the routing system to the graph-
ical user interface fall in none of these categories.

The category of routing-specific actions contains all actions which facilitate the
separation between the Real-time Traffic Bean and the Plain Routing Bean. Incoming
routing requests are converted and forwarded to the Plain Routing Bean. When the
route has been calculated, it is forwarded to the Real-time Traffic Bean and returned
to the requesting service. Also, the status of the Plain Routing Bean is checked to
ensure that it is fully functional and ready to receive requests.

In compliance with the categories for the Plain Routing Bean actions, routing
actions for the Real-time Traffic Bean can be grouped into the following categories:

• searching the shortest path, and
• searching the fastest path.

The Real-time Traffic Bean does not offer actions for routing without the use of
traffic information, as this is not the purpose of the bean. Traffic-specific actions
offer the interfaces for other services. With these interfaces traffic information may
be pushed to the Real-time Traffic Bean.

Currently the bean provides actions for the Video Analysis agent. We explain this
component below.

13.3.2 The Video Analysis Agent

The Video Analysis (VA) component is implemented as a JIAC agent, namely the
Video-Analysis-Agent. The aim of the VA component is to support the routing com-
ponent of the IMA system (i.e., the Real-time Traffic Bean, see Sect. 13.3.1.3) by
analyzing traffic flow based on video data gathered from traffic surveillance cameras

6 Internet Engineering Task Force website: http://tools.ietf.org/html/rfc6455/.
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Fig. 13.3 Overview of our traffic video analysis approach for traffic congestion level estimation

(i.e., by monitoring traffic jams). The problem that is addressed by the VA component
is to discover a traffic jam in the viewing range of a single camera. We perform a global
(i.e., holistic, or macroscopic) analysis making use of particular features extracted
from videos. The VA component receives periodically a video snapshot of 5 s length.
Visual features are extracted in order to generate motion descriptors. The snapshot
is classified into one of the three traffic categories light, medium and heavy using
the motion descriptors. An overview of our holistic approach for the analysis of
traffic videos is given in Fig. 13.3. The classification result of the current snapshot
is passed to the routing component. In the following, we briefly review methods
which have been proposed to analyze traffic surveillance videos, then introduce our
method, and finally provide and discuss evaluation results on the UCSD highway
traffic dataset [5].

13.3.2.1 Related Work

Computer vision has been successfully applied to the analysis of traffic scenes with
the aim of determining traffic congestion, counting vehicles, identifying license
plates, and detecting incidents among others. The survey by Buch et al. [4] pro-
vides a comprehensive review of solutions used to tackle those problems. Our aim is
to use computer vision for congestion level estimation in traffic videos. Taking into
account the relevant literature, we observed that the methods for traffic video analysis
for congestion estimation can be classified into two main categories. Namely, those
based on object detection and tracking, and those based on a global (i.e., holistic, or
macroscopic) analysis making use of particular features extracted from the videos.

In the methods of the first category, the focus is on detecting and tracking indi-
vidual objects (e.g., a single vehicle) in order to infer higher level traffic information
(e.g., counting or congestion level estimation). Such a chain of operation—detection,
tracking, and inference—appears as a natural way of processing, as this is how a
human operator would interpret a scene appearing in a video.

Lien and Tsai [14] have proposed an approach falling into this first category.
Their method uses vehicle detection and tracking to count vehicles and detect traffic
jams. Detection is performed in a multistep fashion, where frame differencing is
used to extract moving regions in the video, followed by morphological processing,
and completed by a dual (short-term and long-term) background modeling. Orienta-
tion histogram of motion vectors of extracted moving objects is finally analyzed to
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precisely detect vehicles. Tracking is achieved via Kalman filtering. Their solution
is used to count vehicles and detect jams. However, according to their results, traf-
fic jam detection is limited to identifying stationary vehicles, and the videos used
for testing only show fluid traffic. Therefore, it is not clear if the method in [14] is
scalable to congestion analysis in challenging situations.

In a similar manner, Wu et al. [27] use motion information for detecting vehicles.
In addition to motion, they use edges located in those regions showing motion.
An analysis of this edge map using heuristic rules results in the determination of
individual vehicles. Vehicles are subsequently tracked. The authors have applied
their algorithm to the determination of congestion levels. However, this approach
shows serious limitations, in particular the detection of vehicles, which is based on
heuristics. For instance, the authors make assumptions about the size of vehicles.
Consequently, this method is not easily scalable, as it needs to be calibrated for each
camera or scene setup.

A more advanced solution to vehicle detection and classification was proposed by
Buch et al. who developed a method which makes use of motion information [3]. In
their work, Buch et al. use the Stauffer-Grimson Gaussian Mixture Model to extract
the moving objects (blobs) appearing in the video. Individual blobs are verified
against 3-D wire frame models in order to classify vehicles.

However, although object detection and tracking have nowadays reached an
unprecedented level of performance, detection and tracking are, generally speaking,
not yet fully appropriate and operational in the context of traffic video analysis where
videos are often lower in resolution, and where vehicles often appear occluded due to
viewpoints. For instance, segmentation of individual vehicles might be problematic
or tracking might fail because of such occlusions. Therefore, an increasing number
of researchers of the traffic video analysis community have looked for alternatives
represented by the methods of the second category.

One example is the solution proposed by Lee and Bovik [13], who adopted an
approach which does not require individual detection and tracking of vehicles. Their
solution is based on the global analysis of optical flow of traffic videos, followed by
a statistical analysis of flow regions to extract meaningful information. Optical flow
is estimated via a robust gradient-based solution [2] which allows a representation of
different traffic lanes appearing in a traffic video. The subsequent statistical analysis
consists in a histogram analysis of flow vectors. However, the approach was only
illustrated in the context of flow anomaly detection. For instance, no determination
of congestion levels was demonstrated.

Sobral et al. [24] have proposed a method based on vehicle crowd density esti-
mation and tracking, which does not rely on individual vehicle detection or tracking.
First, the extraction of moving blobs by background subtraction is used to deter-
mine crowd density. Second, crowd tracking by the Kanade-Lucas-Tomasi (KLT)
tracker [23] is performed to estimate the speed of vehicle crowds. The analysis is
limited to a region of interest (ROI) of size 190 by 140 pixels. The resulting crowd
density and speed are concatenated into a feature vector. Classification of feature
vectors is performed via various classifiers including k-nearest neighbors (k-NN),
support vector machines (SVM) and neural networks (NN), and returns the level of
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congestion (light, medium, or heavy). The rationale behind the use of density and
speed is that heavy congestion results from high density and low speed, while light
congestion is synonym of lower density and higher speed. However, the authors have
not provided any information regarding the applicability of their method to scenes
showing more than one traffic direction, and the results only illustrate one-way traffic
situations.

A similar solution based on density and speed has been developed by Hu et al. [10].
The lane where vehicles are present is determined by aggregating the location of the
moving blobs over time. A variant of the KLT [15] is used to track corner points
extracted in the regions covered by moving blobs. Classification is achieved via
Fuzzy Logic. Similarly to [24], the authors only demonstrated this approach on one-
way situations.

In an attempt to develop an alternative to optical flow analysis, Derpanis and
Wildes [6] have suggested using a holistic solution derived from the field of image
texture analysis. The authors represent image dynamics using spatiotemporal orien-
tation decomposition. The features extracted from the videos are fed into a k-NN
classifier, which classifies the level of congestion of a given scene as light, medium,
or heavy. The k-NN classifier was trained using annotated videos. However, as noted
by the authors themselves, this approach fails in distinguishing scenes with simi-
lar dynamics (for instance, confusion exists between empty road and stopped road
situations).

Another work based on optical flow analysis, but in the context of human action
recognition in video surveillance applications, is the one by Martinez et al. [20]. In this
work, dense optical flows using a method which captures multiscale information [19]
is computed. These optical flows are then used to build histogram-based descriptors.
An SVM is used to classify actions. Although not originally designed for traffic video
analysis, this work provides a general motion-based descriptor which might be used
for traffic scene analysis.

As an alternative to optical flow, Albiol and Mossi [1] have proposed to detect
corner points appearing in moving regions in order to estimate queue lengths. The
idea is that salient points such as corners normally result from the presence of cars and
that asphalt regions do not contain significant amounts of corners. Consequently, a
high number of corners is an indication of a densely occupied road. Motion detection
is used to obtain moving regions, and corners inside those regions are determined
via the Harris corner detector [9]. In their work, Albiol et al. also estimate the length
of the queues using a perspective estimation method. However, this method might
fail if the road is also highly textured.

13.3.2.2 Video Representation

The detection of moving objects is an important step for the video-based traffic
monitoring. Therefore, the first step was to separate moving object(s) from image
background using image segmentation according to features of the moving object(s).
There are three basic approaches for moving object detection which are background
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Fig. 13.4 Illustration of the Farneback dense optical flow vectors for sample video frames of
different traffic congestion levels in the UCSD dataset—a light traffic b medium traffic c and heavy
traffic

modeling, frame differencing and optical flow. Background modeling is more suitable
to model slowly changing backgrounds. Frame differencing, on the other hand fails
in the situations with slowly moving objects and produces many “holes” in detected
region(s), if object(s) exhibit poor texture. We decided to employ optical flow meth-
ods for the detection of moving object(s). Optical flow is the apparent motion of
brightness patterns in images caused by the relative motion between an observer and
the scene. The main concern about optical flow is its time-consuming computation.
However, recent works claim that optical flow can be computed fast and accurately.
We explored state-of-the-art sparse and dense optical flow extraction methods to
detect moving objects. In our final implementation, in order to extract dense optical
flow vectors we decided to use the Farneback method [8] due to its superior clas-
sification performance. The optical flow vectors are low-level features and provide
a rough overview of the traffic flow in the scene. Therefore, they are processed to
construct meaningful motion descriptors (i.e., mid-level features) based on their sta-
tistics. In Fig. 13.4, sample video frames of different traffic levels are shown with the
corresponding dense optical flow vectors.

13.3.2.3 Traffic Flow Analysis Model

As the final step of VA, we train a multiclass SVM in order to learn a traffic flow
analysis model. This model is trained to classify traffic flow extracted from videos
into one of the following three categories: heavy, medium, or light. Training of the
model was performed using the UCSD dataset which is introduced in Sect. 13.3.2.4.

13.3.2.4 Video Dataset and Ground Truth

We currently use the UCSD highway traffic dataset which contains 254 highway
traffic videos of daytime highway traffic in Seattle (Washington, USA) in order
to build our traffic analysis model. The videos are of 5 s length with 320 × 240
resolution recorded at 10 frames per second (fps) and collected from a single static
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Table 13.1 Characteristics of the UCSD Highway Traffic Dataset

Level Description No. of videos

Light Free-flow traffic. Low number of vehicles at high speed 165

Medium Average number of vehicles at reduced speed 45

Heavy Stop-and-go traffic. High number of vehicles at very low speed 44

traffic surveillance camera over two days. In the dataset, each video is manually
annotated as light (i.e., free-flowing traffic), medium (i.e., traffic at reduced speed),
or heavy (i.e., stopped or very slow speed traffic) traffic. The dataset is challenging,
since a multitude of weather conditions are represented (e.g., clear, raining, and
overcast). Table 13.1 presents the main characteristics of the dataset in more detail.

13.3.2.5 Experimental Setup

OpenCV Java7 is used to implement the extraction of optical flow vectors and to
generate the traffic flow analysis SVM model. Motion descriptors are constructed
based on optical flow vectors as explained in Sect. 13.3.2.2. We trained the multiclass
SVM model with an Radial Basis Function (RBF) kernel. SVM parameters were
optimized by fivefold cross-validation on the training data.

We adopted the same training and testing methodology as [5, 24]. We repeated
the tests four times with different training and test samples, where in each repetition
the dataset was split with 75 % for training and cross-validation and 25 % for testing.

13.3.2.6 Results and Discussion

In this section, we present the classification performance of our method together
with the related confusion matrices. We also compared our SVM-based method with
other classification schemes such as k-NN, Naive Bayes, and AdaBoost learning
methods. The classification performance of each method is shown in Table 13.2.
We achieved 94.90 % classification accuracy on average with motion vector-based
representations and multiclass SVM on the UCSD dataset. In addition, the multiclass
SVM outperformed other classification methods such as k-NN, Naive Bayes, and
AdaBoost.

In Fig. 13.5, the confusion matrix of the classification results of our method for
the UCSD dataset is illustrated. The confusion matrix represents the performance of
our method with motion vector-based representations using a multiclass SVM. The
detailed definition of the labels presented in Fig. 13.5 is given in Sect. 13.3.2.4. As
illustrated in Fig. 13.5, medium–heavy pairs are the most confused congestion-level
label pairs. This result suggests that there is a need to incorporate additional visual

7 http://opencv.org/opencv-java-api.html.

http://opencv.org/opencv-java-api.html
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Table 13.2 Classification accuracy (in percent) of k-NN, Naive Bayes, AdaBoost, and multiclass
SVM on the UCSD dataset

Method Trial-1 Trial-2 Trial-3 Trial-4 Average

multiclass SVM 96.83 90.63 96.88 95.24 94.90

k-NN 93.65 87.5 93.75 92.06 91.74

Naive Bayes 71.43 79.69 75.00 77.78 75.98

AdaBoost 73.02 70.31 73.44 73.02 72.45

Light Medium Heavy

Light
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Heavy
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0.3

0.4
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Fig. 13.5 Confusion matrix of the classification results of our method on the UCSD traffic highway
dataset (Mean accuracy: 94.90 %)

Table 13.3 Classification accuracy (in percent) of our method, Sobral et al. [24], Chan and
Vasconcelos [5] on the UCSD dataset

Method Trial-1 Trial-2 Trial-3 Trial-4 Average

Chan et al. [5] N/A N/A N/A N/A 95.00

Our method 96.83 90.63 96.88 95.24 94.90

Sobral et al. [24] 95.20 95.30 93.80 93.70 94.50

features for the representation of video segments to be able to better discriminate
between medium and heavy traffic.

Table 13.3 provides a comparison of our approach with the solutions developed
by Sobral et al. [24], Chan and Vasconcelos [5] in terms of classification accuracy.
Since we adopted the same evaluation strategy as [5, 24], the results are directly
comparable. Our method which uses dense optical flow-based motion descriptors and
multiclass SVM demonstrates comparable performance and very promising results
on the UCSD dataset. In addition to its classification accuracy, our method processes
and analyzes 15 frames per second on average, without using any special purpose
hardware. This makes our approach suitable for real-time video analysis.
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Fig. 13.6 Sample frames of video snapshots misclassified by our method. Blue-bordered frames are
of heavy traffic videos misclassified as medium traffic. Red-bordered frames are of medium traffic
snapshots misclassified as heavy traffic. Green-bordered frames are of medium traffic snapshots
misclassified as light traffic. Yellow-bordered frames are of light traffic videos misclassified as
medium traffic

In Fig. 13.6, sample frames of misclassified video snapshots are presented. Our
method was unable to properly discriminate 13 out of 254 video snapshots. We
observe that construction of motion descriptors on the video snaphot level instead
of the frame level is one promising possibility to further proceed in order to reduce
confusion between different traffic situations.

13.4 Scenario Simulation

In this section, we present a scenario where we explain the advantages of using
different information sources such as surveillance video analysis in the IMA system.
As in many other huge cities, living in Berlin, Germany can be sometimes exhausting.
Every “Berliner” spends around 70 min on average in the traffic per day [11]. This
means that an efficient and intelligent routing solution is expected to have a big
impact in our daily lives. It also explains why we need a system like IMA.



13 Intermodal Mobility Assistance for Megacities 365

Imagine the typical scenario of a lady in Berlin. This person possesses a bicycle
and a car. She avoids using her car though. The city is extensively covered by roads
equipped with sections reserved for bicycles. Cycling around the city is, therefore,
quite safe and convenient. She takes the same route every day. Therefore, she already
knows the location of construction sites and sections with a higher risk of traffic jams
on her way. However, today is different than other days. Outside, it is raining heavily,
so she would like to get to work by car.

In Fig. 13.7, the shortest route for her commute is presented. However, this shortest
route is currently blocked by construction sites (denoted by exclamation mark signs
along the way on the map). As can be seen from Fig. 13.7, there is also a static traffic
surveillance camera installed along her route (depicted by a camera sign).

In Fig. 13.8, we present the route suggested by the IMA system, planned when
considering only information about traffic incidents. The system discards the ways

Fig. 13.7 Illustration of the shortest route from Marchlewskistraße to Ernst-Reuter-Platz in Berlin
(traffic incidents and the position of surveillance cameras are shown)

Fig. 13.8 Same start and end point as in Fig. 13.7 (standard traffic information enabled during
routing)
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Fig. 13.9 Same start and end point as in Figs. 13.7 and 13.8 (traffic incidents and surveillance
camera information enabled during routing)

which are currently blocked and tries to find the best path while circumventing the
blocked portions. However, one problem remains concerning the suggested route.
Since no surveillance video analysis is used as one of the information sources, the
IMA system is unaware of the sudden formation of a traffic congestion on the sug-
gested route.

The suggested path depicted in Fig. 13.9 does not suffer from this problem. This
map shows the suggested route by the IMA system, planned when considering both
traffic incidents and surveillance video information. This suggested route is certainly
longer than the one in Fig. 13.8, but the commute will be faster compared to the
previous one, as the sudden traffic congestion is detected by the analysis of video
data gathered from the static traffic surveillance camera and taken into account for
planning.

13.5 Conclusions and Future Work

In this chapter, we presented the video analysis and route planning component of the
IMA system, which is a distributed system aims at providing effective transportation
in order to increase the quality of life in mega cities.

The issue of traffic jam discovery in the viewing range of a static traffic surveillance
camera was addressed with the video analysis component. A holistic video analysis
was performed by extracting particular global features from videos of 5 s length. The
features used in the current system are based on the dense optical flow algorithm
introduced by Farneback. This dense optical flow algorithm was selected due to its
traffic flow classification performance. Dense optical flow vectors provide a rough
overview of the traffic flow in the scene. These low-level features were processed
to construct meaningful motion descriptors. The traffic flow analysis model was
subsequently generated using the constructed motion descriptors. We evaluated our
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flow analysis model on the UCSD dataset, and noted a performance of 94.90 %
average accuracy over four trials. This is the demonstration that our holistic video
analysis approach is very promising.

We plan to extend the current video feature set based on dense optical flow vectors
by integrating more sophisticated motion descriptors such as vehicle crowd density
using background subtraction and/or optical flow methods, and trajectory-based
features by tracking sampled points in the optical flow fields.

The task of finding the best possible way through the city with a focus on integrat-
ing the gathered traffic information has been addressed by the PlainRoutingBean.
This component works with the A*-algorithm on a Digraph representing the streets
of Berlin. The response time of this component (i.e., the time required by the Plain-
RoutingBean to receive a request, calculate a route, and return the result) always
lies below 400 ms, and between 50 and 100 ms in most of the cases. This good per-
formance is achieved at the expense of considerable memory consumption. It takes
around 3 Gbyte of RAM in order to run smooth. Reducing this memory consumption
is one possible suggestion for future optimization. We also expect that the response
time can be reduced by several milliseconds. In the current implementation, only
little effort has been put into performance optimization, as the attention was centered
on the development of the functionality itself. This could also be addressed through
future improvements.

The RealtimeTrafficBean currently supports live traffic data only. A mechanism
for storing and loading traffic situations is planned. This enables the components to
plan future routes with a realistic view on the traffic situation for the given time.
In addition, integrating more interfaces for different service providers into this bean
(e.g., real-time data from cars) is another possibility.
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