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3.1  Phases and Transitions Between Them

Every transition is a crisis…
Johann Wolfgang von Goethe, Wilhelm Meister’s 
Apprenticeship

A phase is a macroscopic amount of substance which possesses uniform chemical 
composition and physical properties and is confined by a boundary surface. Single-
component substance can exist in four major states of matter: gas, liquid, crystal, 
and glass [1]. The conversion from one state to another is called a phase transition. 
At constant pressure, a phase transition is caused by changes in temperature. An 
increase in temperature intensifies molecular motion that destabilizes molecular 
structure of a given phase so that at a certain temperature it rearranges to the struc-
ture of another more energetically favorable phase, i.e., a phase that has lower molar 
Gibbs energy, G (Fig. 3.1). Normally this would be a more loosely packed (more 
mobile) phase. The transition happens at the temperature when two phases have 
the same Gibbs energy, i.e., ΔG = 0. It means that at this temperature the phases can 
coexist in equilibrium.

When heated, a typical crystal would melt first. This happens at the temperature 
of melting, Tm, past which a tightly packed crystalline lattice rearranges to a loosely 
packed liquid phase. Further heating to the temperature of boiling, Tb, causes liquid 
to vaporize. At this temperature, the vapor pressure of the liquid rises to the atmo-
spheric pressure, and the liquid structure unpacks to practically unbound molecules 
of the gas phase. Crystalline compounds can transform directly into the gas phase 
without melting, provided that the liquid phase does not exist at a given pressure. 
This is the sublimation transition and it occurs at the temperature, Ts. At this temper-
ature, the vapor pressure of the crystal becomes equal to the atmospheric pressure. 
There are a very few crystalline compounds that can coexist in equilibrium with its 
vapor phase at ambient pressure. The best-known example is carbon dioxide (dry 
ice) for which Ts at 1 atm is − 78.5 °C [2].

It should be stressed that the transition temperatures Tm, Tb, and Ts denote 
equilibria between the bulk phases. In other words, on crossing the transition 
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temperature, the whole bulk of one phase would convert entirely to another phase. 
However, the processes of vaporization and sublimation occur to some extent well 
below their respective transition temperatures. This is an entirely surface phe-
nomenon. Because the surface molecules are bound to fewer neighbors than the 
molecules in the bulk, they have higher mobility and through fluctuation can gain 
enough energy to leave the surface. As long as the condensed substance is enclosed 
in a container whose volume is not much larger than the volume of the substance, 
the process would continue until the vapor phase saturates, i.e., its pressure reaches 
an equilibrium value at a given temperature. Otherwise, it will continue until the 
condensed phase is gone. Similarly, the higher mobility of the surface layer in the 
crystal melts at a temperature lower than Tm, while the bulk of the crystal remains 
solid indefinitely.

From the equilibrium standpoint, the reverse transitions are supposed to happen 
at the same temperature as the forward ones, i.e., condensation of vapor to crystal at 
Ts, condensation of vapor to liquid at Tb, and crystallization of liquid at Tm. In real-
ity, all these processes occur at markedly lower temperatures because of a signifi-
cant energy barrier to nucleation, i.e., the energy of creating the surface of a nucleus 
of the new condensed phase [3, 4]. The barrier can only be overcome when ΔG 
(Fig. 3.1) is negative enough to outweigh the surface energy of the new phase, i.e., 
when the fluid phase is supercooled below the equilibrium transition temperature, 
at which ΔG is zero.

An important property of supercooled or metastable liquids [3] is their ability to 
form the glass phase. While thermodynamic drive toward crystallization increases 
with decreasing temperature, the molecular mobility becomes increasingly slower. 
At certain temperature, Tg (Fig. 3.1), the molecular mobility becomes so slow that 
the supercooled liquid cannot maintain the equilibrium liquid structure at a given 
rate of cooling. At this point, the supercooled liquid turns into a glass, and the re-
spective temperature is taken as the glass transition temperature. The glass is a non-
equilibrium phase and, thus, its Gibbs energy is larger than that of the supercooled 
liquid. Therefore, the glass is bound to relax continuously toward the supercooled 
liquid. Unlike the equilibrium phases, the glass cannot coexist in equilibrium with 
any other phases, and for that reason, the glass transition temperature can never be 

Fig. 3.1  Temperature 
dependence on the Gibbs free 
energy for solid, liquid, gas, 
and glass phases at constant 
pressure
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defined with the same certainty as the transition temperatures between the equilib-
rium phases.

Another important difference between the glass transition and other transitions 
presented in Fig. 3.1 is that at Tg the G versus T curve for glass merges smoothly 
with the curve for liquid, whereas the G versus T curves for other transitions demon-
strate a change in the slope at the transition temperature. Mathematically, a change 
in the slope is equivalent to discontinuity of the first derivative of G with respect to 
T, which, in turn, means discontinuity in the entropy, S, and enthalpy, H:

 
(3.1)

 
(3.2)

Per Ehrenfest’s classification [5], the phase transitions that show discontinuity in 
the first derivative of the Gibbs energy are defined as transitions of first order. The 
glass transition does not show discontinuity in the first but in the second derivative 
of G with respect to T, which means discontinuity in the heat capacity:

 
(3.3)

Discontinuity in the second derivative classifies a phase transition as being of sec-
ond order. Although the glass transition reveals this feature of a second-order transi-
tion, it is not the classical second-order transition that occurs between two phases 
coexisting in equilibrium with each other.

The aforementioned difference between the glass and first-order transitions has 
direct implication for experimental measurements of these processes by differential 
scanning calorimetry (DSC). The instrument measures the heat flow that has two 
principal contributions:

 
(3.4)

The first term in the right-hand side represents a contribution from the sensible heat 
flow. This is the heat produced by substance of finite heat capacity in response to 
changing temperature. The second term is a contribution from the latent heat flow. 
This heat arises from a change in the enthalpy, ΔH, due to a phase transition or 
chemical reaction. Per Eq. 3.2, first-order transitions are accompanied by the latent 
heat. In DSC, they manifest themselves as peaks because as seen from Eq. 3.4, the 
heat is released in proportion to the processes rate (dα/dt), which under the condi-
tions of continuous heating (or cooling) always starts from and finishes at zero, 
passing some nonzero value in between. On the other hand, the glass transition is 
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not accompanied by the latent heat, i.e., ΔH = 0 in Eq. 3.4. Then, the heat flow signal 
is produced by the first term in Eq. 3.4. According to Eq. 3.3, the glass transition is 
accompanied by a change in the heat capacity. At Tg, its value changes from CP of 
the glass to CP of the liquid, if the transition is measured on heating, or other way 
around when it is measured on cooling. As a result, the glass transition manifests 
itself as a step change between two nearly linear segments of the heat flow.

As follows from the above discussion, the solid state of matter can exist either 
as the crystal or as the glass phase. The issue, however, can be further complicated 
by the existence of more than one crystal phase for the same solid compound. This 
phenomenon known as polymorphism [1] is widely encountered in inorganic [6, 
7] and organic [8] compounds as well as in elements, for which it is referred to as 
allotropy. The polymorphic solid–solid transitions can be of first and second order. 
They are typically easy to measure by DSC.

Different liquid phases can be encountered in a single-component liquid. The 
examples of the liquid–liquid transitions in isotropic liquids are quite rare [9–12]. 
Much more common are the transitions in liquid crystals, whose liquid state can 
exist in disordered (isotropic) as well as in ordered (smectic, nematic, cholesteric) 
phases [4]. The liquid crystalline phases are also called mesophases to emphasize 
their intermediate character between the solid and liquid phases. For liquids involv-
ing more than one component (i.e., mixtures or solutions), a common liquid–liquid 
phase transition is mixing and demixing (phase separation). The transition can be 
caused by heating or cooling of a solution and results in its separation in the solvent-
rich and solute-rich phases. A very special case of a phase transition in a solution 
is gelation [4, 13]. It results in conversion of a liquid solution into a gel, which is a 
network of cross-linked solute molecules that entrap a solvent. A gel is a soft solid 
or a liquid that has lost its ability to flow. Most of the aforementioned transitions 
in liquids are of first order and normally appear in DSC as well-defined peaks, al-
though some transitions [14] in liquid crystals can be of second order.

The following sections of this chapter provide a discussion about the kinetics of 
most of the aforementioned transitions.

3.2  Vaporization and Sublimation

All existing things soon change, and they will either be reduced 
to vapor, if indeed all substance is one, or they will be dispersed

Marcus Aurelius, Meditations

3.2.1  Background

Vaporization and sublimation are phase transitions in which the respective liquid 
and solid compounds transform to the gas phase. Both processes are promoted by 
heating that intensifies molecular motion and thus initiates breakage of the intermo-
lecular (cohesive) bonds that hold a compound in the condensed state. Depending 
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on the strength of the inter- and intramolecular bonds, vaporization and/or sublima-
tion may or may not be accompanied by decomposition. For example, a typical 
covalent compound such as a hydrocarbon is held in the condensed phase by weak 
van der Waals forces. It would undergo vaporization or sublimation at temperatures 
that are too low to break the strong covalent bonds and cause decomposition of the 
compound. However, decomposition may readily occur in ionic compounds that are 
held in the condensed phase by strong ionic forces. Decomposition can complicate 
significantly the kinetics of vaporization or sublimation that by itself is relatively 
simple.

In 1913, Langmuir [15, 16] proposed an equation that describes the rate of va-
porization in vacuum:

 

(3.5)

where dm/dt is the rate of mass loss per unit of the surface area, M is molecular mass 
of the gaseous compound, P is the vapor pressure of the compound, R is the gas con-
stant, T is the temperature, and γ is the accommodation coefficient. The latter was 
taken to be close to unity for reasonable molecular masses, e.g., it is 0.98 for carbon 
dioxide [16]. The equation was derived from the Knudsen equation [17] for the ef-
fusion rate through an orifice that lies in the foundation of the Knudsen method for 
determining molar mass or/and the vapor pressure from the mass loss rate data [18].

We can isolate the temperature-dependent parameters in Eq. 3.5 and write it in a 
more convenient form using the extent of conversion:

 
(3.6)

where Const collects all temperature-independent parameters. The vapor pressure 
in Eq. 3.6 depends on temperature in accord with the Clausius–Clapeyron equa-
tion:[18]

 
(3.7)

where C is a constant and ΔH is the enthalpy of vaporization or sublimation. Then 
with regard to Eq. 3.7, Eq. 3.6 can be used to derive the activation energy of the 
process as follows:

 
(3.8)

The second term in Eq. 3.8 does not exceed a few kilojoules in any reasonable 
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fits the temperature dependence of the rate of vaporization or sublimation to the Ar-
rhenius equation, the resulting activation energy should provide a fair estimate for 
the enthalpy of the process.

As fairly noticed by Price and Hawkins [19], the accommodation coefficient 
in Eq. 3.5 should not be assumed to be unity when the mass loss measurement 
is conducted in a flow of a purge gas at ambient pressure as typically is the case 
of regular thermogravimetric analysis (TGA) runs. The actual measurements on 
methylparaben by Chatterjee et al. [20] have produced an estimate of γ = 5.8 × 10−5 
that is too low to be meaningful. Some rational insights into the problem have been 
provided by Pieterse and Focke [21], who suggested that in order to be applicable 
to the conditions other than vacuum, the Langmuir equation needs to account for 
diffusion of the vapor in surrounding gas. The equation derived by Pieterse and 
Focke is as follows:

 
(3.9)

where D is the diffusion coefficient of the vapor compound in the surrounding gas, 
and z is the height of the pan occupied by the gas. Comparing Eq. 3.9 with Eq. 3.5 
suggests that the value of the coefficient γ is:

 

(3.10)

Equation 3.10 affords explaining the excessively small values of γ. The order of 
magnitude of γ is determined primarily by the value of D whose typical order of 
magnitude is about 10−4 − 10−5 m2s−1. Substitution of the actual values D, z, T, and 
M for vaporization of methylparaben yields γ = 4.8 × 10−5 which is quite close to the 
value experimentally found by Chatterjee et al. [20].

Following the same logic as above, we can use Eq. 3.9 to derive the activation 
energy of vaporization or sublimation. The resulting expression is as follows:

 
(3.11)

where ED is the activation energy of diffusion. For diffusion of gases in gases, the 
typical values of ED are quite small. Figure 3.2 demonstrates the Arrhenius plots for 
the temperature dependence of the diffusion coefficient of several gases in helium 
[22]. It is seen that the plots have nearly the same slopes. The ED values estimated 
from these slopes fall in the range 5–6 kJ mol−1. Considering that the RT term in 
Eq. 3.11 has similar magnitude but its sign is opposite to ED, we can expect these 
two terms to cancel each other at least partially. Therefore, we can conclude again 
that the activation energy of vaporization or sublimation should generally provide a 
reasonable estimate of the process enthalpy.
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3.2.2  Isoconversional Treatment

When it comes to applying an isoconversional method to treat the kinetics of vapor-
ization or sublimation, one should notice that neither Eq. 3.5 nor Eq. 3.9 includes the 
value of the mass lost ( m) in their respective right-hand sides. It means that if one 
replaces the mass with the conversion, these equations would not include in their 
right-hand sides any reaction model either. Although it may sound confusing, in fact 
these equations do include one very specific reaction model, f( α) = 1. This is called 
the zero-order reaction model. This model represents a process whose rate remains 
constant throughout the whole range of conversions from 0 to 1. However, the rate of 
vaporization or sublimation is proportional to the free surface area (i.e., the surface 
area that is in contact with surrounding gas or vacuum) of the condensed substance. 
Then the rate of these processes would be independent of conversion only in a specific 
case when the free surface area does not change with the process progress. This is a 
reasonable assumption when, for example, vaporization rate is measured for a liquid 
that fills one of cylindrical pans (Fig. 3.3a) usually used in thermal analysis studies. 
In this case, the free surface area of the liquid would be determined by the circular 
cross-sectional area of the pan until the interface reaches the pan bottom and the liquid 
breaks into several droplets. Nevertheless, when the condensed substance is present 
in the form of individual droplets or crystals (Fig. 3.3b), the free surface area as well 
as the process rate would be decreasing with increasing the conversion. In this situa-
tion, the rate equation for vaporization or sublimation would have to include explicitly 
some f( α) of the decelerating type such as the model of contracting sphere or cylinder.

Note that the introduction of some explicit f( α) in the right-hand side of Eqs. 3.5 or 
3.9 would not affect the values of the isoconversional activation energy estimated as:
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This is because the logarithmic derivative of f( α) is zero at a constant value of α 
(Eq. 1.12). Therefore, Eqs. 3.8 and 3.11 would remain true under the isoconver-
sional conditions. That is, for the process of vaporization or sublimation, one should 
generally expect the isoconversional values of Eα to be practically independent α 
and close to the value of the process enthalpy. Some systematic dependencies as 
well as deviations may occur naturally because the enthalpy depends on tempera-
ture in accord with the Kirchhoff’s law:[18]

 
(3.13)

where ΔH0 is the standard enthalpy change at the temperatures T1 and T2, and ΔCP 
is the heat capacity change due to a transition from the condensed to gaseous state.

However, the issue of using proper reaction models arises when isoconversional 
analysis is applied to determine the preexponential factor and reaction model. An 
instructive example of isoconversional analysis of vaporization of 2,2′-bipyridyl 
is given by Vecchio et al. [23] (Figs. 3.4 and 3.5). As seen in Fig. 3.4, the Eα 
values do not practically depend on α. The respective average activation energy 
is 61 ± 2 kJ mol−1. The value agrees very well with the independently measured 
enthalpy of vaporization, 59 ± 2 kJ mol−1 [23]. The reaction model of vaporization 
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Fig. 3.4  Eα dependence 
for vaporization of 
2,2′-bipyridyl. (Reproduced 
from Vecchio et al. [23] with 
permission of Elsevier)

 

Fig. 3.3  Schematic repre-
sentation of vaporization or 
sublimation of different form 
samples placed in cylindrical 
pan. a Sample in the form of 
continuous volume of a liquid 
or solid substance. b Sample 
in the form of individual 
droplets ( left) or crystals 
( right)
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has been determined by using the technique described in Sect. 2.2.2. According 
to Fig. 3.5, the best-fitting model of this process is N13, which is g( α) = α (i.e., 
f( α) = 1) or zero order [23]. This is obviously consistent with the basic assumption 
of Eqs. 3.5 and 3.9. However, as already mentioned, this is not always the case. For 
example, both vaporization and, especially, sublimation of ammonium nitrate dem-
onstrate clear deviation from the zero order to decelerating type of kinetics [24].

The rate of diffusion of the condensed substance vapor in the surrounding gas is 
a very important factor when measurements are conducted under the conditions of 
regular thermal analysis experiments. The surrounding gas is a purge gas, such as 
nitrogen, that is delivered to the sample at an ambient pressure and a certain flow 
rate. If the forming vapor diffuses too slowly, the surrounding gas may become 
saturated with it. The local vapor pressure may start approaching its equilibrium 
values that would promote the reverse reaction of condensation. That is why the rate 
of vaporization or sublimation should be measured at sufficiently fast flow rates that 
would secure efficient removal of the forming vapor and suppress its condensation.

The effect of the purge gas flow rate on vaporization of methyl salicylate has 
been demonstrated by Cheng et al. [25]. It has been found that a systematic increase 
in the flow rate of nitrogen resulted in a small but systematic shift of TGA mass loss 
curves to lower temperature. This effect is typical to find in reversible processes 
[26]. The isoconversional activation energies of vaporization also have demonstrat-
ed a systematic shift as illustrated in Fig. 3.6. It is seen as an increase in the flow 
rate causes a systematic decrease in the activation energy of vaporization, bringing 
its value closer to the reference value of the vaporization enthalpy (52 kJ mol−1).

The rate equations 3.5 and 3.9 rely on the mass loss that makes TGA a method of 
choice for measuring the kinetics of vaporization and sublimation. However, DSC 

Fig. 3.5  Determination 
of the reaction model 
for vaporization of 
2,2′-bipyridyl. (Reproduced 
from Vecchio et al. [23] with 
permission of Elsevier)
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can be used in such studies as well. Figure 3.7 shows a dependence of the effec-
tive activation energy estimated from DSC data on vaporization of water [27]. The 
isoconversional values of Eα are practically independent of α in a rather wide range. 
The average Eα value in the range α = 0.4–0.6 is 43.80 ± 0.03 kJ mol−1. The value 
is somewhat larger than the reference value [2] of the enthalpy of vaporization of 
water, 40.7 kJ mol−1. It should be noted that this reference value corresponds to the 
enthalpy of vaporization at 100 °C, i.e., the boiling temperature, which is a common 
way of reporting the enthalpies of vaporization. However, under the conditions of 
DSC runs (open pan, flow of nitrogen), water is completely vaporized by 60 °C. 

Fig. 3.7  Isoconversional 
values of the activation 
energy for vaporization 
of water. Solid line 
represents the average of 
the Eα values in the range 
of α = 0.4–0.6. Dash line 
denotes the enthalpy of 
water vaporization at 100 °C. 
(Reproduced from Prado 
and Vyazovkin [27] with 
permission of Elsevier)
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About 50 % of water becomes vaporized around 40 °C. The vaporization enthalpy 
of water at this temperature can be estimated from Kirchhoff’s law (Eq. 3.13) by us-
ing the values of the heat capacity for liquid and gaseous water, which are [2] 75.29 
and 33.58 J mol−1K−1, respectively. Neglecting the temperature dependence of the 
heat capacity, the vaporization enthalpy at 40 °C is estimated to be:

which is 43.2 kJ mol−1. This value is almost identical to the average Eα value 
(Fig. 3.7).

Overall, the examples considered suggest that the activation energy estimated 
from the rates of vaporization of liquids is similar to the enthalpy of vaporization. 
There are many more examples in the literature that confirm this correlation. Howev-
er, in the case of sublimation of solids, the correlation is not nearly as consistent. The 
direct application of the Langmuir equation to the mass loss data provides about equal 
number of examples when the correlation is good as when it is poor [28]. It is not very 
surprising considering that the mechanism of sublimation [29] is more complex than 
that of vaporization. If vaporization of a liquid involves essentially one step, in which 
a molecule breaks the surface tension, sublimation of a solid involves multiple steps. 
First, a molecule breaks away from a site where it is bound to a fewer neighbors such 
as a kink or ledge site. Then, it diffuses along the surface and finally desorbs from it. 
Schematically, it can be seen as a mechanism of three consecutive steps:

Any of these three steps can be rate limiting during sublimation. As a result, the 
activation energy estimated from the sublimation rate data can be the one for any 
of these steps. To complicate matters further, the surface molecule may undergo 
a chemical reaction of dissociation or association, which also can become a rate-
limiting step of sublimation. However, the enthalpy of sublimation is invariably 
determined by the difference in the enthalpies for Avapor and Asolid.

3.3  Glass Transition

Only there’s no equilibrium in the world. It’s just an error of 
some kilogram and a half over the universe as a whole, but it’s 
really a surprising thing

Daniil Kharms, On Equilibrium

3.3.1  Background

Typically, the glass phase is formed in supercooled liquids that are cooled so fast 
that they do not have sufficient time to crystallize. Ultimately, any liquid can be 
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converted to glass subject to sufficiently fast rate of cooling. For slow crystalliz-
ing liquids such as the melts of some polymers, the glass can be formed on cooling 
at tens of degrees per minute. Fast crystallizing liquids such as water may have 
to be cooled at millions degrees per second to form the glass phase. Anyway, the 
key reason of the glass formation is the limited rate of the molecular mobility that 
slows down progressively as liquid is cooled. At certain point, the mobility be-
comes insufficient to maintain the equilibrium liquid structure so that a supercooled 
liquid becomes a glass. The respective temperature is called the glass transition 
temperature, Tg. Since the glass is a nonequilibrium phase, its Tg designates the 
transition between the supercooled liquid and a specific glassy structure that de-
pends particularly on the cooling rate and generally on the overall thermal history. 
Figure 3.8 demonstrates a change in the temperature dependencies of the enthalpy 
for liquid and two glasses formed at different cooling rate. Obviously, the faster 
liquid is cooled, the sooner it falls out of equilibrium and forms the glass phase. 
Therefore, faster cooling produces the glass of a more nonequilibrium structure that 
has larger glass transition temperature.

On reheating, the glass does not follow the same enthalpic trace as on cooling 
(Fig. 3.9). The respective enthalpy values are lower because the glass is relaxing 
continuously toward the supercooled liquid state. Another important feature of the 
glass transition observed on heating is the “enthalpy overshoot.” Upon reaching 
the equilibrium liquid line, the glass does not immediately convert to the liquid but 
continues to follow the glass line for some time. The reason is that at this point the 
molecular mobility of the glass is too slow to assume immediately the liquid struc-
ture. Therefore, it continues to maintain the glassy structure until the point when 
temperature accelerates the molecular mobility to such extent that the glass can 
quickly restore the liquid structure. For the glass formed at a certain cooling rate, 
the use of faster heating rates results in increasing the magnitude of the enthalpy 
overshoot. The heating and cooling traces are brought closer to each other when the 
heating and cooling rates are equal.

Fig. 3.8  Enthalpy versus temperature diagram for the formation of two glass phases: glass1 and 
glass2. The glass2 phase is formed at faster cooling rates than glass1 and thus has a larger glass 
transition temperature that is determined as intersection of the glass and liquid tangent lines
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The enthalpy plot (Fig. 3.9) is helpful in understanding the DSC (heat flow) 
traces measured on heating and cooling. According to Eq. 3.4, the heat flow related 
to the glass transition originates from a change in the heat capacity between the 
values for the liquid and glass phase. By virtue of Eq. 3.3, the heat capacity would 
change as the first derivative of the plots presented in Fig. 3.9. On cooling, DSC 
shows some small stepwise change in the heat flow. On the other hand, on heating, 
the DSC signal is complicated by a peculiar feature associated with enthalpy over-
shoot, which manifests itself as a relatively small endothermic peak at the end of the 
glass transition step. Figure 3.10 displays an example of this feature observed in the 
glass transition of polystyrene (PS) and PS–clay nanocomposite [30].

The nonequilibrium structure of the glass phase reveals itself in the relaxation 
kinetics. When the glass freezes dynamically, it conserves a heterogeneous structure 

Fig. 3.9  When glass is 
reheated, its enthalpy crosses 
(overshoots) the liquid line 
and returns to it at higher 
temperature
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that contains significant density fluctuations (Fig. 3.11). The lower density areas 
form the mobility islands [31] inside the glass. As a result, the molecules of the 
glass phase find themselves in a variety of the spatial situations of different crowd-
edness. Those, stuck in highly congested situations, can only move cooperatively, 
i.e., together with moving the closest neighbors. The respective motion is termed 
the α-process (relaxation). This is a slow process characterized by high activation 
energy whose value is typically on the order of hundreds of kilojoules per mole. 
On the other hand, the molecules located in the vicinity of the mobility islands can 
move rather freely, i.e., in a noncooperative manner. The respective motion is re-
ferred to as the β-process (relaxation) or Johari–Goldstein process. This process is 
fast and its activation energy amounts to several tens of kilojoules per mole.

When glass relaxes toward the equilibrium supercooled liquid structure, the 
overall process would occur generally via both cooperative and noncooperative 
motion. However, one particular mechanism may dominate depending on tempera-
ture or the stage of relaxation. Since cooperative and noncooperative processes can 
occur in parallel with each other, at any given temperature, the kinetics of relaxation 
is dominated by the fastest process, i.e., a process having the smallest relaxation 
time, τ. Cooperative and noncooperative processes have distinctly different tem-
perature dependencies of the relaxation time. Noncooperative processes, such as 
β-relaxation, obey the Arrhenius equation:

 
(3.14)τ = 






C E

RT
exp ,

Fig. 3.11  Schematic 
representation of molecular 
mobility in the glass phase. 
The letters α and β repre-
sent molecules respectively 
involved in cooperative and 
noncooperative motion. The 
open area is a mobility island
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where C is the temperature-independent preexponential factor, E is the activation 
energy, and R is the gas constant. It follows from Eq. 3.14 that

 
(3.15)

This means that for a noncooperative process, the plot of lnτ versus T−1 should be a 
straight line whose slope is E/R.

The temperature dependence of a cooperative process, such α-relaxation, fol-
lows the Vogel–Tammann–Fulcher (VTF) equation:

 
(3.16)

where B is the temperature-independent preexponential factor, A is a constant, and 
T0 is a reference temperature, typically well below Tg. By using the same principle 
as in Eq. 3.15, we can derive the activation energy from Eq. 3.16:

 
(3.17)

Equation 3.17 suggests that the activation energy and, thus, the slope of the plot of 
lnτ versus T−1 increase with decreasing temperature. A similar result is obtained [32] 
from the Williams–Landel–Ferry (WLF) equation:

 
(3.18)

where C1 = 17.44 and C2 = 51.6 are universal constants. Both VTF and WLF equa-
tions are applied commonly to describe the temperature dependence of viscosity of 
supercooled liquids. Although the equations can be used interchangeably, the WLF 
equation is most frequently applied to polymers, whereas the VTF equation to low 
molecular weight species.

The non-Arrhenius type of the temperature dependence (i.e., the VTF or WLF 
dependence) breaks down in the vicinity of Tg, below which the dependence takes 
the Arrhenius form (Fig. 3.12a). This is empirically found in a variety of liquids 
[3]. An explanation of this phenomenon is provided by the theoretical results of 
Di Marzio and Yang [33]. The change in the type of the temperature dependence 
around Tg has important implications for estimating experimental activation ener-
gies (Fig. 3.12b). That is, above Tg, the transition from the glass to liquid phase 
should demonstrate large values of the activation energy that decrease with tem-
perature. However, when glass relaxes to supercooled liquid below Tg, one should 
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expect the activation energy values to be markedly smaller and decreasing with 
decreasing temperature down to the values characteristic of the β-process.

It should be noted that beyond the β-relaxation, there are some processes that 
occur below Tg and similarly demonstrate the temperature dependencies of the Ar-
rhenius type and the activation energies that are smaller than those for cooperative 
α-process occurring above Tg [34]. One of them is the nonequilibrium mode of the 
α-relaxation that manifests itself as a break point in the respective VTF dependence 
that occurs at Tg and gives rise to a smaller slope and, thus, lower activation en-
ergy (Fig. 3.12) [35]. The latter is either somewhat larger [36, 37] or comparable 
[37] to that of the β-process. Another is the so-called α′-relaxation process that is 
observed in metallic [38] as well as polymeric glasses [39]. It is reported [38] to be 
associated with the “frozen-in relaxation sites” and has small activation energies 
(Fig. 3.12), which makes it very similar to the regular β-relaxation. However, both 
nonequilibrium α-process and α′-process are detected at higher temperatures than 
the regular β-process.

3.3.2  Isoconversional Treatment

In order to apply an isoconversional method to the DSC data on the glass transition, 
one needs first to determine the extent of conversion. This can be done in a way 
similar to calculating the normalized heat capacity [40].

Fig. 3.12  Schematic representation of the temperature dependencies of the relaxation time (a) 
and the respective activation energies (b). a Curve 1 represents a typical VTF dependence of 
the α-relaxation. Straight lines 2–4 represent various processes occurring in the glassy state: 2 
nonequilibrium mode of the α-relaxation; 3 α′ process; 4 β-process. b Sub-Tg processes 2–4 have 
significantly lower activation energy than the α-process (1). VTF Vogel–Tammann–Fulcher. 
(Reproduced from Vyazovkin and Dranca [35] with permission of Elsevier)
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(3.19)

where CP is the current heat capacity, and CPg and CPl are the glassy and liquid heat 
capacity, respectively. The normalized heat capacity runs from 0 to 1, i.e., in the 
same way as the extent of conversion. Equation 3.19 is equally applicable to the 
heat flow data so that the extent of conversion is determined as follows:

 
(3.20)

where Φ is the heat flow at a given temperature T, and Φl and Φg are the heat flow 
values for the liquid and glass extrapolated to the same temperature T (Fig. 3.13). 
In practical terms, one starts by estimating the straight baseline for the glass phase 
and subtracting it from the whole DSC signal. Then at each given T, α is calculated 
as the ratio of the resulting heat flow to the heat flow obtained from extrapolation of 
the straight baseline for the liquid phase to this temperature.

The application of the aforementioned procedure results in α versus T curves 
similar to those obtained for the glass transition in amorphous drug indomethacin 
(IM) [41] (Fig. 3.14). The enthalpy overshoot (the endothermic peak at the end of 
the glass transition step) observed on heating (see Fig. 3.13), gives rise to the α-
values in excess of unity. This feature does not appear when the glass transition is 
measured on cooling. When the glass transition kinetics is measurement on heating, 
each heating run has to be preceded by cooling performed from temperature signifi-
cantly above Tg to significantly below Tg at the rate of cooling whose absolute value 
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Fig. 3.13  The glass transition 
in amorphous indomethacin 
measured at 5 °C min−1. Φ 
represents the heat flow value 
at a given temperature, T. Φl 
and Φg represent the extrapo-
lated heat flow baselines for 
the liquid and glass at the 
same temperature T. These 
are the values to be substi-
tuted in Eq. 3.20 to determine 
α at this T
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is equal to the rate of the following heating [42, 43]. A suitable temperature range of 
measurements is typically from Tg + 40 to Tg − 40.

For measurements performed on heating (Fig. 3.14), the isoconversional calcula-
tions need to use only the ascending part of the α versus T curves up to α = 1. The 
resulting dependence of the activation energy of conversion is shown in Fig. 3.15. 
The observed decreasing shape of the Eα versus α dependence is typical for the 
glass transition and has been observed in variety of other systems, including many 
polymers [44]. The decrease in E is easy to understand in terms of the cooperative 
molecular mobility discussed earlier (Fig. 3.12). The glassy phase is characterized 
by a small amount of free volume that permits only local noncooperatve motion 
(e.g., the β-process) that dominates well below Tg. As temperature rises approach-
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Fig. 3.15  Conversion 
dependence of the activa-
tion energy evaluated from 
the data shown in Fig. 3.14. 
(Adapted from Vyazovkin 
and Dranca [41] with permis-
sion of ACS)
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ing the glass transition region, the molecular motion intensifies, and the free volume 
increases, initiating the α-process. The latter involves considerable cooperativity 
between the molecules and, thus, a large energy barrier as reflected in the large 
value of E at the initial stages of the transition (Figs. 3.12b and 3.15). As tempera-
ture continues to rise, the free volume continues to increase. The molecular packing 
becomes increasingly looser, allowing the molecules to move less dependently, i.e., 
in a less cooperative fashion. This relieves the energetic constrains, and the activa-
tion energy decreases.

A decrease in E is consistent with the predictions of the VTF and WLF equations 
(Eqs. 3.17 and 3.18). A similar trend is predicted by the Adam–Gibbs equation[45]

 

(3.21)

where kB is the Boltzmann constant, Δμ is the activation energy per particle, and z* 
is the number of particles that cooperatively rearrange. In Eq. 3.21, z* is inversely 
proportional to the configurational entropy that increases with T so that both z* and 
the effective activation energy (i.e., z*Δμ) decrease with T.

Note that even before the first applications [30, 46] of isoconversional methods 
to the glass transition kinetics, the trend for the activation energy to decrease with 
increasing temperature was observed in other studies [47–49]. In them, the activa-
tion energy was determined from the shift in the value of Tg with the heating rate in 
accord with the equation proposed by Moynihan et al.: [42, 43]

 
(3.22)

where β can be the rate of heating or cooling. However, the value of Tg can be 
defined in the order of its increase as the onset temperature, the temperature of the 
midpoint step in the heat flow, and the endset temperature. For the glass transition 
of sorbitol, Angell et al. [47] have found that Eq. 3.22 gives rise to a significantly 
larger E when Tg is determined as the onset temperature than when Tg is estimated 
as the temperature of the heat capacity peak. A similar effect was reported by Lacey 
et al. [48] for PS oligomer and side-chain polysiloxane and by Hancock et al. [49] 
for some pharmaceutical glasses, including poly(vinylpyrrolidone) (PVP), IM, and 
several sugars. The observed temperature dependence of the activation energy sug-
gests that the plot of lnβ versus Tg

−1 should be nonlinear. The nonlinearity can be 
quite obvious when Tg is measured in a wide range of the heating rates as illustrated 
in Fig. 3.16 for the glass transition in PS [30]. From this plot, we can see again that 
the activation energy of the glass transition decreases with increasing temperature.

Our numerous applications of the isoconversional method to the glass transition 
in a variety of systems indicate that the obtained activation energies are in reason-
able agreement with the activation energies obtained by other techniques, such as 
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dielectric and mechanical spectroscopy, for the α-relaxation [44, 46]. Of course, 
one should not expect precise agreement between the absolute values. This is not 
only because different techniques measure different physical properties but also 
because the activation energy of the α-relaxation depends on temperature and the 
temperature regions employed by different techniques rarely coincide. In particular, 
it has been reported [50] that the E values derived from DSC data obtained on cool-
ing are markedly larger than those derived from the heating data. However, what is 
essential is that a variation in E is detected by different techniques, including DSC, 
as long as DSC data are analyzed by an isoconversional method.

Although an isoconversional method consistently produces a decreasing E versus 
α dependence for the transition from the glass to liquid phase, the absolute values 
of E and the degree of its variability with temperature change dramatically between 
the glassy substances. Note that an E versus α dependence (e.g., Fig. 3.15) can be 
converted to an E versus T dependence by replacing the values of α with the mean 
value of the temperatures related to this α at different heating rates (see Fig. 3.14). 
Figure 3.17 presents a set of the E versus T dependencies evaluated by applying an 
isoconversional method to the glass transition in a series of substances: poly(vinyl 
chloride) (PVC), poly( n-butyl methacrylate) (PBMA), PVP, poly(ethylene 2,6-naph-
thalate) (PEN), PS, poly(ethylene terephthalate) (PET), and boron oxide (B2O3) [44, 
46]. The differences in the activation energy variability are really staggering. At one 
extreme, we have PVC and PET, in which the glass transition occurs in a very nar-
row temperature range and accompanied by a drastic change in the activation energy. 
At another extreme we see PBMA and B2O3 whose glass transition stretches over a 
wide temperature range with little change in the activation energy.
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Fig. 3.16  Plot of lnβ versus Tg
−1 measured for the glass transition in polystyrene at nine heating 

rates from 5 to 25 °C min−1. Tg was measured twice at each heating rate and determined as the tem-
perature at midpoint of the glass transition step. The E values of 290 and 170 kJ mol−1 are found 
respectively from the three slowest and the three fastest heating rates. (Adapted from Vyazovkin 
and Dranca [30] with permission of ACS)
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In order to characterize the variability in E numerically, we have introduced [44] 
a variability parameter defined as

 
(3.23)

where E0.25 and E0.75 are the Eα values at α = 0.25 and 0.75, respectively, and T0.25 and 
T0.75 are the values of Tα for the respective values of α. The dependencies presented 
in Fig. 3.17 yield the ΔE values collected in Table 3.1. In terms of the logτ versus 
T−1 plots, larger variability of E means larger curvature of the plot (Fig. 3.12). Ulti-
mately, when the plot is linear (i.e., of the Arrhenius type), E becomes independent 
of T, and ΔE turns into zero. That is, the variability parameter should correlate with 
the departure of the logτ versus T−1 plot from the Arrhenius behavior, or, in other 
words, with the dynamic fragility.

The concept of fragility was introduced by Angell [51] to characterize the differ-
ences in the temperature dependencies of viscosity or relaxation time of glass-form-
ing liquids. According to this concept, the strong liquids are those that demonstrate 
close to linear or Arrhenius type of logτ versus T−1 (Fig. 3.18). The fragile liquids, 
on the contrary, demonstrate nonlinear plots of the VTF or WLF type. Typically, 
the strong liquids are inorganic glass formers, whereas polymers belong to the most 
fragile liquids. Deviation from the Arrhenius behavior is estimated as the fragility 
parameter, m. By assuming the VTF type of the temperature dependence (Eq. 3.16), 
the parameter is defined as:[52]
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Fig. 3.17  Temperature dependencies of the activation energy for the glass transition in various 
substances. PBMA poly( n-butyl methacrylate), PET poly(ethylene terephthalate), PVC polyvi-
nyl chloride, PS polystyrene, PEN poly(ethylene 2,6-naphthalate), PVP poly(vinylpyrrolidone).
(Adapted from Vyazovkin et al. [44, 46] with permission of Wiley)

 



84 3 Physical Processes

For all the compounds presented in Table 3.1, except PVP, the values of m are found 
in the literature [53–58]. As seen from Table 3.1, the ΔE and m parameters are cor-
related. The correlation is nonlinear, but can be reduced to a linear form by replac-
ing ΔE with log(−ΔE) (Fig. 3.19). The dataset from Table 3.1 demonstrates strong 
correlation ( r = 0.9665) of the following form:

 

(3.25)

Surmising that the correlation (3.25) holds for a wide class of glasses, one can use it 
to estimate the fragility parameter from ΔE. For example, based on Eq. 3.25, the m 
value for PVP should be around 102.
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Table 3.1  Estimated (Eq. 3.23) values of the variability parameter and literature values of the 
fragility parameter
Substance ΔE (kJ mol−1 K−1) m
B2O3 − 0.6 32 [53]
PBMA − 2.3 48 [55]
PENa − 10.0 99 [57], 66[58]
PVPb − 11.1 102
PS − 11.5 139 [53], 77[54]
PVC − 73.0 191 [53], 160 [54]
PET − 110.6 156 [56]

PBMA poly(n-butyl methacrylate), PEN poly(ethylene 2,6-naphthalate), PVP 
poly(vinylpyrrolidone), PS polystyrene, PVC polyvinyl chloride, PET poly(ethylene terephthalate)
a The m values have been estimated from the VTF parameters reported in the respective papers
b For PVP, the m value has been predicted from ∆E by the correlation shown in Fig. 3.19
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3.4  Glass Aging

The glass is falling hour by hour, the glass will fall for ever
Louis MacNeice, Bagpipe Music

3.4.1  Background

When liquid is well above its Tg, its relaxation time is significantly shorter than the 
timescale of regular measurements, which typically last from minutes to hours. On 
such timescale, any fluctuations of the molecular structure of liquid are relaxed, i.e., 
liquid is at equilibrium. When temperature drops below Tg, the relaxation time of 
liquid exceeds the experimental timescale, and the structural fluctuations do not have 
enough time to relax. Instead, they become frozen kinetically as the nonequilibrium 
glass phase (Fig. 3.20). This phase is driven thermodynamically to relax its structure 
toward that of the equilibrium supercooled liquid. The relaxation can occur on heat-
ing (i.e., when temperature raises continuously) of a glass through the glass transition 
temperature. In this case, the process is referred to as the glass transition (Sect. 3.3).

However, this relaxation also occurs on annealing (i.e., when temperature is held 
constant) below the glass transition temperature. This process is called physical 
aging [59]. Physical aging is accompanied by a change in mechanical, dielectric, 
magnetic, and optical properties of a glass. Thermodynamically, the process is char-
acterized by a decrease in three thermodynamic parameters: the enthalpy, entropy, 
and volume (Fig. 3.20). That is, physical aging is an exothermic process, during 
which the glass becomes more ordered structurally and its volume shrinks.

0 50 100 150 200

1

10

100

B
2
O

3

PBMA

PEN
PS

PVC

PET

m

-∆
E /

 k
J m

ol
 -1

 K
 -1
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The kinetics of physical aging is of great practical importance because it deter-
mines for how long a glassy material can remain useful at temperature of opera-
tion. The stability of a glass increases with increasing the difference between the 
temperatures of the glass transition and operation. For example, regular household 
glassware made of silicate glass is used about 500 °C below its glass transition tem-
perature. This makes it stable for all designed practical purposes.

However, even in the case of silicate glasses used far below Tg, the signs of ag-
ing are detectable on the scale of decades [60–62]. An intriguing example [60, 62] 
includes data on aging of glass thermometers used by the renowned physicist James 
Prescott Joule. Joule regularly calibrated his thermometers and noticed that what he 
called the zero point was increasing systematically, shifting totally by 0.91 F over 
23 years. The effect is explicable [60, 62] by the glass shrinkage due to physical 
aging.

The kinetics of physical aging is usually followed by measuring either volume 
of enthalpy of a glassy sample. The heat flow released during physical aging is too 
small to follow the process by regular DSC instruments in real time. The measure-
ments are thus conducted discretely, i.e., in steps. The idea is that the enthalpy lost 
on aging can be recovered when heating an aged glassy sample through the glass 
transition temperature. As seen from Fig. 3.21, the sample held at aging temperature 
Ta will continue to lose its enthalpy until the glass reaches equilibrium, i.e., turns 
into supercooled liquid. As discussed earlier (Fig. 3.9), reheating of unaged glass 
results in the enthalpy overshoot. When glass ages, it assumes a denser and more 
ordered structure that results in a decrease of the molecular mobility and an increase 
of the relaxation time. For this reason, when aged glass crosses the equilibrium liq-
uid line, it takes longer to restore the liquid structure than for unaged glass.

Thus, the more glass aged (points B and C in Fig. 3.21), the more it overshoots 
the liquid line. The inflection point on the enthalpy recovery line corresponds to the 
temperature, Tp, of the DSC peak that appears at the end of the glass transition step 

Fig. 3.20  Relaxation of the 
nonequilibrium glassy struc-
ture can occur under rising 
temperature conditions as the 
glass transition or at constant 
temperature as aging
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measured on heating. The size of the peak is proportional to the enthalpy lost on 
aging. The effect is illustrated in Fig. 3.22 [63]. Both peak temperature and recov-
ered enthalpy increase with aging time, ta, until they reach ultimate values, which 
correspond to completely relaxed glass (point D in Fig. 3.21). The magnitude of the 
ultimate values depends on chosen Ta.

Fig. 3.22  DSC curves of poly(cyanobiphenyl ethylacrylate) heated at 5 °C min−1 after aging at 
64 °C for 34, 64, 305, 725, and 3963 min ( solid lines in order of increasing the peak size). The 
dash line represents the curve for unaged sample. (Reproduced from Tanaka and Yamamoto [63] 
with permission of Elsevier)

 

Fig. 3.21  As glass ages, 
its enthalpy lowers and its 
mobility slows down so that 
on reheating the enthalpy 
overshoot becomes larger and 
shifts to higher temperature. 
Tp denotes the position of the 
overshoot peak
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3.4.2  Isoconversional Treatment

The recovered enthalpy of aging, ΔHa, can be estimated as the difference in the in-
tegrals of the DSC curves for aged and unaged samples [64]. The measurements are 
performed on the same sample, which is first relaxed for a few minutes at a tempera-
ture well above Tg, then cooled quickly at a controlled rate to a temperature well below 
Tg, and then heated back to the initial temperature at a given heating rate. This would 
produce a DSC trace for unaged glass. To obtain the trace for aged glass, the sample 
is exposed to the same temperature protocol, except that the cooling segment is inter-
rupted by the aging segment, which maintains temperature Ta for a period ta. After that 
the cooling segment continues, followed by the heating segment. The difference in the 
integrals of the respective DSC traces would yield ΔHa related to a given aging time ta. 
Another point on the kinetic curve ΔHa versus ta is produced by maintaining the whole 
cooling–heating protocol but changing the length of the aging segment. An example 
of ΔHa versus ta is shown in Fig. 3.23 for aging of maltitol (Mt) glass [65].

The aging temperatures are usually taken within 10 °C below the glass transition 
temperatures. It may take months to reach equilibrium at 10 °C below Tg and about 
a day at 5 °C below Tg. Equilibrium is easy to detect when converting the time to 
the logarithmic scale (Fig. 3.23). On this scale, aging progresses almost linearly 
with time. On approaching equilibrium, the line breaks and turns horizontal. For 
example, it takes Mt glass about 20 h to reach equilibrium at 6 °C below its Tg 
(Fig. 3.23). The time to equilibrium in seconds, t∞, can be estimated by using an 
equation proposed by Struik: [59]

 
(3.26)t T T∞ ≈ −100 0 77exp[ . ( )].g a
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The equation is not very accurate [66] because it was derived assuming that the tem-
perature dependence of the relaxation time obeys the WLF equation [32]. However, 
below Tg, the relaxation processes tend to follow [33, 67] the Arrhenius equation 
that predicts much weaker temperature dependence. In addition, the rate of aging 
can differ substantially for different materials. For instance, the aging data [68] for 
polycarbonate and PS suggest that at similar Tg−T, the former reaches equilibrium 
almost ten times faster than the latter. Nonetheless, Eq. 3.26 can provide a reason-
able estimate for the magnitude of the aging time, i.e., hours, days, and months.

To perform the isoconversional calculations, experimentally measured curves 
of the recovered enthalpy versus aging time need to be converted to the curves of 
the conversion versus time. For any given aging time, the extent of aging, i.e., the 
extent of conversion from the glass to supercooled liquid phase, is determined as:

 
(3.27)

where ΔH( t) is the enthalpy measured at the aging time, t, and ΔH∞ in the equilib-
rium (plateau) value. Since aging runs are conducted isothermally, the activation 
energy can be evaluated straightforwardly by Eq. 3.28

 
(3.28)

i.e., as the slope of a plot of the natural logarithm of the time, ta, to reach a given 
extent of aging, α, against the reciprocal aging temperature. By repeating this 
procedure for a series of the conversions, one obtains a dependence of Eα on α.

The use of Eq. 3.28 requires determining the time to reach a given extent of con-
version at different aging temperatures. Unfortunately, it is impossible to measure 
reliably small extents of conversion. The aging rate is the fastest in the initial moments 
so that the smallest values of conversion are experimentally detected after only a few 
minutes of aging. For instance, 4-min aging of Mt resulted in α being about 0.27 
(Fig. 3.23). The values of tα can be found by interpolating the discrete experimental 
dependence of α versus t by the Kohlrausch–Williams–Watts (KWW) equation [3, 4]

 
(3.29)

The equation has two fit parameters: τef, which is the effective relaxation time, and 
γ, which is the stretch exponent. The KWW equation is generally found to describe 
accurately the relaxation kinetics of glasses, although it is commonly found that 
[69] the parameter γ varies systematically with temperature. Once the values of τef 
and γ are estimated, Eq. 3.29 can be used to find tα for any α.

The isoconversional plots of lntα versus T−1 for aging of Mt glass are seen in 
Fig. 3.24. The most remarkable feature of these plots is that their slopes increase 
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markedly with increasing conversion. This means that the activation energy of 
aging increases throughout the aging process. A dependence of the isoconversional 
values of Eα on α is shown in Fig. 3.25. The data suggest that the later stages of ag-
ing demonstrate the activation energies whose values are similar to the activation 
energy of the glass transition process in Mt, i.e., 413 ± 20 kJ mol−1[70]. However, 
the most important is that the activation energy of the early stages of aging is several 
times smaller.

The kinetics of physical aging can also be followed by the heat capacity relax-
ation. Physical aging is known [71, 72] to be accompanied by a decrease in the ex-
cess heat capacity, CP. The effect is measured by temperature-modulated (TM) DSC 
under quasi-isothermal conditions that are accomplished by overlaying a constant 
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temperature with small amplitude temperature perturbations. The effect has been 
attributed [71] to the heat capacity contributions from faster modes of molecular 
motion that include the noncooperative β or Johari–Goldstein process and faster 
portions of the cooperative α-process. An advantage of the heat capacity relaxation 
measurements is that the measurements are conducted continuously and take less 
time than the discrete and laborious enthalpy relaxation measurements.

The loss of the excess heat capacity for Mt glass is presented in Fig. 3.26. The CP 
versus t data are converted to the α versus t curves as follows:

 
(3.30)

where CP, i, CP, f, and CP( t) are respectively the initial (nonaged), final (plateau), 
and current values of the heat capacity. The resulting α versus t curves obtained at 
several aging temperatures can be treated by an isoconversional method in the same 
fashion as the enthalpy relaxation curves. The Eα versus α dependence evaluated 
from the heat capacity relaxation data is quite similar to that determined from the 
enthalpy relaxation measurements (Fig. 3.25). In both cases, the Eα values for the 
early stages of aging are about three times smaller than the activation energy for the 
glass transition.

Isoconversional analysis of the aging kinetics indicates that the early stages of 
the process are dominated by a faster process having smaller activation energy and 
the later stages by a slower process of larger activation energy. Because at conver-
sions close to unity, the Eα value approaches the activation energy of the glass tran-
sition, it is logical to conclude that the slower process of larger activation energy 
is the cooperative α-relaxation. Then the faster process of lower activation energy 
is likely to be associated with relaxations of low cooperativity. As discussed earlier 
(Fig. 3.12), these may include the nonequilibrium mode of α-, α΄-, and β-relaxations. 
They have progressively smaller activation energies, each of which being smaller 
than the typical values found for the α-relaxation. Mt is known [73] to demonstrate 
the nonequilibrium α-mode. Although the activation energy has not been reported 
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for this process, the slope of the respective Arrhenius plot is significantly larger than 
that for the β-relaxation. For the latter, the activation energies have been reported 
to be 62 [73], 57 [74], and 71 [35] kJ mol−1. On the other hand, extending the aging 
temperatures of Mt below 30 °C brings the activation energies of the initial stages 
of aging down to 60–80 kJ mol−1[65].

All in all, it appears that the activation energy of the early stages of aging is much 
closer to the activation energy of the β- than α-relaxation. Also, the values get even 
closer when aging is performed at lower temperatures. This is in agreement with 
the results of Nemilov [60, 61] and Nemilov and Johari [62] for silicate glasses, of 
Cangialosi et al. [75] for polycarbonate, and of Hu and Yue [76] for hyperquenched 
GeO2 that demonstrate that at temperatures markedly below Tg, the overall aging ki-
netics is controlled by processes whose activation energy is approaching the values 
characteristic of the β-relaxation process.

Considering the spatial heterogeneity of glass (Fig. 3.11), the initial stages of 
aging should occur predominantly via collapse (densification) of low-density mo-
bility islands. This process would be driven by faster relaxation processes of lower 
cooperativity and lower activation energy. As aging glass becomes denser and more 
homogenous, the molecular mobility becomes more cooperative that causes the en-
ergy barrier to increase continuously toward the value characteristic of cooperative 
α-relaxation. This simple phenomenological picture explains well an increase in the 
effective activation energy revealed by an isoconversional analysis. In conclusion, 
we should note that the observed increase in the effective activation energy is not 
unique to physical aging of Mt. The effect has been reported [77, 78] for metallic 
glasses, although was not correlated with the α- or β-relaxation processes in the 
respective glasses.

3.4.3   Activation Energies of β-Relaxation from DSC

As discussed in the previous section, the activation energy of the early stages of 
aging approaches the activation energy of the β-relaxation, Eβ, when the aging tem-
perature is decreased significantly below Tg. In that regard, it is of interest to con-
sider an original method proposed by Bershtein and Egorov [79] for estimating Eβ 
from the pre-glass transition annealing peaks. The peaks of this kind were originally 
reported by Illers [80], who observed that reheating of PVC annealed significantly 
below Tg gives rise to small and broad endothermic DSC peak that may occur well 
before the glass transition step. Similar observation was made later by Chen [81, 
82] for several metallic glasses and by Bershtein et al. [83, 84] for several polymers. 
Chen interpreted the effect as the partial enthalpy relaxation (during annealing) and 
recovery (during reheating) that occurs at the expense of the faster part of a broad 
relaxation spectrum of the glassy state. However, Bershtein et al. [83, 84] linked the 
effect to the β-relaxation process that is typically detected by mechanical [85] and 
dielectric [86] spectroscopy.
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Chen as well as Bershtein et al. proposed that a shift in the annealing peak tem-
perature, Tp, with the heating rate, β, can be used to determine the activation energy 
of the underlying process as follows:

 (3.31)

The E values estimated from the annealing peaks were found [81–84] being several 
times smaller than the respective activation energies for the glass transition (i.e., α-
relaxation) event. The ratio of the respective activation energies was consistent with 
that reported [85, 86] for the β- and α-relaxations in polymers.

The annealing peaks observed below Tg result from the same reason as the regu-
lar aging peaks at the end of the glass transition step (Fig. 3.22). It is nothing else 
but endothermic recovery of the enthalpy lost on aging. The only difference is that 
when a glass is aged well below Tg (typically around 0.8Tg), the recovery takes 
place before the glass transition step begins. However, as aging temperature is in-
creased, the position of the annealing peak shifts to higher temperature so that it can 
appear at the beginning of the glass transition step, or in its middle, or ultimately at 
its end as regular aging peak (Fig. 3.27).

As long as the recovery occurs below the beginning of the glass transition step, 
the molecular mobility in the respective temperature region is likely to be domi-
nated by the local noncooperative process, including the β-relaxation (Fig. 3.12). It 
thus seems reasonable to expect that a fair estimate of the Eβ value can be obtained 
by analyzing the annealing peak data. We have tested this method of estimating Eβ 
on a variety of polymeric (PS and its nanocomposite [30], PVP [87], poly(methyl 
methacrylate) (PMMA) [35], PET [35]), and small molecule organic (ursodeoxy-
cholic acid [87], IM [41], glucose (Gl) [35], Mt [35]) glasses. For most of these 
glasses, the Eβ values are known from traditional studies based on dielectric or me-
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chanical spectroscopy and, thus, can be directly compared with the values derived 
from the annealing peaks. An additional test is possible by comparing the activation 
energies estimated from the annealing peaks against the empirical correlation:

 (3.32)

reported by Kudlik et al. [88]. This correlation holds very well for a great number of 
the Eβ values for both polymers and small-molecule glasses [89].

The annealing peaks are produced by annealing a glass at about 0.8Tg. The peaks 
are especially easy to produce in rapidly cooled glasses, which can be obtained by 
fast cooling directly in DSC or by quenching separately in liquid nitrogen. Faster 
cooling freezes a glass further from equilibrium that secures faster initial rate of 
aging. For rapidly cooled glasses, it usually takes about half an hour of aging to 
produce a well-detectable annealing peak. Once the aging period is finished, the 
glass needs to be cooled quickly well below the aging temperature to stop aging and 
immediately after that reheated at a relatively fast heating rate.

In DSC, the annealing peak manifests itself as a very broad and shallow en-
dotherm, which starts to evolve above the annealing temperature (Fig. 3.27). The 
peaks are readily detected when comparing DSC traces for annealed and not an-
nealed samples. The peaks obtained at any given annealing temperature would shift 
to higher temperature with increasing the heating rate. This permits estimating the 
activation energy from the slope of the plot lnβ versus Tp

−1 (Eq. 3.31). A series of 
such plots corresponding to different annealing temperatures is seen in Fig. 3.28. 
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The slope of the plots as well as the activation energy decreases systematically with 
decreasing the annealing temperature.

For reasons explained earlier, the use of the lowest feasible annealing tempera-
ture yields better estimates for the activation energy of the β-relaxation. Follow-
ing this principle, we have found [35] that considering their respective confidence 
intervals, all Eβ values estimated from the annealing peaks are consistent with the 
correlation (Eq. 3.32). Furthermore, the obtained estimates of Eβ appear to compare 
quite well against the literature values (Fig. 3.29). Our estimates typically involve 
~ 10–20 % of uncertainty. It is seen that most of the estimates deviate by less than 
20 % from the literature values, especially if one disregards a few extreme literature 
values, which may be outliers.

It is obvious that the activation energies derived from the annealing peaks cor-
relate fairly well with the activation energies of the β-relaxation. Nevertheless, the 
respective assignment must be made with care. Note that annealing is conducted 
around 0.8Tg, i.e., in the temperature region where one typically finds the absorp-
tion peaks due to the β-relaxation when using traditional methods of dielectric and 
mechanical spectroscopy [90]. However, the recovery process gives rise to the an-
nealing peaks, whose peak temperatures are found about 20–30 °C above the an-
nealing temperature. In this temperature range, the β-relaxation is not necessarily 
dominant so that the activation energy estimated from the annealing peaks may 
have a sizeable contribution from higher temperature and higher activation energy 
relaxation processes (see Fig. 3.12).

50 60 70 80 90

40

60

80

100

120

140

160
 IM   Gl     Mt
 PVP  PMMA
 PET  PS

Annealing peak E / kJ mol -1

Re
fe

re
nc

e 
E
β /

 k
J m

ol
 -1

Fig. 3.29  Correlation of the Eβ estimates from the annealing peaks with the literature values. 
Solid line represents exact equality; dash and dash-dot lines represent 10 and 20 % deviations, 
respectively. IM indomethacin, GI glucose, Mt maltitol, PVP poly(vinylpyrrolidone), PMMA 
poly(methyl methacrylate), PET poly(ethylene terephthalate), PS polystyrene. (Reproduced from 
Vyazovkin and Dranca [35] with permission of Elsevier)

 



96 3 Physical Processes

3.5  Nucleation

…matter cannot long do without the shaping, constructive 
force, and the force cannot do without the constructible 
material

J. C. Friedrich von Schiller, Letters upon the Æsthetic 
Education of Man

This section provides some basic introduction into the kinetics of nucleation be-
cause nucleation is the most common mechanism of the phase transition. The nucle-
ation mechanism rests on a simple assumption that the formation of a new phase 
starts from the formation of a very small embryo of this phase. This mechanism is 
applicable to a variety of phase transitions, including the transitions discussed fur-
ther in this chapter. Most common example is crystallization of melts on cooling. 
From the thermodynamic standpoint (Fig. 3.1), the melt should crystallize sponta-
neously as soon as temperature drops below the equilibrium melting temperature, 
Tm, because then the Gibbs free energy of the crystal is lower than that of the liquid 
phase (i.e., melt). The difference in the respective Gibbs energies is a negative value 
called the volume Gibbs energy, ΔGV. In reality, crystallization occurs only when 
the melt reaches significant supercooling. Crystallization is delayed because the 
creation of the crystalline phase nucleus faces a free energy barrier associated with 
the surface free energy, ΔGS. This value is the difference in the Gibbs energy of the 
surface and the bulk of the nucleus. The Gibbs energy of the surface is always larger 
by the value of the surface energy (surface tension), σ. That is why the value of ΔGS 
is positive. The total free energy of nucleation is:
 (3.33)

It is clear from Eq. 3.33 that the spontaneous formation of a new phase nucleus can 
start only at temperature when ΔGV is negative enough to outweigh ΔGS.

If one assumes that the nucleus has a spherical shape of the radius, r, then the 
terms ΔGS and ΔGV can be determined respectively as the surface area of the sphere 
times the surface energy σ, and as the volume of the sphere times the volume energy 
per unit volume, ΔGV:
 

(3.34)

Figure 3.30 displays a dependence of ΔGS and ΔGV on the nucleus radius. The sum 
of these two terms (i.e., ΔG) passes through a maximum that represents the free 
energy barrier to nucleation, ΔG*. The nucleus radius, r*, that corresponds to ΔG* is 
the critical size of a stable nucleus. A nucleus of a larger size would grow spontane-
ously forming a new phase. The size of the critical nucleus is found from the condi-
tion of ΔG maximum, i.e., by setting to zero the first derivative of ΔG with respect 
to r. This yields Eq. 3.35:
 

(3.35)
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Inserting this value into Eq. 3.34 allows one to determine the height of free energy 
barrier as:

 
(3.36)

The ΔG* can be linked to supercooling through the temperature dependence of ΔGV:

 (3.37)

Assuming that ΔHV and ΔSV do not depend much on temperature, ΔSV in Eq. 3.37 
can be replaced with its value at equilibrium (i.e., when T = Tm and ΔGV = 0):

 
(3.38)

where ΔT = Tm − T is the supercooling and ΔHf  =  − ΔHV is the enthalpy of fusion per 
unit volume. Substitution of Eq. 3.38 into Eq. 3.36 gives:

 
(3.39)

where ΔH is the heat of fusion per unit volume. Similarly, substitution of Eq. 3.38 
into 3.35 reveals a dependence of the critical nucleus size on supercooling:
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The nucleation rate constant is commonly expressed in the Arrhenius form:

 
(3.41)

where w0 is the preexponential factor. However, the temperature dependence of the 
nucleation constant is more complex than that of the regular rate constant (Eq. 1.2) 
because ΔG* depends strongly on ΔT, whose magnitude changes with temperature. 
This causes the Arrhenius plots of lnw( T) versus T−1 to be nonlinear (Fig. 3.31) [91]. 
Also, as supercooling decreases with decreasing temperature, both critical nucleus 
size (Eq. 3.40) and energy barrier (Eq. 3.39) decrease so that the nucleation rate 
constant increases. Therefore, it demonstrates a negative (or anti-Arrhenian) tem-
perature dependence. Figure 3.31 shows an Arrhenius plot for the nucleation rate. 
The plot has a positive slope that corresponds to the negative temperature depen-
dence. When the melt crystallization data are fitted to the Arrhenius equation, the 
fit yields a negative value of the effective activation energy. Also, the slope varies 
strongly with the temperature, reaching infinity at T = Tm (Eq. 3.39).

Just below the melting point, the nucleation rate quickly increases with decreas-
ing temperature (Fig. 3.32). However, the nucleation rate does not increase indefi-
nitely. It passes through a distinct maximum at a certain temperature, Tmax. Below 
this temperature, the nucleation rate starts to decrease with decreasing temperature. 
This happens because the molecular mobility decreases with temperature. The melt 
becomes increasingly more viscous, creating an energy barrier, ED, to diffusion of 
molecules across the phase boundary. Introduction of the respective energy term 
into Eq. 3.41 gives rise to the Turnbull and Fisher equation [92]:
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where ED is the activation energy of the diffusion process. Unlike the ΔG* term, 
the ED term represents a typical Arrhenius temperature dependence (Fig. 3.32). The 
product of these two terms (Eq. 3.42) yields a temperature dependence that dem-
onstrates a maximum in the nucleation rate. Below Tmax, the process becomes con-
trolled by diffusion that results in a dramatic decrease of the nucleation rate.

If for a particular compound the maximum nucleation rate is not very large, the 
respective melt can be readily turned into the glass phase on cooling. Glasses can 
crystallize on heating. Once the temperature rises above the glass transition tem-
perature, the glass relaxes turning into the metastable supercooled liquid. As tem-
perature continues to rise, the molecular mobility increases, promoting nucleation 
and crystallization of the supercooled liquid. The glass crystallization on heating is 
frequently called “cold crystallization.” Cold crystallization normally occurs below 
Tmax. In this temperature range, the nucleation rate increases with increasing tem-
perature because the rate is limited by diffusion. The corresponding Arrhenius plot 
(Fig. 3.31) has the regular negative slope that represents a positive (or Arrhenian) 
temperature dependence. Fitting glass crystallization data to the Arrhenius equation 
yields a positive value of the effective activation energy. Note that the slope of the 
Arrhenius plot decreases with increasing temperature.

To better understand the temperature dependence of the effective activation en-
ergy for the process of nucleation in the melt and glass crystallization, we can use 
Eq. 3.42 to derive a theoretical expression for E versus T. The effective activation 
energy is generally defined as the logarithmic derivative of the rate constant with 
respect to the reciprocal temperature:
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Assuming that the temperature dependence of ΔG* is determined only by ΔT (see 
Eq. 3.39), Eq. 3.42 can be rewritten as:

 
(3.44)

where A is constant that includes all the parameters from the right-hand side of 
Eq. 3.39 but ΔT. With regard to Eq. 3.43, the effective activation energy is:

 

(3.45)

The temperature dependence of E that results from Eq. 3.45 is shown in Fig. 3.33. The 
equation suggests that when crystallization occurs on cooling from the melt at small 
supercoolings, E should demonstrate large negative values ( E → − ∞, when ΔT → 0).  
On the other hand, when crystallization occurs on heating from the glass phase, E 
should demonstrate positive value whose magnitude for early stages of crystalliza-
tion should be comparable to the ED value. When one decreases the temperature of 
the melt crystallization or increases the temperature of the glass crystallization, the 
effective activation energy respectively increases or decreases toward zero.

The above analysis can be extended to predict the dependencies of the isocon-
versional activation energies on conversion. Expressing the rate of the nucleation-
driven crystallization by the basic rate equation

 
(3.46)

the isoconversional activation energy can be estimated as usual (see Eq. 1.13):
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(3.47)

By virtue of the isoconversional principle (Eq. 1.12), the right-hand side of Eq. 3.47 
is equal to that of Eq. 3.45. It means that Eα has the same form as E in Eq. 3.45. Since 
an increase in α is equivalent to a decrease in T for the melt crystallization and to in-
crease in T for the glass crystallization, the Eα versus α dependencies take the forms 
displayed in Fig. 3.34. Having the opposite signs, the Eα values for the melt and glass 
crystallization tend toward zero as crystallization progresses from α = 0 to 1.

To conclude this section, two short comments need to be made about limitations 
of the above derivations. First, the derivations have been performed for a spherical, 
i.e., three-dimensional type of nucleus. Changing the assumption about the nucleus 
shape to a two-dimensional type, such as a disk, would introduce important changes 
into some of the equations [93]. For instance, ΔG* would be inversely proportional to 
ΔGV, not to (ΔGV)2 as in the case of the three-dimensional type of nucleus (Eq. 3.36). 
Consecutively, (ΔT)2 in Eq. 3.44 would change to ΔT. Second, the derivations have 
been made under the assumption of homogeneous nucleation, i.e., when a nucle-
us is formed inside the melt phase. However, the nuclei can form on the substrate 
(e.g., solid impurity, container wall, etc.), i.e., heterogeneously. The free energy bar-
rier of heterogeneous nucleation is substantially smaller than that of homogeneous 
nucleation. For example, when a spherical nucleus is formed homogeneously, the free 
energy barrier of its formation is proportional to the surface free energy of the entire 
surface of the sphere. However, when the nucleus is formed at the substrate, it as-
sumes the shape of a spherical cup, which at the same radius has a smaller surface area 
than the whole sphere. As a result, the free energy barrier to heterogeneous nucleation, 
G*

het, is always smaller than that for the homogeneous one, by some geometrical fac-
tor, f( Θ) < 1:

 
(3.48)
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The magnitude of f( Θ) is determined by the contact angle, Θ, between the substrate 
and forming phase. For a spherical nucleus on a flat substrate, the geometrical factor 
is defined by the following equation: [3, 4, 93].

 
(3.49)

A detailed discussion of the geometrical factors for different type of nuclei and 
substrates is provided by Mandelkern [93].

3.6  Crystallization of Polymers

the crystal has only one manifestation of life, crystallisation, 
which afterwards has its fully adequate and exhaustive 
expression in the rigid form, the corpse of that momentary life.

Arthur Schopenhauer, The World as Will and Idea

3.6.1  Background

As any first-order transition, crystallization is accompanied by a significant en-
thalpy change that makes DSC a method of choice for measuring the overall rates 
of polymer crystallization [93, 94]. The overall kinetics of isothermal conversion 
from the amorphous (liquid or solid) to crystalline phase is commonly described in 
terms of the equation:

 (3.50)

which is frequently called the Avrami equation [95–97]. In Eq. 3.50, t is the time, α 
is the extent of conversion from the amorphous to crystalline phase, m is the Avrami 
exponent that is associated with the crystallization mechanism, and k( T) is the over-
all (macroscopic) rate constant. The latter is usually replaced with k´( T) = [k( T)]1/m 
to keep the product in the brackets dimensionless. There are several techniques that 
allow Eq. 3.50 to be applied to nonisothermal conditions [93, 94].

It should be stressed that the rate constant in Eq. 3.50 does not have the Arrhenius 
temperature dependence. As long as the temperature range is sufficiently wide, the 
Arrhenius plots reveal substantial nonlinearity as seen in Fig. 3.35 that presents the 
k´( T) values reported [98] for the melt and glass crystallization of poly(trimethylene 
terephthalate). It is easy to recognize that the presented plot is similar to the one 
(Fig. 3.31) derived theoretically from the Turnbull and Fisher equation (3.42). 
Needless to say that the use of such plots for estimating the activation energy would 
yield the value that varies with temperature in accord with Eq. 3.45 (Fig. 3.33).

f ( ) ( sin cos ) .Θ
Θ Θ

=
+ −2 1

4

2)(

α = − −

1 exp ( ) mk T t



1033.6  Crystallization of Polymers 

Speaking of estimating the activation energies for polymer crystallization, a spe-
cial comment needs to be made about the widespread application of the Kissinger 
method [99, 100] to the melt crystallization data, i.e., data obtained on cooling. The 
method allows for a quick and simple evaluation of the activation energy by the 
following equation:

 (3.51)

where β is the heating rate, and Tp is the temperature of DSC (or differential thermal 
analysis, DTA) peak. Unfortunately, the application is so common that it is claimed 
sometimes that the method was developed for crystallization and that β in its equa-
tion is the cooling rate. None of that is true. As a matter of fact, neither of the two 
papers [99, 100] that introduce the method even contains the words “cooling” or 
“crystallization.” Furthermore, it has been demonstrated [101] that the use of cool-
ing rates in Eq. 3.51 is a mathematically invalid operation that results in evaluation 
of erroneous values of the activation energy. As far as the application of the method 
to the glass crystallization data (i.e., data obtained on heating), the limitation is that 
the method produces a single value of the activation energy for the whole tempera-
ture range whereas the value is likely to be temperature dependent.

Although the Avrami equation generally fits the polymer crystallization data 
quite well, one should remember that the model was developed having in mind 
crystallization of metals. Therefore, it does not account for any specifics of crystal-
lization of long, flexible, and entangled polymer chains. For example, in Eq. 3.50, 
α is supposed to represent the absolute extent of crystallinity that changes from 0 
(entirely amorphous phase) to 1 (fully crystalline phase). The metals readily attain 
fully crystalline state. However, crystallization of polymers results in the extents of 
crystallinity that are significantly smaller than 1, which is a direct consequence of 
the polymer chain dynamics. Thus, the application of the Avrami equation to poly-
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Fig. 3.35  Arrhenius 
plot for crystallization of 
poly(trimethylene terephthal-
ate) from melt and crystalline 
phases. (The Avrami rate 
constants are taken from 
Hong et al. [98])
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mers requires an empirical adjustment, when the actual maximum extent of crystal-
linity is taken as α = 1. In addition to the rate constant, the Avrami analysis yields 
the Avrami exponent, which according to the theory can take some specific values 
from ½ to 4. Note that even in this case, the values of m do not allow for singular 
mechanistic interpretation [93, 94]. It is also not uncommon when the m values vary 
markedly with temperature. All in all, the Avrami analysis is rather “a convenient 
representation of experimental data” [102] than a way of obtaining physical insights 
in the polymer crystallization kinetics.

A widely accepted kinetic theory of polymer crystallization was developed by 
Hoffman and Lauritzen [103, 104]. The theory makes use of the Turnbull–Fisher 
model (Eq. 3.42) and adjusts it to the chain folding mechanism that drives crystal-
lization of polymers. The basic equation of the theory describes the temperature 
dependence of the growth rate of polymer spherulites as follows:

 
(3.52)

where Λ0 is the preexponential factor, U* is the activation energy of the segmental 
jump, ΔT = Tm−T is the supercooling, f = 2T/( Tm + T) is the correction factor, and T∞ 
is a hypothetical temperature where motion associated with viscous flow ceases that 
is usually taken 30 K below the glass transition temperature, Tg. The kinetic param-
eter Kg has the following form:

 
(3.53)

where b is the surface nucleus thickness, σ is the lateral surface free energy, σe is 
the fold surface free energy, Tm is the equilibrium melting temperature, Δhf is the 
heat of fusion per unit volume of crystal, kB is the Boltzmann constant, and n takes 
the value 4 for crystallization regime I and III, and 2 for regime II. The dependence 
of the growth rate on temperature passes through a maximum (Fig. 3.36) in similar 
fashion as the rate of nucleation (Fig. 3.32).

The parameter U* is typically assumed to have the universal value 6.3 kJ mol−1 
(i.e., 1.5 kcal mol− 1) [103]. This assumption in combination with little algebra af-
fords Eq. 3.52 to be transformed to Eq. 3.54:

 (3.54)

Then Kg can be determined from the linear plot of the left-hand side of Eq. 3.54 
against ( TΔTf)−1. The equation is known [103] to describe adequately the growth 
kinetics in a range of supercoolings as wide as 40–100 °C. This means that at least 
potentially both melt and glass crystallization kinetics can be described by a single 
set of the constant parameters U* and Kg.
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Equations 3.54 and 3.52 rely on the spherulite growth rate that is measured di-
rectly by using microscopy. This rate cannot be measured by DSC. The technique 
measures the heat flow of crystallization that is proportional to the overall growth 
rate. On the other hand, the heat flow is linked to the growth rate as follows: [105]

 (3.55)

where Δh is the volumetric heat of crystallization and S is the total area of the 
growth surface. The problem here is the unknown value of S. Toda et al. [105] have 
demonstrated that it can be eliminated when determining the logarithmic derivative 
of the heat flow:

 
(3.56)

Equation 3.56 is remarkable because it establishes the equivalence of the tem-
perature coefficients of the heat flow and the growth rate. Toda et al. [105, 106] 
have confirmed this equivalence experimentally for several polymers by applying 
TM DSC and microscopy to measure respectively the left- and right-hand sides of 
Eq. 3.56.

Equation 3.56 can easily be transformed into Eq. 3.57:

 
(3.57)

In DSC, the overall crystallization rate is determined as the ratio of the heat flow to 
the total heat of crystallization, ΔH, i.e.,

 
(3.58)
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Fig. 3.36  Schematic presentation of the temperature dependencies for the growth rate ( dash 
line) from Eq. 3.52 and the effective activation energy ( solid line) from Eq. 3.60. (Adapted from 
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Then, if in Eq. 3.57, the derivate of Φ is taken at a constant extent of conversion, it 
would yield an isoconversional value of the activation energy:

 
(3.59)

Substituting Λ from Eq. 3.52 into Eq. 3.59 and taking its respective derivative al-
lows us to derive [107] a practically important equation:

 
(3.60)

In this equation, the left-hand side represents an experimental temperature depen-
dence of the effective activation energy derived by an isoconversional method. The 
right-hand side, however, is a theoretical dependence whose parameters U* and Kg 
can be determined by fitting this dependence to the experimental one. Therefore, 
isoconversional analysis of the overall rate of DSC data can be used to extract the 
parameters of the Hoffman–Lauritzen theory that otherwise would have to be evalu-
ated from the microscopy data on linear growth of the spherulites.

Analysis of the right-hand side of Eq. 3.60 suggests that the second term is nega-
tive in the temperature range between ~ 0.618Tm and Tm. The absolute value of this 
term quickly increases as temperature approaches Tm. This means that the effective 
activation energy of the melt crystallization should have very large negative values 
at small supercoolings as well as at low extents of conversions when the measure-
ments are done on continuous cooling. As temperature of the melt crystallization 
decreases further away from Tm, the effective activation energy should increase 
toward zero. The first term, on the other hand, is always positive. Its value increases 
as temperature approaches T∞. Therefore, as the temperature of the glass crystal-
lization increases, the effective activation energy should decrease toward zero. 
The overall temperature dependence of the effective activation energy is shown in 
Fig. 3.36 [108].

3.6.2  Isoconversional Treatment

The first step in isoconversional analysis of the polymer crystallization data is 
identifying an appropriate isoconversional method. The major point of concern is 
the treatment of the melt crystallization data, i.e., the data obtained on cooling. It 
has been emphasized in Sect. 2.1.2 (Figs. 2.6, 2.10) that the rigid integral methods 
should not be used for treating the data obtained on cooling. Adequate isoconver-
sional methods include the flexible integral methods or the differential method of 
Friedman.
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Once an appropriate method is selected, it can be applied to a set of DSC curves 
collected at several heating or cooling rates. As a result, one obtains a dependence 
of the effective activation energy on the extent of conversion from the amorphous to 
crystalline state. Example of such dependencies for crystallization of PET is shown in 
Fig. 3.37. In agreement with the earlier discussion (Fig. 3.36), the activation energies 
for the melt crystallization are negative and for the glass crystallization positive. It is 
also seen that in both cases the E values tend to zero as crystallization progresses from 
α = 0 to 1. Again, this is consistent with the temperature-dependent trends for E pre-
sented in Fig. 3.36. Recall that an increase in α represents an increase in temperature 
for the glass crystallization and a decrease in temperature for the melt crystallization.

In order to be able to parameterize the obtained isoconversional activation en-
ergies in terms of the Hoffman–Lauritzen theory, one needs to switch from a de-
pendence of Eα versus α to a dependence of Eα versus T. Since any given val-
ue α is reached at different temperatures, depending on the heating (or cooling) 
rate (Fig. 1.8), the respective set of temperatures is replaced with a single mean 
value. Then, by replacing each value of α with the mean temperature related to it 
(Fig. 3.38), one obtains a dependence of Eα versus T.

The Eα versus T dependence for the melt crystallization of PET is shown in 
Fig. 3.39. As follows from Fig. 3.36, the Eα values are expected to be negative at 
temperatures below Tmax that is experimentally found for PET in the region 170–
190 °C [109]. A remarkable feature of the dependence is a break point at ~ 475 K 
(i.e., ~ 202 °C) that signals a change in the crystallization mechanism. For isothermal 
PET crystallization, Lu and Hay [110] and Rahman and Nandi [111] have reported 
a change in the crystallization mechanism revealed as a break point in the Hoff-
man–Lauritzen plot (Eq. 3.54) at the respective temperatures 217 and 236 °C. Also, 
Okamoto et al. [112] have observed a change in the crystallization regime at 202 °C.

Because of the change in the crystallization mechanism, the higher temperature 
( T > 475 K) and lower temperature ( T < 475 K) portions of the Eα versus T depen-
dence should be analyzed separately. It means that Eq. 3.60 should be fitted individ-
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ually to the two portions of the experimental Eα versus T dependence. The computa-
tion requires the values of Tg and Tm which are 342 and 553 K, respectively [113].

The fits result in the Kg and U* values shown in Table 3.2 that also collects the 
values reported in the literature [110, 111, 114–118] for isothermal crystallization of 
PET. There is obviously a considerable spread in the literature values. However, the 
values obtained from fitting Eq. 3.60 to the experimental Eα versus T dependence 
appear to be reasonably consistent with the reported values, although seem to be 
on the low side. At least partially, this is because Eq. 3.60 treats both Kg and U* as 
variables whereas most of the calculations in Table 3.2 have been done by setting U* 
in Eq. 3.54 to the constant value 6.3 kJ mol−1 and fitting Kg. Although 6.3 kJ mol−1 
is used widely as “the universal value,” Hoffman et al. [103] have found that for a 
set of polymers studied, the best-fit values of U* vary between 4 and 17 kJ mol−1. 
In addition, they have noted that increasing the value of U* results in evaluating a 
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Fig. 3.39  Dependence of the 
effective activation energy 
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Solid lines represent fits of 
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[107] with permission of 
Wiley)
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larger value of Kg. Therefore, fitting both Kg and U* seems like a better approach 
that should result in more reliable estimates of these values.

The use of Eq. 3.60 yields the Kg values 3.2 and 1.9 × 105 K2 for respectively 
higher and lower temperature portions of Eα versus T dependence. It is noteworthy 
that the higher temperature portion gives the Kg value that is 1.7 times larger than 
the value related to the lower temperature portion. The ratio is very close to the 
theoretical ratio 2 that represents a change in the crystallization mechanism from 
regime I to regime II [103]. This is an important clue regarding the mechanism of 
crystallization.

It was mentioned earlier that the Hoffman–Lauritzen equation holds for super-
coolings as large as 100 °C that makes it potentially possible to fit both melt and 
glass crystallization kinetics with one set of the Kg and U* parameters. Figure 3.40 
presents the Eα versus T dependencies for crystallization of PET glass and melt. The 

Table 3.2  Hoffman–Lauritzen parameters for crystallization of PET
Kg × 10−5 (K2) U* (kJ mol−1) Ref.

Regime I/III Regime II
5.0 2.5 6.3 [110]
8.7 6.1 6.3 [111]
12.80a 12.75 [114]

2.8 6.3 [115]
3.0 6.3 [116]

3.7b 6.3 [117]
2.3 6.3 [118]

3.2 1.9 4.3/2.3 Equation 3.60
a Identified as regime III
b Regime is not identified
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Eα versus T dependence for the glass crystallization is obtained from the Eα versus α 
data (Fig. 3.37) in the same manner as explained earlier for the melt crystallization 
data. It is seen that the higher temperature portion of the Eα versus T data for the 
melt crystallization appears to follow the same trend as the Eα versus T data for the 
glass crystallization.

Fitting Eq. 3.60 to the combined dataset yields the following parameters: Kg = 3.6 ×  
105 K2 and U* = 7.5 kJ mol−1. Both values have increased relative to their counter-
parts values obtained from the melt data (Table 3.2). The value of Kg has increased 
by a little over 10 %. Its ratio to the regime II Kg = 1.9 × 105 K2 has become even 
closer to 2. The U* value has increased significantly by over 70 %. Note that the 
obtained value of U* has moved much closer to the universal value 6.3 kJ mol−1. 
It seems logical to expect that adding the cold crystallization data may improve 
the accuracy of the U* value. The cold crystallization kinetics is limited primarily 
by diffusion so that cold crystallization data contain mostly information about this 
process and, thus, should afford its better description in the form of a more accurate 
value of U*. More importantly, this and other examples [108, 119, 120] clearly dem-
onstrate that both melt and glass crystallization kinetics can be fitted successfully 
with a single set of the Hoffman–Lauritzen parameters.

3.7  Melting of Polymers

the damsel took the lute, and tuned its strings, and played upon 
it in a manner that would melt iron

The story of Nur-Ed-Din and Enis-El-Jelis, 
One Thousand and One Nights

3.7.1  Background

A most common approach to the process of melting is based on thermodynamics. It 
suggests that melting occurs nearly instantaneously at an equilibrium temperature 
that remains constant throughout the crystal-to-melt conversion because the heat 
supplied to the crystal phase is converted to the entropy of the liquid phase. Howev-
er, it has long been known that melting occurs at a finite rate, whose magnitude in-
creases with the superheating, i.e., the difference between the actual and equilibrium 
temperature. This feature of the melting process is reminiscent of nucleation, whose 
rate is exponentially proportional to the supercooling (Sect. 3.5). The exponential 
dependence of the rate on the superheating has been demonstrated by Toda et al. 
[121] for melting of several polymers, including PET and poly(ε-caprolactone) 
(PCL). This prompted Toda et al. [121] to propose a model of nucleation-driven 
kinetics of polymer melting. The aforementioned exponential dependence has been 
reported in several other publications [122–126].
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The melt nucleation model is derived as follows [127]. Similar to Eq. 3.33, the 
free energy barrier to the formation of a melt nucleus consists of the surface and 
volume components:

 (3.61)

where ΔGS and ΔGV are the free energy per unit area and unit volume, respec-
tively, and S and V are the nucleus area and volume. The melt nucleus is assumed 
to have the shape of a cylinder and form inside a lamellar crystal whose thickness is 
l (Fig. 3.41). The assumption of the cylindrical shape is quite common for crystal-
line polymers because they crystallize by chain folding so that a crystalline nucleus 
presents itself as several chain folds of about the same height. Under this assump-
tion, Eq. 3.61 can be written as:

 (3.62)

where the first and second terms represent respectively the lateral (side) and fold-
ing (top and bottom) surface free energy of a cylinder. The second term is negative 
because during melting, the folding surface disappears, merging with the surround-
ing melt. The third term represents the volume free energy. Its value depends on 
temperature as follows:

 
(3.63)

Equation 3.63 is obtained the same way as Eq. 3.38, the only difference being that 
for melting ΔHV = ΔHf. When lamellar crystal is sufficiently thin ( l is very small), it 
can melt at temperature Tm below reaching the equilibrium melting temperature Tm

0. 
The temperature difference is determined by the Gibbs–Thomson equation: [128]

 
(3.64)
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Fig. 3.41  Schematic depiction of a cylindrical nucleus of the radius r formed inside a lamellar 
crystal of the thickness l. σ and σe represent the free energy of the lateral and the fold surface, 
respectively
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It follows from Eq. 3.64 that

 
(3.65)

Substitution of the right-hand sides of Eqs. 3.63 and 3.65 into Eq. 3.62 followed by 
some rearrangements yields:

 
(3.66)

Taking the derivative of ΔG with respect to r and setting it to zero allows one to 
determine the critical radius of the nucleus:

 
(3.67)

where ΔT = T − Tm is superheating with respect to the nonequilibrium melting tem-
perature, Tm. Substitution of r* into Eq. 3.66 gives rise to the magnitude of the 
nucleation barrier to the polymer crystal melting:

 
(3.68)

Then ΔG* can be substituted into Eq. 3.41 for the nucleation rate constant. Assum-
ing that the temperature dependence of ΔG* is determined by ΔT alone, the nucle-
ation rate constant can be written as:

 
(3.69)

where A is a constant that includes all parameters from ΔG* (Eq. 3.68) but ΔT.
According to Toda et al. [121], the overall rate of polymer melting can be 

described by the following equation:

 
(3.70)

where α is the crystalline fraction that changes from 1 to 0 as crystals melt. By 
replacing α with 1 − α, Eq. 3.70 can be easily rewritten for the extent of conversion 
from crystal to melt that:

 
(3.71)
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This is a well-familiar form of a first-order rate equation. Equation 3.71 can now be 
used to derive an equation for the isoconversional activation energy. As usual, it is 
done by taking the logarithmic derivative of the rate (Eq. 3.71) at a constant extent 
of conversion. This leads to Eq. 3.72: [129]

 (3.72)

Note that because the derivative is taken at a constant extent of conversion, the 
obtained result is independent of the type of the reaction model used in Eq. 3.71.

In Eq. 3.72, Eα is the temperature-dependent activation energy estimated by an 
isoconversional method. The right-hand side of this equation represents a theoretical 
E versus T dependence determined by a single parameter A. By its meaning, A is al-
ways positive and so is the expression in the brackets. At very early stages of meting, 
when temperature is just above the nonequilibrium melting temperature ( Tm), ΔT is 
close to zero so that Eα can take on extremely large values. However, the Eα values 
would decrease as ΔT continues to increase throughout the melting process. Overall, 
the nucleation model predicts that the effective activation energy of melting should 
exhibit a decreasing dependence on temperature. Also, fitting the theoretical E versus 
T dependence to the experimental one should afford estimating the parameter A and 
possibly the lateral surface free energy, if other parameters composing A are known.

3.7.2  Isoconversional Treatment

DSC is an efficient way of measuring the polymer melting kinetics. However, a 
straightforward application of an isoconversional method to polymer melting data 
presents a certain challenge. The problem is that the DSC melting peaks shift 
very little when changing the heating rate. For example, a tenfold increase in the 
heating rate shifts the DSC melting peak for PET by less than 3 °C (Fig. 3.42). 
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If one spreads this interval evenly between, say, five heating rates ranging from 
2 to 20 °C min−1, the shift in DSC peaks related to two successive heating rates 
would be about ~ 0.7 °C. For an isoconversional method to work successfully, the 
temperatures related to the same conversion, Tα, must increase systematically with 
increasing β for each value of α. This condition is hard to fulfill at the smallest and 
largest values of α because the shifts in Tα are so small that they become comparable 
to the Tα variation associated with the selection of the DSC peaks baseline.

Nonetheless, the baseline selection and adjustment does not affect practically the 
DSC peak temperature. This brings about the idea [129] of adapting the Kissinger 
method [99, 100] for estimating the experimental dependence of E versus T. The 
Kissinger method (Eq. 3.51) estimates the effective activation energy from the shift 
of the DSC peak temperature ( Tp) with the heating rate. It should be noted that the 
method is not exactly isoconversional, i.e., the conversion related to the peak tem-
perature may not be the same value at different heating rates [130]. Experimental 
data need to fulfill the isoconversional condition because this is the condition under 
which the theoretical E versus T dependence is derived (Eq. 3.72). The condition is 
easy to check by determining the conversion at Tp from the actual DSC peaks. For 
example, the isoconversional condition appears to be fulfilled quite satisfactorily 
for melting of PET and PCL because the respective conversions do not show any 
systematic dependence on the heating rate giving rise to the value 0.59 ± 0.02 [129] 
and 0.61 ± 0.03 [131]. Thus, the use of the Kissinger method for estimating the ex-
perimental E versus T dependence would be justified.

The Kissinger plots for melting of PET and PCL are presented in Fig. 3.43. It 
is immediately clear that the plots are nonlinear. Since at any given temperature 
the slope of this plot is the effective activation energy, it can be concluded that the 
effective activation energy of the melting process is temperature dependent. Fur-

Fig. 3.43  The Kissinger 
plots for melting of PET 
and PCL. The solid lines 
represent interpolation of the 
experimental points. PET 
poly(ethylene terephthalate), 
PCL poly(ε-caprolactone). 
(Adapted from Vyazovkin 
et al. [129, 131] with 
permission of Wiley)
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thermore, the effective activation energy decreases with increasing temperature as 
predicted by Eq. 3.72. This certainly lends support to the nucleation model because 
the Kissinger plot is obtained directly from the experimental data without making 
any assumption about nucleation.

In order to convert the Kissinger plot to the experimental E versus T depen-
dence, one needs to differentiate the plot numerically and then replace the recipro-
cal temperature with temperature. To get around the problems of dealing with noisy 
numerical derivative of experimental data, the Kissinger plot can be replaced with 
some interpolating function. Differentiation of the latter would result in smooth 
numerical derivative.

The E versus T dependencies derived from the Kissinger plots for melting of 
PET and PCL are shown in Fig. 3.44. A striking feature of these dependencies is 
the enormous values of the effective activation energy. Lippits et al. [132] have 
reported similarly large values for melting of ultrahigh molecular weight polyeth-
ylene. This fact has been rationalized [132] by hypothesizing that detachment of 
polymer chain from the crystalline surface occurs in highly cooperative manner, 
i.e., by simultaneously breaking multiple bonds. However, the nucleation model 
suggests (Eq. 3.72) that the absolute value of E cannot be interpreted directly as 
the energy barrier height. Furthermore, interpretation of the large magnitude of the 
activation energy does not require invoking the hypothesis of cooperativity. Instead, 
the nucleation model provides a straightforward explanation that the E value is nec-
essarily large because in Eq. 3.72 the ΔT is very small.

Fitting of the theoretical E versus T dependence (Eq. 3.72) to the experimental 
one requires estimating the nonequilibrium melting temperature because it is a part 

α

Fig. 3.44  Temperature dependence of the effective activation energy for melting of PET 
and PCL. Points connected by dash line represent the experimental dependence derived from 
the Kissinger plot. The solid lines are fits of Eq. 3.72. PET poly(ethylene terephthalate), PCL 
poly(ε-caprolactone). (Adapted from Vyazovkin et al. [129, 131] with permission of Wiley)
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of the ΔT value. An estimate of this value is obtained from individual DSC peaks as 
an extrapolated onset temperature, Tm,β. The Tm,β value depends on the heating rate, 
β. A heating rate-independent value is found by extrapolation of the Tm,β values to 
β = 0, using an equation proposed by Illers: [133]

 (3.73)

The intercept of the linear plot of Tm,β against β0.5 yields the value of Tm that can be 
used in fitting of Eq. 3.72 to the experimental E versus T dependence.

The fits of Eq. 3.72 to the experimental E versus T dependencies derived from 
the Kissinger plots for melting of PET and PCL are seen in Fig. 3.44. The fits are 
quite satisfactory, considering that Eq. 3.72 has only one adjustable parameter. The 
estimated values of the parameter A are 92 ± 4 (PET) and 11.9 ± 0.2 (PCL) kJ K 
mol−1. The value can be used to estimate the interfacial free energy, σ. It should be 
noted that ΔG* in Eq. 3.68 is in joules, whereas A is estimated (Eq. 3.72) from the 
values of E which are in joules per mole. With regard to this, A takes the following 
form:

 (3.74)

where NA is the Avogadro number, 6 × 1023 mol−1. Solving Eq. 3.74 for σ yields:

 
(3.75)

For polymers, the values of T0
m and ΔHf are available from various literature sources, 

e.g., from Wunderlich [113]. For PET, T0
m = 553 K and ΔHf = 2.1 × 108 J m−3. For 

PCL, according to the literature data collected by Sasaki [126], T0
m = 342.2 K and 

ΔHf = 1.9 × 108 J m−3. The lamellar thickness, l, can be estimated at Tm by the Gibbs–
Thomson equation (3.64) from the literature values [107, 126] of the fold surface 
free energy σe. For both polymers, l is about 15 nm [129, 131]. By inserting the above 
values in Eq. 3.75, one estimates the σ values to be 1.1 × 10−3 J m−2 (PET) and 5.1 × 
10−4 J m−2 (PCL). Unexpectedly, both of these values are about an order of magni-
tude smaller than the values estimated from crystallization data: 1.2 × 10−2 J m−2 for 
PET [107] and 8.2 × 10−3 J m−2 for PCL [126]. A similar observation has been made 
in the original paper [121] by Toda et al., who found from their melting data that the 
Thomas–Staveley ratio [134] is about an order of magnitude smaller than is typically 
found from crystallization data on a variety of polymers. When applying the nucle-
ation model to melting of PCL, Sasaki [126] has also found the σ value to be an order 
of magnitude smaller than that determined from crystallization data. It appears that 
the analysis of the polymer melting kinetics in terms of the nucleation model yields 
consistently the values of the lateral surface free energy which is about an order of 
magnitude smaller than that derived from crystallization kinetics.
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The observed difference can be rationalized by considering the difference in the 
nature of the nucleation during crystallization and melting. If no foreign phase is 
present, crystallization occurs by homogenous nucleation throughout the whole 
melt phase. Melting, on the contrary, is a surface process [135–137]. The nuclei of 
the melt phase are formed at the interface, i.e., heterogeneously. The difference in 
the nature of homogeneous and heterogeneous nucleation entails significant ener-
getic differences. As discussed earlier (Sect. 3.5, Eq. 3.48), the free energy barrier 
to heterogeneous nucleation, G*

het is always smaller than that for the homogeneous 
one by some geometrical factor, f( Θ). For a cylindrical nucleus on a flat substrate, 
the geometrical factor is as follows: [93, 138]

 
(3.76)

Note that the value of A (Eq. 3.74) corresponds to the free energy of homogenous 
nucleation. Thus, a small estimate of the A value unavoidably results in an unusu-
ally small value of σ (Eq. 3.75). On the other hand, if A is to be derived from the 
free energy of heterogeneous nucleation, the right-hand side of Eq. 3.74 would have 
to be multiplied by f( Θ). Then, a small value of A determined experimentally can 
be explained naturally by a small value of f( Θ) without invoking any changes in σ. 
According to Eq. 3.75, an order of magnitude decrease in σ would result from a two 
orders of magnitude decrease in A. This would be equivalent to f( Θ) being around 
0.01. The respective contact angle estimated by Eq. 3.76 would be roughly 20 °. It 
should be remarked that when liquid is in contact with solid of the same kind, the 
contact angle can be as small as a few degrees [139]. Overall, it appears that the 
polymer melting kinetics is consistent with the nucleation model, although it can be 
improved further by treating the process as heterogeneous nucleation.

3.8  Solid–Solid Transitions

The nature of the universe loves nothing so much as to change the 
things that are and to make new things like them. For everything 
that exists is in a manner the seed of that which will be

Marcus Aurelius, Meditations

3.8.1 Background

The solid–solid transitions are quite common in ionic [6, 7] and molecular [8] crys-
talline compounds. They represent transitions between different crystalline forms 
(polymorphs) of the same compound. For example, on heating above ~ 125 °C, am-
monium nitrate crystal is known to change its crystalline structure from tetragonal 
to cubic lattice (Fig. 3.45) [140]. If in the cubic lattice, all three sides are perpen-
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dicular to each other and of the same size, in the tetragonal lattice, all sides are 
perpendicular but only two of them remain of equal size. Although the molecular 
composition of the solid compound remains unchanged during the transition, the 
distances between the atoms change. While may seem subtle, these changes are 
very important as they affect numerous physical properties of a crystalline solid.

The solid–solid phase transitions are more diverse and complex than the 
transitions involving the fluid media. If a liquid or gas exists in one disordered form, 
crystals are found in 230 space groups that represent different spatial configurations 
of a crystal. In terms of the rotational symmetry, crystals fall in seven different 
types: triclinic, monoclinic, orthorhombic, rhombohedral, tetragonal, hexagonal, 
and cubic [18]. This is the order in which the symmetry increases. On heating, the 
solid–solid transitions typically occur in the direction of increasing the symmetry.

In accord with Ehrenfest’s classification, the solid–solid transitions can be des-
ignated [6–8] as being first and second order. However, the existence of second-
order solid–solid transitions is a subject of significant controversy [141]. It appears 
that the condition for second-order transitions to proceed without changes in the 
enthalpy (or other first-order derivatives of the Gibbs energy) is a too stringent ide-
alization. For example, the condition is practically satisfied by the so-called lambda 
transitions [6, 7] that demonstrate a discontinuity in the heat capacity (i.e., second-
order derivative of the Gibbs energy) and tend to have very small enthalpy, which, 
however, may be not good enough to claim the value being exactly zero.

From the thermodynamic standpoint, first-order solid–solid state transitions oc-
cur at temperature, T0, which is the intersection point of the G versus T curves for 
two solid phases (Fig. 3.46). The crystalline phases are commonly identified by 
roman numerals in order of their appearance on cooling from the melt state. That is, 
the highest temperature phase would be identified as phase I. As in the case of other 
first-order transitions (Fig. 3.1), heating across the equilibrium temperature means 
an abrupt increase in the slope of the G trace. Therefore, both enthalpy and entropy 
increase in accord with respective Eqs. 3.2 and 3.1. This means that the solid–solid 
phase transition is endothermic on heating and exothermic on cooling. The volume 
also undergoes a significant change during the transition, but it can increase as well 
as decrease.

Fig. 3.45  Schematic depiction of the lattice rearrangement during the tetragonal to cubic solid–
solid phase transition in ammonium nitrate. Side lengths are taken from crystallographic data [140]
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Note that the increase in entropy does not contradict to the aforementioned in-
crease in the symmetry that also takes place on heating. The notion of the symmetry 
is related to the spatial arrangement of the molecules, atoms, or ions inside a crystal, 
whereas the entropy refers to the vibrational motion of these species around their 
positions in the crystalline lattice. As temperature rises, the crystalline lattice has to 
change to provide the medium that can accommodate increasing amplitude of the 
vibrations. Initially, it is accomplished by expanding and ultimately by rearranging 
the lattice. Apparently, a more symmetrical lattice provides the medium that affords 
more degrees of freedom for degenerate vibrations, therefore, putting fewer con-
straints on the vibrational motion.

By its meaning, the transition temperature, T0, is the temperature at which two 
crystalline phases can coexist in equilibrium. It should be remarked that due to the 
nature of the solid–solid transitions, this temperature is difficult to pinpoint pre-
cisely. The solid–solid transitions, at least those of first order, occur by the nucle-
ation mechanism. This means that the rate of transition is zero at T0, but increases 
as temperature deviates from T0. In other words, the transition on heating involves 
superheating and transition on cooling involves supercooling. As a result, there is 
a significant gap between the temperatures, at which the transition on heating and 
on cooling becomes detectable. An example of the temperature hysteresis in the 
solid-state transition on heating and cooling is seen in Fig. 3.47. For the transition 
between the phases I (cubic) and II (tetragonal) in ammonium nitrate, the gap is 
about 15 °C. That is, the equilibrium transition temperature in this case can be found 
anywhere between 113 and 128 °C.

The situation with establishing the equilibrium temperature for the solid–solid 
transition obviously is quite different from that for the solid–liquid transition. As 
discussed earlier, the transition from a crystalline solid to liquid (i.e., melt) can 

Fig. 3.46  Temperature 
dependence of the Gibbs 
energy for high temperature 
phase I ( dash-dot line) and 
low temperature phase II 
( dash line). T0 is the equilib-
rium temperature of transition 
between the phases
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occur via nucleation (Sect. 3.7) in the same manner as the reverse transition from 
melt to crystal, i.e., crystallization (Sect. 3.6). However, the superheating during 
melting is normally negligibly small. Melting starts from the surface, and because 
the surface possesses higher molecular mobility, the surface layer melts before tem-
perature reaches the bulk melting temperature. In a sense, the crystal surface is pre-
nucleated so that the melt layer grows very rapidly when temperature reaches the 
equilibrium temperature of melting, Tm. This is the only reason why Tm provides an 
accurate estimate for the temperature at which a crystal can coexist in equilibrium 
with its melt.

The kinetics of the solid–solid transitions is generally consistent with the Turn-
bull–Fisher nucleation model [92]. The temperature dependence of the transition 
rate has a rather complex form shown in Fig. 3.48. One can obtain this dependence 
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Fig. 3.47  Hysteresis in 
transition between phase I 
and II of ammonium nitrate 
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line) and cooling ( dash-dot 
line) at 20 °C min−1
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directly from Eq. 3.44 by varying temperature around T0. At this temperature, the 
high temperature phase I is at equilibrium with the low temperature phase II. In the 
vicinity of T0, the rate of the solid–solid transition is close to zero. Heating a solid 
above T0 accelerates the transition from the phase II to the phase I. The temperature 
dependence of the rate is positive above T0. If fitted to the Arrhenius equation, it 
would yield positive activation energy. When cooled below T0, the phase I trans-
forms to the phase II. The rate of the transition increases with decreasing tempera-
ture. Below T0, the temperature dependence of the rate is negative. Fitting it to the 
Arrhenius equation would result in negative activation energy.

An interesting feature of the temperature dependence of the solid–solid transi-
tion rate is the existence of the rate maximum (Fig. 3.48) that can be found at larger 
supercoolings. The maximum is due to the same reason as the one observed for the 
rate of crystallization (Fig. 3.36). It is the deceleration of the molecular mobility 
(diffusion) with decreasing temperature. If the transition from the phase I to the 
phase II is fast, the maximum may be impossible to detect experimentally, unless 
one uses very fast rates of cooling. On the other hand, some of the transitions from 
the high- to low-temperature phase are very slow. In this circumstance, cooling of 
the phase I may not result in the formation of the phase II. In terms of the G versus 
T diagram (Fig. 3.46), the phase I continues to follow the GI trace below T0. When 
temperature drops below Tmax, the phase I freezes kinetically in the supercooled 
metastable state. While metastable, the supercooled phase can exist in this state 
indefinitely. Recall De Beers’ slogan “a diamond is forever,” although at ambient 
temperature and pressure, diamond is a metastable crystalline form of carbon and it 
is bound thermodynamically to transform to graphite.

On heating, the supercooled phase I transforms to the phase II. This process nor-
mally occurs below Tmax (Fig. 3.48). In that region, the temperature dependence of 
the phase transition rate is positive. When fitted to the Arrhenius equation, it would 
yield positive activation energy. Note that this process would be exothermic be-
cause as seen from Fig. 3.46 GI trace has a larger slope than GII so that the enthalpy 
for the phase I is larger than for the phase II. For a similar reason, the process would 
be accompanied by a decrease in entropy.

Villafuerte-Castrejon and West [142] provide a good example of the kinetics of 
the solid–solid phase transition between β and γ forms of Li2ZnSiO4 measured in 
all three regions (Fig. 3.49). The high-temperature γ form is at equilibrium with the 
low-temperature β form at around 880 °C. Heating the compound above this tem-
perature causes the transition from the β to γ form. The rate constant, k, increases 
with temperature. The slope of the Arrhenius plot of log k versus T−1 is negative that 
corresponds to positive value of E. On cooling below 880 °C, the γ form converts to 
the β form. The rate constant increases with decreasing temperature that is consis-
tent with the E value being negative. Finally, the γ form can be prepared in a meta-
stable state by quick cooling below Tmax, which is ~ 800 °C. Heating the metastable 
γ form initiates its conversion to the β form, which is the stable form below 880 °C. 
The respective Arrhenius plot for this transition gives rise to positive E.

Since the Turnbull–Fisher model (Eq. 3.44) is capable of correctly predicting 
the temperature dependence of the solid–solid transition rate, it can also be used to 
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predict the temperature dependence of the effective activation energy. The equation 
that can be used for this purpose is Eq. 3.45. Variation of temperature around T0 
produces the E versus T dependence displayed in Fig. 3.50. It is seen that the depen-
dence has a discontinuity at T0. On heating above T0, the activation energy for the 
transition from the phase II to I decreases from  + ∞ down to the activation energy of 
diffusion ED. On cooling below T0, the activation energy for the transition from the 
phase I to II increases from − ∞ toward 0. If the phase I can be supercooled below 
Tmax, its heating would result in the transition from the phase I to II. For this process, 
the activation energy would decrease from ED toward 0.
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Fig. 3.50  Theoretical E 
versus T dependence derived 
from Eq. 3.45

 

Fig. 3.49  Arrhenius plot 
for the kinetics of the phase 
transition between the β and 
γ forms of Li2ZnSiO4. Tc is 
the equilibrium transition 
temperature. (Reproduced 
from Villafuerte-Castrejon 
and West [142] with permis-
sion of RSC)
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In conclusion, we should mention that the aforementioned nucleation analysis 
is identical to that considered earlier for the solid–liquid (melting) and liquid–solid 
(crystallization) phase transitions. Since first-order transitions are accompanied by a 
change in volume, the molar volumes of the solid and liquid phase are generally dif-
ferent. Because of the mismatch of the volumes, the formation of a new phase nucle-
us would have to overcome an energy barrier associated with elastic strain energy. 
When one of the phases is liquid, the strain energy can be neglected. However, if 
both phases are solid, a more accurate representation of nucleation needs to account 
for the strain energy term as a part of the free energy barrier of the process [143].

3.8.2  Isoconversional Treatment

The kinetics of the solid–solid phase transitions is conveniently measured by DSC. 
Generally, one can produce a set of data at several heating rates for the transition 
from the low- to high-temperature phase and a set of data at several cooling rates 
for the reverse transition. Obtaining the high-temperature phase in the supercooled 
metastable state may be difficult for many substances. However, if obtained, a da-
taset should be generated at multiple heating rates to be able to study the kinetics 
of the transition from the metastable high-temperature phase into the stable low-
temperature phase. The datasets are then treated by an isoconversional method. It 
should be emphasized that not every isoconversional method is applicable to the 
data obtained on cooling. The methods suitable to this task have been discussed in 
Sect. 2.1.2.

The application of an isoconversional method to the datasets obtained on heat-
ing and cooling results in the Eα versus α dependencies such as those shown in 
Fig. 3.51 for the transition between the form I (cubic) and II (tetragonal) of ammo-
nium nitrate. The dependencies are in agreement with the E versus T dependence 
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predicted by the Turnbull–Fisher model (Fig. 3.50). The transition from the form 
II to the form I demonstrates positive values of Eα that decrease with increasing α, 
which is expected because the measurements are done on heating so that α increases 
monotonously with increasing T. Similarly, for the transition from the form I to the 
form II that is measured on cooling, Eα is expected to be negative and to increase 
with increasing α (i.e., with decreasing T) toward 0.

The obtained Eα dependencies (Fig. 3.51) are converted to the Eα versus T depen-
dencies by replacing each value of α with the mean temperature related to it. The 
resulting dependencies (Fig. 3.52) look quite similar to the theoretical ones derived 
from the Turnbull–Fisher model (Fig. 3.50). We can now try to fit the theoretical Eα 
versus T dependence (Eq. 3.45) to the experimental one. For simplicity, we assume 
that the ED and A parameters of Eq. 3.45 remain the same for the forward (heating) 
and reverse (cooling) transition. The value of T0 can also be used as a fit parameter. 
This would permit estimating the position of the equilibrium transition temperature, 
which, as explained earlier, is hard to measure experimentally. The resulting fit sug-
gests that T0 is ~ 396 K (~ 123 °C). This places the equilibrium transition tempera-
ture much closer to the onset of the transition measured on heating (128 °C) than to 
the one measured on cooling (113 °C; Fig. 3.47). Also, the fit yields an estimate for 
the activation energy of diffusion, ED = 63 ± 2 kJ mol−1. This value falls in the range 
of the activation energies measured [144] by nuclear magnetic resonance (NMR) 
for translational diffusion of ammonium ion in the phases I and II of ammonium 
nitrate.

The solid–solid transitions are a new application area of isoconversional meth-
ods. Their full potential in this area is yet to be discovered.
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3.9  Mixing and Demixing

…he took the materials, of which he made a compound, mixing 
them all and boiling them a good while until it seemed to him 
they had come to perfection

Miguel de Cervantes Saavedra, Don Quixote

3.9.1  Background

So far we have discussed the phase transitions in single-component systems. If a 
system contains more than one component, it can exist as a single mixed phase and 
as several demixed phases. A transition between mixed and demixed phases is the 
phase transition specific to multicomponent systems. The mixed and demixed phas-
es can coexist at equilibrium at certain temperature and pressure. A simple example 
is equilibrium between a solid solute and liquid solvent. If a small amount of so-
dium chloride (solute) is put in a large volume of water (solvent), it will disappear 
forming a solution, which is a single mixed phase (solution) containing sodium and 
chloride ions and water molecules. However, if we keep increasing the amount of 
sodium chloride, at some point the solution will saturate so that an excess of solid 
sodium chloride will coexist in equilibrium with its aqueous solution as two im-
miscible phases.

The transition between the mixed and demixed phases can be stimulated by 
changing temperature. Normally, the solubility of a solid solute increases with tem-
perature as follows: [18]

 
(3.77)

where x, ΔHf, and Tm are respectively the mole fraction, enthalpy of fusion, and 
melting temperature of the solid. This means that upon heating above certain equi-
librium temperature, T0, the two phases would merge into one. Conversely, the 
single-phase solution can be separated in two phases by dropping its temperature 
below T0 that would force the solid solute out of solution or, in other words, would 
cause crystallization of the solute. Equation 3.77 gives rise to the phase diagram 
shown in Fig. 3.53. The solid line represents temperatures at which the solutions of 
different concentration can coexist at equilibrium with the solute. A solution pre-
pared at higher temperature obviously has higher equilibrium concentration. A so-
lution of the concentration x1 prepared at T1, i.e., above the respective equilibrium 
temperature, is a single-phase system. Dropping its temperature to T2 would cause 
the solution to separate in two phases that eventually would come to equilibrium. 
The concentration of the solution would drop from x1 to x2, and the excess of the 
solute (i.e., x1 − x2) would fall out of solution to form the solid phase.

Something similar happens when mixing two partially miscible liquids, i.e., liq-
uids that have limited solubility in each other. The respective phase diagram for liq-
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uid B dissolved in liquid A is seen in Fig. 3.54. The solid line bell curve tracks the 
temperatures at which a solution forms two phases of different concentration that 
can coexist in equilibrium. The ascending wing of the curve reflects an increase in 
the solubility of B as a function of temperature. The trend is similar to that seen in 
Fig. 3.53. The trend continues until reaching the critical temperature, Tc, above which 
both liquids become infinitely soluble in each other. The descending wing of the curve 
corresponds to the solubility of A in B. When the fraction of B becomes larger than 
that of A, B turns from solute to solvent. Thus, this wing represents an increase in the 
solubility of A as a function of temperature. If a solution of the concentration xB1 pre-
pared at the temperature T1, which is above the respective equilibrium temperature, 
it will exist as a single-phase system. Decreasing the solution temperature to the tem-

Fig. 3.54  Phase diagram 
for a liquid–liquid system. 
The solid line represents the 
temperature at which two 
liquid phases of different 
composition can coexist at 
equilibrium. The dash-dot 
line is the spinodal line
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perature T2 below the equilibrium temperature would make the solution to separate 
in two phases that over time would come to equilibrium. The two phases would be 
the B-poor and B-rich phases, whose respective concentrations of B are xB2′ and xB2″.

The two considered systems (Figs. 3.53 and 3.54) are the systems that demon-
strate the normal temperature dependence of the solubility, i.e., an increase with 
increasing temperature. In the case of the liquid–liquid mixtures, such systems are 
called upper critical solution temperature systems. Some systems however have the 
inverse temperature dependence of the solubility. Their respective phase diagrams 
are similar to those shown in Figs. 3.53 and 3.54 but inverted. The liquid–liquid 
systems of the inverse solubility are called the lower critical solution temperature 
systems.

The solid–liquid and liquid–liquid systems have one feature in common. When 
their temperature is changed from the one-phase to two-phase region, they be-
come metastable. All metastable systems relax toward equilibrium via the process 
of nucleation. Nevertheless, if temperature of the liquid–liquid system is brought 
beyond the spinodal line (Fig. 3.54), it would become unstable. Unstable systems 
relax to equilibrium by another process called spinodal decomposition [3, 4]. The 
difference between nucleation and spinodal decomposition boils down to how con-
centration (density) fluctuations occur in these systems. Nucleation requires the fluc-
tuation to be of a significant size, i.e., a nucleus must include a significant number 
of molecules to become stable. However, such fluctuations are very small in spatial 
extent because they occupy a very small fraction of the overall macroscopic volume. 
The fluctuation is accompanied by a large energy barrier, which decreases as tem-
perature departs from its equilibrium value. When the energy barrier becomes negli-
gible, the formation of a new phase becomes possible via spinodal decomposition. It 
is characterized by very small but multiple fluctuations of the concentration that oc-
cupy a large fraction of the macroscopic volume, i.e., they are large in spatial extent. 
Further discussion is limited only to nucleation because this is the mechanism that 
controls the new phase formation at smaller and slower departures from equilibrium.

In a solution, the driving force of the new phase formation is the supersaturation 
caused by a change in temperature. The supersaturation is defined as the ratio of the 
nonequilibrium to equilibrium concentration, x0:

 
(3.78)

If a solution of the concentration x is cooled from T1 to T2 (Fig. 3.53 and 3.54), i.e., 
from a temperature inside the one-phase region to a temperature inside the two-
phase region, the supersaturation increases because the x0 value becomes smaller. 
The larger the supersaturation, the faster the rate of the new phase nucleation. This 
is expressed by the following equation: [145]
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where V is the molecular volume and NA is the Avogadro number. The equation is 
arrived at from Eq. 3.35 for the critical radius of a spherical nucleus. The equation is 
combined with the Gibbs–Thomson relationship for size-dependent solubility to give:

 
(3.80)

Substitution of the right-hand side of Eq. 3.80 into Eq. 3.36 for the height of the free 
energy barrier yields:

 (3.81)

Then Eq. 3.79 is obtained by plugging ΔG* from Eq. 3.81 into the Turnbull–Fisher 
equation (3.42). Equation 3.79 can be rewritten in a simpler form

 

(3.82)

where the constant A includes all parameters that are either independent or weakly 
dependent on temperature.

As derived [145], Eq. 3.79 (and, thus, 3.82) does not include directly the su-
percooling, i.e., ΔT = T0 − T. It can be introduced by explicitly accounting for the 
temperature dependence of the supersaturation. The temperature dependence of the 
solubility can be expressed in many forms [145]. One of them is given by Eq. 3.75 
that can be rewritten as:

 
(3.83)

If temperature drops from T0 to T, the supersaturation becomes:

 
(3.84)

Then the supercooling is introduced in Eq. 3.82 by replacing lnS with the right-hand 
side of Eq. 3.84. Now we can evaluate the temperature-dependent activation energy 
as usual (Eq. 3.43):
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This equation holds for a system that forms a new phase on cooling, i.e., ΔT is the su-
percooling. If the new phase is formed on heating, as in systems with the inverse solu-
bility, ΔT would become the superheating, i.e., T − T0. Then Eq. 3.85 would change to:

 
(3.86)

As mentioned earlier, Eq. 3.83 is not the only form of the temperature dependence 
of the solubility. A change of the form of this dependence would result in changing 
the final equation for the temperature-dependent activation energy. For instance, the 
use of an alternative form: [145]

 (3.87)

yields the following equation for the supersaturation:

 (3.88)

Replacing the supersaturation in Eq. 3.82 with the right-hand side of Eq. 3.88 fol-
lowed by taking the derivative (Eq. 3.85) gives rise to the temperature-dependent 
activation energy of the following form:

 
(3.89)

Again, ΔT in this equation is the supercooling and it holds for systems that form a 
new phase on cooling. For systems that form a new phase on heating, ΔT would be 
the superheating, and the second term in the brackets would change its sign.

Equations 3.85 and 3.86 can be used to predict the behavior of the experimental 
activation energy (Fig. 3.55). It is easy to demonstrate that the expression in the 
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brackets of Eq. 3.85 tends to − ∞ as temperature approaches T0 and to 0 as it de-
parts further below T0. It means that the effective activation energy experimentally 
determined on cooling should have large negative values that increase toward ED 
with decreasing temperature. On the other hand, the expression in the brackets of 
Eq. 3.86 tends to + ∞ when temperature approaches T0 and to 0 as it increases above 
T0. Therefore, the activation energy estimated on heating should have large positive 
values at lower temperature and should decrease toward ED as temperature rises. 
Similar trends can be demonstrated for Eq. 3.89.

It is noteworthy that at larger supercoolings, the system hypothetically can be 
brought to the state when the activation energy of the new phase formation becomes 
positive. In principle, this could be accomplished by cooling the system fast enough 
to outrun nucleation. The heating of the supercooled system then would result in the 
formation of a new phase, and the activation energy of this process would be posi-
tive. Something of that nature happens during the anomalous gelation discussed in 
Sect. 3.10.2

3.9.2  Isoconversional Treatment

The phase transitions between mixed and demixed state are usually accompanied by 
a significant change in the enthalpy that are detectable by DSC. As already stated, 
normally the solubility increases with temperature. The systems with the normal solu-
bility absorb heat during mixing. That is, demixing in such systems is an exothermic 
process that takes place on cooling. The inverse solubility is not very common. It typi-
cally results from some specific interaction between solute and solvent. For example, 
some compounds demonstrate the inverse solubility in water because they turn into 
hydrated form stabilized by hydrogen bonding. The respective mixing is exothermic. 
While stable at lower temperature, hydrogen bonds between a solute and water break 
on heating and the solute molecules become dehydrated. If interaction between the 
dehydrated molecules is sufficiently strong, they associate with each other forming an 
individual phase on heating. The process is endothermic.

An example of the low critical solution temperature system is a mixture of tri-
ethylamine and water. It mixes releasing a significant amount of heat [146] and has 
the critical temperature of ~ 18 °C [147]. On heating above this temperature, the 
system undergoes endothermic demixing (Fig. 3.56). The application of an isocon-
versional method to a set of DSC curves obtained at different heating rates gives 
rise to the Eα dependence shown in Fig. 3.56. Since α increases monotonically 
with T, the decreasing shape of this dependence is consistent with that predicted 
by Eq. 3.86.

The actual temperature dependence of the isoconversional activation energy is 
obtained from the Eα versus α by replacing the values of α with the mean tempera-
tures related to them. The resulting dependence is shown in Fig. 3.57. It is seen that 
the theoretical E versus T dependence established by Eq. 3.86 provides a fairly good 
fit to the experimental dependence. It is noteworthy that the ED value resulted from 
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the fit appears rather high, 117 ± 3 kJ mol−1. The activation energy of diffusion in 
liquids is about the same value as those of viscous flow [148]. For small spherical 
molecules, the latter value is about one third of the vaporization enthalpy [149], 
i.e., a few tens of kilojoules per mole. The obtained value is more characteristic 
of large molecules [148]. However, triethylamine in water exists as relatively big 
hydrated molecule, (C2H5)3 · 2H2O [150], the diffusion of which is likely to involve 
the breakage and restoration of hydrogen bonds that can create a significant energy 
barrier. Note that a solution of triethylamine in water has viscosity that is about four 
times larger than that of water [150]. It should also be noted that the activation ener-
gies of viscous flow in aqueous solutions of some amino acids have been reported 
[151] to be around a 100 kJ mol−1.
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3.10  Gelation and Gel Melting

The soft overcomes the hard;
the gentle overcomes the rigid.
Everyone knows this is true,
but few can put it into practice

Lao Tzu, Tao Te Ching: 78

3.10.1  Background

Solutions may undergo a very special type of a phase transition called gelation. The 
latter is typically encountered in polymer solutions [13] but may occur also in sols of 
clays, soaps, aggregated globular proteins, etc. [152]. The initial liquid state is usu-
ally termed as sol to emphasize that a gel can form in various kinds of suspensions as 
well as in a true homogenous solution. The transition from sol to gel is best defined 
in mechanical terms. It is a transition from a flowing liquid (i.e., a sol) to a soft solid 
(i.e., a gel) that cannot flow. In order to be able to flow, the molecules of the solute and 
solvent should be able to move past each other freely. This is what happens when a 
polymer is dissolved in a good solvent, i.e., a solvent, in which an interaction between 
the solute and solvent is significantly stronger than between the solute and solute. In a 
poorer solvent, the solute–solvent interaction is not much stronger than the solute–sol-
ute one. Since the power of a solvent (i.e., the solubility) depends on temperature, the 
strength of the solute–solvent and solute–solute interactions can invert when changing 
temperature. As the solvent power decreases, the polymer molecules may form cross-
links, losing their ability to move past each other and, thus, to flow.

A gel is a network of cross-linked solute molecules that entrap a solvent. De-
pending on the cross-link strength, gels can be either thermo-reversible or ther-
mo-irreversible. Strong cross-links are formed by means of covalent bonding. In a 
solvent, a covalently cross-linked polymer network can swell, forming a gel, but it 
cannot dissolve because the solvent cannot break the covalent cross-links. In this 
chapter, we focus only on thermo-reversible gels. In such gels, the cross-links are 
formed by means of weak bonds (e.g., hydrogen or van der Waals bonds). The best 
known example of thermo-reversible (or physical) gelation is the thermal behavior 
of an aqueous solution of gelatin. Gelatin readily forms a solution in hot water. 
When cooled, the solution turns into a gel. Heating of the resulting gel causes its 
melting that gives rise to the initial solution.

Thermo-reversible gelation can been explained in terms of the phase diagrams 
[13, 153], which are similar to those for demixing transition in solutions (Sect. 3.9, 
Fig. 3.54). In the simplest case such as that of the gelatin–water system, there are 
only two phases: sol and gel (Fig. 3.58). The one- and two-phase regions sepa-
rated by the binodal line that links the gelation temperature, Tgel, to the equilibrium 
concentrations of the polymer-rich (i.e., gel) and polymer-poor (i.e., solution) 
phases. The phase separation in gels is sometimes called syneresis [13, 153]. The 
process is quite different from demixing of two liquids that leads to the formation 
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of two homogenous macroscopic phases. In gel, the phase-separated state is micro-
scopically heterogeneous. That is, the solvent-rich phase forms microdroplets inside 
the polymer-rich phase. The process of approaching equilibrium in the two-phase 
gels is extremely slow so that for all practical purposes such gels are fundamentally 
nonequilibrium systems similar to glasses. For this reason, the gel state and struc-
ture depend significantly on the thermal history of its formation. This feature of gels 
reveals itself vividly in the gel melting kinetics discussed in Sect. 3.10.3.

Gels cannot form when the concentration of a solution is below some critical 
value, x0 (Fig. 3.58). If a solution has lower concentration, cooling it below the 
equilibrium temperature results in demixing of the solution without gelation.

Some gelling systems may demonstrate a more complex phase behavior 
(Fig. 3.59). An example is a solution of atactic PS in carbon disulfide [154]. Below 

Fig. 3.58  Phase diagram 
for a gelling system that can 
exist in two states: one-phase 
sol and two-phase gel. Gel is 
not formed below the critical 
concentration x0

 

Fig. 3.59  Phase diagram 
for a gelling system that 
can form an equilibrium 
one-phase gel
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a certain critical concentration, x0, cooling of the one-phase solution results in the 
formation of a two-phase solution. However, increasing the solution concentration, 
while staying above the binodal line, results in the formation of a one-phase gel. 
This is microscopically homogeneous and equilibrium state. Cooling one-phase gel 
below the binodal line initiates phase separation of the gel. The clear one-phase gel 
turns into the turbid two-phase gel.

The described phase diagrams represent the behavior observed in solutions with 
the upper critical solution temperature. In these systems, the solubility increases with 
increasing temperature. Gelation of such solutions occurs on cooling. Gelation may 
also occur in solutions with lower critical temperature. Such solutions gel on heat-
ing because an increase in temperature decreases the solubility. There are a few rare 
examples of systems that gel on heating such as aqueous solutions of polymethacryl-
ic acid [155] and cellulose derivatives [156, 157]. The respective phase diagrams 
for such systems are similar to those for regular systems (Fig. 3.58) but inverted. 
The gels formed on heating melt on cooling. Analogous to the process of demixing 
(Sect. 3.9), gelation on cooling is exothermic, whereas on heating endothermic.

The kinetics of physical gelation has been found [158] to be strikingly similar to 
that of polymer crystallization [93, 94]. The similarity is not surprising considering 
that the formation of the gel network junctions has been identified with the formation 
of microcrystallites in a wide variety of polymers [13, 159], including gelatin [158, 
160]. For example, in gelatin gels, the microcrystallites are believed [13, 161, 162] to 
form via partial restoration of the triple helix structure characteristic of collagen that 
occurs via cooperative hydrogen bonding of gelatin coils. The rate of reversion from 
gelatin coil to collagen helix has long been known [163] to have the negative tempera-
ture dependence and to follow the nucleation-type kinetics, in which the nucleus is an 
embryo of the triple helix structure whose stability is determined by a critical length.

As in the case of crystallization, the rate of physical gelation initially increases 
as temperature drops further below Tgel but then passes through a maximum and 
finally drops to zero. A schematic diagram of this temperature dependence is seen 
in Fig. 3.60 [164]. At the high temperature end, gelation stops upon reaching equi-
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librium at Tgel. At the low temperature side, it ceases on gel freezing at Tfr. The 
temperature rate dependence is obviously akin to that presented in Figs. 3.32 and 
3.36 to illustrate respectively the nucleation rate in accord with the Turnbull–Fisher 
model and crystallization rate in accord with the Hoffman–Lauritzen model. The 
temperature dependence of the rate is negative above Tmax and positive below it. 
Consecutively, the effective Arrhenius activation energy should be negative when 
estimated in the temperature range Tmax–Tgel and positive when evaluated in the 
range Tfr–Tmax. An actual example [165] of the Arrhenius plot for gelation of a gela-
tin solution at several temperatures is presented in Fig. 3.61. The maximum of the 
gelation rate is found in the range 14–19 °C. The activation energy is estimated to 
be − 130 kJ mol−1 above Tmax and 55 kJ mol−1 below it.

All in all, empirical evidence suggests that the kinetics of physical gelation 
can be parameterized in terms of some nucleation model. However, there are no 
nucleation models designed specifically for the process of physical gelation. In 
this situation, one can use the Turnbull–Fisher (Eq. 3.44) and Hoffman–Lauritzen 
(Eq. 3.52)  models as empirical tools for exploring the kinetics of physical gelation 
as demonstrated in a number of publications [158, 164, 166–169].

3.10.2  Isoconversional Treatment of Gelation

Aqueous solutions of gelatin provide a well-known example of physical gelation that 
takes place on cooling. Gelatin is denatured (i.e., randomly coiled) form of collagen, 
whose native state is a triple helix made of three polypeptide chains cross-linked 
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Fig. 3.61  Arrhenius plot of the initial rate of the heat release for gelation of a gelatin solution mea-
sured at eight different temperatures. The numbers by the points are the temperatures in °C. The 
activation energy is negative in the temperature range 24–30 °C and positive in the temperature 
range 1–9 °C. (Reproduced from Chen and Vyazovkin [165] with permission of Wiley)
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by multiple hydrogen bonds. Gelatin dissolves readily in hot water. Decreasing the 
temperature of an aqueous gelatin solution increases the stability of the hydrogen 
bond cross-links that allow the polypeptide chains to restore a helical structure. This 
process takes place in dilute gelatin solutions [163, 170, 171]. In concentrated solu-
tions, cross-linking becomes predominantly intermolecular, so that instead of form-
ing separate helices, the polypeptide chains form an infinite network (i.e., a gel), in 
which partially restored helices serve as cross-link centers (i.e., network junctions).

The formation of hydrogen bonds during gelation of a gelatin solution produces 
sufficient amount of heat to follow the process by DSC (Fig. 3.62) [165]. On cooling, 
gelation becomes detectable below 40 °C. The gelation temperature depends on the 
concentration of the solution as seen from the phase diagrams (Figs. 3.58, 3.59). 
According to rheological measurements by Michon et al. [172], a decrease in the 
concentration of a gelatin solution from 20 to 1 wt. % causes a drop in Tgel from 33 
to 26 °C. Just as in the case of crystallization, the DSC peaks shift to lower tempera-
ture with increasing the cooling rate (Fig. 3.62).

The application of an isoconversional method to DSC data on gelation of a gelatin 
solution is illustrated in Fig. 3.63. The obtained Eα on α dependencies demonstrate 
negative values of the effective activation energy. The Eα values tend to increase with 
the extent of the sol to gel conversion that is explicable by the departure from the 
equilibrium temperature (i.e., Tgel). In accord with either Turnbull–Fisher (Eq. 3.45) 
or Hoffman–Lauritzen (Eq. 3.60) equation, the effective activation energy turns to 
− ∞ at the equilibrium temperature but increases toward zero as temperature departs 
from the critical value. A similar type of dependencies (i.e., negative Eα increasing 
with α) is found for crystallization of polymer melts measured on continuous cool-
ing, i.e., when an increase in the extent of the melt to crystal conversion reflects the 
departure from the melting point. An example of such behavior is seen in Fig. 3.37.
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The effect of temperature on the Eα is even more evident when the Eα dependen-
cies are evaluated from the data collected in different ranges of the cooling rates. As 
already noted with increasing the cooling rate, the DSC peaks shift to lower tempera-
tures (Fig. 3.62). For the range of faster cooling rates (7.5, 10, and 12.5 °C min−1), 
the average DSC peak temperature is ~ 11 °C so that the average value of Eα is about 
− 90 kJ mol−1. However, at slower cooling rates (0.5, 1.0, and 1.5 °C min−1), the aver-
age peak temperature is markedly higher (20 °C), i.e., closer to Tgel so that the average 
Eα estimated from the slower heating rates is around − 300 kJ mol−1 [165]. Therefore, 
isoconversional analysis of the continuous cooling DSC data demonstrates that under 
these conditions the rate of sol–gel conversion has a negative temperature coefficient, 
whose absolute value becomes larger when the process is measured closer to Tgel.

As already suggested, the kinetics of physical gelation can be reasonably well de-
scribed by the Turnbull–Fisher and Hoffman–Lauritzen models. This means that one 
generally should be able to fit the temperature dependencies of the isoconversional 
activation energy to Eqs. 3.45 and/or 3.60 by substituting Tgel for the equilibrium 
temperature. For example, Eq. 3.45 derived from the Turnbull–Fisher model would 
take the following form:
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As seen from Fig. 3.64, this equation fits quite well the temperature dependence of 
the effective activation energy for gelation of 40 wt. % solution of gelatin [164]. The 
dependence has been derived from the Eα versus α dependence by replacing α with 
the average temperature corresponding to this conversion at different cooling rates. 
Tgel for this solution is ~ 317 K as estimated by extrapolating the gel melting data of 
Godard et al. [158].

Although the application of the Turnbull–Fisher and Hoffman–Lauritzen models 
to the process of gelation is rather empirical, it can still be used to extract mean-
ingful information, especially for comparative purposes. One such example is the 
effect of the concentration on the kinetics of physical gelation of aqueous solutions 
of methylcellulose [169].

Aqueous solutions of methylcellulose gel on heating. The mechanism of the pro-
cess has been examined in a number of studies, the results of which are briefly 
summarized by Kobayashi et al. [173]. Methylcellulose has the inverse solubility in 
water, i.e., it is soluble in cold but not in hot water. Dissolution occurs via hydration 
of methoxyl groups. When the solution temperature is increased, hydrogen bonds 
break, causing dehydration of hydrated methoxyl groups. The latter then undergo 
hydrophobic association forming a network, i.e., a gel.

Breakage of hydrogen bonds is accompanied by an endothermic effect that can be 
used to monitor gelation by using DSC. Typical DSC curves of gelation are shown 
in Fig. 3.65. An increase in the concentration of the methylcellulose solution causes 
some small shift of the process to lower temperatures. The heat of gelation per gram 
of methylcellulose is about − 7 J g−1 for both 2 and 4 % solutions that indicates that 
both samples have reached similar extent of cross-linking. For 8 % solution, the heat 
of gelation is − 5 J g−1; that means, that the extent of cross-linking is about 30 % 
smaller than in the two other samples. This is not surprising because the molecular 
mobility of the methylcellulose chains in the highly viscous 8 % solution should be 
dramatically slowed down, therefore, limiting the process of cross-linking.
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The Eα versus T plots obtained from the Eα dependencies estimated by an iso-
conversional method are shown in Fig. 3.66. All three plots have a similar concave 
downward shape but shift to higher Eα values with increasing the concentration of the 
solutions. The initial decreasing portion of the Eα versus T dependence is consistent 
with that predicted by the Turnbull and Fisher model. Indeed, Eq. 3.90 suggests that 
just above Tgel, the Eα values should be large but decrease toward ED as temperature 
continues to rise above Tgel (see Fig. 3.50 and related discussion). However, the final 
increasing portion cannot be rationalized within the aforementioned model.

An increase in Eα in the later stages of gelation (Fig. 3.66) is likely to be associat-
ed with changing conditions of diffusion. Cross-linking of polymer chains obstructs 
their mobility so that the formation of new cross-links may encounter continuously 
growing energy barrier to diffusion. This means that the constant activation energy 
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Fig. 3.66  Fits of Eq. 3.91 
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in Eq. 3.90 needs to be replaced with the value that increases with increasing α. 
A similar approach is used to adequately describe the temperature dependence of 
viscosity in a system undergoing reactive polymerization [174]. A rather simple 
modification of Eq. 3.90:

 
(3.91)

has proven [169] to be sufficient to account for the effect. Equation 3.91 includes 
three parameters. The parameter A represents a contribution of the nucleation 
process to the overall temperature dependence. This contribution manifests itself 
through a decreasing dependence of E on T. The increasing portion of the depen-
dence corresponds to the diffusion contribution that is represented by the param-
eters ε and n. By its meaning, ε is the activation energy of diffusion at complete 
conversion, i.e., at α = 1. The parameter n characterizes the strength of diffusion 
contribution: the smaller the n, the stronger the contribution, i.e., becomes operative 
earlier and contributes more.

Fitting Eq. 3.91 to the experimental dependencies (Fig. 3.66) requires knowledge 
of the Tgel values. They have been reported by Takahashi et al. [175] and are about 
40, 38, and 36 °C for 2, 4, and 8 % solutions, respectively. The resulting fits are sta-
tistically significant. The values of the adjustable parameters are given in Table 3.3. 
The diffusion parameters reflect an increasing contribution of diffusion to the overall 
temperature dependence with increasing concentration. When comparing the 2 and 
8 % solutions, an increase in the concentration results in larger ε (i.e., larger activation 
energy of diffusion at α = 1) as well as in smaller n (i.e., larger strength of the con-
tribution). The behavior of the 4 % solution is a bit more complex. Compared to the 
2 % solution, it shows 10 % smaller ε that would be consistent with a slightly smaller 
diffusional contribution. However, it also demonstrates 2.5 smaller n that suggests the 
overall diffusional contribution to be stronger and larger compared to the 2 % solution.

On the other hand, the nucleation parameter A can be used to estimate of the free 
energy barrier to nucleation at any temperature as follows (see Eq. 3.44):

 
(3.92)

For comparison purposes, the ΔG* values can be estimated at T = 60 °C, which 
is the threshold temperature above which gelation becomes detectable by DSC 
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Table 3.3  The results of fitting Eq. 3.91 to experimental Eα versus T dependencies
C (%) A (K2 kJ mol−1) ε (kJ mol−1) n ΔG*(60 °C; kJ mol−1)
2 3315.4 95.0 5 8.3
4 4879.8 85.2 2 10.1
8 6915.0 151.9 3 12.0
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(Fig. 3.65). The resulting ΔG* (Table 3.3) do not demonstrate any significant de-
pendence on the concentration and are around 10 kJ mol−1, which is comparable to 
the energy of a hydrogen bond [139]. Note that breaking a hydrogen bond between 
water and methoxyl group is likely to be a limiting step in nucleation of methylcel-
lulose microcrystallites that serve as cross-link points in the gel. Overall, empirical 
application of the Turnbull–Fisher model suggests that the effect of the concentra-
tion on the kinetics of gelation of aqueous methylcellulose is due to a change in the 
conditions of diffusion but not the conditions of nucleation.

To conclude this section, we need to mention an interesting fact that the so-
lutions that normally gel on cooling can be made to gel on heating [164, 176]. 
Anomalous gelation of this kind can be accomplished when the solution is cooled 
fast enough to outrun gelation. Then the solution can reach a supercooled state that 
can be turned into gel on heating. This situation is similar to cooling the melt fast 
enough to bypass crystallization so that it turns into a glass which can then crystal-
lize on heating, i.e. undergo cold crystallization. It has been demonstrated [176] that 
in very diluted (~ 1 wt. %) solutions of gelatin, gelation can be suppressed when the 
solutions are cooled at 20 °C min−1. However, the solutions of regular concentration 
that gel much faster require very fast cooling rates to bypass gelation. For example, 
suppressing gelation in a 40 wt. % solution of gelatin requires the solution to be 
cooled not slower than 500 °C s−1 [164]. Such fast cooling rates are accomplishable 
when using ultrafast DSC [177] on samples of very small (typically submicrogram) 
masses.

Figure 3.67 shows ultrafast DSC data obtained on heating of supercooled gelatin 
solution. The application of an isoconversional method to these data results in a 
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tion of gelatin on heating. The inset shows DSC curves obtained at the heating rates 1000, 2000, 
and 3000 °C s−1. Prior to heating, the solution was cooled at 1000 °C s−1. (Adapted from Guigo 
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decreasing dependence of effective activation energy on conversion (Fig. 3.67). It is 
noteworthy that the activation energies are positive and decrease toward zero as one 
would expect when gelation occurs below Tmax (Fig. 3.60). Recall that it is exactly 
the type of dependence predicted by the Hoffman–Lauritzen model (see Fig. 3.36) 
for this temperature range. It is yet another example that illustrates the usefulness of 
the nucleation crystallization models as applied to the process of physical gelation.

3.10.3  Isoconversional Treatment of Gel Melting

As mentioned earlier, reaching equilibrium state in the two-phase gel region 
(Figs. 3.58 and 3.59) is generally very slow process. For example, Djabourov et al. 
[161] have found that 4.7 wt. % gelatin gel could not attain equilibrium at 10.5 °C 
for 42 days! It means that normally the two-phase gels are nonequilibrium systems, 
whose structure and properties depend on thermal history. This dependence mani-
fests itself profoundly in the process of melting that can be readily studied by DSC.

The DSC peaks of gel melting can provide some quick clues about the gel net-
work structure in terms of the total number of the network junctions points (i.e., the 
number of cross-links) and their size (i.e., the number of cross-links per junction). 
The total heat of melting is directly proportional to the number of cross-links, but it 
does not tell anything about the number of cross-links per junction. Indeed, the same 
amount of heat would be produced by melting of two gels prepared from the same 
amount of the same solution, if one of the gels has 100 junctions with 10 cross-links 
per junction and another 10 junctions with 100 cross-links per junction. However, 
these two gels would differ significantly in their thermal stability. The gel having 
more  cross-links per  junction has more stable junctions, breaking which would re-
quire more thermal energy. Thus, it would melt at higher temperature. Therefore, the 
gel meting temperature, taken from DSC as either peak or interpolated onset tempera-
ture, is representative of the size of network junctions. On the other hand, a change 
in thermal stability can also be expected to reveal itself in the value of the activation 
energy of gel melting [178].

The effect of the gel structure on the activation energy of aqueous gelatin gel 
melting has been explored in a kinetics study [178] that combined isoconversional 
method with extensive DSC measurements. Figure 3.68 demonstrates the effect 
of isothermal annealing time on DSC peaks of gel melting. The peaks obviously 
increase in size with increasing the annealing time. This is indicative of continu-
ously increasing number of junctions. It is noteworthy that although the melting 
peak obtained after 2 h of annealing is about twice the size of the peak produced 
after 15 min, the peak temperature for these two peaks is nearly identical. That is, 
annealing appears to promote predominately the formation of new junctions rather 
than the growth of the existing ones. Since thermal stability of the gel is not affected 
significantly during annealing, it is reasonable to expect that the activation energies 
of gel melting would not be affected either.
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The isoconversional dependencies of the activation energy for the gelatin gel 
melting are seen in Fig. 3.69. As expected, the Eα dependencies evaluated for melting 
of the gels annealed for different periods are practically identical. For both systems, 
the effective activation energy decreases significantly (from ~ 170 to 95 kJ mol−1) 
throughout the process of melting. Finding that Eα varies with α is typically a sign 
that the overall process includes multiple steps having different activation energies 
(see Sect. 1.2). It could be construed that the gel formed may consist of the network 
junctions having different stability (i.e., size) and, thus, a different energy barrier to 
melting. However, in such a case, the less stable junctions would disintegrate first 
followed by disintegration of the more stable ones so that the Eα value would rather 
have to increase with increasing α.
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40 wt. % gels formed on 
annealing at 20 °C for periods 
of time from 15 to 120 min. 
Curved arrows mark the 
peak positions. Heating rate 
is 2.5 °C min−1, sample mass 
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Dranca and Vyazovkin [178] 
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On the other hand, the decrease observed in Fig. 3.69 is remarkably similar to 
that seen for the glass transition in various glasses (Sect. 3.3.2). In glasses, a large 
energy barrier for the initial stages of the process corresponds to strongly coop-
erative molecular motion under the conditions of constricted free volume. As the 
temperature rises, the free volume increases, relieving energetic constrains and 
causing the Eα values to decrease. Something similar is likely to occur in melting 
of gelatin gels. That is, disintegration of a typical network junction requires coop-
erative breaking of multiple hydrogen bonds that cross-link the polypeptide chains. 
Considering that typical range of hydrogen bond energies is 10–40 kJ mol−1 [139], 
the Eα values for the initial stages of melting (Fig. 3.69) can be interpreted as coop-
erative breaking of 5–15 bonds. After the initial large energy barrier is surmounted 
and multiple cross-links are broken, the polypeptide chains of the network junction 
gain new conformational degrees of freedom. The freed chain mobility destabilizes 
the network junction, therefore, lowering the energy barrier to melting.

Conversely, annealing temperature has a profound effect on thermal stability. DSC 
curves for melting of two gels annealed for the same period of time at two respectively 
different temperatures are shown in Fig. 3.70. The gel obtained at 15 °C demonstrates 
a larger heat of melting; that means, it has a larger number of junctions. However, 
the gel produced at 25 °C melts at about 5–6 °C higher temperature that suggests its 
network junctions contain more cross-links. The observed increase in thermal stabil-
ity should entail an increase in the activation energy of gel melting. The respective Eα 
dependencies are presented in Fig. 3.71. Both dependencies are of the same shape as 
that observed in Fig. 3.69 that hints the similarity of the melting mechanisms. Never-
theless, the activation energies for melting of the gel annealed at 25 °C are consistently 

10 20 30 40 50

-4

-3

-2

-1

0

ex
o-

 25oC
 15oC
 25, 15oC

27.6oC

35.7oC

30.2oC

T / oC

H
ea

t f
lo

w
 /

 m
W

Fig. 3.70  Melting of 40 wt. % gel obtained in one- and two-step annealing at heating rate is 
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larger by 10–30 kJ mol−1 than those for the gel produced at 15 °C that indicates that the 
former gel has a few more hydrogen bonds per junction than the latter.

Another instructive experiment that illuminates the effect of the structure on gel 
melting involves two successive 30-min steps of annealing at 25 and 15 °C. A DSC 
curve for melting of the resulting gel is displayed in Fig. 3.70. The curve reveals 
two distinct melting peaks that apparently reflect the existence of two gel structures, 
which differ markedly in their thermal stabilities. The higher-temperature melting 
peak is found at the same temperature as the melting peak for the gel produced 
by single-step annealing at 25 °C. This is in agreement with the rheological mea-
surements [179] that demonstrate that the structures formed at higher annealing 
temperatures are conserved during annealing at lower temperatures. In contrast, 
the lower temperature peak is detected at about 2–3 °C lower than the melting peak 
temperature for the gel produced by single-step annealing at 15 °C. That is, the gel 
produced on annealing at 15 °C in the two-step procedure is less thermally stable 
than the one formed in a single-step annealing at 15 °C. It means that the existence 
of the gel structures formed at 25 °C hinders the growth of the network junctions 
being formed at 15 °C. Apparently, the hindrance is due to the fact that in partially 
cross-linked gel, the conformational degrees of freedom of the polypeptide chains 
are largely restricted. Therefore, it is more difficult for new cross-links to form and 
for the network junctions to grow.

The Eα dependence determined for melting of the gel annealed consecutively at 
25 and 15 °C is shown in Fig. 3.71. The dependence is easy to understand by com-
parison with the individual dependencies estimated for melting of the gels produced 
by the respective single-step annealings at 15 and 25 °C. The initial descending 
portion of the dependence is similar to the initial portion of the Eα dependence 
for melting of the gel annealed at 15 °C. For both dependencies, the Eα values at 
the lowest conversions are ~ 170 kJ mol−1 that suggests that the energy barriers 
to melting in both gels are similar. According to DSC (Fig. 3.70), melting of the 
gel structures formed on annealing at 15 °C contributes less to the total heat of 
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melting than melting of the gel structures formed on annealing at 25 °C. For this 
reason, a transition from melting of the lower temperature structures to melting of 
the higher temperature structures should occur at conversion less than 0.5. Indeed, 
the descending Eα dependence breaks down around α = 0.3 and climbs sharply to 
Eα ≈ 195 kJ mol−1 at α ≈ 0.5. Since that point on the overall melting process be-
comes dominated by melting of the gel structures formed on annealing at 25 °C. 
Accordingly, the initial values of Eα for the second descending part are similar to 
the respective Eα values estimated for melting of the gel prepared at 25 °C. It is quite 
remarkable that the initial parts of both descending Eα dependencies reveal the exis-
tence of two differing energy barriers whose values agree with the values found for 
melting of the individual gels produced by annealing at 15 and 25 °C, respectively.

The gel structure becomes increasingly more complex when gels are prepared 
under the conditions of nonisothermal cooling. DSC melting data of gels prepared 
by continuous cooling at 1 °C min−1 are presented in Fig. 3.72. By comparison to 
isothermally prepared gels, these gels melt over a significantly wider temperature 
range. This indicates the existence of a wide distribution of the gel structures hav-
ing differing thermal stabilities. On cooling, gelation initiates at ~ 40 °C, peaks at 
~ 23.0 (40 wt. %) or 20.6 °C (20 wt. %), and finishes around 0 °C. Nonisothermal 
gelation can be thought of as a large number of short isothermal annealing steps 
conducted consecutively in the temperature range from 40 to 0 °C. Such annealing 
program should produce a large number of gel structures whose melting tempera-
tures decrease with decreasing the annealing temperature in a manner similar to that 
shown in Fig. 3.70. The mass fractions of the structures should depend on the rate 
of cross-linking (Fig. 3.72). At the cooling rate 1 °C min−1, the rate maxima occur 
around 20 ± 5 °C so that the structures formed in largest fractions should be expected 
to have thermal stability similar to that of the structures formed on isothermal an-
nealing at 15, 20, and 25 °C. However, gelation continues at slower yet significant 
rate at temperature below 15 °C. This process should yield the gel structures whose 
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melting temperatures are lower than that of the gel prepared isothermally at 15 °C. 
These structures would have lower thermal stability and, thus, their melting should 
encounter a lower energy barrier.

The isoconversional activation energies evaluated for melting of nonisother-
mally prepared gels are displayed in Fig. 3.73. The resulting Eα dependencies dif-
fer noticeably from those found (Figs. 3.69 and 3.71) for melting of isothermally 
prepared gels. The initial part ( α < 0.4) of both dependencies is increasing. The ini-
tial Eα values are markedly smaller than the initial values estimated for melting of 
the isothermally prepared gels. This clearly suggests the existence of the gel struc-
tures whose disintegration encounters a lower energy barrier or, in other words, the 
presence of the structures, whose network junctions have fewer cross-links. While 
raising temperature, melting progresses by involving the structures of continuously 
increasing thermal stability that gives rise to the increasing Eα dependence. Note 
that the Eα values never rise to the values observed (Figs. 3.69 and 3.71) for the 
initial stages of melting of the gels prepared isothermally at 15 and 20 °C despite 
the  aforementioned fact that the gel structures formed at 20 ± 5 °C should be  present 
in the largest mass fraction. This is because melting of more thermally stable struc-
tures occurs in parallel with the continuing melting of less thermally stable struc-
tures so that the activation energy of the overall process is about the weight average 
of the activation energies of the individual parallel processes.

Once these most abundant structures become involved in melting, the Eα depen-
dence becomes decreasing. Although there still are more thermally stable structures 
in the remaining gel, they are present in progressively smaller amounts so that the 
overall melting process is dominated by the later stages of melting of less thermally 
stable structures. As a result, the observed Eα dependence is similar to that estimated 
gels prepared by isothermal annealing at 15 and 20 °C.

In conclusion, we should mention that melting is not the only process that occurs 
on heating of gels. It should be remembered that as long as temperature is below the 
equilibrium value of Tgel, the solution formed by melting is capable of converting 
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to gel. The formation of gelation gels on heating has already been discussed [164, 
176] (Sect. 3.10.2). It is also detectable during melting by using TM DSC that dem-
onstrates [178] that about 40 % of the melting heat is found in the reversing signal. 
That is, a substantial fraction of melted gel can form new gel structures that would 
have greater thermal stability than the structures melted. Perhaps, a small increase 
in Eα detectable at α > 0.8 (Figs. 3.69, 3.71, and 3.73) is associated with melting of 
these newly formed structures of the highest thermal stability.

3.11  Helix–Coil Transition

Undoubtedly this, too, is a structure, growing and piling itself 
up in endless spiral lines

Victor Marie Hugo, Notre Dame de Paris

3.11.1  Background

In a solution, polymer chains normally assume the structure of a random coil. How-
ever, some polymers can assume an ordered helical structure [180]. The most no-
table examples of polymers forming helical structures include polypeptides, DNA, 
and RNA. The helical structure is stable within certain pressure and temperature 
limits and can be converted to the disordered coil structure by changing either of 
these parameters. The resulting helix–coil transition is a transition between the heli-
cal and coil phases. The transition has been commonly studied in proteins, which 
are composed of long-chain polypeptides.

In proteins, one recognizes the native and denatured states that respectively have 
the helical and coiled structure. From thermodynamic standpoint, the native and 
denatured states can coexist in equilibrium under certain temperature–pressure con-
ditions as described by an elliptical phase diagram [181] shown in Fig. 3.74. At 

Fig. 3.74  Elliptical phase 
diagram of a protein. The 
solid line encompasses the 
area where a protein is stable 
in its native helical state. 
Outside this area a protein is 
stable in the denatured coiled 
state

 



1493.11  Helix–Coil Transition 

a constant pressure, the helix–coil transition can be initiated by either cooling or 
heating. In the latter case, a protein is said to be thermally denatured. Heating of a 
protein causes breaking of hydrogen bonds that hold polypeptide chains in the heli-
cal conformation. As a result, the helices unfold, forming disordered coils. Since 
the polypeptide chains do not break but only change their conformation, the process 
is a phase transition somewhat similar to polymer melting. It is accompanied by 
significant absorption of heat that qualifies it as a first-order transition.

Unfolding of proteins is a very complex phenomenon that involves interplay of 
kinetic and thermodynamic factors. A largely simplified mechanism of the process 
was proposed by Lumry and Eyring [182].

 
(3.93)

where N, U, and D stand respectively for the native, unfolded, and denatured states, 
K is the equilibrium constant of the reversible step, and k is the rate constant of the 
irreversible step. The model is found to be most suitable for denaturation under 
the conditions of high irreversibility [183]. A similar mechanism (Eq. 3.93) is used 
to describe the kinetics of various processes that include so-called pre-equilibria. 
Two most known examples are surface-catalyzed reactions that involve a revers-
ible adsorption step (the Eley–Rideal mechanism) and enzyme-catalyzed reaction 
that involves a reversible formation of a bound state between the enzyme and its 
substrate (the Michaelis–Menten mechanism) [18]. The application of the Lumry–
Eyring model to the kinetics of protein denaturation has been discussed at length in 
the literature [183, 184].

The rate equation for the Lumry–Eyring model is derived as follows. The rate of 
the formation of the denatured state is:

 
(3.94)

where xD and xU are respectively the mole fractions of the denatured and unfold-
ed states. The unknown concentration of the unfolded state can be eliminated 
 considering that the sum of all three fractions is unity, and the fraction of the native 
state xN is related to that of the unfolded state via the equilibrium constant:
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After some rearrangements, Eq. 3.96 converts to Eq. 3.97:

 
(3.97)

Considering that by its meaning xD is the extent of conversion of the native to dena-
tured state, we can replace it by customarily used α. Then substitution of Eq. 3.97 
into 3.94 gives:

 
(3.98)

Equation 3.98 can now be used to derive the effective activation energy as follows:

 

(3.99)

where E is the activation of the irreversible step (U → D) and ΔH0 is the enthalpy of 
the reversible step (N ⇔ U). The effective activation energy obviously depends on 
temperature because the equilibrium constant in Eq. 3.99 is temperature dependent. 
The general trend of this dependence is depicted in Fig. 3.75. It suggests that in 
the low temperature limit, i.e., just above equilibrium, the temperature dependence 
of the denaturation rate should demonstrate the effective activation energy close 
to the sum of the activation of the irreversible step and the enthalpy of the revers-
ible step. Note that denaturation is an endothermic process, i.e., ΔH0 > 0. However, 
as the process temperature shifts further from the equilibrium value, the effective 
activation energy should asymptotically approach the activation energy of the ir-
reversible step.
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3.11.2   Isoconversional Treatment of Protein Denaturation

As an example of isoconversional treatment of the helix–coil transition, we consider 
the thermal denaturation of collagen [185]. The latter is a fibrous protein present in 
animal connective tissue. In its native form, collagen has a triple helical structure, 
whose individual strands are held together by hydrogen bonds. On heating, collagen 
undergoes thermal denaturation, during which the hydrogen bonds break, and the 
helices unfold, turning into coils. The process is accompanied by significant heat 
absorption that permits to monitor its kinetics by DSC.

The kinetics of the thermal denaturation of collagen and other proteins is most 
commonly treated as a single irreversible step N→D [186, 187], whose rate de-
pends on temperature in accord with the Arrhenius equation. Such treatment of the 
collagen denaturation takes its origin in the pioneering work by Weir [188], who 
studied the rate of collagen shrinkage as a function of temperature. From the stand-
point of the Lumry–Eyring model, the single-step treatment can be justified only 
in some special cases [183, 184]. For example, when denaturation occurs far from 
equilibrium temperature, the process can be treated as a single step describable by 
a constant activation energy of the irreversible step. Under other conditions, fitting 
the rate data to a single Arrhenius equation would yield effective activation energy 
whose value depends on the temperature region of measurements. The closer this 
region to equilibrium, the more this value would exceed the activation energy of the 
irreversible step and approach the sum of the activation energy of the irreversible 
step and the enthalpy of the reversible step.

The review papers [187, 189] report about two dozen values of the activation en-
ergy for the thermal denaturation of mammalian tissues. The range of the values is 
very wide (30–1300 kJ mol−1). The extreme values can perhaps be explained by the 
strong compensation effect between the estimates of the preexponential factor and 
activation energy (see Sect. 2.2.2). However, a large fraction of such variation can 
be rationalized in terms of the temperature dependence of the effective activation 
energy (Eq. 3.99 and Fig. 3.75). In accord with the Lumry–Eyring model, the inter-
val of Eef variation can be as large as ΔH0. Note that some of the literature values 
[190] of ΔH0 for tissue denaturation exceed 400 kJ mol−1. That is, for denaturation 
of exactly the same protein, the activation energy measured close to equilibrium 
can deviate from that measured far from equilibrium by as much as 400 kJ mol−1.

Figure 3.76 displays DSC curves for the thermal denaturation of rehydrated (sat-
urated with water) collagen. The presence of water stabilizes the denatured coiled 
form of collagen, which is an aqueous solution of gelatin. The process manifests 
itself in the form of well-defined nearly symmetrical DSC peaks. The endothermic 
heat of the process is around 60 J g−1 [191]. As expected for any kinetic process, the 
DSC peaks shift to higher temperature with increasing the heating rate.

The importance of the reversible step N ⇔ U in these regular DSC data is high-
lighted by TM DSC (Fig. 3.77). The latter demonstrates that a substantial fraction 
(~ 25 %) of the total heat flow signal arises from reversible process. This obviously 
lends support to the Lumry–Eyring mechanism (Eq. 3.93) and suggests that the 
measured kinetics is determined by both reversible and irreversible steps.
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The application of an isoconversional method to the DSC data on thermal dena-
turation of collagen (Fig. 3.76) results in the Eα dependence seen in Fig. 3.78. Since 
the conversion increases with increasing temperature, the estimated dependence 
is consistent with the temperature dependence for the effective activation energy 
predicted by the Lumry–Eyring model. Undoubtedly, the model is suitable to ex-
plain the obtained isoconversional dependence of the effective activation energy. 
The question is whether it is suitable to extract accurate estimates of the intrinsic 
parameters from the Eα dependence.
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Fig. 3.76  DSC curves for the thermal denaturation of collagen in water measured at different 
heating rates. Numbers by the lines represent the heating rate in °C min−1. (Reproduced from 
Vyazovkin et al. [185] with permission of Wiley)
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Clearly, Eα at α→1 (Fig. 3.78) should provide an estimate for the activation en-
ergy of the irreversible step. In that region, the respective Eα values appear to ap-
proach asymptotically ~ 160 kJ mol−1. Nevertheless, as stated earlier, most of the 
literature E values [187, 189] for the thermal denaturation of mammalian tissues are 
quite large. For example, a thermal denaturation study [192] of collagen in water 
in the temperature range 57–60 °C reports an activation energy 518 kJ mol−1. This 
value is closer to the Eα at α→0 (Fig. 3.78) that is associated with the lowest tem-
perature range of the DSC data (Fig. 3.76).

Eα at α→0 is approximately 370 kJ mol−1 that ideally should serve as an esti-
mate for E + ΔH0. The difference between this value and 160 kJ mol−1, which is an 
estimate for the activation energy of the irreversible step, is ~ 210 kJ mol−1. This 
should give an estimate for ΔH0. It is difficult to judge how accurate this estimate is 
because Eα at α→0 does not demonstrate any tendency to plateau at 370 kJ mol−1. 
Recall that the existence of the low-temperature plateau is predicted from the Lum-
ry–Eyring model (Eq. 3.99 and Fig. 3.75). Therefore, the actual value of ΔH0 can be 
larger than 210 kJ mol−1. Nevertheless, this crude estimate fits fairly well within the 
range of the literature [190] ΔH0 values: 190–430 kJ mol−1.

The inceptive application [185] of an isoconversional method to denaturation 
of collagen has been followed by a series of isoconversional studies on several 
proteins. Several studies [193–196] have been conducted on thermal denaturation 
of collagen, including denaturation of dry [195] and fish [196] collagen as well as 
vitrified collagen gels [194]. All these studies demonstrated decreasing Eα depen-
dencies similar to that shown in Fig. 3.78. None of these dependencies has shown 
a tendency to plateau at small values of α. On the other hand, decreasing Eα depen-
dencies with a well-defined plateau at small α values has been reported [197, 198] 
for the thermal denaturation of the globular protein lysozyme. Also, a plateau in Eα 
followed by a decreasing dependence has been found [199] for thermal denaturation 
of keratin. On the other hand, for the thermal denaturation of bovine serum albumin, 
the isoconversional activation energy remains practically unchanged throughout the 
process [200].
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Fig. 3.78  Dependence of the 
effective activation energy 
on the extent of conversion 
determined by an isoconver-
sional method. (Reproduced 
from Vyazovkin et al. [185] 
with permission of Wiley)
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